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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

For the last decades, APMS has been a major event and the official conference
of the IFIP Working Group 5.7 on Advances in Production Management Sys-
tems, bringing together leading experts from academia, research, and industry.
Starting with the first conference in Helsinki in 1990, the conference has become
a successful annual event that has been hosted in various parts of the world in-
cluding Washington (USA, 2005), Wroclaw (Poland, 2006), Linköping (Sweden,
2007), Espoo (Finland, 2008), Bordeaux (France, 2009), Cernobbio (Italy, 2010),
Stavanger (Norway, 2011), Rhodos (Greece, 2012), and State College (PA, USA,
2013).

By returning to Europe, APMS 2014 took place in Ajaccio (Corsica, France).
This issue was organized in a collaborative way, as its organization was supported
by four French universities and engineers schools: ENIT-INPT / University of
Toulouse, the University of Bordeaux, the University of Lyon and the University
of Technology of Belfort-Montbéliard.

The topics of APMS are similar to those of the IFIP WG 5.7. They concern
all the facets of the systems of production of goods and services. For its 2014
issue, APMS selects the “Innovative and knowledge-based production manage-
ment in a global-local world” theme, focusing on innovation, knowledge, and the
apparent opposition between globalization of the economy and local production.
233 papers were accepted, based on blind peer-review. They were written and
proposed by more than 600 authors and co-authors coming from 28 countries.
The main review criteria were the paper quality and contributions to science
and industrial practice. Accepted papers of registered participants are included
in this volume. According to the new standard of APMS conference, full pa-
pers have been submitted and reviewed from the outset, allowing for the final
proceedings to be available at the time of the conference.

Through an open call for special sessions and papers, APMS 2014 sought con-
tributions in cutting-edge research, as well as insightful advances in industrial
practice. The intent of the special sessions is to raise visibility on topics of focused
interest in a particular scientific or applications area. This year, 21 special ses-
sions were planned. They were consistent with the theme of the conference and
focused on key areas of simulation, design, service, process improvement, sus-
tainability, human & organizational aspects, agility and flexibility, maintenance,
future and smart manufacturing, ontology, co-evolution of production and so-
ciety, lean production, factories lifecycle, experience, knowledge & competence,
and optimization.

Following the tradition of past APMS conferences, the 7th APMS Doctoral
Workshop offered Ph.D. students the opportunity to present, discuss, receive
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feedback, and exchange comments and views on their doctoral research in an
inspiring academic community of fellow Ph.D. students, experienced researchers,
and professors from the IFIP WG 5.7 community.

Three awards were distributed during APMS 2014:

– Burbidge Award for best paper,
– Burbidge Award for best presentation,
– Doctoral Workshop Award.

The Scientific Committee, consisting of 78 researchers, most of them being
active members of the IFIP WG 5.7, played a key role in reviewing the papers in
a timely manner and providing constructive feedback to authors, allowing them
to revise their manuscripts for the final draft.

Papers in these three volumes are grouped thematically as follows:
Volume 1:

– Part I: Knowledge Discovery and Sharing: Knowledge management,
creative enterprise, quality management, design tools, system engineering,
PLM, ontology, decision support system, collaboration maturity, Business
Intelligence, enterprise 2.0, etc.

– Part II: Knowledge-Based Planning and Scheduling: Scheduling,
optimization, production planning and control, assembly line balancing,
decoupling points, inventory management, supply chain management, multi-
echelon supply chain, analytic hierarchy process, enterprise resource plan-
ning, decision support systems, problem solving, vehicle routing, physical
internet, etc.

Volume 2:

– Part III: Knowledge-Based Sustainability: Cleaner production, green
IT, energy, energy-efficiency, risk management, disturbance management,
resilience, end of life, reverse logistics, creative industry, eco-factory, envi-
ronmental innovation, solidarity economy, social responsibility, glocalization,
etc.

– Part IV: Knowledge-Based Services: Service production, service en-
gineering, service governance, healthcare, public transportation, customer
satisfaction, after sales, smart manufacturing, etc.

Volume 3:

– Part V: Knowledge-Based Performance Improvement: Performance
measurement system, evaluation, quality, in-service inspection, inspection
programs, lean, visual management, standardization, simulation, analysis
techniques, value stream mapping, maturity models, benchmarking, change
management, human behavior modeling, community of practice, etc.
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– Part VI: Case Studies: sectors (petroleum industry, aeronautic industry,
agribusiness, automobile, semiconductors), tools (ERP, TQM, six sigma, en-
terprise modeling, simulation), concepts (supply chain, globalization), etc.

We hope that these volumes will be of interest to a wide range of researchers
and practitioners.

August 2014 Bernard Grabot
Bruno Vallespir
Samuel Gomes

Abdelaziz Bouras
Dimitris Kiritsis
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Irenilza de Alencar Nääs Paulista University, Brazil

Human and organizational aspects of planning and scheduling
Ralph Riedel TU Chemnitz, Germany

Agility and flexibility in manufacturing operations
D. Jentsch TU Chemnitz, Germany

Asset and maintenance management for competitive and sustainable manufac-
turing

Marco Garetti Politecnico di Milano, Italy

Manufacturing of the future
R.S.Wadhwa Høgskole i Gjøvik, Norway

Smart manufacturing system architecture
Hyunbo Cho Postech University, Republic of Korea



Organization XI

Production capacity pooling vs. traditional inventory pooling in an additive man-
ufacturing scenario

Jan Holmström Aalto University, Finland

Ontology based engineering
Soumaya El Kadiri EPFL, Switzerland

Co-evolving production and society in a global-local world
Paola Fantini Politecnico di Milano, Italy

Lean in high variety, low volume production
Erlend Alfnes Norwegian University of Science and

Technology, Norway
Lean system development
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Robert W. Grubbström Linköping Institute of Technology, Sweden
Gerhard Gudergan Aachen University of Technology, Germany
Gideon Halevi Hal Tech LTD, Israel
Bernd Hamacher University of Bremen, Germany
Hironori Hibino Tokyo University of Science, Japan
Hans-Henrik Hvolby Aalborg University, Denmark
Ichiro Inoue Kyoto Sangyo University, Japan
Harinder Jagdev National University of Ireland, Ireland
John Johansen Aalborg University, Denmark
Toshiya Kaihara Kobe University, Japan
Dimitris Kiritsis EPFL, Switzerland
Tomasz Koch Wroclaw University of Technology, Poland
Ashok K. Kochhar Aston University, UK
Andrew Kusiak University of Iowa, USA
Lenka Landryova Technical University of Ostrava,

Czech Republic
Jan-Peter Lechner First Global Liaison, Germany
Ming K. Lim University of Derby, UK
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Abstract. Product Life Cycle (PLC) has been used to analyze the be-
havior of a product during its time of production. The success of enter-
prises depends on its capacity of aligning Supply Chain Strategy (SCS)
with PLC. The purpose of this work was to develop a model to align
the right SCS with PLC stage. This research shows three case studies
and results provides that different companies used diverse approaches
on managing life cycle of its products. However, they were successful in
reaching competitive advantage due to correct alignment between SCS
with PLC.

Keywords: Agile Supply Chain, Responsive Supply Chain, Flexible
Supply Chain, Lean Supply Chain.

1 Introduction

The results of a company are connected directly to the adopted strategy. An
enterprise may aspire total quality of its products, but if it uses an aggressive cost
reduction strategy, may not achieve the desired result. In fact, it is fundamental
to an organization to align market, production and business strategy to reach
its goals.

First of all, strategies of enterprise must be established considering the Prod-
uct Life Cycle (PLC) [1] and its correct alignment with strategy of Supply Chain
Management [2]. Nowadays, we consider that SCM has four strategy approaches:
lean, flexible, responsive and agile [3]. These strategies are known as an evolution
of manufacturing strategy thinking. For this reason, when a company applies a
manufacture strategy, this strategy extends all along the supply chain.

This paper aims to analyze the relevance of aligning Supply Chain Strategy
(SCS) with Product Life Cycle and the consequences for the companies.

B. Grabot et al. (Eds.): APMS 2014, Part I, IFIP AICT 438, pp. 3–10, 2014.
c© IFIP International Federation for Information Processing 2014
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2 Theoretical Background

2.1 Supply Chain Strategies

In order to understand the Supply Chain Management Strategies, four ap-
proaches were defined [2]:

Lean Supply Chain (LSC) focus on major productivity with cost reduction,
through the elimination of wastes [4].

Flexible Supply Chain (FSC) flexible behavior of system. Involves equip-
ments, workforce and transportation network. The main types of flexibility are
represented by the flexibilization of the production systems [5].

Responsive Supply Chain (RSC) corresponds the capacity of response to
market needs, considering time and cost. [6].

Agile Supply Chain (ASC) involves the capacity of introducing new products
to supply new markets. Agility is the capability of a company to structure the
business process in order to answer the new clients’ requirements and wishes [7].

Each one of these strategies needs to align with demand and supply charac-
teristics. And it is considered whether the product is innovative or functional
[2], [3] and [8].

2.2 Product Life Cycle

PLC may be defined as the process of existence of a product since its idea and
development until its recycling [1]. In this process, the product passes through
different stages, such as demand analysis, conception, manufacturing, test, exe-
cution, evaluation, maintenance and discard [9]. PLC deals with the evolution of
a chain product, that may occur in two ways: a) the creation of a new product
in the market, and b) referring to mature products that there are already in
the market [1]. The PLC function shows four clear stages: introduction, growth,
maturity and decline [10].

3 Methodology

This article includes the proposition of a model aiming to explain the relation be-
tween PLC and SCS and the performance of case studies to check the pertinence
of the model in real industrial conditions. To do so, this study was conducted
based on these steps:

1. A literature review regarding the concepts of PLC and SCS;
2. Development of model based in Literature Review, using authors such as [1],

[2], [8], [9], [10] and [11];
3. Three case studies were realized using public data, annual management re-

ports of companies, interviews and informations published in the last 30
years;

4. Discussion of the cases considering the data collected and the model pro-
posed.
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4 Developing a Model to Align Supply Chain Strategy
and Product Life Cycle

To develop a model that represents SCS with PLC, the authors analyzed different
contributions in the theme [1], [2], [8], [9], [10] and [11], resulting the model shown
in Figure 1.

Fig. 1. Proposed Model

To explain Figure 1, it is necessary to study PLC through its four stages:

Introduction: represents launching the product in the market. The product is
considered innovative, with high profit margins and no competitors. According
to different studies, a product needs to comply with some criteria, to be consid-
ered innovative [2], [3] and [8]. However, in this scenario, there is high demand
uncertainty, because it is not know how consumers react to new products. On
the introduction stage a high supply uncertainty occurs due to the difficulty in
finding suppliers.

In addition, the more applicable SCS in this context is Agile Supply Chain
[2] and [8].

Growth: in this stage, on similar products are put in the market and consumers
begin to have options. Competitors develop copies of the product at lower prices,
reducing profit margin. However, supply uncertainty starts to reduce, because
new suppliers arise. Now the chain perspective is responsiveness, which means
to attend clients requirements faster. On the other hand, the enterprise needs to
reduce manufacturing and distribution costs. This stage allows new opportunities
to reach competitive advantage [12].
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On Growths phase, for a short time period, companies that adopt agile supply
chain or responsive supply chain strategies may compete. However, the enter-
prise that launches a product must decide if it should change its strategy to
responsiveness, or maintain agility and production of that item. In doing so,
it does not no represent that PLC product is over, because the company may
license the product for manufacturing to other enterprises in different countries.
Meanwhile, there are companies that keep manufacturing similar products.

Maturity: at this stage, the product is definitively established in the market and
starts the transition from innovative to functional. Organizations have knowledge
about demand, so demand uncertainty is reduced, whereas supply uncertainty
rises due to competition for resources among producers.

Another condition that affects companies is brought by the costumers, who do
not accept failures in products on the maturity stage, and also do not pay more
for these products [12]. As competition and supply uncertainties are high and
demand is divided among the players, the best way to react is using flexibility
in supply chain strategy.

In this scenario, profit tend to establish or decrease, and companies need de-
cide weather to adopt Flexible Supply Chain Strategy to hold in this segment;
come back to the previuos stages and launch new producs; or stay in the respon-
sive segment (growth).

Decline: when products reach this phase, the enterprise knows the market,
suppliers and competitors. Uncertainty of demand and suppliers decrease to a
very low level. Some companies leave the market.

In this context, companies need to embrace a Lean Supply Chain Strategy.
They must reduce wastes in the supply chain nodes, to ensure the feasibility
of selling the products [13]. Of course, much has been discussed about lean
manufacturing after the work of Womack and Jones [13] and the relationship
between agility and lean approach [4], but in this research the focus is put on
the relation between the decline stage and lean supply chain strategy.

5 Case Studies

The alignment between PLC and SCS is an opportunity for enterprises to obtain
success in their markets. To illustrate this, three case studies are presented,
related to the model proposed in this paper.

5.1 FIAT

The Italian Automobile Factory Torino (FIAT) arrived in Brazil in the 70’s.
After a difficult period, with a lot of questions about quality of its products,
the enterprise became the biggest company in selling vehicles for the last twenty
years in Brazil.

A reason for this success was the launching of a small vehicle called Uno (one).
It was showed for the first time in 1983 and started to be produced in Brazil in
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1984. The innovative car got immediate success. Until 1988 the firm sold three
millions of these cars in the world [14].

In Brazil, the car spreads in the streets and its production increases with the
rise of the so called ’popular cars’, in the beginning of the 90’s. This kind of
vehicle consisted of compact cars without some safety items and comfortable
equipments, but with an attractive price. Brazilian government established the
price of the popular car in 7.350 american dollars [15]. This was interesting for
the people and for the producers, since Brazilian currency had parity with the
dollar from 1994 to 1999.

Afterwards, the Brazilian scenario of vehicle production changed and popular
cars received many versions with different prices. Actually, a car considered
popular, without air conditioning and electric power steering costs 10.200 dollars
[16].

In the 90’s, the opening of the market by the Brazilian government, caused an
invasion of many companies. Firms like Renault, Honda and Hyundai changed
the national market and became a concern to the four local automobile factories
previously installed in the country, Volkswagen, Fiat, Ford and General Motors.
So, Fiat was forced to launch new models, while maintaining its major success.
For that, the company changed the name Uno to Mille, readjusting the car in
the market. The name represents an analogy with the engine that had a cylinder
capacity to 1.000 cubic metric centimeters.

Some years ago, Fiat introduced a vehicle called ’New Uno’, but it was a to-
tally new product with new lines and another concept. However, the Mille was
produced until 2013, when, with legislation change in Brazil, its production be-
came unfeasible. The problem was the impossibility of including airbag systems
and ABS brake in the project, an obligation for vehicles produced in Brazil since
2014.

When we analyzed Fiat SCS linked to PLC, the model connects perfectly
with the case Fiat Uno/Mille. When Fiat launched Uno in Brazilian market, the
vehicle changed the paradigm of car production, creating one of the products
with longest longevity of the country. This allowed to the company an immense
return of investment along thirty years of production.

The Uno’s success made competitors enter in the segment with models like
Gol (Volkswagen), Chevette (General Motors) and Escort (Ford). As a result,
Fiat needed to adequate itself to answer new market challenges and establish
a Responsive Supply Chain strategy. To do this, the company launched many
different products, such as the sedan Premio, Station wagon Elba, and sporting
models of Uno. The increase of consumption in Brazil, motivated by economic
stability, made the Brazilian market very attractive and concurrent. This fact
also made the company change its strategy to a Flexible Supply Chain, as a
reaction to a scenario of maturity for the product and segment. In doing so, Fiat
assembly lines became more flexible to produce different kind of products. Sup-
pliers oriented their stocks and production to supply Fiat according to factory
programmation.
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In the XXI century, the major objective of the firm was to make Mille the
cheapest car in the country, so the company needed to reduce costs and wastes.
With this aim, Fiat applied the Lean Supply Chain strategy, with the purpose
to maintain the product competitive in the market.

5.2 Apple

Apple is a company known around the globe and its founder, Steve Jobs, is the
image of tireless search for better results and a shining mind capable of creating
innovations constantly, characteristics that built a very profitable company even
after Jobs’ death. Innovative products have a natural uncertainty of demand and
supply, due to the uncertain supplier capacity to respond to all the requirements
of the new products.

Authors argue that innovative products have a short PLC [10], [14]. However,
when we analyze for instance, the longevity of battery radios, it may be seen
that this is not an absolute truth. What happens is that some products, even
when its inventor loses interest in production, are still produced by many other
firms, and although this is a way of survive, these producers are not entitled to
ask for patents.

An enterprise in constant innovation process has its image connected to this
performance and, in doing so, maintains high profitability margins. In this case,
we can infer that Apple used an opposite strategy than Fiat. The company
kept itself in an innovative way and established an Agile Supply Chain Strategy.
For example, the IPAD [17], the tablet of 10 inch launched in 2010, may be
considered a reference Very quickly it became a successful innovation by Apple.
So this market called attention of enterprises like Samsung, that launchedan
concurrent tablet called Galaxy to dispute in this new market. The evolution of
products in PLC context required Apple to decide between applying an Agile
Supply Chain Strategy or change its strategy to Responsive Supply Chain. The
decision is clearly known; the company opted to continue with innovation of its
products and maintain an Agile Supply Chain Strategy.

In 2011, Apple launched IPAD II and started the PLC of a new product.
Despite the exterior similarity of the products, in conception they are really
completely different. The demand for these new tablets did not prevent its pre-
vious generation’s demand. In fact, there are a lot of people in the world that
want to be inserted in a technologicalogic market, but have not money enough to
pay for the products. For this reason, some enterprises keep on producing items
of ancient generation and extend its PLC to the following stages using Flexible
and Lean Supply Chain Strategies. Many Chinese companies are acting in this
segment. Meanwhile, Apple continues its process of creating and innovating. The
IPAD is now in the fifth version.

5.3 Intel

The North American company Intel was founded in 1960. This company em-
braced a hybrid strategy between Fiat and Apple. The firm was the first bigger



Aligning Supply Chain Strategy with Product Life Cycle Stages 9

processors manufacturing in the world and is not the only one, because it did
not establish patents for its products in the 286, 386 and 486 versions. These
processors were copied by other companies using reverse engineering.

In 1993 Intel launched the Pentium Processor, which started a new era of pro-
cessors, adding value to the brand and changing competition scenario [18]. The
product followed the same PLC of IPAD in Apple, however in a slower way. The
company adopted an Agile Supply Chain Strategy, and although it continued to
create innovative products, it realized that it could establish different strategies
to processors.

The company understood that its products were really good for a significant
part of world population. Many people use computer for simple things, such as
to send an email, type a text or make a calculation, and they do not need a
modern processor. With this idea in mind, the company perceived that it could
launch a new processor, while maintaining the old one.

Different from the Apple case, competition in manufacturing processors is very
limited, only two players respond to major demand around the world. So when
Intel launched Pentium II in 1997 [18], it decided to keep two lines of products
with the same main name. However, this was not good for its business image,
because Intel was a technology and innovative company. The image of an innova-
tive company is not in agreement with the dichotomy high technologies and old
product altogether, because consumers see this as a second category product,
an item not ’so good enough’. So, in 1998 Intel launched a new generation of
processors, the ,Celeron’.

Indeed, Celeron line was a Pentium I in a new format with some modifications.
The negative image of using a second line product was substituted by the pleas-
ant image of an economic and efficient processor. In doing so, the company was
able to prolong PLC cycle and apply different supply chain strategies without
harming the brand. So, Intel could adopt the Agile Supply Chain Strategy to
new products of Pentium line and a different Responsive Strategy to the Celeron
line.

The strategy reduced risks of stolen technology, and as a result, Intel is nowa-
days the major processors producer of the world and continues with innovation
processes in many other types of processors and brands.

6 Conclusion

This paper deals with the alignment between SCS and PLC. A model was pro-
posed and discussed in practice, through three case studies with different kind of
enterprises. Our analysis indicates that these firms used different approaches to
the strategies and alignments with good results. However, it may be considered
that, in all cases, the profitability of the companies was related with adequate
alignment between SCS and PLC.

Despite of the results presented in this paper, new studies in other companies
shall be conducted to better validate the model. So, the next steps of this research
is to analyze other companies using the proposed model.
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This is an interesting and very present discussion, which does not finish with
the examples here presented. The authors remain in the research of the prob-
lems referent to supply chain aspects, and will be glad there are other persons
interested in interacting with them on these issues.
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Abstract. The construction area in Brazil have different challenges to become 
more productive, efficient and sustainability. The objective is analyze the pro-
file of projects offices at Brazil´s southeast region to determine the design tools 
used for project development and their characteristics in civil construction area. 
The strategy was a technical review about this issue in periodic papers and a 
survey, applied online, for project experts. The results shows that CAD – Com-
puter Aided Design – tools still have more presence and BIM – Building  
Information Modeling – software is gaining space inside offices, but still have 
problems that need be resolved. Besides, inside the context, BIM tools have 
qualities aligned with actual demands that put it in evidence to resolve historical  
problems at civil construction context. 

Keywords: CAD, BIM, Brazilian Southeast productivity, sustainability. 

1 Introduction 

The civil construction industry in Brazil is one of the most important in the country 
under different aspects. The huge territorial extension combined with the poor infra-
structure requires the direct application of the civil area resources. However, when 
compared to the other industry sectors, is still considered delayed because of the  
particularities of organization, work division, productive process and product  
characteristics. 

The informatics tools have gained great importance in this scenario. As a direct re-
placement of the clipboard and handmade draws, the CAD tools - Computer Aided 
Design - mean a revolution in the design process, making it more productive and ef-
fective. Moreover, CAD-Based solutions favor the exchange of tools among the pro-
fessionals what cover various technological areas such as aeronautics, mechanics and 
construction. However, the CAD model, specifically for buildings, presents bottle-
necks which are difficult to overcome, and thus, the BIM tools - Building Information 
Modeling - emerge as an option to this problem. 

BIM technology has appeared with a different concept. While CAD technology is 
based on vector information, BIM is based on parametric objects. In this case, it al-
lows the designer to define a series of objects that make the process more interactive 
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and rich, solving several problems before construction. Furthermore, BIM architec-
ture uses the same file under different disciplines, such as facilities, structure, maso-
nry, foundations, etc. As a result, the higher compatibility among the files improves 
significantly the project process. This technology has been deployed worldwide in 
order to adjust its parameters According to [1,2], the implementation of BIM systems 
requires the adjustment of variables that need to be carefully studied to obtain a better 
project performance. 

In Brazil, BIM technology has been also gaining greater visibility. The Brazilian 
Army has applied such technology to improve the military projects. Moreover, the 
Foundation for the Education Development of Sao Paulo State – FDE - has been de-
veloping a database to make all its projects using BIM solutions. In addition, builders 
and developers are increasingly investing on the technology, seeking the benefit of the 
integration of the construction process and post-construction [3]. 

Despite the benefits, it is difficult to estimate the technology acceptation degree in 
the Brazilian building industry. In order to answer this question, the goal of this paper 
is to analyze the profile of the project offices in Brazilian Southeast, trying to find 
how kind of technology they are using and its features. The strategy to develop this 
work is based on a technical review focused on periodical papers as well as a survey 
that was applied online to experts in projects of the southeast region of Brazil. 

2 Technical Review 

2.1 The Production of Projects and Their Importance – A National and 
International Context 

The concepts of project management and project production are very important and 
need be carefully studied. In general, many different professionals are involved in the 
production of buildings, and each one is responsible for a specific part of the process. 
The production of projects in Brazil is quite different when compared to other  
countries. 

Current construction projects are becoming even more complex and requiring more 
labor time, especially as the amount of project data and active project participant in-
crease [4,5]. Besides, both projects and management can be defined in a number of 
ways, but a reasonable view would be that projects are the creation or the extension of 
assets, and management is the conduct of controlling this activity. Project manage-
ment can then be seen as the controlled direction of the use of resources in order to 
achieve this creative process [6]. 

The construction engineering process presents three stages: planning, design and 
execution [4]. Each stage is equally important, and carelessness during any stage can 
cause budget overruns, improper design and construction, and work delays. If the 
routine planned procedures can be simulated using a reliable data, construction costs 
can be reasonably estimated, thus providing feedback that can help to control the 
annual budget, increasing the resource allocation efficiency. 

The concepts of [4,5] shows that the organization of the process is aligned to this 
different actors, that completes the idea of [6], whose definitions are the bases of the 
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controlling process. All this concepts are linked to effective tools, and informatics 
tools can be one answer for these questions. 

Besides, the importance of the project in the building conception process is very 
important to avoid errors and minimize the costs and failures. In Brazil, some entre-
preneurs understand that the project is a mere expense in the production system, and 
most of the projects start without all the projects finished [7,8]. According to [8], a 
largest investment in the project (in all steps) (fig. 1) could reduce the non-provided 
costs and also can aggregate more quality to the final product. Moreover, it permits a 
better financial management with reduction of the payments (non-provided mainly) 
during the process. 

 

   

Fig. 1. Investment in Projects [8]         Fig. 2. Costs and Monthly Payments [8] 

2.2 Informatics Tools Used in the Project Development  

To define the most common tools used in the development of projects in the civil 
construction, it is necessary to study the importance of CAD and BIM tools for the 
project of buildings. 

2.2.1   CAD Tools 
Early applications of computers to assist the stages of engineering began in 1950, 
when the Massachusetts Institute of Technology (MIT) started the discussion about 
Computer Aided Design – technology. CAD systems of that generation were limited 
to the description of two-dimensional geometric entities, creating and manipulating 
drawings in monochrome graphics terminals. Right now [9], CAD systems present 
several advantages: 

─ Ability to send and receive drawings electronically; 
─ Better management of drawings and information; 
─ Accuracy in sizing; 
─ Faster recovery, modification and update of drawings 

During the 60s and 80s, the use of CAD systems was limited to large companies, 
such as aerospace and automotive due to the high costs, involving software, hardware 
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and qualification level of the operators However, at the end of 90s, with the develop-
ment of the Windows Operating System, there was a migration of the companies to 
use Windows-Based tools. As a result, the costs reduced as well as the necessity of 
the highly skilled users [9]. 

For the project offices in Brazil, with the popularization of computers was respon-
sible to the gradual migration of manual design processes (clipboard) to the computer 
and with the advent of the internet, the process became even more streamlined and 
integrated when compared to the previous stage. This fact has made the *.DWG inter-
face the most popular of all CAD tools into nowadays [9]. 

2.2.2   BIM Tools 
According to [1] the definitions of BIM are broad and do not have a widely accepted 
definition. The initial concepts of BIM date back to the first attempts of optimization 
of information within the CAD platforms (fig. 3). This is a three-dimensional model 
enriched by additional intelligence (information associated with graphic or parame-
ters). The basis of this technology consists of the graphical information of the model, 
which includes the construction of the geometric model, its physical characteristic, 
properties, names and functional peculiarities of the components. 
 

 

Fig. 3. Costs and Monthly Payments [10] 

BIM systems are adequate to support the simulation of a construction project in a 
virtual environment, with the advantage of using software, which means to perform 
several steps in advance of the construction process, allowing the necessary adjust-
ments before the real work. The assembly instructions can be associated with BIM 
components. So the visual context of the specific location on the 3D model can assist 
the communication of such instructions. 

The BIM tools involves modeling of information surrounding the production of a 
building by creating a digital model that integrates all the interfaces that make up a 
building, covering the entire life cycle of the building, which starts in the project, 
involves the implementation, use, rehabilitation and demolition. 

According to [10], BIM systems have been gradually applied in the worldwide pa-
norama of AEC – Architecture, Engineering and Construction- industries. However, 
there is no uniformity in the use of the tool. The low demand for BIM customers also 
becomes a major obstacle to the widespread use of the tool in Canada, with an absorp-
tion of 30%. Besides that, in the United States, the AEC market has a greater use of 
the tool (50%) viewing the adoption of BIM as an excellent return on investment. 
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3 Case Study 

In order to estimate a degree about the acceptation level of CAD and BIM software in 
the Brazilian Southeast Context, a survey was applied using a Survey Server 
(www.surveymonkey.com) to understand the particularities of the design process. 

3.1 Sampling 

Twenty-three companies in the Southeast Region of São Paulo were interviewed, 
being formed by medium and large companies. The profile of the companies (fig. 4) 
shows that 20% are involved with Residential Building Construction, 42.5% with 
Commercial Building Construction, 16% with Infrastructural Projects of Roadwork 
and 22.5% with Infrastructural Projects in general. 40% of the respondents were 
small/individuals companies and 35% big ones (fig. 5). 
 
 
 
 
 
 
 
 
 
 

       Fig. 4. Expertise of the Company                   Fig. 5. Size of the Company 

3.2 Time Spent on Project Development 

Analyzing the time spent on project development (fig. 6), is possible to see that BIM 
tools require more time in the project (52%) when compared with CAD tools (40%). 
This can be explained by the necessity that the BIM user needs to develop the 
projects. The project routine in CAD tools permit the omission of several information 
that cannot be omitted in BIM tools. 
 
 
 

 
 
 
 
 
 
 

Fig. 6. Spent time in Projects Development 
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3.3 Labor Productivity Coefficients 

To know the efficiency of the tools, the labor hour of each solution was compared as 
presented in fig. 7. This analysis shows that the users of BIM tools spent 50% more 
time in the development of the project due to the time needed to define all instances. 
The 4 most cited BIM software in the Brazil Southeast are Revit Architecture®, Revit 
Structure® and Revit MEP®, from Autodesk Corporation, with 27.5%, 25% and 25%, 
respectively. Vector Works is used only for 2.5 % of the users. Other specific soft-
ware solutions were cited by 19% (fig. 8). 
 
 
 
 
 
 
 
 
 

       

            Fig. 7. Labor/project                       Fig. 8. The most cited software 

4 Discussion 

The CAD and BIM tools have particularities that need to be analyzed before compar-
ing both solutions. Nowadays, in Brazil, the construction market is familiarized with 
the routines and specifications of CAD tools, and the most part of the actors uses this 
technology proficiently. This characteristic can explain the differences between them. 

In the project process, the customer needs different degrees of information, and at 
this point, CAD tools are more efficient because it needs less information to generate 
the final product. For BIM tools, is necessary to insert/define more information from 
the beginning of the project, what requires more time. On the other hand, for the next 
steps, BIM tools also require less information to continue the development of the 
projects, what could compensate this time lost at the beginning of the process. 

5 Conclusions 

Design processes in the civil construction area are very specific because they present 
some particularities that makes it different from another areas. CAD tools were the 
first tool applied in large-scale that transformed the project processes, while the BIM 
tools are considered the CAD evolution. In Brazil the offices are initiating the imple-
mentation of BIM tools, increasing the spent time of the users in order to use the tool 
in the correct way. Besides that, the construction market in Brazil is accustomed with 
less information projects, where a lot of details are resolved later. This practice in-
creases the price of the products and, in a competitive market, is difficult to take gain.  
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The construction market in Brazil has grown in the past seven years and the chal-
lenge for the growing continuity is to become more efficient with a better quality 
product. To achieve this issue, is necessary to use more effective tools with the possi-
bility to manage different variables and parameters. BIM tools present such characte-
ristics and they permit the Brazilian offices to improve their projects. 
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Abstract. The purpose of this paper is to report on an industrial investigation, 
conducted within a leading power generation manufacturer, to better understand 
the organisational processes and challenges present in relation to the 
management and sharing of knowledge during product manufacturing. Findings 
reveal that the organisation is failing to fully benefit from web 2.0 technologies 
and particularly micro-blogging. Details of the investigation results are 
presented and a conceptual framework is proposed to demonstrate how 
organisations may enhance the sharing of explicit manufacturing knowledge 
using micro-blogging tools. 

Keywords: Employee Collaboration, Enterprise 2.0, Knowledge Management, 
Manufacturing Management, Micro-Blogging. 

1 Introduction 

In a globally integrated enterprise environment, engineering and manufacturing 
organisations are increasingly required to develop flexible and responsive work 
processes to ensure their survival. Previous practices concentrating upon product cost, 
quality and time to market are no longer sufficient to maintain competitive advantage. 
The focus is progressively turning towards innovation with clearly differentiated 
product offerings being the result. Against this background, effective employee 
knowledge sharing is paramount and remains a significant challenge for both Small to 
Medium sized Enterprises (SMEs) and large multi-national organisations. The 
management and effective sharing of knowledge is recognised [1] as crucial for the 
survival of global manufacturing organisations. Research [2] suggests that, by sharing 
explicit employee and organisational knowledge already captured, companies are able 
to become more productive, enhance corporate performance and are more likely to 
survive than those that fail to discover hidden organisational knowledge.  

The term Micro-Blogging falls under the technology umbrella of “Web 2.0”, a 
term first coined by Tim O’Reilly [3] in 2004 to define the next stage in the 
development of the World Wide Web; O’Reilly identified that modern websites were 
providing users with a more interactive experience and enabled them to become 
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responsible for the generation of their own content. More importantly, Web 2.0 
offered the potential for greater collaboration and knowledge sharing; in this regard, 
micro-blogging may be defined as the posting of short character-limited messages 
(usually 140 characters), images or videos online and is different from traditional 
forms of blogs, which are often lengthy and published less frequently [4]. By 
employing Web 2.0 technologies, enterprises are able to connect people to people and 
people to information more effectively; they can facilitate connectivity, sharing and 
collaboration across boundaries, capture a wide range of views and information that is 
typically informal or highly dispersed and help colleagues locate previously unknown 
experts [5]. More specifically, employees are able to identify and share organisational 
resources more easily via a less formal communication channel; this inturn provides 
for greater interactivity and collaboration in the workplace. Current published 
research into the use of Web 2.0 technologies in enterprises has primarily focussed on 
the use of individual technologies, such as Wikis [6], and social networking sites [7]. 
However, there is limited research into how each of these tools may be used in a 
manufacturing setting to share explicit employee and organisational knowledge. 

The purpose of this paper is to report on the findings of an exploratory industrial 
investigation conducted within a leading power generation manufacturer to 
understand the current challenges and opportunities in relation to the sharing and 
management of explicit knowledge. A conceptual framework is presented in Figure 1 
to demonstrate how manufacturing organisations might make greater use of micro-
blogging tools to improve the sharing of explicit knowledge in their operations. 

2 The Importance of Employee Knowledge Sharing within 
Manufacturing Organisations 

In today’s commercial environment, where manufacturing organisations are 
continually striving to achieve and maintain competitive advantage, successful 
employee knowledge sharing is fundamental to corporate success. According to Shin, 
Holden and Schmidt [8], knowledge management can be sub-divided into four 
categories – knowledge capture, knowledge management, knowledge sharing and 
knowledge application – while knowledge can be found in two forms – explicit and 
tacit; for the purpose of this article, the sharing of explicit knowledge is explored. 
Effective knowledge sharing in the workplace is observed to enhance employee 
learning, which inturn increases the agility of a company and improves the quality of 
products designed and manufactured [9]. O’Dell and Grayson [10] add that the 
knowledge sharing process involves getting the collected knowledge to the right 
people at the correct time in order to improve business functionality. Manufacturing 
organisations must, therefore, improve methods of capturing and sharing employee 
knowledge, while minimising barriers created by the use of different languages, the 
varying levels of technological competence of employees and, indeed, the potential 
unwillingness of individuals to share in the workplace. 
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3 Adoption of Micro-Blogging within Business 

Along with other Web 2.0-based technologies, micro-blogging is increasingly being 
used in our social lives and amongst the academic research community to share and 
disseminate information. However, this is not perceived to be the case in industry 
where there appears to be a lack of recognition of the potential on offer to enhance 
knowledge sharing. Micro-blogging has been identified [11] as a particularly useful 
tool to facilitate employee collaboration and knowledge sharing and its specific 
benefits include: an ability to inform others easily and rapidly of current activities; a 
facility to provide colleagues with current work schedules, product availability, 
feedback and other explicit information in a timely manner; an accessible channel for 
the marketing and promotion of products/services and solicitation of customer 
feedback; the facilitation of communication with third parties, including potential 
customers and suppliers; and the potential to direct colleagues to informative content 
by re-posting. 

The activity of knowledge sharing faces numerous barriers typically relating to 
either social factors or the technology adopted or a combination of both. Businesses 
often cannot identify what is known within their organisations and, consequently, best 
practices, expertise and knowledge and skills cannot easily be applied and transferred. 
Successful knowledge sharing within an organisation requires openness and a 
willingness to share between two parties. Trust inter alia is a key issue with regard to 
sharing knowledge with colleagues. Dyer and Singh [12] acknowledged that 
knowledge sharing could generate relational incomes for both parties, although 
Simatupang and Sridharan [13] stated that more often than not, companies do not like 
to share their private information completely. 

4 Industrial Investigation 

An Industrial Investigation was conducted within a leading power generation 
manufacturing company in the UK between October 2013 and March 2014 and, for 
the purpose of this report, the organisation is referred to as ‘the Company’. The aim of 
the investigation was to gain an understanding of the Company’s current practices and 
challenges in relation to knowledge management and sharing. The methodology used 
during the investigation was informal audio-recorded face to face interviews lasting 
between 60 and 90 minutes. In total, 17 employees were selected for interview and 
participants included the Plant Manager, Maintenance Engineers and Assembly Line 
Operatives. Interviews were conducted on an individual basis by a panel consisting of 
two PhD students and one post-doctoral research fellow. The interviewers followed a 
standardised questionnaire, which asked participants a variety of open-ended and 
closed questions to identify the knowledge management methods, practices and tools 
employed within the Company; the findings relating to these questions are now 
summarised. 
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4.1 Analysis of Responses to the Question: How Do Employees Currently 
Identify Best Practice Knowledge for Specific Manufacturing Problems? 

Employees explained that for every manufacturing project, a set of work instructions 
are produced detailing relevant knowledge in relation to the design, manufacture and 
assembly process for a complete product. This explicit knowledge is stored on an 
internal database, which is the first point of reference for operators working on the 
Assembly line. The database is accessible directly from the shop floor using touch 
screen monitors and product designers and change engineers can modify product 
documentation remotely. It was reported that the company promotes a “who you 
know” culture, whereby employees are encouraged to ask colleagues to share 
knowledge and, if that colleague does not have the required knowledge, ask if they 
can suggest someone who does. If it is not possible to find required knowledge 
internally, employees are encouraged to use external resources, such as commercial 
search engines. There is no system in place for the storage, identification and retrieval 
of explicit knowledge of employees. Currently, information is captured in word 
document format when users are completing work processes, although no further 
action is taken to convert it into explicit knowledge. Finally, if someone experiences a 
problem, they are encouraged to visit Team Room, an intranet accessible by 
colleagues working within the same project group, and ask questions via an instant 
messaging tool.   

4.2 Analysis of Responses to the Questions: How Does the Organisation 
Currently Store Best Practice Knowledge?  

Employees confirmed that best practice knowledge is typically stored in spreadsheets 
and then made available via the EASE touch-screen system. Knowledge is 
occasionally input into ‘Team Room’, although this is not considered a standard 
practice. It is recommended by the corporate IT department that employees store all 
manufacturing documentation on a shared server or on the internal intranet, but this 
does not always happen and often information is stored locally on personal hard-
drives. During the NPD process, the company aims to capture lessons learnt during 
projects at the product closure stage. This activity informs colleagues of issues which 
arose during manufacture, testing and execution and is stored for future reference. 
After product delivery, however, there is no requirement to update this information 
(e.g. when a product is repaired in the field) and in-service experiences are not added 
to the lessons learnt document. It was stated that the company is currently seeking to 
adopt paperless working and a new system called EASE has recently been introduced, 
which offers a Touch-screen workstation for assembly line operatives. The system 
stores all product development project documentation, from work instructions to 
training manuals and all critical product characteristics. The company also operates a 
system called “QSI”, where all training materials are stored; this is an electronic 
system controlled through revision changes and approval processes and allows for the 
preparation of operator instructions when new products are introduced. 



 A Framework for Improving the Sharing of Manufacturing Knowledge 23 

4.3 Analysis of Responses to the Questions: How Do You Currently Share 
Best Practice Knowledge with Dispersed and Co-located Colleagues? 

It was confirmed that the Company does not currently have a standardised method for 
sharing knowledge relating to best practices, although employees commented that 
they try to make their knowledge as easy as possible to understand; to this end, they 
aim to remove from documentation any unnecessary technical jargon for stakeholders 
who do not have a technical background. It was revealed by interviewees that they 
usually use e-mail as their preferred communication tool when sharing knowledge. 
An internal intranet facility, called Team Rooms, exists to support project work and it 
is the responsibility of functional team leaders to ensure effective communication 
between team members. 

4.4 Analysis of Responses to the Questions: What Knowledge Management 
Tools Are Currently Used within the Company? How Frequently Are 
These Tools Used? 

With regard to the use of specific knowledge management tools employed within the 
organisation, none were identified. For the recording of maintenance issues, a T-card 
system is employed where users note down in paper format any problems or issues 
being experienced with manufacturing and assembly equipment. Interviewees 
reported that the company relies heavily on e-mail and corporate management are 
trying to encourage employees to collaborate more pro-actively and, thereby, share 
greater knowledge through informal communication. It was confirmed that the 
Company provides an instant messaging system for informal communication and a 
corporate intranet is available to transmit company-wide information. It was pointed 
out that project groups are also able to create and manage their own intranet sites for 
communication purposes, although no micro-blogging functionality is available to 
facilitate business processes.  

5 The Proposed Conceptual Framework for Improved 
Knowledge Sharing 

Based on the findings of the industrial investigation, which conclude that no formal 
business process exists within the Company for the sharing of explicit manufacturing 
knowledge, a conceptual framework, displayed in Figure 1, is proposed to illustrate a 
new method for enhancing knowledge sharing and collaboration within organisations 
through the deployment of micro-blogging. The process demonstrates how an 
engineer or operative may search for explicit manufacturing knowledge by searching 
for specific keywords and phrases on public activity feeds, which may be accessed 
through an internal or external micro-blogging tool.  
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Fig. 1. Conceptual Framework to improve the Sharing of Explicit Manufacturing Knowledge 
through Micro-Blogging 

In Figure 1, in the column headed ‘The Process’, guidance is given on what actions 
users should take at each level of the knowledge management process in order to 
improve the sharing of explicit manufacturing knowledge, through the use of micro-
blogging tools. Further explanation of this process is now provided in Table 1. 

Table 1. Business Process for improving the sharing of explicit manufacturing knowledge 

Level User… 
Knowledge 
Capture 

Searches and locates explicit manufacturing knowledge employing 
targeted keywords and phrases.  

Knowledge 
Management 

Targets internal colleagues who would benefit from receipt of explicit 
manufacturing knowledge. Re-posts knowledge to his/her own personal 
news feed so that others can search and locate knowledge. 

Knowledge 
Sharing 

Shares manufacturing knowledge with targeted colleagues and project 
groups using specified #Hashtag or @user functionality. 

Knowledge  
re-Sharing 

Reads and deciphers knowledge and shares with targeted colleagues and 
project groups using specified #Hashtag or @user functionality. 

Knowledge 
Application 

Considers supplied knowledge and applies to business needs, where 
appropriate. Posts questions and gives feedback to knowledge provider. 

Knowledge  
Re-Use 

Provides tacit or further explicit knowledge in response to knowledge 
recipients’ questions or feedback. Re-uses knowledge received to 
improve business processes and re-distributes to project group members. 
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6 Conclusions and Further Work 

The industrial investigation confirmed that the Company does not currently have any 
formalised method for sharing explicit employee knowledge. Some tools and 
procedures exist to facilitate knowledge exchange, but the organisation lacks a 
standardised process for the capture, management and sharing of explicit knowledge. 
Given the relatively flat organisational structure and a corporate culture of “who you 
know”, employees are expected to seek out knowledge from identifiable colleagues. 
This is frequently completed on an oral face-to-face basis while written 
documentation is shared. However, it may be concluded that the Company is failing 
to embrace social technologies to facilitate employee collaboration and enhance 
knowledge sharing; furthermore, the investigation highlighted how web 2.0 
technologies, such as micro-blogging, may offer significant benefits to the Company 
and allow employees to collaborate and share knowledge more effectively, while 
moving towards paperless operations. Utilising the findings of the industrial 
investigation, it has been possible to develop a conceptual framework for the 
improvement of sharing of explicit knowledge in extended manufacturing 
organisations. The framework has been developed to address specific issues 
highlighted during the investigation, but further work is recommended to identify how 
bespoke web 2.0-based technologies may be employed to enhance knowledge sharing 
in other industrial sectors and functional areas.  

Micro-blogging in particular is able to help both SMEs and larger organisations 
improve knowledge management practices. The introduction of micro-blogging can 
provide employees with real-time access to explicit knowledge and allow them to 
raise questions and queries with knowledge producers. Employees are able to access 
knowledge through ubiquitous computing devices, such as smart phones and tablets, 
and this is possible from most locations around the globe. Micro-blogging facilitates 
and encourages communication through less formal and potentially more inclusive 
channels, with individuals employing established communication practices used in 
their social lives. It is important to recognise, however, that micro-blogging cannot 
overcome all barriers to knowledge sharing which may be present within 
organisations, both large and small. Within SMEs, the barriers may appear less 
evident than in large organisations as colleagues may often hold meetings to share 
knowledge more easily, but difficulties still exist. Knowledge silos may exist which 
restrict the sharing of knowledge, but these may be minimised if knowledge is made 
available via a micro-blogging tool accessible throughout the organisation. Language 
barriers can also occur in large multi-national companies, but these may be overcome 
through the use of an integrated translation mechanism. The adoption of the proposed 
knowledge sharing framework, based on micro-blogging functionality, which is 
discussed in this paper, offers significant potential to enhance knowledge sharing 
within manufacturing organisations. 
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Abstract. In the actual knowledge-based economy, intangible assets are crucial. 
Those assets cannot be created without the creativity of the employees. Despite 
the phenomenal amount of works published on creativity, only a few are related 
to Small and Medium Enterprises (SME). Furthermore, a literature review made 
evident that a proper definition of what is a creative SME does not exist, even 
though it is important for practitioners, researchers and professionals in this 
domain. A definition of a creative SME needs to include external characteris-
tics, ones that are easy to recognize from an observer’s point of view. This re-
search is thus trying to answer the following question: “How can we recognize 
a creative SME?” By using a Delphi with a group of experts, the researchers ob-
tained a list of characteristics to recognize a creative SME. A case-study based 
research on internal factors that affect creative SME characteristics will follow. 

Keywords: Creative enterprise, Creativity, SME, Small and Medium Size  
enterprise. 

1 Introduction 

The human capital is a transforming driver of enterprises and is an integral part of 
their competitive advantage to build on. This capital must be created based on the 
creativity of the members of an organization. 

Despite the incredible amount of literature written about creativity1 by profession-
als and academics, the researchers in the domain of creativity concentrated their work 
on large organizations. However, Small and Medium Enterprises (SME), like large 
organizations, are looking for more assets to be successful in building a competitive 
advantage based more and more on knowledge and obviously on creativity and inno-
vation (Raymond, Abdul-Nour, & Jacob, 2003).  

Some authors have addressed the issue of creativity in SME, but a clear distinction 
between a creative and a non-creative SME does not exist. Following this statement, 
the question that is addressed in the present research is: “What is a creative SME and 
how can we recognize it?” The answer to this question is important for researchers 
and practitioners in the field because researchers need dependant variables to study 
creativity, either in SMEs or in large organizations. For practitioners, it will be useful 
to know what to aim for as they put in place practices to increase creativity in their 
enterprises. 

                                                           
1 More than 30 000 publications found in Scopus Database, on July 2nd, 2014. 
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A literature review done by the authors on the subject revealed that, even for large 
organizations, researchers do not agree on a way to distinguish a creative enterprise 
from a non-creative one. Furthermore, according to what we know, of the few re-
searchers that have tried to define a creative enterprise, none of them addressed the 
case of the SME. The term, “creative enterprise” is often used to distinguish cultural, 
high-tech or marketing firms and enterprises, but without presenting a concrete defini-
tion or specific characteristics. 

The main objective of this paper is to get a list of external characteristics that will 
be used to recognize a creative SME. To fill up this objective, the collaboration of 
experts was requested. Following this, the results obtained will serve as an input for 
the next step, which consists in selecting a sample of creative SME to be included in a 
case study. The case study will allow to study different factors of the SME creativity. 

In the following sections a literature review, the methodology, the results obtained, 
a discussion and a conclusion will be presented. 

2 Literature Review 

2.1 Definitions of Creativity 

Definition of creativity has evolved in many areas: psychology, sociology, education, 
management, etc. In this particular research, the concept of creativity is studied in the 
context of organizations. Batey and Furnham (2006) classified the definitions of crea-
tivity in four categories (Batey & Furnham, 2006) : 1) New and useful. The defini-
tions in this category include two characteristics: the product must be new and useful 
or adapted to reality; 2) Observable product. Here, the emphasis is put on the product 
obtained with creativity, which must be of quality and creative according to the 
evaluation of external observers; 3) Part of a process. Here, the creativity is seen as a 
part of a process, a problem resolution, an innovation or a mental process; 4) A set of 
components. In this last category, creativity is seen as a set of interrelated compo-
nents. According to Mumford (2003), it seems that it exists a certain agreement 
around the following definition in the context of organization (Mumford, 2003): Crea-
tivity consists of the production of new and useful ideas in a domain. Those ideas has 
to be qualified as such by observers who are familiar with the domain (T. Amabile, 
Contti, Coon, Lazenby, & Herron, 1996). 

Since the present work tries to study SME and their organizational context, a defi-
nition of a creative SME enterprise is required. In this context, definitions of organ-
izational creativity have to be taken into account. Organizational creativity is defined 
as the creation of a new, valuable and useful product, service, idea, procedure or 
process, by individuals who work together in a complex social system (Moneta, 
Amabile, Schatzel, & Kramer, 2010; Woodman, Sawyer, & Griffin, 1993). Creativity 
can also refer to the employees that use a diversified spectra of competencies, abili-
ties, knowledge, views and experiments to generate new ideas for decision making, 
problem resolution and effective execution of tasks (Cheung & Wong, 2011). 
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Those definitions are clear and useful for some kind of researches, but as the pre-
sent research seeks to answer the question “How to recognize a creative enterprise?” 
it is difficult to do so without some precisions on the external characteristics of a crea-
tive enterprise. 

2.2 Impacts of Creativity 

A creative enterprise will be influenced by organizational creativity, even though real 
impacts of creativity are not well documented. A review of impacts of creativity is 
therefore useful. 

According to Amabile (1982), the creative performance of an enterprise can be 
measured in an external manner by the products or the accomplishments that can be 
observed as: “A product or response is creative to the extent that appropriate observ-
ers independently agree it is creative. Appropriate observers are those familiar with 
the domain in which the product was created or the response articulated. Thus, crea-
tivity can be regarded as the quality of products or responses judged to be creative by 
appropriate observers, and it can also be regarded as the process by which something 
so judged is produced” (T. M. Amabile, 1982). 

Furthermore, Pitta (2009) underlines that “The enterprises that cannot bring crea-
tivity and innovation in their daily tasks find that their failures are related to their 
weakness in establishing an appropriate culture and climate which value new ideas 
and this will decrease profits”(Pitta, 2009). It means that an increase of creativity 
plays a role in the financial success of enterprises. For Heunks (1998), this financial 
success is related to creativity only if innovation is present (Heunks, 1998).  

Actually, creativity is, for some researchers, considered as a component of innova-
tion (Wright, Lewis, Skaggs, & Howell, 2011) or as part of the innovation process 
(Westwood & Low, 2003). Innovation comes from creativity and then creativity is 
considered as “pre-innovation.” Consequently, creativity leads to innovation (Burbiel, 
2009).Considering that, a brief review of the impacts and measures of innovation can 
be taken into account to measure or recognize a creative enterprise. 

2.3 Impacts and Measures of Innovation 

Aas and Pedersen (2010) suggest that management literature on innovation measures 
is a heterogeneous set of knowledge. Particularly, they highlight the work of Tidd 
(2001), who suggests two classes of performance measurements: “(1) accounting and 
financial performance measures, and (2) market performance measures.” Tidd et al. 
(2001) suggest that the impact of innovation is threefold, resulting in: (1) financial 
benefits, (2) increased customer value, and (3) strategic success (Tidd, 2001). 

On the other hand, Milway, Azer and al. (2011), propose to measure innovation 
and the value it creates with the gross domestic product (GDP) per capita (Milway et 
al., 2011). According to the Organization for Economic Co-operation and Develop-
ment (OECD), innovation is a permanent process in continuous movement, which 
makes it difficult to measure. The OECD suggests some measurements that can be 
used such as: the impacts on the net sales, the impacts of the innovation process on 
costs and employment and the impacts of innovations on productivity (OCDE, 2005). 
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It is true that this offers some avenues on how to measure the impacts of creativity, 
however exploring the measures used in the literature on creativity is crucial in order 
to build a list of characteristics that allows to recognize a creative organization. 

2.4 Creativity Organizational Measurements 

In the literature, the measurement of creativity on the organizational level is con-
ducted by measuring some aspects of the organizational climate that are known to 
have an impact on creativity. KEYS, a tool conceived by Professor Amabile, is a tool 
commonly used to measure the stimulants and the obstacles of creativity in a work 
environment based on empirical researches and theories related to the creativity in 
organizations. It uses 78 items; 66 describing the work environment and 12 validating 
the performance at work evaluated according to creativity and productivity (T. 
Amabile et al., 1996).  

The performance criteria presented in the KEYS can be used to measure organiza-
tional creativity in an “organization or a creative unit where a high creativity is 
needed and where people think they produce creative work.” This measurement is a 
self-evaluation and consists of the following items: 1- My department is innovator;  
2- My department is creative; 3- Globally, my actual work environment helps me to 
develop my own creativity; 4- A lot of creativity is needed in my day-to-day work;  
5- Globally, my actual work environment helps me to develop my work group  
creativity; 6- I think I am really creative in my work. This tool can be used in a de-
partment, a division or a small organization, as long as the individuals in the group 
perceive the same work environment, because the perceived work environment makes 
a difference on the creativity level of the organization (T. Amabile et al., 1996).  

To conclude, the characteristics provided in the literature are not specific and con-
crete to recognize creative SMEs among the other SMEs. In the following section, the 
methodology used to close the gap of the researches regarding SME creativity is pre-
sented. 

3 Methodology and Discussion 

Following the literature review, the Delphi Method was used to elaborate a list of 
external characteristics of a creative SME. Then, the results obtained will serve as an 
input for the next step, which consists in selecting a sample of creative SME to be 
included in a case study. The case study will allow to test the effects of some factors 
on SME creativity. 

The Delphi method was invented by Dalkey (1969) of the RAND Corporation, in 
the 1960s. This method aims at refining the judgment of group members using ques-
tionnaires. Three elements are important in the Delphi Method: anonymous responses, 
iteration and controlled feedbacks, and statistical group responses. “These features are 
designed to minimize the biasing effects of the dominant individuals, irrelevant com-
munications and of group pressure toward conformity”(Dalkey, 1969). In this study, 
all three features were respected. To ensure that, open questions were asked to make 
sure every expert had a chance to express his/her opinion. Two iterations were done in 
order to obtain a consensus among the experts. 
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Emails and web-based software (SurveyMonkey.com) were used to collect the 
data. On the first round, an email, including a brief introduction, a presentation of the 
researchers and the project and a link to the survey, was sent. On the second round, 
only a brief introduction and the link to the survey were sent. The details about the 
survey are presented in a following section, while a description of the respondents is 
presented in the next section. 

3.1 The Respondents 

Criteria. The experts were chosen according to a list of criteria, developed by the 
researchers and evaluated in the first part of the survey. The different criteria in-
cluded: expertise in defining creativity, knowledge on tools, techniques and success 
factors related to creativity, SME field experience and finally researcher on SME. The 
expert group had to include at least: 1 researcher in SME, 1 practitioner in SME, 1 
researcher in creativity and 1 practitioner in creativity. 

 
Evaluation. Seventeen experts were asked to answer the survey. Ten of them ac-
cepted to fill up the survey. Among this group of experts, nine out of ten who an-
swered were kept according to the conformity of the answers. From those nine people, 
three were creativity experts, three were experts in creativity tools and techniques, 
two were experts in success factors of creativity, three were field SME practitioners 
and five were SME researchers. As for the group composition, three were researchers 
in SME, two were practitioners in SME, one was practitioner in creativity and three 
were researchers in creativity. 

In the second round, ten people answered the revised and updated questionnaire. 
From those ten respondents, nine were the same that answered in the first round and 
one was a new respondent.  

 
Experts’ Qualification. According to their evaluation, eight out of nine people had at 
least one criteria evaluated as “expert in this domain” or “high knowledge of this 
domain”. Furthermore, some of them had more than one criteria evaluated as “expert 
in this domain”. The global results show that, in average, 22% of the participants 
consider having a high knowledge of the domain, and 34% think they are experts in 
these domains, for a total of 56%.  

3.2 External Characteristics 

First Round. In the first round of the Delphi, the question asked on the external char-
acteristics to the experts has to be answered on a 6-point scale basis.  

Twenty external characteristics, based on the literature review, were given and the 
experts had to answer whether they believed those characteristics were appropriate to 
differentiate a creative enterprise from a non-creative one or not. For example, points 
like the “number of ideas implemented or commercialized in a time period” and the 
“originality of the ideas, according to a group of experts” were included. 

Seven characteristics were chosen by the experts as characteristics being impacted 
by creativity in a SME: 
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• Turnover rate of ways to do things 
• Impact of the innovations on a targeted market 
• Impact of the innovations on the society 
• Offer of distinctive products or services (not available at competitors) 
• Number of ideas implemented or commercialized by period of time 
• Ability to attract and retain key employees 
• Percentage (%) of growth by year (net sales) in comparison to the market 

Second Round. The purpose of the second round was to prioritize the list of external 
characteristics. The experts were then asked to prioritize the seven external character-
istics that obtained the best score in the first iteration. The results show that the top 
characteristics to consider in recognizing a creative enterprise are: 1) Offer of distinc-
tive products or services (not available at competitors); 2) Turnover rate of ways to do 
things, 3) Impact of the innovations on the targeted market. 

4 Implications and Conclusion  

Furthermore, the external characteristics will be useful for researchers in this research. 
Following this results, a case-study research will be conducted in order to study the 
detailed internal success factors or characteristics that will create a creative SME, 
recognized and measured with the external characteristics obtained in this part of the 
research. To select those cases to study, those external characteristics have to be de-
tailed in an objective way to concretely qualify the enterprises. The following table 
show how each external characteristic has been transcribed in concrete measures by 
the authors to select the SMEs. 

Table 1. Objective measures of external characteristics 

External characteristic Objective measure 
1) Offer of distinctive prod-
ucts or services (not avail-
able at competitors) 

The products or processes of the enterprise must 
include at least one characteristic not available in 
their competitive market. 

2) Turnover rate of ways to 
do things  

The enterprise must have a process to improve its 
way to do things as a R&D department, suggestion 
system or continuous improvement system. 
The enterprise must have review at least a process 
or product in the last year. 

3) Impact of the innovations 
on the targeted market  

The increase of market share related to an innova-
tion has to be positive. 

 
Even if creativity is a subject well studied in the literature, describing the external 

characteristics is an emerging, if not a new, research area to be investigated. Knowing 
the external characteristics of a creative enterprise, especially a SME, will lead enter-
prises to aim for those results as implementing practices to create a creative enterprise 
and will facilitate the work of researchers as they will know which dependant vari-
ables to use for their research. 
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Abstract. This paper addresses the problem of manufacturing Reporting
knowledge representation in manufacturing companies. An approach to
characterize these knowledge is proposed. The solution is applied to the
Reporting process at STMicroelectronics for capitalizing knowledge in
the Wiki of the company and responding to users’ needs. In such an ap-
proach, the user participates throughout the knowledge representation
definition process, even in choosing knowledge characteristics to repre-
sent it. For that aim, three dimensions are taken into consideration: the
know What , the know Why and the know How .

1 Introduction

The rapid growth of companies and their business needs, the departure of em-
ployees, the complexity of new technologies and the rapid proliferation of infor-
mation, are reasons why companies seek to capitalize their expert knowledge.
In the Reporting team at STMicroelectronics , the number of created reports
is highly growing, while knowledge about their creation is lost. Consequently,
this requires to capture and to capitalize knowledge about their creation in or-
der to help not only users to understand the purpose of the report but also
engineers to analyze the way it was created, in less time. Among other solu-
tions, STMicroelectronics has opted for the use of a Wiki to capitalize its expert
knowledge, called Stiki . In a previous publication [4], an evaluation of Stiki use
for knowledge sharing was performed. One of the evaluation findings concerns
the importance of pages structuring in Wiki . This helps readers searching for
knowledge, but also contributors capitalizing their work, in an appropriate and
effective way. However, this depends on the way knowledge is represented. Our
aim, therefore, is to propose a way to represent knowledge while including its
different aspects. In this paper, the definition of knowledge characteristics is
proposed to integrate those required by users in the capitalization tool and to
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promote their reuse and exploitation. The proposed solution is applied to the
Reporting process at STMicroelectronics that encounters capitalization issues.
Before presenting the proposed solution for knowledge characteristics represen-
tation (section 3), we present, firstly, related work and background (section 2).
We end this paper with a conclusion and some perspectives (section 4).

2 Background and Related Work

This section describes related work in knowledge representation and motivates
the need for a new solution. The capitalization process involves knowledge cap-
ture, representation, storage, sharing and reuse [1, 12, 15]. Many approaches
have discussed the capitalization issue [9, 13]. For example, the CommonKads
approach is based on the construction of a collection of models, where, each one
captures specific aspects of knowledge [1, 15]. Even tough our goal is not to
develop expert systems, we can retain from it the construction of a collection
of models in order to capture different aspects of knowledge (The UML models
for example). The AKM (Active Knowledge Modeling) [8] is an other approach
supporting the knowledge capitalization. Being able to support collaborative
work and participative learning in managing knowledge will decide of its quality.
That is why, in addition to using different and complementary models to repre-
sent knowledge, our approach should support the user participation through the
whole process. Among steps described in the knowledge capitalization process,
in this paper, we focus on the representation problem [2, 6], as discussed in the
following.

Knowledge presents three different and complementary characteristics: What ,
Why and How . Each one describes knowledge in a different level and should be
modeled in an appropriate way. First, the What corresponds to the conceptual
level of knowledge. It represents manipulated objects and their relationships.
Second, the Why is described in the behavioral level of knowledge which involves
an understanding of principles behind processes. Finally, the How addresses the
level of the knowledge configuration and integration in systems as well as How
it could be used by different types of users. We note that these characteristics
are generalized so that they could include other ones (when, who, etc.). We note
that these three different characteristics are related through sharing common
concepts, mainly manipulated Reporting objects.

Know-What : According to the author’s thesis, [5] considers that the know-
What concept treats procedural aspects of knowledge, while [12] describes the
know-What as a set of concepts, knowledge and experience. In both cases, it
concerns describing what knowledge to be considered throughout the execution
of a task. In the literature, the What model is represented in different ways:
Symbolic models [3] or a UML diagram based on classes and associations [14].
In fact, our aim is to describe effectively and simply the manipulated objects and
their relationships during the Reporting processes at STMicroelectronics while
involving different types of users (experts or simple users). That is why during
our representation process, complex solutions like [3] are not favorite, but we
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retain the simplicity and efficiency of proposals like [14], while involving users
throughout the capitalization process, even in defining knowledge characteristics.

Know-Why : Generally, the reasons for design decisions, can change throughout
the designing business process and context, which could make them easily lost.
Usually, a system is defined in terms of specifications to describe the way it
works, but it does not include a description of Why it is designed the way it is,
which forms the basis for a causal ambiguity. In the literature, the Why model
is represented in different ways: Expert systems could be a solution, but mainly
in problem resolving, which is not our goal, or design rationale notations [5]
such as QOC (Questions, Options, Criteria) or DRL (Decision Representation
Language) [7]. As our goal is to provide users with a comprehensible way to
represent the know Why , design rationale could be adapted to our case study.

Know-How : it can represent both knowledge spaces (types, accesses, config-
urations, etc.) and business processes. Generally, it is neglected compared to
the know What and Why . Our solution is based on a user centred approach
requiring, therefore, accessible languages and solutions. For this purpose the
IRTV solution (Information-Roles-Tasks-Views) [11] deals, among other objec-
tives, with platform configurations, delivery, extension and improvement. Tech-
nical consultants build this model to design and implement systems, to define
how knowledge is stored, roles access control is enforced, tasks should be exe-
cuted, views are presented in workplaces, etc. In this paper, we will study how
this methodology could cover our know How representation. As we have seen
in the previous section, studies in the literature do not define (ie with the same
names) and represent knowledge aspects similarly (know What , Why and How).
In the following, we present our proposal for defining knowledge characteristics
that we will apply it later to the Reporting activity at STMicroelectronics .

3 Our Proposal for Knowledge Representation: A Case
Study on Manufacturing Reporting Process

Our approach consists in exploring current uses, users’ expectations and needs,
in co-designing with them a new solution and in validating it by applying it
on real problems. Because of the lack of space, we do not detail these steps.
To create a report, the Reporting engineer at STMicroelectronics has to define
his/her objectives, to access to data, to select his/her data, to define his/her
objects (indicators, dimensions, etc.), to create the report, share and capitalize
it and to exploit it. Throughout the process, many objects interact via their
relationships which are of different natures. The main ones are the "Indicators"
or "Dimensions", where, a dimension is an analysis parameter that carries the
analysis in a query and an indicator provides numerical information used to
quantify a dimension object. Generally, it is the calculation result on data from
databases, for example, the evolution of the turnover of different product lines
within an organization. In this case, "the turnover" represents the indicator that
is calculated according to the dimensions "years" and "product lines". In the
following, we describe each characteristic representation (What , Why and How).
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Fig. 1. Know What representation through Reporting process

The Know What Representation. By describing the know What related to
the Reporting activity, we aim at representing manipulated objects through the
process and their relationships. Such a model will not only facilitate the com-
prehension of objects interaction but also will guide the way knowledge should
be simply and effectively capitalized and shared. In the business intelligence do-
main, the relationship between Indicators and Dimensions is represented with
a cube, where edges of the cube are made of dimensions and the content of the
cube cell corresponds to the value of the indicator according to the combination
of the selected dimensions. [10] demonstrated how the cube presentation can be
modeled using UML to be more easily perceived by designers and programmers.
In our work, we are interested in the meta level of the cube, i.e, not the cube but
its concepts. We propose in the following our representation of the know What
with a UML model applied to the Reporting process. Since in the Reporting
process, engineers and users manipulate expert objects of different nature, we
choose therefore to represent our know What by a class diagram (figure 1).

As depicted in figure 1, a report belongs to a Universe and one or more
Domains in order to classify them according to their content description. It
is composed of objects that can be indicators measuring a production activ-
ity (for example, the number of products successfully achieved) or an expert
attribute representing an expert object. For example, a report describing
the number of achieved products per technology, is composed of an indica-
tor measuring the "number of products", as well as the expert attribute
"technology group" representing the expert object "technology". In this
case, the "technology group" is the dimension representing analysis parameter
that carries the analysis of the report. In the Business Intelligence domain,
depending on the objective of the report, the engineer has the possibility to fil-
ter objects (data, indicators, dimensions) in order to restrict results and target
specific knowledge (about a specific type of products, for example). That what
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makes the Business Intelligence interpreting voluminous data friendly, properly
and effectively.

One particularity of the reports at STMicroelectronics , is that an indicator
could be calculated by several Calculation Formulas according to its Context of
use. For example, in the Crolles300 manufacture, an indicator could be differ-
ently calculated from Crolles200 manufacture, while having the same name and
the same objective of use. This could be due to the difference between data used
in the manufacturing process between the two sites. Thus, the location could
be a Context that differentiates the way an indicator is calculated. Besides, an
Indicator Result varies according to the selected set of dimensions. For example,
the number of finished products per technology is not the same as the number
of finished products per month. The UML model could present only the way
objects are designed together, but not Why are they designed in that way? This
will be the goal of the Why characteristic.

The Know Why Representation. Our aim is to represent the behavioral as-
pect of knowledge in order to effectively capitalize explanations about decisions
that were made while performing tasks. Therefore, keeping track of the know-
Why will provide help to users and designers to resolve problems and to explore
more design options. Relying on knowledge described in the conceptual level
through objects interaction in the Reporting process, we particularly consider,
Why creating a report? Why is an indicator differently created? Why choos-
ing a formula instead of another to calculate an indicator? Why an indicator
could not be calculated or associated to a specific dimension? etc. As in our
work, we aim at studying the various directions explored during the Reporting
process, identified alternatives or why certain options have been made (for the
calculation of indicators for example). Therefore, we decided to study the QOC
model, present our vision of a possible solution, as well as discuss how we could
represent it to deal with the know What , previously described. It is composed
of questions about certain design options which represents alternative solutions
and criteria to explicitly justify the options’ selection. The model presented in
figure 2 is based on the QOC model (Questions-Options-Criteria). Based on the
know What model described above (figure 1), the principles behind the use of
manipulated objects through the Reporting process are detailed.

This example (figure 2) treats the indicator object and the principles behind
its use. We will study in the future if this model could be applied or adapted to
treat other objects of the What model. The indicator WIP (Work In Progress),
which is an object of the know What model, calculates the number of lots being
processed in the clean room at STMicroelectronics . It could be calculated by
more than one formula according to its context of use. Therefore, one of
the most important questions asked when selecting an indicator is "Why is the
WIP indicator calculated in that way?". Such an indicator is one of the most
used for creating reports. It is important to understand its behavior. In fact,
the first part of the QOC model used in figure 2, treats the Question part that
corresponds to the Indicator WIP. Options presents its second part. In our
context of use, options provide different formulas calculating the same indicator.
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Fig. 2. Know Why representation with the QOC model

For example the indicator WIP could be calculated by either Formula 1, 2 or
3. For each one, Criteria explain its selection. In our case, contexts of selection
of formulas correspond to the Criteria in the QOC model. For example, if the
user is in the Context 3 when he/she wants to calculate the WIP, then he will
select the Formulas 3 to calculate it. The particularity of this example is that
logically, the obtained result of an indicator should be the same whatever the
formulas, when considering the same conditions and goal. For example, in both
calculation formulas 1 and 2 of the WIP, the objective is to calculate the number
of achieved lots at the end of the day. However, the results of both formulas are
different. Besides, while studying some existing indicators, we realized that the
existence of different calculation formulas is due to the selection of the indicators’
names. This is the case of WIP indicator where even having the same name,
the formulas 1 and 2 are actually used to calculate different types of indicator.
It could generate a misunderstanding problems between users. To this end, in
the future, we will study how the QOC Model could be adapted to deal with
such a problem. Using the QOC model facilitates the formulas selection and
understanding, depending on their context of use, but understanding How each
formula was created and integrated in the production system, is considered as a
technical knowledge. Such knowledge is not necessarily capitalized and risks to
be lost. This will be the goal of the How model.

The Know How Representation. As we have discussed above, the know How
treats the knowledge integration and configuration in systems. Capitalizing such
knowledge in industrial contexts is a crucial step since the technology evolves and
important configuration process could be easily lost. Keeping track of technical
details facilitates engineers’ work and saves time. The IRTV (Information-Roles-
Tasks-Views) methodology deals with platform configuration, delivery, extension
and improvement [11]. In figure 3, the IRTV solution is applied to describe the
know How related to the use of a report (the WIP Status Report) that actually
represents an expert object of the know What model, as follows:

Information: considers knowledge required for the users to create, to man-
age or to use a report and knowledge produced by them (inputs and outputs).
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Fig. 3. How modeling using the IRTV methodology (the WIP Status Report)

This is not what we described in the What model, but, technical knowledge re-
quired by an IT member. For example, to create a report, inputs are passwords,
access rights, etc. Outputs are scripts or the final report category and nature.

Roles: represents different users who are confronted with the use of a report
(Owner, developer and simple user).

Tasks: each role is in charge of specific tasks. For example, as depicted in figure
3, a developer is in charge of evaluating requests of users (the owner role in the
Figure, for example) in terms of relevance, priority, gain, etc. He/she needs also
to detail data technical specifications (databases, tables, attributes and how to
extract them). In addition to documenting these technical knowledge, he/she is
in charge of specifying exceptions, alternatives and tests. If needed, he/she has
to contact the owner since he is in charge of the request.

Views: Each role accesses to a specific view. As depicted in figure 3, a developer
performing technical tasks needs to have a technical view which is different
from the view needed by a simple user. He/she needs to have a clearer view
about the environment he/she should work on (platforms, tools, etc.), as well as
requirements and specification definition, etc.

These knowledge need to be capitalized and shared with other users, partic-
ularly between the same category, for an eventual reuse in an effective way.

4 Conclusion

Applied to the Reporting process at STMicroelectronics , three complementary
characteristics know What , Why and How were defined and represented. Our
short-term goal is, first, to study how the QOC Model can be adapted to deal
with the confusion problem in the know Why representation, as well as if it could
be applied to other objects of the What model or if it has to be completed with
other methods. Second, the representation of the know How will be improved
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in order to involve both process modeling and control mechanism. Finally, the
relationship between knowledge representation and its sharing and reuse in Stiki
will be studied. The idea consists in providing, automatically through proposed
models, Stiki templates for objects, where each one treats all knowledge char-
acteristics, according to the concerned models. In the long term, we aim at
studying the semantic aspect of knowledge representation, as well as knowledge
reuse and evolution as other stages of our capitalization process, through which,
we will discuss how capitalized knowledge could be reused in an effective way
by users. Eventually, we will discuss how new users can search for information
while learning existing vocabulary. At STMicroelectronics , such an approach for
knowledge capitalization could be generalized to other contexts.
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Abstract. Experimental research data in the materials science domain is often 
insufficiently described with regard to metadata and frequently displays an in-
coherent form of documentation. These circumstances often hinder current and 
future researchers significantly in reuse and comprehension of data. To support 
researchers during the archiving and provision of materials science research da-
ta (incl. supplementing material), a Quality Management Manual (QMM) ap-
proach as an established QM tool is proposed in this paper. Quality-assurance 
of experimental research data and the perpetuation of good scientific practice in 
provision and archiving research data are examined before the QMM approach 
is applied in a case study. The preliminary results indicate that QMM allows to 
provide practitioners basic guidelines which support integrity, availability and 
reusability of experimental research data in materials science for subsequent 
reuse. 

Keywords: data quality, experimental research data, materials science, QM. 

1 Introduction 

Research data plays a central role in the scientific process and is the basis of scientific 
knowledge creation. However, without adequate documentation and corresponding 
metadata, research data cannot be understood and managed [1]. Neatly stored research 
data (incl. metadata) allows researchers to e.g., test their hypotheses, evaluate experi-
mental results and disseminate the findings in a cohesive way that furthers the state of 
the art. Thus, a coherent and long-term archiving of research data supports the scien-
tific process. Additionally, the quality assurance of research data can be considered to 
be essential for the competitiveness of the research location [2]. 

The focus of this work has been placed on the development of Quality Manage-
ment Manual (QMM) guidelines, which are intended to support researchers during the 
archiving and provision of materials science research data and to complement the 
quality manuals of research institutes with the research data aspect. The usage of the 
above mentioned guidelines is supposed to ensure the quality-assurance of research 
data and simultaneously perpetuate the terms of good scientific practice in archiving 
of the created research data. 
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Research data generally represent the result of experiments and/or observations. 
These experiments and observations often consist of informal workflows, which may 
frequently exhibit differences. The so obtained data is often insufficiently described 
by researchers with regard to its metadata and displays an incoherent form of docu-
mentation. This condition hinders the current and future researchers significantly in 
the reuse and comprehension of the data [3], which in turn affects the scientific know-
ledge creation progress. 

Following, the fundamentals of data quality as well as materials science research 
data will be succinctly addressed. On this basis, a framework for the model of quality 
assurance of materials science data will be created and presented in the following 
section. Thereafter, an exemplary guideline for documentation of materials science 
research data will be constructed. In the following discussion and limitations section, 
the developed solution is critically discussed. Furthermore, potential challenges con-
cerning the implementation of quality assurance measures are illustrated. In the final 
section, the results are summarized and a short outlook on future work is presented. 

2 State of the Art  

In this section, a short overview of the basic terms and the current state of the art of 
Quality Management (QM) in the domain of research data management are presented. 
First, existing guidelines, in this case based on a German foundation, regarding the 
handling of research data are illustrated before the topic of research data in material 
science is highlighted in more detail. The last subsection is looking into data quality 
measures for research data. 

2.1 Existing Guidelines of Research Data Management 

The German Research Foundation (DFG) serves as the self-governing organization of 
science in Germany. On the basis of the association’s issued recommendations for 
safeguarding good scientific practice [4] and recommendations for the secure storage 
and delivery of digital primary research data [5] a substantive framework for quality 
assurance of research data has been created. The recommendations state that securing 
and storing of primary (research) data should be guided by the rules of good scientific 
practice, as these form the basis of the scientific value chain. Research data should be 
kept for at least ten years in the institution where they originated. This is useful for 
efficiency reasons, since it allows the researchers to access the results of previous 
experiments or observations without having to repeat them. This takes also the often 
expensive (money and time efforts) creation processes into consideration. Additional-
ly, the long storage time serves the preservation of evidence in the event the published 
results are ever doubted. Because each discipline is different when it comes to the 
needs and challenges in the area of research data handling, each domain should de-
velop its own subject-specific approach to safeguarding research data [5]. The han-
dling and storage of data should take place within (internationally) recognized and 
established standards. All information required for repeated use of the research data 
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should be included and stored [5]. Each research institution should, therefore, place 
clear rules for the storage of primary data and data carriers [4]. 

2.2 Research Data in Materials Science 

For each scientific discipline research data are the result of an individual scientific 
value chain. Materials science is no exception. Research and development of mate-
rials are the main tasks in the field of materials science [6]. Experiments and tests 
examine the properties of materials under different conditions. The number of differ-
ent test methods and the necessary testing machines make data gathering and data 
analysis partially demanding, since although the older machines are considered good 
and reliable, they often are not compatible with the latest software. Due to the high 
research worker turnaround of universities, it is particularly important to collect the 
relevant metadata and store it in a comprehensive way. Metadata provides the re-
search data with context and describes the contents by means of controlled vocabulary 
[7]. It involves, in case of e.g. material delivery, information on the name of supplier, 
place of manufacture, chemical composition and possible prior heat treatment of the 
material. 

2.3 Data Quality Measures for Research Data 

The DIN EN ISO 8402 standard defines quality as "the totality of characteristics of an 
entity that bear on its ability to satisfy stated and implied needs" [8]. According to a 
survey by K. C. Tan et al., many companies define quality, as the fulfillment or sur-
passing of customer-specific product requirements [9]. It is generally accepted that 
the degree with which customer requirements are fulfilled represent the most decisive 
quality criterion [8]. However research data, unlike a physical product, is not  
produced in accordance to the quality specifications of a client, but in a particular 
framework of the scientific research question. The performing of experiments, the 
evaluation and analysis of generated data are an essential part of scientific research 
[10]. The subsequent use of the research data defines the framework of requirements 
for the quality of the research data. An important requirement for the quality of re-
search data is to enable its use outside of the original research question, which origi-
nally led to the creation of the research data. To say with certainty how a research 
data set was generated, all input variables have to be known. The quality of scientific 
research data can therefore be measured by the extent to which anyone who wants to 
continue to work with these data objects may comprehend the circumstances of the 
data generation and the information gained from the data. 

3 Background for the Development of a QMM Framework  
for Experimental Research Data 

In this section, the background of the developed QM method is described before it is 
applied in the next section. First, a case study which frames the application is intro-
duced before the QM procedure of choice, QMM, is elaborated in more detail. 
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3.1 Case Description 

The scope of the conducted case study is limited to the Department of Structural Me-
chanics of the “Foundation Institute of Materials Science” in Bremen, Germany 
(IWT). The mechanical experiments carried out in 2011/2012 were subjected to an 
analysis (according to test type and frequency). 47% of these experiments formed the 
tensile test. It was thus chosen for the creation of the requirements for the research 
data. On the basis of the evaluated test figures, and with the aid of expert interviews 
with scientific staff of the IWT, a picture of the state of data-handling in IWT has 
been created. 

The projects are financed from public funds, or performed within an industrial 
partnership. The project defines many input variables for a series of experiments. The 
sample dimensions are therefore project-dependant. The tensile test testing machine 
generates tension values, which, through software interfaces, are evaluated to first 
characteristic values and converted to an Excel data set. The researcher analyzes the 
data on his or her workstation, PC or laptop, where the copies of the converted Excel 
data sets and framework data are also individually stored. Information on the chemi-
cal material composition, sample size, heat treatment conditions and surface characte-
ristics are required for a complete analysis of the sample. However, since the data are 
located at different places and with different researchers, it is very difficult to access 
the original research data and metadata among older (> 6-8 years) publications. 

3.2 QMM and Procedural Instructions 

A QMM is the central document of every QM system (QMS). It describes the quality 
policy and it's scope, and regulates the responsibilities and powers of quality assur-
ance measures [11]. The function of the manual is that of a reference book [12]. All 
necessary contents of a QMM are generally defined in ISO 9001:2008 [13]. 

The transparency, the ability that a third party can understand and comprehend the 
processes and procedures in an organization is a central point of each QMS. One can 
transfer this perspective on to the quality of research data. Information and data ne-
cessary for repeated testing are the minimum requirements considering the quality of 
research data. A viable solution would be to pass all input parameters that can be 
captured and measured with a plausible effort (in terms of efficiency). Every relevant 
input parameter, which has not been passed on, reduces the reproducibility of the 
research data and thus reduces the data quality. According to ISO 9001:2008 clause 
4.2.3 Control of Documents and 4.2.4 Control of Records [13], procedural instruc-
tions can be used as in-house regulations for implementation of quality requirements 
for research data. They can be used to establish clear structures of information trans-
mission [14] and thus support linkage of relevant research data documents. 

4 Exemplary Application of QMM 

In this section the case study with an exemplary application of the previously de-
scribed QMM method is presented. First, the scope of the method application within 
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The aim of procedural instructions in the QMM would be to define the scope and 
system boundaries of research data generation, as well as ensuring a link between all 
relevant input variables (e.g. sample size) and metadata (e.g. project number, material 
composition, heat treatment) necessary to recreate the test results, or at least to repeat 
critical processes. Following points of a procedural instruction could be determined 
and adapted [11; 14]: Objective of the instruction; Scope; Terminology; Description; 
References to documents; ID-Key; Responsibilities; Contact person for the process. 

4.2 Exemplary Reference Sheet of a Procedural Instruction 

Figure 2 (based on: [14; 15]) illustrates the structure of an exemplary reference sheet 
of a procedural instruction designed for documentation of the tensile testing of metal-
lic materials. The top header of the pattern sheet contains general document informa-
tion. The second header contains the version, the title of the instruction, and page 
numbers. The main area includes the previously identified elements of the instruction. 
The bottom line of the sheet contains information on the person responsible for the 
publication of the document, date of publication, information on the person who ap-
proved the document and the date of approval. 

 

Fig. 2. QM, procedural instruction reference sheet 

5 Discussion and Limitations 

Compliance with the above described exemplary procedural instruction can contribute 
to the quality assurance of the research data, as laid down by the DFG recommenda-
tions. A quality assurance representative would be responsible for the implementation 
of the procedural instructions into the documentation of the quality system, manage-
ment and distribution among the affected employees. In terms of the continuous im-
provement of processes and workflows in the QMS, the procedural instructions 
should be continuously maintained and developed. This could be done by systematic 
routine internal auditing, according to the ISO 19011:2011 guidelines. 
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To ensure the success of the procedural instructions, it is essential that the affected 
employees recognize and use them regularly. Employee participation is indispensable 
and the basis of the continuous improvement process [16]. Therefore it is important to 
convey to the employees the positive effects of a complete documentation, the proce-
dural instructions, and the benefits of process transparency on the quality of the  
research data [17]. By knowing where research data and documents can be found, 
unnecessary duplication of effort can be avoided and access to information is im-
proved [18]. The procedural instructions and included regulations, should be checked 
regularly and developed simultaneously with the affected employees. It is necessary 
to always remain critical, while examining existing processes and workflows [17].  

6 Conclusion and Outlook 

Missing format requirements lead to inadequate description of the research data with 
metadata. This condition complicates the re-use of research data and thus reduces 
their quality. The quality of research data results from the ability to use the data under 
conditions different from the original scientific question. Only when this condition is 
reached in the documentation of the data, is the research data ready for sustainable 
use. Using the example of the Research Institute IWT a procedural instruction has 
been identified, which supports quality-assured data archiving, and -provision of ma-
terials science research data in a QMM. During the case study, it was found that the 
employees have no internal regulations for quality assurance of research data. Due to 
the inconsistencies in the storage of research data (incl. metadata), the retrievability of 
the original research data for publications (after 6 to 8 years) may be considerably 
hindered. There is a need for improvement, since it is apparent from the DFG recom-
mendations that research data should be stored for at least 10 years.  

The presented template of a procedural instruction can be added to the annex of an 
existing QMM and, in form of an in-house regulation, support it. The solution de-
scribed here has been specially tailored to data generation of tensile testing in depart-
ment of structural mechanics of IWT Bremen. Future studies may address the transfer 
to further processes and test methods. 

The implementation of the Dublin Core standard for the integration of the metadata 
in the project documentation and a solution for potential national and free provision of 
research data, in terms of Open Access principles, would further benefit the documen-
tation and quality of the research data. The creation of a documented process for up-
dating the procedural instruction is another open issue. The procedural instructions 
should be maintained and further developed, within the terms of continuous im-
provement of processes and workflows of a QM system, e.g. through systematic rou-
tine internal auditing, according to the ISO 19011:2011 guidelines. 
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Abstract. A company may face the international challenge by tackling several 
issues, such as international sales and marketing, international sourcing, and 
foreign direct investments (FDI). The academic literature firstly focused on the 
reasons behind company internationalisation and then adopted the above-
mentioned issues related to the international challenge as perspectives in the 
investigation of the company internationalisation process. However, the 
literature review showed that the internationalisation process from a logistics 
perspective has not been fully investigated so far. Specifically, the relationship 
between company internationalisation choices and international logistics 
strategies has not adequately taken into account. This paper represents a first 
attempt to fill this gap by studying the relationship between the evolutionary 
stages of the company internationalisation and the key variables defining its 
international logistics strategy by providing empirical-based evidence. 

Keywords: Sales Internationalisation, Logistics Strategy, Case Studies. 

1 Introduction 

A company may face the international challenge by tackling several issues such as 
international sales and marketing, international sourcing, and foreign direct 
investments (FDI). The academic literature firstly focused on the explanations of the 
reasons behind company internationalisation (e.g. [1]) and then used the above-
mentioned issues related to the international challenge as the perspectives to study the 
company internationalisation process. Previous contributions widely agree that the 
growth in the international trade implies that supply chains become more international 
and complex ([2]) and that logistics play a key role in such context ([3,4]).  

However, our analysis of the literature showed that the internationalisation process 
from a logistics perspective has not been fully investigated so far. Specifically, the 
relationship between company internationalisation choices (e.g. export via 
independent agents and creation of sales subsidiary) and international logistics 
strategies has not been in-depth examined. The different internationalisation choices 
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of a company have been widely studied in the literature (e.g. [5]), whereas the 
international logistics strategies have been examined by focusing only on specific 
topics, such as global supply chain planning centralisation (e.g. [6]), logistics 
strategies for entering new markets (e.g. [4]), and global supply strategies (e.g. [7]).  

The above-mentioned issues represent a gap in the extant literature, as in company 
experience the international logistics strategy evolves and its evolution seems to be 
related to the stage in the company internationalisation process. This paper represents 
a first attempt to fill this gap by studying the relationship between the key variables 
defining the company international logistics strategies and internationalisation process 
by providing empirical-based evidence. 

The remainder of the paper is organised as follows. The next section summarises 
the theoretical background. Afterwards, the research framework and methodology are 
reported, and findings are discussed. Finally, conclusions and limitations are drawn. 

2 Literature Review 

Coherently with the aim of this paper, the theoretical background is hereinafter 
discussed according to the two different issues involved, i.e. the company 
internationalisation process, and the company international logistics strategy.  

2.1 Internationalisation Process  

The entry modes into foreign markets can be classified into two main types, i.e. equity 
or non-equity. In the first case, the company acquires an existing local company or 
makes a green-field investment and has to decide whether partially or wholly own the 
local enterprise. In the second case, the company exports via agents and/or licensing. 
In the literature, the choice of the entry mode and the factors that impact on this 
decision has received a considerable attention and different theories have been 
developed to explain the reasons behind company internationalisation, such as  
the internalisation theory ([8]), the transaction cost theory ([1]), and the eclectic 
paradigm ([9]).  

As far as the internationalisation process is concerned, the Uppsala model 
represents the most interesting contribution, especially considering the purpose of this 
study. Proposed by [5] and supported by several empirical studies (e.g. [10,11,12]), it 
is a behavioural and dynamic model that considers the internationalisation process as 
a sequence of incremental decisions. According to this model, all stages in the 
internationalisation process can be explained using the concepts of “State” and 
“Change” aspects. The “State Aspects” refer to the foreign market knowledge and 
commitment. The “Change Aspects” allowing to move along the stages of the 
internationalisation process lies in the commitment decisions that can strengthen the 
position in the foreign market and the learning from the experience of the current 
business activities. The Change and State Aspects affect each other, so that a stronger 
position in the market and better performance lead to a higher level of commitment 
and market knowledge. According to the Uppsala model and other contributions  
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(e.g. [13]), four progressive stages can be selected by a company to sell products in 
foreign markets over time: no regular export activities, export via independent agents, 
creation of sales subsidiary, and production establishments. 

2.2 International Logistics Strategy 

The concept of “international logistics strategy” is widely used in the literature, but a 
detailed description of its related variables has not been developed so far. For the 
purpose of this study, we try to summarise as follows the main decisions involved in 
the definition of the company international logistics strategy that may be affected by 
the internationalisation choices. 

The primary decision involved in the definition of the company international 
logistics strategies concerns the global supply chain network design that has a 
significant impact on the logistics performance (e.g. [14,15]). The design of the global 
supply chain networks refers to the number, location and capacities of warehouses 
and manufacturing plants, or the material flow through the logistics network (e.g. 
[16,17]).  

Another key issue defining the international logistics strategy refers to the 
centralisation level in the global supply chain planning ([18]). Although planning is 
more critical to handle in case of inter-organisational supply chains, it represents a 
critical challenge also in internal supply chains ([19]). Moreover, it is particularly 
demanding for companies selling their products in different foreign markets when 
considering the planning of demand, inventory and transport ([18,20,21]). Previous 
contributions (e.g. [18]) also showed a strong correlation between the levels of 
internationalisation and centralisation of the supply chain planning process: the higher 
the internationalisation of production and procurement processes, the stronger the 
need for centralising the planning due to the increase of logistics complexity. 

Also the planning of transport activities is part of the international logistics strategy 
and it is strictly connected with the company internationalisation choices, as they may 
be characterised by different pressures on lead times. The transport mode has been 
considered in numerous studies. For example, [22] and [23] considered three global 
transport service categories: airfreight, less than container load (LCL) shipping, and 
full container load (FCL) shipping. A more recent study by [17] evaluated different 
international logistics strategies mainly in terms of logistics network configuration 
and transport mode. 

Finally, also the Incoterms (International Commercial Terms) contribute to 
describe the international logistics strategy, as they represent an indicator for the level 
of control on logistics flows. According to [24], a strategic advantage can be gained 
by a company willing to facilitate the sale of its products by assisting the importer in 
the shipment. Therefore, it can be assumed that the company interest in being 
involved in the shipment planning depends on the internationalisation choice. 

3 Research Framework and Questions 

The literature review showed that both the company internationalisation process and 
the related motivations have been widely studied. The stages along which a company 
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were performed through semi-structured interviews with Logistics and Supply Chain 
Directors. General information about the company and the context in which it 
operates were also collected using secondary sources.  

Table 1. Summary of the characteristics of the four companies of the sample 

Company 
Business 
sector 

Annual group 
sales  

Value to 
weight ratio 

Unit of analysis 

A 
Baby, health 
& beauty care  

1.5 billion  € Medium 
A1: South America  
A2: Asia-Pacific area  
A3: Russia 

B 
Porcelain 
stoneware 

0.5 billion € Low-medium 
B1: North America 
B2: Israele 

C 
Medical 
technology 

1.1 billion € Medium 
C1: Asia-Pacific area  
C2: Russia 

D 
Sanitary 
technology 

1.8 billion € Low-medium 
D1: Pacific area  
D2: South America  

 
As far as the internationalisation process evolution is concerned, we defined three 

levels, based also on the stages identified by the extant literature: (i) early stage, i.e. 
export via independent agents or distributors, (ii) intermediate stage, i.e. export via 
sales subsidiary, and (iii) advanced stage, i.e. export via company own stores. To 
assess the company international logistics strategy, we gathered information on the 
variables highlighted in the literature review: (i) network design, (ii) centralisation 
level in the distribution planning, (iii) governance of the transport planning, and (iv) 
level of control on logistics flows. 

5 Discussion and Findings 

5.1 Variables Defining the Company International Logistics Strategy  

Network Design. All companies have confirmed that the decisions on the supply 
chain network design are much related to the internationalisation choices. According 
to the information collected through the case studies, the types of decisions mainly 
refer to the selection among direct shipment, 1-echelon networks and 2-echelon 
networks. In fact, a company can sell its products without having local distribution 
centres (as in the B2 case in which there are monthly shipments to distributors) or, on 
the contrary, it can be decided whether it is necessary to have stocks near its point of 
sales based for instance on the lead-time constraints (as in the C1 case). The adoption 
of a 2-echelon network has been observed in case of logistics networks delivering 
products in different countries of the same continental area (as in the A1 case). 

Centralisation Level in the Distribution Planning. In line with the extant literature, 
the level of distribution planning centralisation is a key aspect to manage when 
defining the logistics strategy of global supply chains. The following aspects are those 
mainly involved in such process with reference to each export area: sale forecasts, 
inventory management, service level to the customers, and transport planning.  
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The distribution planning can be decentralised (as in the B1 case), i.e. only some 
decisions made by the subsidiaries are shared with the headquarter (e.g. the maximum 
stock levels and service levels that have to be provided by the logistics service 
providers), or centralised (as in the A1 case), i.e. the subsidiaries are not autonomous. 
Besides, as for example in the company C case, the distribution planning can be 
coordinated, i.e. the company develops the sale forecasts together with the 
independent agents but is not involved in managing the logistics process as it does not 
have an own network in the export area. 

Governance of the Transport Planning. In line with the literature, the transport 
planning is a variable of the international logistics strategy and the related decision 
process varies according to the company internationalisation choices. When a 
company exports via independent agents, the governance of the transport planning is 
“low” as the transport organisation depends only on the lead times and order 
quantities required by the customers (e.g. in the D2 case). Instead, when a company 
exports via sales subsidiary and its logistics network is more complex (e.g. a local 
warehouse delivers goods to the sales subsidiary), the governance of the transport 
planning is “high” (e.g. in the C1 case). In this case, the company has to manage the 
delivery of goods to the warehouse and has the possibility to optimise the transport 
activity (e.g. use of sea instead of air freight or use of FCL service). 

Level of Control on Logistics Flows. According to the information collected through 
case studies, the Incoterms can be viewed as an indicator of the level of company 
control on the logistics and transport process to the foreign market and strictly related 
with the internationalisation choices, although quite disregarded by past literature on 
the logistics process in global supply chains. The case study analysis shows that 
companies exporting via independent agents (e.g. D2 case) or subsidiaries (e.g. C1 
case) select Incoterms E and F. In fact, in this case the company sells its products to 
the agents and it not interested in managing the transport and logistics process. 
Instead, a company that a company selling its products via company own stores 
manages the distribution process and uses Incoterms C and D (e.g. A1 case). 

Three international logistics strategies have been identified based on the values 
assumed by each variable and the correlation among them (Table 2): (i) International 
sale, (ii) International outpost, and (iii) International network.  

Table 2. International logistics strategies from the case studies 

  
International logistics strategies 

International 
sale 

International 
outpost 

International 
network 

Dimension  
of the 
international 
logistics 
strategy  

Network design  
Not 
significant 

1-echelon 
network 

2-echelon 
network 

Centralisation level in 
the distribution planning 

Coordinated Decentralised Centralised 

Governance of the 
transport planning 

Not 
significant 

Medium High 

Level of control on 
logistics flows 

Low Medium High 
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5.2 Evolution of the Company International Logistics Strategy during the 
Internationalisation Process 

The case study analysis provides evidence supporting the relationship between the 
company international logistics strategy and its internationalisation choices. As shown 
in Table 3, the International sale strategy is more likely to be selected by companies 
in the early stage of the internationalisation process evolution, the International 
outpost by companies in the intermediate stage, and the International network by 
companies in the advanced stage. Additionally, for a given export area the evolution 
of the international logistics strategy incrementally evolves together with the 
internationalisation process as the sales and the learning in the foreign market growth.  

Table 3. Alignment between internationalisation process and international logistics strategies 

International 
logistics 
strategies 

International 
network 

  A1 

International 
outpost 

 
A1; A2; A3; B1; 
C1; D2 

 

International 
sale 

A2; A3; B1; B2; 
C1; C2; D1; D2 

  

  Early stage Intermediate stage Advanced stage 

  Internationalisation process stages 

 
When a company is in the early stage of the internationalisation process, its export 

volume is typically low as well as its market knowledge. As a consequence, it 
operates in a foreign market with a low level of control on the logistics and transport 
process, which is a key feature of the International sale strategy. According to the 
case study analysis, at this stage, the choice of exporting via independent agents (as in 
the D2 case) or distributors (as in the D1 case) allows the company to not have own 
resources, and therefore sunk costs, that are implied instead when it has subsidiaries 
or store networks. Additionally, the benefits related to have no local warehouses and 
to overcome complexities (e.g. to face the local regulations and to collaborate with 
local logistics providers) have been cited by companies of the sample as other benefits 
of selecting the International sale strategy in the early stage of the internationalisation 
process. Such approach for entering a new market has been adopted in all cases 
except for the A1 case in which the company opened a subsidiary when starting to sell 
its products in the new market.   

Looking at the sample, companies A, B and C developed their logistics strategy 
from the International sale to the International outpost when they started to export 
via sales subsidiary (i.e. the intermediate stage of their internationalisation process) in 
South America, North America and Asia-Pacific, respectively. They report the 
increasing in sales and market experience as enabling factors to develop the second 
stage of the internationalisation process and the international logistics strategy. The 
transition to this second stage can occur through the acquisition of the local distributor 
by the company (as in the A3 case). At this stage, the companies let the subsidiaries 
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work autonomously in developing the sale forecasts, defining the order quantities (i.e. 
decentralised planning), and also managing the transport and logistics process (i.e. 
adoption of Incoterms E or F). The local logistics network is composed of one 
distribution centre (i.e. 1-echelon network) that receives FCLs.  

In the examined sample, no companies have already developed the International 
network strategy. Only company A is evaluating the adoption of such approach in 
South America where the advanced stage of the internationalisation process has been 
reached by selling its products via own stores. It intends to build a 2-echelon logistics 
network composed of a central distribution centre for the entire export area and other 
regional depots in each country belonging to the area. This approach seems to imply a 
more centralised planning and control on the transport process.  

It should be noted that a company has not necessarily to go through all the stages. 
For instance, a company can directly go to the intermediate stage by adopting the 
International outpost as logistics strategy without exporting via independent agents or 
distributors before this settlement (as in the A1 case).  

6 Conclusion 

This paper explores the relationship between company international logistics strategy 
and its internationalisation process through case study methodology. Findings suggest 
that companies progressively develop their international logistics strategy based on 
the stage of their internationalisation process. Three international logistics strategies 
have been identified, that diverge in terms of network design, level of centralisation in 
the distribution planning, governance of the transport planning, and level of control 
on logistics flows. The International sale strategy is more likely to be chosen by 
companies in the early stage, the International outpost by those in the intermediate 
stage, whereas the International network by those in the advanced stage. Although 
interesting, the conclusions drawn require further effort to be more generalised. Other 
case studies are recommended with the aim of i) verifying whether the variables 
considered are comprehensive and consistent, and ii) further exploring the variables 
driving the evolution of the logistics strategy. Finally, additional effort should be 
devoted to the development of a normative model supporting companies in aligning 
the international logistics strategy with their plans in term of internationalisation. 
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Abstract. Products generate a large amount of information during their life-
cycles. Small and medium enterprises are often not structured enough to enable 
the efficient management of such amount of information. Several tools of prod-
uct lifecycle management have been developed in the last years to address this 
issue, but they are rarely exploited by companies, especially SMEs. The aim of 
our work is to present a semantic platform to integrate data along the whole 
product lifecycle to allow semantic search and knowledge reuse. The integra-
tion of data is realized with a reference PLM ontology, containing the main 
concepts and relations to describe a PLM. This ontology has a modular struc-
ture, so that it can be easily extended to describe concrete product lifecycles. An 
example of a real application of the semantic platform in an industrial case is 
reported. 

Keywords: PLM, knowledge management, semantic model, ontology, UML. 

1 Introduction 

The process from the idea for a new product over its development and production to 
the market is typically fragmented across different functional units, but requires input 
and activities from experts from a variety of disciplines using different methods and 
tools. This leads to a high coordination effort to synergize work and information 
transfer, to sub-optimal decisions, and unused knowledge as well as experiences. The 
resulting waste in engineering processes results in an unnecessary extension of time-
to-market and time-to-production of new products and to a loss of competitiveness of 
companies. To tackle the resulting challenges for engineering in manufacturing com-
panies, the amePLM (advanced platform for manufacturing engineering and PLM) 
project is based on an ontology that serves as an interoperable model and integrating 
element for an open engineering system. Furthermore, the usage of an ontology-based 
approach advances the information provision in activities during product creation. 

An essential advantage of the application of ontologies in product development is 
knowledge sharing. Bradfield and Gao determined three main problem categories for 
knowledge sharing in the new product development (NPD) process of a manufacturing 
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company: inappropriate information about the knowledge in the NPD process, multi-
lingualism as well as multidisciplinary, and insufficient information provision to users 
[1]. By means of an ontology-based approach, knowledge sharing in NPD may be 
facilitated. Lutters et al. work to apply information management based on an ontologi-
cal approach on design and engineering processes under special consideration of manu-
facturing, i.e. process planning and cost estimation [2]. Young et al. showed the  
benefits of applying ontologies to support knowledge sharing in PLM with a focus on 
manufacturing processes [3]. By using a product ontology as pivotal element, Panetto 
et al introduced an approach to support interoperability in Product Data Management 
(PDM) [4]. Matsokis and Kiritsis developed an ontology of concepts and rules to sup-
port PLM, emphasizing the product and its role in closed-loop PLM [5]. Raza et al. 
tested an approach building up on existing work by usage of ontologies for knowledge 
management [6]. Furthermore the ongoing work of Fiorentini et al. using ontologies to 
model the engineering data of nuclear power plants to leverage interoperability with 
external information systems shows the potential of an ontological approach [7]. So, 
the principal applicability of ontology-based approaches to PLM as in the platform 
amePLM (cf. [8]) has been shown, but there still is a potential for improvement in 
automated information provision in PLM to reduce manual efforts for information 
management and retrieval. 

The rest of the paper is organized as follows. Section 2 describes the semantic plat-
form for PLM knowledge structuring and reusing, while Section 3 reports the  
structure of the PLM ontology at the basis of the platform. Section 4 shows how the 
developed semantic platform can be used for semantic search and information reuse. 
Finally, Section 5 draws conclusions and states future works.  

2 Advanced Platform for Manufacturing Engineering and PLM 

The architecture of the amePLM platform is shown in Fig. 1. It functions as a mid-
dleware by allowing the integration of information as well as it provides interfaces for 
several engineering modules and applications.  

 

 

Fig. 1. Architecture of the semantic platform 
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3 PLM Ontology 

The PLM ontology at the basis of the semantic platform is shown in Figure 2, accord-
ing to the UML class diagram formalism.  

 

 

Fig. 3. UML class diagram of the PLM ontology 

The three core concepts are the product (i.e., whatever it is produced by a company 
which serves a need or satisfies a want), the activity (i.e., an action executed during 
the product lifecycle for a specific product that can be univocally be identified), and 
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the file (i.e., an electronic information stored as a single object in the file system). A 
product is associated with all the activities of its lifecycle and with all the files con-
taining information about it. There are several kinds of associations between an activi-
ty and a file, due to the different kind of usage of the file done by the activity. An 
activity can (i) consult a file, if it is simply read, (ii) have a file as input, if it is used 
and modified by the activity, and (iii) produce a new file as output.  

The product class is linked to the project class because a product is developed dur-
ing a project. The project class is associated with the customer class to store the  
involvements of customers in projects. A product is also associated to the product 
component class, because each product can be made of several components. Both the 
product and the product component are associated to the material class and to the 
physical characteristic class, to store their material and their characteristics of interest.  

To keep trace of the people involved in the activities, the person class, which is a 
specialization of the resource class, is represented, which includes personal data and 
contacts. The other specialization of the resource class is the machine class, which 
represents the machines used in each activity. To each person is also assigned a role. 
For each activity, it is known the roles that have to execute it and the roles that are 
allowed to consult it. For each file the software tool exploited to produce it and the 
roles that can access it are known. Files or groups of files can be used to create docu-
ments. Additional information on the PLM ontology can be found in [12,13]. 

4 Knowledge Exploring by Using the Semantic Platform 

The following section describes the access of knowledge within the semantic plat-
form along the product lifecycle (PLC). In this example the PLC starts with a custom-
er request for quotation where a customer specifies the requirements on the product 
enquiry. The responsible needs to get an overview on the details of capabilities of the 
company based on past projects with similar requirements to assess the feasibility. 

A RFQ will result in creating a new customer project for the product 4711.  
The SPARLQ update statement for the RFQ populating the PLM ontology is the  
following: 

 
PREFIX amePLM: <http://www.amePLM.org/PLM#>  

PREFIX p4711: <http://www.my-company.com/amePLM/4711#> 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  

INSERT { 

# Creating/retrieving the customer instance 

 p4711:thisCustomer rdf:type amePLM:Customer. 

 

 # Creating the new product instance for product 4711 

 p4711:Product4711 rdf:type amePLM:Product. 

 

 # Creating a new project instance 

 p4711:thisProject rdf:type amePLM:Project; 
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 # Linking project instance with customer 

amePLM:HasCustomer p4711:thisCustomer; 

 

 # Linking product and project 

amePLM:isProjectOf p4711:Product4711. 

 

# Adding some product characteristics coming from the RFQ form 

# Characteristics are product dependent. 

# Here we use the example length. 

p4711:thisPhysicalCharacteristicLen rdf:type amePLM:Length. 

 

# Creating unit for length; could also be retrieved by variable 

 p4711:thisMMUnit rdf:type amePLM:Unit. 

 

# Creating instance for length 100 

 p4711:thisLenValue rdf:type amePLM:Value; 

  amePLM:value 100. 

  

# Setting the value 

p4711:thisPhysicalCharacteristicLen 

amePLM:HasUnit p4711:thisMMUnit; 

amePLM:CharacteristicValue p4711:thisLenValue.                                  

 

# Setting the characteristic for the product 

p4711:Product4711 amePLM:ProductCharacteristic  

p4711:thisPhysicalCharacteristicLen.      } 

 
Integrating the information into the knowledge structure now allows us to asses 

this information and to compare it with requirements of previous projects. For the 
comparison we currently use a naïve approach by comparing the RFQ features of the 
current enquiry with the once of previous projects. 

 
PREFIX amePLM: <http://www.amePLM.org/PLM#>  

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#>  

SELECT * 

WHERE {  

 # Find any project... 

 ?project rdf:type amePLM:Project. 

  

 # ...of products... 

 ?project amePLM:IsProjectOf ?product . 

 

 # ...with length... 

 ?length rdf:type amePLM:Length. 
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 ?product amePLM:ProductCharacteristic ?length. 

 

 # ...of characteristic value... 

 ?valueInst rdf:type amePLM:Value. 

 ?valueInst amePLM:value ?value. 

 

 # ... with average deviation of 10%... 

 # Here we put in the concrete value 100 to reduce query length.  

# Usually an agent would query the value of the current project  

# 4711 and use it for the query to retrieve similar projects. 

 Filter (xsd:integer(?length) > 100*0.9) 

 Filter (xsd:integer(?length) < 100*1.1)         } 

 
Once the similar projects have been collected, their information gathered along the 

PLC is to be assessed. The following simplified query retrieves the documents con-
taining information about a previous project with product 4710: 

 
PREFIX amePLM: <http://www.amePLM.org/PLM#>  

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>  

SELECT * 

WHERE {  

  # Find any project... 

  ?project rdf:type amePLM:Project; 

# ...of products... 

amePLM:IsProjectOf p4710:Product4710 . 

 

  # ...with product files... 

  p4710:Product4710 amePLM:HasFile ?file. 

 

  # ...and some details if they exist in the knowledge base. 

  OPTIONAL {?file amePLM:Filename ?fileName.} 

  OPTIONAL {?file amePLM:Filetype ?fileType.} 

  OPTIONAL {?file amePLM:URL ?fileURL.}              } 

 
This short set of over-simplified queries has the purpose of giving a brief overview 

on how the amePLM approach explores knowledge stored in the amePLM platform 
and how to apply simple heuristics using software agents. 

5 Conclusions 

In this paper we have described a semantic platform to structure the PLC knowledge 
of companies. The current version of this platform has been successfully applied in an 
industrial use-case and proven to be a feasible approach. It provides basic functionali-
ty necessary to support information needs within the PLC and it already integrates 
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workflow, information workspace and other engineering modules with the informa-
tion layer. However, it still needs improvements for extensibility and adoptability. 
One of the improvements will be the simplification of the integration of engineering 
modules (e.g. applications for CAx or simulation) and knowledge sources (e.g. prod-
uct data management, customer feedback or failure statistics). Future works will also 
consider the integration of a semantic search engine into the platform. 

Acknowledgments. The research presented in this paper is supported by the EU-FP7 
research project on Advanced Platform for Manufacturing Engineering and Product 
Lifecycle Management (amePLM, contract number 285171).  
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Abstract This article presents the first results of a study which deals
with the detection and the correction of abnormal values in data series
intended to forecast demand. This work fits in the broader context of
performance management for proximity retailers. Indeed, when this kind
of point of sales (POS) is studied, sales volumes are often too small to
be effectively exploited by statistical processing methods. It is there-
fore useful to consolidate the information with expertise and additional
knowledge resulting from similar POS. It is also relevant to take into ac-
count the inherent uncertainty of such information. The proposal of this
paper is a methodological contribution which uses consolidated knowl-
edge to detect and correct abnormal values and to improve the quality
of data used to implement forecast methods.

Keywords: Possibility theory, Combination rules, Similarity measures,
Forecast.

1 Context of the Study

The sector of proximity retail of so-called "high tech" products is currently
undergoing a major transformation. Indeed, the increasing competition with on-
line sales and supermarkets offers a significant challenge for the retailers. French
telecommunications vendors are a good example of these changes. The introduc-
tion on the French market of a new stakeholder with a very aggressive marketing
policy based mainly on online sales pushed long-established operators to revise
their offers. These operators have responded by shifting their activity to online
sale and therefore have increased the pressure on retailers which were previously
their privileged partners. The main consequence of this market changes for re-
tailers is a significant decrease in their incomes. The need for better demand
forecasting is essential to ensure the survival of their points of sales (POS).

1.1 Demand Forecast

Conventional forecast methods [1,2] produce suitable results but improving the
forecast accuracy is a difficult challenge. To achieve this goal, it is necessary
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to take account of many parameters, such as competition, commercial and haz-
ard management or POS typology. In addition, for retailers who want control
more precisely their activity (sale forecast of a particular product by a particular
seller or in a particular POS), the amount of available data is often insufficient
to obtain reliable statistics. This work is a follow-up of previous studies that
have begun to offer a forecast methodology adapted to these activities when the
amount of data is insufficient [3]. The proposed methodology is based on simi-
larity measures and human expertise to consolidate data and compensate them
for the lack of statistical data. The goal is to use data from other POS to inject
knowledge into the model. This knowledge must be corrected to take account of
the differences between POS. The correction can be done by considering simi-
larity measures used to compare POS contexts according to criteria defined by
experts. Subsequently, this consolidated knowledge allow to build a complete so-
lution for decision support system designed to control POS commercial activity.

1.2 Abnormal Values

One of the challenges of this work lies in the selection and the formatting of the
data used to produce a forecast. The main difficulty to format the data concerns
the correction of abnormal values that affect the quality of the forecast. These
abnormal values are the result of exceptional events (whether they have positive
or negative outcomes) that disrupt the traditional sale process of a POS. For
example, the release of a product which was long-awaited by the public will cause
a temporary increase of sales for a given period that will not be repeated on a
regular basis. This increase can disrupt all the future forecasts. It is therefore
necessary to identify and correct these abnormal values to obtain better forecasts.

The method studied here aims to automate the detection and the correction
of abnormal values. To achieve this goal, several time series are available. They
represent the sales of different POS of a retailer. Each time series is characterized
by its context which is used to compare the studied series to the results of other
POS using a similarity measure. Then, each new value of the series is tested
to identify abnormal value. Finally, abnormal values are corrected using similar
time series adapted to the context of the studied series. To avoid expert overload,
the expert is only engaged in the description of the context of each point of sale
and in the choice of indicators used to forecast demand. This article focuses only
on the mechanisms related to formalize knowledge from multiple POS and to
merge this knowledge to detect and correct abnormal values.

1.3 Issues Addressed

The study of mechanisms to detect and correct abnormal values in a time series
generates several issues:

(a) How to formalize the time series to deal with the lack of data?
(b) How to take into account contextual differences between data series, i.e. the

similarity level between the studied series and other series in the model?
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(c) How to merge information of different POS time series?
(d) How to identify abnormal values according to resulting merged information?
(e) How to correct abnormal values by taking into account the information from

different POS and similarity measures between contexts?

This article will therefore seek to answer these issues. The next part will detail
the proposal. Then, the methodology will be illustrated on a case study and the
results will be discussed. Finally, a conclusion with prospects will be presented.

2 Proposal

The methodology developed to address the issues mentioned above, consists in
a five steps process described in figure 1.

Fig. 1. The proposed methodology

The first two steps of this process are not detailed in this article where the
choice was made to focuses on the last three steps. The first step aims at for-
matting the data to be able to compare information sources. The second step
enables to compare the contexts of each source to obtain similarity measures [4]
to be used as confidence indicators during the combination step.

2.1 Knowledge Formalization

The main problem identified for knowledge formalization lies in taking into ac-
count the uncertainty related to the lack of data. The choice was made to use
possibility theory to address this issue. This section introduces the formalism
and how it was used to meet identified requirements.

Possibility Theory: The problem of incompleteness of information (lack of
data) is widely discussed in the literature related to the more general notion of
imperfect information. According to [5], incompleteness is an aspect of knowl-
edge uncertainty. Uncertainty is defined as the fact that the information source
is unable to distinguish the veracity of an information. It therefore measures a
degree of conformity of information to reality. It is possible to distinguish two
kinds of uncertainty. The random uncertainty is induced by the variability of an
entity in a population and is the result of random experiments. The epistemic
uncertainty is due to lack of knowledge and therefore is related to the notion of
incompleteness. Taking into account incompleteness requires the use of a repre-
sentation formalism taking into account the epistemic uncertainty. Probability
theory is the most widespread representation formalism of uncertainty but it
does not allow to unambiguously represent the epistemic nature of the infor-
mation [6]. Therefore, possibility theory was chosen. By extending the fuzzy set
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theory [7], Zadeh [8] and Dubois and Prade [9] introduced the possibility theory
to represent imprecise but also uncertain knowledge. In this theory, from a pos-
sibility distribution, π (A), it is possible to construct the possibility(Π) and the
necessity (N) measures thanks to the following relations:

N (A) = 1−max
x/∈A

π (x) and Π (A) = max
x∈A

π (x) (1)

maxπ (x) = 1 (2)

It is therefore possible to characterize the uncertainty of an event, not with a
value as in the context of probability theory, but with two values representing
the possibility and necessity of the event. Figure 2a illustrates the principle of
this theory to represent the information ”I am sure that the parameter is in [1,
5] (Support), but the values of [2, 3] (Kernel) seem the most likely”.

Building of Possibility Distributions: The objective is to associate possi-
bility distribution for each value representing the studied period. For example,
to detect or correct an abnormal value related to the first quarter of the current
year, a possibility distribution is created for each value representing the first
quarter of the past years stored in the data history of the studied source but
also for all the other information sources.

To build a possibility distribution, the confidence interval of the data set
which contains the values corresponding to the studied period in previous years
for each information source is calculated. The confidence interval, CIi, for each
source, i, of the data series which contains the values of n last years, Xi =
{xi1, xi2, . . . , xin}, with a confidence level, 1 − α, can be determined by the
following formula [10]:

CIi =

[
xi − t1−α

2
(n− 1)× σ (Xi)√

n
, xi + t1−α

2
(n− 1)× σ (Xi)√

n

]
(3)

with xi, the mean of the values of Xi, t1−α
2
(n− 1), the fractile of the Student

law at the level 1 − α
2 with n − 1 freedom degrees, and σ (Xi) , the standard

deviation of the sample.
Then a triangular possibility distribution is associated for each data series

value by selecting as support, the confidence interval of the source, and as kernel,
the concerned value (Figure 2b). The result is composed of n distributions by
source.

2.2 Knowledge Combination

After the knowledge formalization step, it is necessary to combine different
sources to obtain a global information gathering all the available knowledge.
Two levels of fusion should be made. The first level concerns the fusion of all
information about one source taking into account the context evolution of this
source throughout years (using similarity measures) resulting in a combined



Detect and Correct Abnormal Values in Uncertain Environment 71

(a) Classical possibility distribution (b) Possibility distribution built with con-
fidence interval

Fig. 2. Possibility distributions

possibility distribution for each source. The second level relates to the fusion of
these combined possibility distributions by taking into account the contextual
differences between sources (using similarity measures). The result of this two
successive fusion is a global possibility distribution which synthesize the entire
knowledge about the problem.

The literature identifies many combination rules applicable to the possibility
theory. The majority of these merging operators are based on t-norms and t-
conorms, generalizing respectively the intersection and union in the context of
fuzzy set theory [11]. The t-norm combination rules are difficult to use because
they produce results difficult to interpret due to a very high sensitivity to changes
in initial possibility distributions [12]. The t-conorm fusion rules are also difficult
to use, particularly for decision-making problems because of the too uncertain
results they provide [12]. Therefore, adaptive rules of combination have been
developed to obtain results more adapted to the reality of the studied problems.

Among the existing adaptive rules, the Dubois and Prade rules [13,14] or
the Deveughele rule [15] are quite common but the Delmotte rules [16,12] were
chosen because they allow to explicitly take into account the confidence in in-
formation sources. This notion of confidence incorporates the similarity between
information sources during the combination. The more the context of a source is
similar to the context studied, the more the source is considered reliable (with
a high confidence).

In this article, only the first rule of Delmotte [16] is presented. The use of
the rule developed in [12] is a prospect of this work. The first rule of Delmotte
[16] requires the use of a reliability ti ∈ [0, 1] associated with each source i. The
combination between sources is done with the following formula:

π∗
0 (x)=

(
1−

n∏
i=1

(1−ti)

)
×
(
1−

n∏
i=1

ti

)
× n
max
i=1

(ti×πi(x))+
n∏

i=1

ti×
n

min
i=1

(ti×πi(x)) (4)

This combination behaves as a conjunction when all sources are reliable and as
a disjunction of the most reliable sources when no source is completely reliable.
The resulting distributions have to be normalize to respect the constraint (2).

2.3 Decision-Making

The studied problem generates two kind of decision. The first decision is
about determining whether a value is abnormal or not by using the possibility
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distribution which represents the fusion of all opinions from the different sources.
It is enough to determine the possibility level of the tested value and, if its level
is below a user threshold, the value is therefore considered abnormal.

The second decision is related to the correction of an abnormal value and is a
classic problem of decision-making under uncertainty. Indeed, decision-making
in the context of possibility theory usually consists in removing the uncertainty
of a possibility distribution to end up with a unique and precise value for the
studied variable. This is exactly the purpose of the correction value which aims
to obtain a precise value, by using a possibility distribution representing the
combined opinion of all information sources. This corrected value will be used to
make the forecast. There are several ”defuzzification” methods for such purpose
[17]. One of the most common, Mean Of Maximum (MOM) method, has been
used in this study and consists in choosing the mean value of the set of maximum
possibility level values.

3 Application to a Case Study

To illustrate the proposal, a realistic case study has been built. The studied
retailer has four POS and has a history of quarterly sales for each POS during
the last three years. The objective is to consolidate the data of the POS n°1
using data from other POS to check if the value of the year 4 first quarter is
abnormal and, if necessary, correct it.

Data Formatting: To facilitate the comparison between POS, the expert chose
to work with seasonal coefficients (SC) (ratio of sale volume in the period divided
by the mean sale volume for the year). This choice allows to easily compare POS
with similar seasonal variations. To test the first quarter SC of the year 4, all
the first quarter SC in database are selected (Table 1).

Context Comparison: The Contextual Similarity measures (CS) between the
studied POS and the other POS are made by using different attributes of their
contexts. For example, differences in POS locations (downtown, commercial area,
...) influence the evolution of sale volume and therefore must be taken into ac-
count in the similarity measures between POS.

Also using an Annual Similarity (AS) allows to reduce the influence of older
data coming from previous years to deal with the fact that the older the data are,
the less relevant they are. Table 1 summarizes the information on the similarity
measures (elicited by experts).

Knowledge Formalization: Formalization starts with the calculation of the
confidence interval for each POS using the equation 3. In a conservative ap-
proach, the confidence levels of the interval can be set to 99% (α = 1%). For
example, the confidence interval of POS n°3 is [0.1666, 1.3263]. Then the trian-
gular possibility distributions are built using these confidence intervals. Figure
3 shows the three possibility distributions (corresponding to three years of data
set) for the POS n°3.
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Table 1. Initial seasonal coefficients and similarity measures

POS n°1 POS n°2 POS n°3 POS n°4
CS1 = 1 CS2 = 0.95 CS3 = 0.6 CS4 = 0.7

AS SC AS SC AS SC AS SC
Year 1 0.8 0.5116 0.8 0.4812 0.8 0.6565 0.8 0.3526
Year 2 0.9 0.5227 0.9 0.4907 0.9 0.7268 0.9 0.3636
Year 3 1 0.5322 1 0.4963 1 0.8560 1 0.4000

Knowledge Combination: Possibility distributions must be combined to ob-
tain a global information. The first combination is done at the POS level. The
first Delmotte rule of combination (equation 4) uses AS (considered as confi-
dence levels) to achieve combination. The result is then normalized. The figure
3 shows the result of this combination for the POS n°3.

(a) Initial possibility distributions (b) Combinations

Fig. 3. Possibility distributions of POS n°3

Once each POS has a combined possibility distribution, it is necessary to
combine opinions of different POS by taking now into account CS. These are, in
the same manner as AS, considered as reliabilities in Delmotte rule. The result
of this combination is also normalized. The figure 4 shows the result of the global
combination for the case study.

(a) POS combined possibility distributions (b) Global combination

Fig. 4. Global combination for the case study
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Decision-Making: As described above, there are two levels of decision-making.
The first is to determine whether a value is abnormal or not based on a threshold
set by the user. In the above example, if the threshold is set at 0.7, the value
must be in the interval [0.4707, 05407] to be validated. The second level is to
determine the most appropriate value to correct an abnormal value. Given that
there is only one maximum, the MOM method allows to chose this value for the
correction. The value in this example will be corrected to 0.4840.

Discussion: These results raise several issues, including the choice of the com-
bination rule. Tests were conducted with other combination rules but none takes
naturally into account the source confidence. In addition, the adaptive behavior
of the Delmotte rule is an advantage for the treatment of complex and var-
ied problems as studied here. The other issue is related to the defuzzification
method. The choice of the MOM method is questionable and requires further
work. Ideally, the result should not be subjected to defuzzification and uncer-
tainty should be fully propagated to the final result (i.e. the forecast result).
This choice would retain all the information and improve the quality of the re-
sults provided to the decision maker, not with a more accurate result but with a
realistic result that will allow to make a decision by better taking into account
the uncertainty. However, the uncertainty propagation requires important com-
puting resources and therefore is difficult to implement. This is why it should
be relevant to work on appropriate methods to make a partial defuzzification of
the result without introducing too much bias, especially considering side effects.

4 Conclusion and Prospects

This article describes a method to detect abnormal values in data used in de-
mand forecast. This method also allows to correct these abnormal values by
consolidating the initial data. This consolidation is done by using data from
similar data sources together with human expertise (for the contextual analysis
of the sources and the model parameterization). The implementation of a case
study have illustrated the feasibility of this method. A prospect of this work
is the replacement of the first version of the Delmotte combination rule by its
improved version [12] to enhance the fusion accuracy. However, this rule requires
the setting of two additional parameters to adjust the combination sensitivity. A
test campaign must be conducted to optimize the parameter adjustments. The
next step is to apply the improved method to real data from business partners.
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Abstract. This work presents the Paraconsistent Method of Prospective 
Scenarios (PMPS) in order to support organizations in their strategic planning, 
being a useful tool, as it serves a noble task. The method is based on non-
classical logic, called the Paraconsistent Annotated Evidential Logic Eτ (Logic 
Eτ), this logic is excelling in the fields of research and it’s main characteristics 
are set by the thought of experts, generating input parameters and been 
consolidated by the collective way that translates into mathematical terms. 
Logic Eτ is not trivial and has the capacity to manipulate imprecise and 
conflicting information.  

Keywords: Prospective Scenarios, Paraconsistent Annotated Evidential Logic Eτ, 
Method. 

1 Introduction 

This study aims to present the paraconsistent method of prospective scenarios, 
proposing a new way of constructing based on non-classical logic with technical and 
operational criteria, in such way that future studies can take the contradictions into 
consideration and can be not only reliable but also operationally efficient. 

This method presents numerical output generated by the model, so that they are 
easily understood by the decision makers. It shows results of strategic topics between 
truth and falsehood, answering the following question: is it possible to develop future 
prospectives scenarios with conflicting and paracomplete data? 

The paraconsistent method was developed with Paraconsistent Annotated 
Evidential Logic Eτ (Logic Eτ). The main advantages of using the Logic Eτ are due to 
the fact of the input parameters are set by the structure of the thinking of experts, 
consolidating a collective logic translated into mathematical terms. 

2 Literature Review 

Throughout history many philosophers incited debates about the future. The medieval 
philosopher Augustine of Hippo who lived between 354-430, also known as  
St. Augustine, approached the so-called "problem of time", he considered it 
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impossible to forecast the future [1]. The nature link between past, present and future, 
according to Kant, makes the story to be deterministic [2]. Hegel states that "man’s 
immediate action can contain something beyond what is in the will and consciousness 
of the author" [3] and also that "reason rules the world, and, therefore, the universal 
history is also a rational process" [3]. Philosophy, therefore, does not give us a 
definitive answer about the future. 

Help companies make decisions in the present with eyes on the future is the large 
role of prospective scenarios. The reflection on how future situations can impact the 
production management is a way to prepare for the future. 

Godet says that currently "the Futurists have exaggerated scenarios and poorly 
built projects" [4]. Ringland argues that prospective scenarios have two key roles in 
supporting the organizations strategy in an uncertain environment, "mental models 
and serve as a methodology to allow exploration of the future" [5]. 

Scenarios should represent a set of internally consistent pictures of futures and 
nature states based on logic and rationality [6]. Scenario construction may be used to 
valuable functions in companies. "Scenarios refer to narratives of possible futures that 
might arise beyond the control of the company" [7]. 

To Schoemaker, scenarios should reflect a wide range of viewpoints from inside 
and outside the organization, so that, together they represent a broad spectrum of 
future possibilities. Milestad, Svenfelt and Dreborg assert that "the central element of 
scenarios is the focus on conditions beyond the control of the main actors" [8]. 

For Ramirez and Wilkinson prospective scenarios have value greater than a 
mathematical matrix. The challenge of the purpose and use of scenarios is often 
overlooked when choosing method of scenarios construction: "Given the diversity of 
the different thought traditions and methods of scenarios construction, the potential 
for methodological confusion and misunderstanding is considerable" [9]. 

We observe, therefore, that the subject conquer room and meaning in academic and 
professional circles, especially when it comes to the future of organizations. The 
emphasis on the matter is due to environmental instability and the issue of 
competitiveness. 

The first logician to build a system of paraconsistent propositional calculus, 
between 1948 and 1949, was the Polish Stanislaw Jaskowski (1906-1965), following 
the suggestion of £ukasiewicz [10]. He called his system of Discussive logic (or 
Discursive). 

But who is acknowledged as the inventor of Paraconsistent Logic is the Brazilian 
Newton Carneiro Affonso da Costa [11]. This is due, mostly, to the independent 
manner in which, since 1958, developed the ideas that led to the construction of 
several paraconsistent systems, not only in propositional level but also at the level of 
predicates (with and without equality). 

A logical (or calculation) is called paraconsistent if it can be the underlying logic 
of paraconsistent theories (inconsistent but non-trivial) [11]. Therefore, in 
paraconsistent theories exist A formulas such that, from A and ¬A, does not follow 
any formula B, in other words, there is always a B formula from a set of all sentences 
such that B is not theorem of the theory. The Paraconsistent Annotated Logic allows 
handle subjective real-world data in precise data with numeric outputs [12]. One of its 
advantages is to perform the translation of natural language (linguistic terms) used in 
daily communications in mathematical expressions. This is achieved through the 
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properties of the lattice of annotations. According to Da Silva Filho and Abe [13], 
benefits in the development of paraconsistent systems are: how quickly the system 
construction is carried out in relation to those based on "fuzzy" (common or Boolean) 
logic models and to make no longer necessary the knowledge or development of a 
mathematical model. 

According to De Carvalho and Abe say that logics Eτ associates to each 
proposition p, a pair (μ,λ), representing by the Greek letters mi (μ) e lambda (λ), 
representing by the following way: p(μ;λ). μ and λ varies in the real closed interval [0, 
1]. The pair (μ; λ) belongs to the Cartesian product [0, 1] x [0, 1]. Intuitively, μ 
represents the degree of favorable evidence expressed in p, and μ, the degree of 
contrary evidence (or degree of disbelief) expressed by p. The pair (μ,λ) is called 
annotation constant. The logic Eτ  atomic propositions are the type p(μ;λ) [14]. 

One can interpret the pair as follows [19]: 

(0; 0) indicates the total absence of favorable evidence or maximum contrary 
evidence to p (it translates a logical state called paracompleteness); 

(1; 0) means, extreme point of favorable evidence and no contrary evidence to p (it 
translates a logical condition called truth); 

(0; 1) represents no favorable evidence and maximum contrary evidence to p (it 
translates a logical condition called falsehood); 

(1; 1) means, simultaneously, maximum favorable evidence and maximum 
contrary evidence to p (it translates a logical condition called inconsistency); 

De Carvalho and Abe [14] claim that "all the constants annotations (μ; λ) can be 
represented in Cartesian coordinate system by the unit square [0, 1] x [0, 1], called 
Unit square in the Cartesian plane (USCP) ". 

As a result of the foregoing, it appears that the perfectly defined line (PDL) and a 
perfectly indefinite line (PIL) divides the USCP into four regions, as shown in the 
figure below.  

 

 

Fig. 1. USCP divided in four regions by lines PDL AND PIL (Source: DE CARVALHO and 
ABE, 2011) 

  

μ 

A = (0; 0) paracompleteness (⊥) 
 
B = (1; 1) inconsistency (T) 
 
C = (1; 0 ) truth (V) 
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Some initial considerations are required due to the generic use of language, not 
being separated the concepts of straight line AB, line AB, or segment AB; or line 
segment AB "connects" to the points A and B; when it "crosses" from point A to point 
B; or "on" the line BC. Will also be used expressions like "almost true", "maximum 
truth", "maximum falsehood", etc.  

Note that the line segment CD "connects" to points C and D in the figure above, in 
which there are situations of perfect definition (truth or falsity). Therefore, the 
segment CD is called a perfectly definite line (PDL). The equation is μ + λ – 1 = 0 
[14]. 

De Carvalho and Abe [14] says it is very reasonable to define the contradiction 
degree of an annotation (μ; λ) as: Gcontr = μ + λ – 1, called perfectly indefinite line 
(PIL) the line AB of USCP. The equation of line AB is μ − λ = 0. Defining this way 
the degree of certainty (Hcert) of an annotation (μ; λ) as Hcert = μ − λ 

It is thus a model of atomic propositions easily understood, without being trivial. 
Recently, Jair Minoro Abe and other researchers have developed applications for 
Logic Eτ, highlighting the viability analysis [15] and decision making [16]. 

In the pioneering work of De Carvalho et al [17] makes comparisons with 
inductive logic by using the statistical method and also with the Fuzzy Logic stating 
that: "by fixing the same value for the level of demand, the fuzzy decision gets 
stronger than paraconsistent" [11]. The use of Annotated Paraconsistent Logic, 
however, is practical and without need of complex math calculations [18]. 

3 Methodology 

This study methodology used techniques and processes on a systematic way to 
objectively achieve the knowledge of the proposed subject. Research empirically 
applied, after literature review, with exploratory purpose. The phases of the 
methodological process used in this study were as follows:  

1) Issue formulation:  

- How to develop prospective scenarios working with contradictory data? 
2) Hypothesis formulation: 

- To use logic that does not exclude contradiction in prospective scenarios. 

3) Literature review: 

- Theoretical background of prospective scenarios and Logic Eτ; 
4) Data gathering: 

- Specialists systems, invited randomly, six (06) of which have volunteered and 
were divided into three groups:  

- A: 02 (two) economists;  
- B: 02 (two) executives;  
- C: 02 (two) professors. 

- extensive direct observation through measure of specialists opinion. 

These specialists identified 50 (fifty) Future Facts Carriers, which are actual facts 
existing at present and will continue to impact our environment in the future. 
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After identifying these facts, brainstorming sessions were conducted to identify 
three (03) strategic topics to trial. After identifying the topics was built the strategic 
proposition which is a hypothesis of future occurrences of events identified based on a 
strategic issue. The proposition is for setting strategic goals, organizing a Delphi 
survey and identify future alternatives. The topics and propositions are presented in 
the board below. 

Board 1. Topics and Strategic Propositions 

Factors Strategic Topics Strategic Proposition 

F1 Public Finances 
Reduction of indebtedness as a proportion of 
GDP, so that the net public debt stays below 30% 
of GDP by 2022. 

F2 Higher Education 
Expansion of Higher Education System, to 
include, by 2012, about 40% of the population, 
aged 18 to 24. 

F3 
Brazilian 

Exportation 
Increase in exports, so that Brazil will respond, in 
2022, for about 2% of the world’s exports value. 

 
This phase of prospective analysis was made in two (02) Delphi rounds that sought 

to: identify the sure of the topic occurrence the consultation was conducted by a form 
via e-mail - in two rounds. The major difference between them is that, in the second 
round, was informed the answer’s results of each question in the first round, giving 
the answerer an opportunity to revise their earlier answers, if he so wished. 

The query was organized in three (03) strategic topics, and for each one there was a 
brief ambiance about the subject and a proposition about the future (p): "the issue 
occurs in 2022". 

4 Application  

Regarding the factors must be reason that they are independent of each other. 
Therefore, we attempted to assign degrees of favorable evidence (μ) and contrary 
evidence (λ) according to the specialists, as below. 

Table 1. Database of specialist’s evidences 

FACTORS 
 
 
 

GROUP A 
 

 
GROUP B 

 

 
GROUP C 

 
Specialist 

1 (E1) 
Specialist 

2 (E2) 
Specialist 

3 (E3) 
Specialist 

4 (E4) 
Specialist 

5 (E5) 
Specialist 

6 (E6) 

μ1 λ1 μ2 λ2 μ3 λ3 μ4 λ4 μ5 λ5 μ6 λ6 
F1 1,0 0,0 0,5 0,3 0,0 1,0 0,2 0,7 0,3 0,6 0,6 0,3 

F2 0,1 1,0 0,1 0,7 0,3 0,7 0,2 0,8 1,0 0,0 0,9 0,1 

F3 0,5 0,6 0,6 0,3 0,3 0,3 0,2 0,1 1,0 0,0 0,0 0,0 
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Based on the database of the specialist’s evidence (Table 1), we can extract the 
opinions of specialists about the prospective scenarios. They are shown in Table 2 
using OR and AND rules.  

4.1 Maximization (OR) and Minimization (AND) Rules 

The next step was to apply the rule of maximizing (OR) and minimization (AND) 
from Logic Eτ to the opinions of specialists for each one of the strategic topics. the 
rule of maximizing the intra-group favorable evidence is applied so that the 
connective (OR) is used in the favorable evidence and the connective (AND) in 
contrary evidence within each group, and the rule of minimizing favorable evidence 
between the groups is applied using the connective (AND) for favorable evidence and 
the connective (OR) for contrary evidence for the results obtained at both groups 
(betwen groups), clustered according to table 2, in other words: 

[(Specialist1) OR (Specialist 2)] AND [(Specialist 3) OR (Specialist 4)] AND 
[(Specialist 5) OR (Specialist 6)] 

4.2 Results Analyses 

We analyze these final results, after applying the rules of maximization and 
minimization, by the device para-analyzer. Therefore, it is necessary to plot it in 
USCP, in which, to have more accuracy in conclusion, was adopted as the limits of 
truth and falsehood the lines determined by degree of certainty Hcert = 0,6 and as 
limits of paracomplete and indeterminacy, the lines determined by the degree of 
contradictions Gcont = -0,6. Thus, there is a scenario of evidence favorable or contrary 
the certainty of occurrence of topic, if there is a module degree of certainty equal to or 
greater than 0,6. 

In short, the division criterion is: 

a) Hcert ≥ 0,6 → Truth (V), the topic happens; 
b) Hcert ≤ -0,6 →Falsehood (F), the topic does not happen;  
c) -0,6 < Hcert < 0,6 → Area between Truth and Falsehood. 

The database was treated with OR and AND connectives and the results of the 
three topics are shown in the table below. 

Table 2. Resulting evidence degrees by application of the OR and AND rules 

F
ac

to
rs

 Group A Group B Group C 
Betwen 

Groups 

Strategics topics: 03 (three) 

Requirement levels: ≥ 0,600 

Conclusion 

μOR λAND μOR λAND μOR λAND μAND λOR Hcert Gcontr Decision 

F1 1,0 0,0 0,2 0,7 0,6 0,3 0,2 0,7 -0,5 -0,1 
almost (F), 

tending to ⊥ 

F2 0,1 0,7 0,3 0,7 1,0 0,0 0,1 0,7 -0,6 -0,2 
 (F) doesn’t 

happen 

F3 0,6 0,3 0,3 0,1 1,0 0,0 0,3 0,3 0,0 -0,4 
almost  (⊥), 

tending to V 
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Observing the degrees of favorable and contrary evidence resulting from the 
application of the rules of maximization (OR) and minimization (AND) the opinions 
of specialists in the study of future, we note that the degree of certainty (Hcert) of F1 
(public finances) and F3 (Brazilian exportations) are below 0,6 as established in the 
criteria for certainty of occurrence. For example, though the specialist 1 of F1 and the 
specialist 5 of F3 assigned evidence (μ1,0; λ0,0) which is a statement of (V) truth, 
namely, certainty of occurrence, when taking into account other evidences of other 
specialists, the result is neither (V) truth nor (F) falsehood of occurrence’s certainty of 
the strategic topic for 2022. However, it can be said in which region of certainty they 
are, as shown in the figure below. The F1 topic are plotted in (μ0,2; λ0,7) at area 
OHTI= Almost (F) falsehood, tending to (⊥) paracompleteness and the F3 topic are 
plotted in (μ0,3; λ0,3) at area OEMK= Almost (⊥) paracomplete, tending to (V) truth. 
F2 (higher education) has its collective evidence in the region (F) falsehood, that is, 
the proposition of the strategic topic will not occur in 2022, as shown below. 

  

 

Fig. 2. Application of para-analizer device at USCP 

If there is need of a more stringent criteria for decision making, for a more reliable, 
safer decision, it is necessary to increase the requirement level by approaching the 
lines PQ and TU from C and D points, respectively, also may be used a larger number 
of specialists, or even to consider the evidence assigned depending on the weight of 
each specialist. 

So, the development of prospective scenarios with the Paraconsistent Annotated 
Evidential Logic Eτ allows to determine possible data inconsistencies and verify to 
what extent they are acceptable or not in decision rules. 

5 Final Considerations 

A major advantage of this method is its great versatility. The specialists may suffer 
influence, but in general it is not the same for everyone. Certainly, in a moment of  

  

μ 

AMN= Paracompleteness area (⊥) 
BRS= Inconsistency area (T) 
CPQ= Truth area (V) 
DTU= Falsehood area (F) 
OFSL= Almost (T), tending to F 
OHUL= Almost (F), tending to T 
OHTI= Almost (F), tending to ⊥ 
OENT= Almost (⊥),tending to F 
OEMK= Almost (⊥),tending to V  
OGPK= Almost (V), tending to ⊥ 
OGQJ= Almost (V), tending to T 
OFRJ= Almost (T), tending to V 

λ 

A 

B 

C 

D 

0,4 

0,2 

0,2 

0,4 

0,6

0,6 

0,8

0,8 

1,0

1,0

0,0 

0,0

E

F

G

H 

M 

N

P

Q

R

S

T

U L 

I J

Degree of favorable evidence

D
eg

re
e 

of
 c

on
tr

ar
y 

ev
id

en
ce

 

Unit square in the Cartesian Plane (USCP)

K 

o 

F1 F2

F3 

V

F

⊥ 

T 



 Paraconsistent Method of Prospective Scenarios (PMPS) 83 

 

depression, the specialist tends to disbelieve the future and more than believing and 
the opposite can happen as well in moments of euphoria or joy, but hardly all 
specialists will be experiencing the same emotions. Finally, virtually all problems 
where uncertainty, ambiguity or the natural language of human being is relevant are 
favorable situations for the method application. This method has many advantages, 
among which we reaffirm briefly: versatility, precision, reliability and 
trustworthiness, and allows dealing with contradictory data. 
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Abstract. Cyber-physical system platforms are information infrastructures con-
necting different cyber-physical systems and other information systems. This 
infrastructure is the base for realizing the “Industrie 4.0” paradigm aiming for 
collaborative industrial processes involving smart objects and smart factories. 
In inter-organizational value networks, a cyber-physical system platform be-
comes a shared resource that has to be managed cooperatively along its life-
cycle. This paper looks at cyber-physical system platforms from a lifecycle 
perspective. It describes the complexity of networks of cyber-physical systems 
and cyber-physical system platforms within value networks and the resulting 
restrictions influencing their various lifecycles. A selection of different lifecycle 
models from literature is reviewed to extract aspects that provide a promising 
basis for the development of a specific lifecycle model of cyber-physical system 
platforms. 

Keywords: Shared Resources, Industrie 4.0, Lifecycle Management, Shared  
Information Systems, Cyber-physical System Platform. 

1 Introduction and Problem Statement 

The concept of “Industrie 4.0” has been developed as a strategic agenda for the future 
development of the German manufacturing industry in the Internet-driven age. Indus-
trie 4.0 assumes that industrial processes, services and applications will be based on 
so called cyber-physical systems (CPS). These CPS are embedded systems integrated 
into physical/mechanical systems. Sensors and actuators as well as hardware and 
software are part of them. For interaction with human beings, CPS can be endowed 
with human-machine interfaces. By using an integrated communication infrastructure, 
they can also interact with other systems [1]. Instances of such CPS may comprise 
smart machines, storage systems and production facilities that autonomously  
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exchange information, trigger actions and control each other independently. A charac-
teristic property of CPS is their vertical integration into business processes and  
networked manufacturing systems within factories and enterprises and their horizontal 
connections to CPS in other value networks to manage them in real time [2]. As such, 
CPS platforms can be considered a specific kind of shared resources [4] that are coo-
peratively managed by two or more independent companies to improve inter-
organizational processes within a value network. CPS platforms have been defined to 
act as federated, inter-organizational information systems [3] exchanging information 
between different CPS. The ongoing evolution of such technologies will increasingly 
allow implementing the already proclaimed Internet of Things. 

Some research projects have already implemented parts of CPS platforms as proto-
types. For example, Fraunhofer’s Virtual Fort Knox project uses a CPS platform of-
fering IT-based services and applications for the machine tool industry, based on a 
Software as a Service (SaaS) concept [5]. Another relevant research project in context 
of CPS platforms, called RFID-based Automotive Network (RAN), has developed 
and implemented concepts based on Electronic Product Code Information Services 
(EPCIS) specifications [6] for improving automotive value networks [7]. Some fur-
ther related work is performed in a European context. This includes e.g. the research 
project FITMAN [8] within the Future Internet initiative [9], the EFFRA research 
association [9] within the Factories of the PPP Future initiative [10] and the recently 
established Industrial Internet Consortium (IIC) [11]. 

In addition to technical issues, the use of CPS in value networks also raises many 
economic, legal, and ethical issues, including, e.g., costs of introduction and opera-
tion, legal guarantee of proper operation of these systems, or their impacts on the 
workforce. Value networks are evolving continuously over their entire life-span, as 
new partners become part of the particular value chain, while former member compa-
nies leave. Main reasons for the mentioned continuous modification of value net-
works are dynamic influences of markets, products, technologies and processes [12]. 
Due to the dynamic nature of value networks, related CPS platforms are subject to 
ongoing change. 

Frequent changes and complexity of the platforms challenge their management 
significantly. One driver of this challenge is the fact that hardware, software, services, 
applications and the network itself evolve along individual yet connected lifecycles. 
To our knowledge, the underlying lifecycle models for information exchange infra-
structures in value networks (i.e.,CPS platforms) have not been investigated yet. 

This paper aims to point out the importance of lifecycle models for the manage-
ment of CPS within the Industrie 4.0 paradigm, particularly in relation to value net-
works. Its main argument is that lifecycle models are a viable approach to deal with 
this challenging complexity of CPS operating in dynamic enterprise networks. The 
main argument is derived from a review of different lifecycle models. 

The paper’s content is organized as follows. Section 2 describes the relation be-
tween CPS and value networks and points out requirements for efficient management 
of all elements of CPS platforms over the entire life span of such platforms. In section 
3, existing lifecycle models are examined. We derive suitable components from them, 
which can be used to create a holistic lifecycle concept for CPS platforms as shared 
resources in industrial value networks. Finally, some directions for future research are 
outlined in order to guide the development of a lifecycle model for CPS platforms. 
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2 Lifecycle Perspective on CPS Platforms 

Different elements are needed to realize the Industrie 4.0 paradigm in industrial value 
networks. Each value network typically consists of a number of companies as supply 
chain partners. To improve the processes within the value network, many CPS will be 
needed, operating at the involved companies to generate necessary information or 
trigger actions. In order to coordinate processes within the whole value network, one 
or more CPS platforms will connect different CPS with each other or with additional 
software systems as well as human beings through user interfaces. Moreover, CPS 
platforms can act as platforms for running services. This means CPS platforms and 
CPS are connected by information and communication technology for interacting 
with each other, as illustrated in Fig. 1. Furthermore, most companies are participat-
ing in more than one value network. This means that their CPS platforms and CPS 
have to connect to CPS platforms and CPS being part of other value networks. This 
increases the complexity of CPS platforms and CPS as well. 

 

 

Fig. 1. Value network in context of Industrie 4.0 [2] 

Obviously a high variety of different CPS platforms and CPS will be necessary to 
address all individual needs present in various value networks. In consequence, CPS 
platforms and CPS consist of a high variety of hardware, software, communication 
infrastructure and other components. To cope with the resulting complexity, inter-
organizational CPS platforms, which are used for connecting different CPS and other 
CPS platforms, need to be based on a common reference architecture. 

Regarding the fact that CPS platforms are shared resources, the management of 
those CPS platforms has to consider the interests of all the involved partners. That 
means the whole functionality of the CPS platform, based on the hardware, software 
and communication technology, need to consider these interests. 

These interests have to be taken into account during the whole lifecycle of the dif-
ferent hardware, software, communication infrastructure and other components. 
Moreover the lifecycle of the dynamically changing value network itself has to be 
considered. From a more generalized perspective the different lifecycles have to be 
synchronized to achieve high performance processes within the whole value network 
under respect of the interests of the involved partners. 
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In the following specific characteristics of CPS platforms from a lifecycle perspec-
tive were investigated. The “lifecycle” concept can be found in different domains, 
such as manufacturing, information systems, service engineering or marketing. A key 
proposition of the concept is that a certain object (e.g., product, software and service) 
and its related states are described through a sequence of activities or situations. The 
beginning of the sequence is characterized by the creation of the object or its integra-
tion into a network of objects, while the end typically concerns its destruction. In 
between these two extremes, the lifecycle typically covers a dedicated activity 
representing an object’s operational time. 

Adopting a lifecycle perspective on shared CPS platforms, it is obvious that the li-
fecycles of the platforms may differ from that of the value network. Furthermore, the 
different components making up a CPS platform may have lifecycles that again differ 
from each other – the lifecycles of hardware components, for instance, may differ 
from those of system software components, and of services. In addition, different 
instances of components can have individual lifecycles that are running asynchron-
ously. This implies that a large number of different, but interrelated lifecycles requires 
an efficient management to be sustainable. 

Some interrelations between the lifecycles of the different entities and components 
are illustrated in a simplified way in Fig. 2. 

 

Fig. 2. Relations between lifecycles of different CPS platform components 

We therefore see the following requirements to be fulfilled by a lifecycle model for 
CPS platforms in value networks: 

- The value network lifecycle should adequately describe the development of 
the value network structure over time. Existing partners within a network 
might terminate existing relations between them and create new relations in-
stead. In addition, new partners might be included into the value network, 
while previous partners leave the network, resulting in an overall expansion or 
contraction of the value network. A lifecycle model has to take into account 
the changing network structure. 
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- Development of the hardware and software components and their dynamic re-
lation should be adequately covered as well. New hardware components may 
be needed within the life of a CPS platform, thus existing hardware will be re-
placed by new or updated hardware components. 

- Software may be updated, because improved or new software becomes availa-
ble or because new hardware components may need new or reconfigured soft-
ware. 

- The technical lifecycles of components (e.g., hardware) are not independent of 
their respective economic lifecycles (i.e., the market situation). Thus, in addi-
tion to the technical perspective, a market perspective on the lifecycles of CPS 
platforms is required. 

- Since value networks can employ thousands of individual CPS that must be 
produced (e.g., rare resources), operated (e.g., energy), maintained (e.g., spare 
parts) and disposed (e.g., waste), the environmental impact of these systems 
needs to be concerned. For this reason, an ecologic or sustainability perspec-
tive on the lifecycle should be taken into account. 

To sum it up, a lifecycle model concerning CPS platforms in value networks 
should include technical, market and environmental perspectives for hardware, soft-
ware and services both at type and instance level, as well as a perspective on the dy-
namic aspects of enterprise networks employing the platforms and CPS. 

3 Review of Lifecycle Models 

In this section, different lifecycle models are introduced covering a range of aspects 
that can be relevant for the management of CPS platforms in value networks. Do-
mains utilizing the lifecycle concept defined their own characteristic lifecycle models 
to describe objects of interest in light of domain-specific problems. For this reason, 
there can be numerous models in each domain. Furthermore, among the domains very 
different models evolved. The differences typically concern the covered activities and 
situations of the model, as well as different emphasis on flows of information, materi-
al and energy. One of the application fields for lifecycle models is the domain of 
product lifecycle management (PLM). This domain is particularly rich in diverse 
perspectives on lifecycles. Table 1 provides a non-comprehensive selection of differ-
ent lifecycle models. These models are selected because they provide a large spectrum 
of different aspects of lifecycles that should be taken into account when managing 
CPS platforms in value networks. Model A argues the lifecycle from a perspective of 
environmental impacts. A focus of this model is on three different scenarios that can 
be selected to discard the product, i.e., reuse, remanufacturing and recycling [13]. 
Model B is introduced to argue the suitability of item-level based product information 
handling to support PLM strategies [14]. Model C extends earlier work of Kiritsis and 
focuses on the information and knowledge flows among different lifecycle activities 
[15]. Model D is different from the other models in so far as it proposes three types of 
activity classes, i.e. engineering, operation and support [16]. Because of the three 
activity classes labeled as “chains”, there is a similarity of the concept with Porter’s 
traditional value chain concept characterizing an organization’s activities [17]. 
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Table 1. Selected examples of different lifecycle models 

Id Domain Activities (the  symbol represents the sequential order of 
different activities) 

A PLM  
(Environmental 
Impact) [13] 

Raw material extraction  Primary industry  Manufac-
turing  Use  Product discard (Reuse, Remanufacturing, 
Recycling)  Treatment and final disposal 

B PLM  
(Information 
Management) 
[14] 

Beginning of Life: Product design  Manufacturing (de-
sign)  Logistics  Distribution 
Middle of Life: Use  Maintenance/Service 
End of Life: Re-use  Recycling  Remanufactured  
Disposal 

C PLM  
(Information 
Management) 
[15] 

Beginning of Life: Conceptualization  Definition  
Realization 
Middle of Life: Use  Service  Maintenance   
End of Life: Reuse of products with refurbishing  Reuse 
of components with disassembly and refurbishing  Ma-
terial reclamation without disassembly  Material recla-
mation with disassembly  Disposal with incineration  
Disposal without incineration 

D PLM  
(Maintenance) 
[16] 

Engineering Chain: Product design  Process planning 
 Factory planning 
Operation Chain: Production planning  Production 
scheduling  Production control 
Support Activities Chain: Marketing  Procurement  
Sales  Distribution  After Sales  Quality  Main-
tenance 

E IT-Systems  
Development 
[18] 

Stakeholder requirements definition  System require-
ments analysis  System architectural design  Imple-
mentation  System integration  System qualification 
testing  Software installation  Software acceptance 
support Software operation  Software maintenance  
Software disposal 

F Marketing [19] Market development  Growth  Maturity  Decline 
G Enterprise  

Networks [20] 
Preparation  Setting Up  Operation  Decomposition 

 
Model E is taken from the ISO/IEC 12207 standard and is a complex framework to 

describe individual software lifecycles in detail [18]. The complete framework con-
sists of more than 40 activities but only the technical processes are covered in this 
paper. Model F concerns a widely accepted marketing perspective, where four phases 
are introduced describing a certain characteristic of revenue development [19]. Model 
G addresses the dynamic assembly and decomposition of enterprise networks through 
the lifecycle concept [20]. 
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In summary, each of the selected models covers a certain aspect relevant to the 
management of CPS platforms in value networks. The required perspectives argued in 
section 2 are covered by the models, though the models do not provide a comprehen-
sive view and must be revised according to the actual value network’s requirements. 
One of the key challenges concerns the identification of relations among the models 
(e.g., sustainability and information perspectives), due to their differences in content. 

4 Conclusion and Outlook 

The paper is meant to be a position paper providing an overview of relations between 
CPS platforms as shared resources in value networks from a lifecycle oriented perspec-
tive. It argues that the complexity of the system poses challenges to current management 
approaches. It is argued that a driver of the complexity is related to the heterogeneous 
and typically asynchronous lifecycles of the system elements. In order to provide 
grounds for efficient management approaches of CPS platforms in value networks, im-
portant lifecycle perspectives are described. The paper closes with a selection of exam-
ples for lifecycle models that cover the relevant lifecycle perspectives. 

While the provided selection of lifecycle models is a first step to create efficient 
management approaches for CPS platforms, further validation is necessary and ques-
tions from different perspectives still have to be answered. These questions concern 
many research domains, such as system interoperability, drivers and barriers of in-
formation exchange, employee acceptance of large scale CPS infrastructures, IT-
security in dynamic enterprise networks, flexibility and standardization decisions for 
CPS-Platforms, and disposal of large scale CPS infrastructures or parts of it. A specif-
ic point of interest for future work is the refinement of existing lifecycle models, to 
establish a diversified collection of relevant activities and situations. Further research 
should investigate the relations between the different lifecycle models. This could be 
done through the identification of activities and situations that significantly influence 
each other across the different models. The relations between activities and situations 
from different models can be used to tailor management processes for specific value 
networks. A complementary research topic concerns quantification of the network’s 
complexity problem. Real CPS platforms and real use cases could serve as valuable 
sources to gain quantifiable arguments for revised management approaches of CPS 
platforms within value networks. 
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Abstract. Association rule mining is a technique widely used in the field of 
data mining, which consists in discovering relationships and/or correlations be-
tween the attributes of a database. However, the method brings known problems 
among which the fact that a large number of association rules may be extracted, 
not all of them being relevant or interesting for the domain expert. In that  
context, we propose a practical, interactive and helpful guided approach to 
visualize, evaluate and compare the extracted rules following a step by step 
methodology, taking into account the interaction between the industrial domain 
expert and the data mining expert. 

Keywords: Knowledge Discovery from Databases, Association Rules Mining, 
Post-processing phase, Interactivity, Decision Support System. 

1 Introduction 

Advances in information and storage technology have promoted the interest of com-
panies for research works like Knowledge Discovery from Databases (KDD). Particu-
larly, the generalization of the ERP (Enterprise Resource Planning) in industrial  
environments, make available a large amount of information. Hence, data mining 
techniques can be used to process this information and extract new knowledge, poten-
tially useful to support decision-making. Nevertheless, this extraction should include 
a post-processing phase assessing the usefulness and reliability of the results, before 
their validation [1]. We propose in this paper an interactive approach for this post-
processing phase, controlled by an industrial domain expert and a data mining expert. 

2 Knowledge Discovery from Databases (KDD) 

The knowledge extraction approaches have developed new intelligent tools, more 
efficient than traditional data analysis methods for discovering new knowledge in an 
industrial context. Knowledge Discovery from Databases is defined as a "non-trivial 
process of identifying valid, novel, potentially useful and ultimately understandable 
patterns in data" [2], in order to create a significant competitive advantage in compa-
nies. Given the great potential of the available data as a source of new knowledge [3], 
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KDD has become essential in many industrial fields, including product and process 
design, materials planning, quality control, scheduling, maintenance, customer rela-
tionship management, etc. 

The general process involves three main phases: pre-processing, data mining, and 
post-processing. 

2.1 Pre-processing Phase 

This phase requires a special attention in order to have reliable data before applying 
the extraction algorithms, guaranteeing therefore the quality of the results generated. 
Data cleaning, data discretization, data reduction or data transformation techniques 
can be used in that purpose. 

2.2 Data Mining Phase 

Data mining consists in applying data analysis and discovery algorithms to find hid-
den knowledge (relations or patterns) in large volumes of information [3, 4]. Our 
focus is on the association rules mining approach [5] to discover relationships be-
tween a set of attributes (or items) in a database. The obtained relationships are based 
on the co-occurrence of attributes [6] showing correlation, but not a cause. 

An association rule is formally defined as a relationship between two itemsets 
through relations of the form "If X, then Y", denoted as , where ,  and 

.  is usually called hypothesis and  conclusion, i.e. the presence of  
allows to conclude on the presence of . Two classical measures are usually related to 
assess the discovered association rules: support and confidence. The support of a  
rule is the proportion of transactions in a database that contain both  and , and  
the confidence indicates the proportion of transactions containing  among those 
containing .  P  (1) |         (2) 

2.3 Post-processing Phase 

The last phase of the process is the analysis and interpretation of discovered informa-
tion. Over the years, many efforts have focused on improving algorithmic perform-
ance (in terms of execution time and memory consumption) but this phase has been 
surprisingly neglected. The post-processing of the results is nevertheless becoming 
increasingly important in companies, in order to find and validate the most interesting 
rules for each specific problem. 

We present in more details in the next sections an original approach aiming at an 
easier interpretation and comparison of the obtained rules, their interest being decided 
with the assistance of an industrial domain expert to ensure the relevance of the ex-
traction process in a given company. 
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3 An Interactive Post-processing Phase in the KDD 

Four notions characterize the interest of extracted models [7]: validity, novelty, use-
fulness and comprehension by the user. The models should validate the analysed data 
set and to some extent, new data sets; bring new knowledge to the user; be useful to 
support decision making, and be understandable by the decision maker. We focus 
especially here on the usefulness and comprehension by the user, within an interactive 
approach, underlining the indispensable role of the human in the process [8]. 

3.1 Interaction between the Industrial Domain Expert and a Data Mining 
Expert 

In practice, it is difficult to find a data mining expert (DM expert) who is also an ex-
pert in the industrial domain considered. We address in this section the importance of 
the collaboration between the experts in the process, to guarantee the quality of results 
and to make the knowledge extraction process more relevant for the enterprise. 

The industrial domain expert (ID expert) is notably the person who knows the field 
and is responsible for decision-making. In contrast, the DM expert develops and man-
ages the data mining techniques that will obviously support decision. In that context, 
we want to involve the ID expert in the interpretation and evaluation of the results 
obtained by the DM expert, and then in the validation of the elements of interest of 
these results. Interaction in the post-processing phase is a means for sharing knowl-
edge [9]. Inspired by the work of Wang and Wang [9], we suggest a model that articu-
lates the knowledge between these two experts (Fig. 1). 

 

Fig. 1. Knowledge sharing between the ID expert and DM expert 

The KDD cycle related to the DM expert (right path in Fig. 1) concerns firstly a 
phase of exchange between experts, to define the initial problem. The pre-processing 
phase (data cleaning and data transformation) and data mining phase (association  
rule mining) are then carried out. Finally, the post-processing phase is considered to 
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interpret and evaluate the results obtained with the assistance of an ID expert. This 
phase, which is in our opinion of specific interest, is necessary to filter extracted rules. 
We consider that it should not be automated. On the other hand, the ID expert cen-
tered cycle (left path in Fig. 1) concerns the post-processing of results derived from 
the data mining phase, then a validation according to the needs and/or expectation of 
the domain, a decision making and an integration in the industrial field for improving 
existing processes. Finally, a positive and/or negative feedback outcome of this cycle 
must be carried out to the DM expert to enhance the new data mining tasks, during a 
new knowledge extraction cycle. 

3.2 Interpreting and Evaluating Extracted Knowledge 

We suggest three ways to evaluate the association rules, inspired from a classification 
presented by Geng and Hamilton [10]: i) an "objective evaluation" (based on the sup-
port and confidence), ii) a "semantic evaluation" (based on the domain knowledge), 
and iii) a "subjective evaluation" (based on the goals and beliefs of the domain  
expert). 

Objective evaluation is a traditional knowledge evaluation performed during the 
association rules mining. Although other statistical measures have been proposed in 
the literature, an objective rule evaluation is often done by determining the rules that 
have a support and a confidence superior or equal to user-defined thresholds. So, we 
focus here on the interpretation of minsup and minconf thresholds, and of the support 
and confidence of the obtained rules. 

The minsup and minconf thresholds are pre-chosen for applying an extraction algo-
rithm (here, the well-known Apriori algorithm [5]). Indeed, they provide a first way to 
evaluate the extracted rules, without guarantee of their usefulness. Choosing the opti-
mal levels of these parameters is a difficult task: a low minsup would lead to a com-
binatorial explosion of the number of candidate itemsets; on the contrary, a high  
minsup would prevent the appearance of association rules containing rare attributes 
[11], which are often interesting. If minsup=0, each considered transaction is ex-
pressed by a different rule (no generalization is performed), otherwise if minsup=1, a 
single rule would be generated under condition that all the transactions contain the 
same itemset. The minconf has a different interest: it shows the validity of a rule, i.e. 
up to what point the conclusion part is related to the hypothesis part. A high minconf 
allows to generate very robust rules, but in practice, these rules are usually well 
known by domain experts. On the opposite, the rules with low confidence may be 
inconsistent, but may also express unusual but interesting situations. 

In practice, an efficient processing of the attributes characterizing the transactions 
requires to test different thresholds, since rare rules are often more interesting than 
frequent ones. 

In that context, many studies on association rules evaluation are limited to deter-
mine the interest of a rule from a statistical point of view, resulting in a lot of incon-
sistent rules, or just uninteresting ones from the point of view of the expert user. 
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We describe here an attempt to complete the classic rules evaluation in order to 
improve the quality of the results, in terms of quantity and quality. As a complement 
to "objective measures" (support-confidence), we suggest a semantic and subjective 
evaluation to create new and more relevant knowledge for the industrial domain ex-
pert user. 

Semantic evaluation facilitates the evaluation of the interest of a rule according to 
the domain knowledge. In this regard, we propose to use the following step-by-step 
approach (illustrated in section 4) as a methodology to interpret and understand the 
extracted rules: i) analyse "elementary" rules (involving only two attributes), ii) ex-
press each analysed attribute by a question, iii) express the problem addressed by each 
rule by combining the questions, iv) interpret the support and confidence of rules, v) 
analyse the potential use of each rule for improving the industrial processes, vi) check 
whether the reverse rule is, or should be, present. Indeed, analysing the rules (present 
but also absent), given their support and confidence, allows to identify inconsistencies 
in the databases (i.e. typing errors, data entry errors or anomalies in the definition of 
the attributes), vii) analyse more complex rules by comparison with the elementary 
ones through three logical operations, denoted here as extension (of hypothesis or 
conclusion part of rules), permutation (of attributes between hypothesis and conclu-
sion part of rules) and junction (of the hypothesis or conclusion part of rules), and 
then using the same steps described above, viii) represent an overall structure of the 
extracted rules (indicating the relationship between the identified rules), thereby fa-
cilitating understanding and a visual exploration of the mined rule set by users, ix) 
formalise a "metarule" to generalize a rule-set and provide a new abstraction level 
grouping the rules. We intend to summarize the mined rule set from a general to a 
specific level (graphical model). Thus, rules of an upper level provide a general over-
view of the knowledge (i.e. elementary rules) whereas rules of a lower level are more 
specific. 

Subjective evaluation is related to looking for specific types of rules according to the 
user expectations (ID expert). Structuring the rules indeed facilitates a visual explora-
tion and assists the expert in this validation step. 

In our KDD process, the target knowledge is not predetermined during the applica-
tion of the extraction algorithm, unlike others techniques constraining the number of 
items and/or determining what items are in the hypothesis or conclusion part. How-
ever, an ID expert user in a given situation has usually an idea on the type of rule that 
he/she expects, in relation with the decisions he/she has to make. 

Mining algorithms like Apriori [5] allow to identify different types of rules, includ-
ing rules that might be expected, but others that may be completely unexpected by the 
user. Unexpected rules can be also of high interest, providing new knowledge to  
the user. 

In the literature, different techniques are suggested to perform the subjective 
evaluation of extracted rules. A study of several techniques based on knowledge/user 
expectations has been detailed by Marinica [7]. Several formalisms may be used  
to represent knowledge for filtering rules: templates, beliefs, meta-rules, queries,  
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taxonomies and ontologies for instance. It is commonly accepted that a visual repre-
sentation of association rules facilitates the interaction with the user and may for in-
stance help to model a query (user expectation), allowing to filter the identified rules. 
A query  relates to a rule skeleton, describing the a priori structure of the rules of 
interest for the user. A query/answering mechanism will look for "response" rules to 
sort a final set of potentially interesting rules. 

More formally, let  be a set of extracted rules and  a user query. Regarding the 
structure of the extracted rules, Liu et al. [12] suggests to distinguish four sets of po-
tentially interesting rules: 

• Conforming rules: an extracted rule  conforms with the user query  if both 

hypothesis and conclusion parts of  are consistent with respect to . 

• Unexpected conclusion rules: a discovered rule  has an unexpected conclu-

sion with respect to  if the hypothesis of  is consistent with , but not the con-
clusion part. Unexpected conclusion rules may be inconsistent with the existing 
knowledge. 

• Unexpected hypothesis rules: a discovered rule  has an unexpected hypothe-

sis with respect to  if the conclusion of  is consistent with , but not the hy-
pothesis part. Unexpected hypothesis rules can show other hypothesis that can lead 
to the same result or conclusion. 

• Both-side unexpected rules: a discovered rule  is both-side unexpected with 

respect to  if both the hypothesis and conclusion part of the rule  are not consis-
tent with . 

4 Application Example 

We consider here a real set of reports on maintenance operations performed on 
equipment of production processes in a large company of the aeronautical sector. An 
Excel© sheet with 5955 maintenance reports extracted from the SAP ERP Production 
Maintenance module is our starting point, containing several attributes (date, order 
work number, frequency, nature, priority, equipment, model, analytical section...). 

A first discussion with the maintenance expert allowed us to better understand 
these attributes in the context. Then, the KDD cycle was carried out: the data prepara-
tion, the application of the Apriori algorithm, and the post-processing phase consider-
ing the industrial domain expert in the interpretation and validation of results.  
Extracted knowledge was discussed with the domain expert by presenting him the 
first partial results of the KDD process. This steps allowed to improve the extraction 
process (for example, by not taking into account attributes of questionable interest). 

For filtering the extracted rules, we have firstly empirically chosen minsup=20% 
and minconf=90%, leading to the extraction of 38 frequent itemsets and 16 rules. 
Among the results obtained, we can consider the first 6 rules established by the algo-
rithm as "elementary". Let us now analyse in more details the meaning of some rules, 
taking into account the support, confidence and the absence of reverse rules. 
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• Rule 1: Frequency=Semi-annual  Nature=Preventive sup=0.21   conf=1.0 
Question answered: link between "how often" and "what kind of intervention". 
Interpretation: 21% of the interventions are preventive and performed every 6 
months. Every intervention that has a semi-annual frequency concerns a preventive 
intervention (conf=1.0). However, preventive interventions may have other fre-
quencies (since the reverse rule is absent). 

• Rule 2. Production=0001  Type of equipment=XXX sup=0.23   conf=0.97 
Question answered: link between "what site" and "what type of equipment". 
Interpretation: 23% of the interventions concern the type of equipment XXX on 
the production site 0001. 97% of the maintenance activities on this production site 
correspond to this type of equipment. 

• Rule 5. Model=Booths  Production=0002 sup=0.35   conf=1.0 
Question answered: link between "what model" and "on which site". 
Interpretation: 35% of the interventions correspond to the booths on the  
production site 0002. In fact, all operations on the booths are made on this site 
(conf = 1.0). 

The other rules have also been analysed and may be considered as variants of those 
six basic ones by means of the three logical operations (extension, permutation and 
junction). Therefore, we provided to the ID expert a model generalizing the extracted 
rules set (Fig. 2), specifying the logic relation between the elementary rules (upper 
part in Fig. 2) and more complex rules. For instance, R9 is an extension of R4 (new 
items have been added to the hypothesis part of R9), R9 is a permutation of R10 
(some items of the rules R9 and R10 have been permuted), R10 is a junction between 
the rules R5 and R6 (combining the hypothesis parts of R5 and R6) and R10 is also a 
permutation of R8.  

Finally, the domain expert may make queries on this structure in order to filter the 
different results, which may help to effectively guide human decision making related 
to processes, or simply suggest how to better structure the database. In the proposed 
approach, the role played by the domain expert and the quality of the input data are 
decisive; both affect the quality of the extracted knowledge. 

 

Fig. 2. Identification of the relationships between the elementary and complex rules 
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5 Conclusion 

The interactive approach proposed for post-processing extracted association rules 
takes into account some efforts already reported in the literature; however, its main 
novelty is on the semantic interpretation and subjective evaluation of the extracted 
knowledge, according to several factors: support, confidence, presence and absence of 
expected rules, reverse rules, relationship between the extracted rules set and the fre-
quent itemsets, and finally the interaction between the ID expert and the DM expert. 
The main focus is here on including considerations (positive and/or negative feed-
back) of the ID expert in order to improve the new knowledge extraction process in 
consistence with the application context. Indeed, it is essential to understand what the 
user is looking for in order to be able to define the problem and apply relevant data 
mining techniques. Other applications are in progress in the pharmaceutical and aero-
nautical domains, using more complex databases with more cases and attributes for 
improving and optimizing the interpretation and evaluation of extracted knowledge 
during the post-processing phase in the KDD process. 
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Abstract. Ergonomics and the focus on human resources are widely accepted 
solutions to improve the performance of enterprises. Especially the influence of 
demographic change raises the relevance of such approaches. In the past years, 
different approaches were developed to realize those scientific solutions more 
efficiently. But which of those scientific approaches offers the optimal solution 
for enterprises in a turbulent market? To answer this question, this paper shows 
a state of the art review of different approaches of work systems. The main goal 
is to clarify the differences between the approaches and illustrate the academic 
void.  

Keywords: Work System, ergonomics, demographic change. 

1 Introduction 

How will work systems change in the future and which influence factors have to be 
considered? To answer this question, it is necessary to clarify how the enterprise envi-
ronment will change in the next years. On this knowledge base, the company's 
framework can be defined and different models of work systems are analyzed.  

However, research institutes took care of this topic. In a variety of studies, different 
megatrends were identified. Megatrends are characterized by prominent features of 
global politico-economic changes. It can be defined as a pattern of changes that will 
profoundly impress the future of producing enterprises. [1] If the results of the studies 
are summarized, the following five trends can be identified. [1, 2, 3, 4] 

(1) Individualization and flexibility is the first megatrend. It describes the fact that 
the customer needs for individualization affects the product development and growing 
variety of product variants. A direct result of this development is a compression of 
information. This increases the complexity in the whole value chain. [1, 2, 3, 4, 5] 

The (2) globalization as a further megatrend describes the expansion of the indu-
strialization in the threshold countries. New markets and new customers need to be 
identified. Especially the influence of the BRIC countries (Brazil, Russia, India and 
China) and the Next Eleven (Bangladesh, Egypt, Indonesia, Iran, Mexico, Nigeria, 
Pakistan, the Philippines, Turkey, South Korea and Vietnam) increase influence fac-
tors which need to be taken into account. This results in a higher product variety for 
most of the enterprises. [1, 2, 3, 4] 
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Besides the globalization, the megatrend (3) technology and innovation influences 
the products as well as the production process and the organization. With regard to 
product life cycles of e.g. mobile phones that is less than one year, the influence of 
technological innovation on the product life cycles has already enforced. Every new 
product requires also new processes and with it the recognition in shorter planning 
cycles. [1, 2, 3, 4] 

The megatrend (4) climate change and resource scarcity outlines the change of the 
climate on earth and the impact on finite resources. Companies which make sustaina-
ble use of energy, water and other natural resources will achieve a competitive advan-
tage, but also take a risk by not recognizing this megatrend. [1, 2, 3, 4] 
The named megatrends affect a work system in the way that demands on the em-
ployee increase. Especially complexity increase, technological advances and growing 
flexibility in the production process are leading to a higher sphere of competence. 
However, the greatest impact on work systems has the fifth megatrend. [6] 

The fifth megatrend describes the (5) demographic change of the society. The de-
mographic change sets challenges to the enterprises performance and global competi-
tiveness. [7] Especially in Europe, many companies are facing this problem. [8] For 
the future, other countries with high industrialization have to take the consequences of 
demographic change into account. On the one hand, the consequences are about man-
power and the guarantee having enough working age employees on the shop floor to 
realize a highly efficient production process. On the other hand, the challenge is about 
knowledge creation and lifelong learning to secure the process of innovation and pro-
ductiveness of national economies. [1, 2, 3, 4] 

By summarizing all the effects caused by the megatrends, it can be stated that a 
high impact on enterprises is expected or already has to be taken into account. In par-
ticular, the demographic change is already a challenge for the European enterprises. 
[9] To face those challenges, it is necessary to continuously improve and develop the 
methods and tools, which support the planning and operating teams within the com-
panies. An essential requirement for this development or improving process is the 
definition of a state of the art work systems which takes all upcoming challenges into 
account. 

2 Work Systems in Germany 

The selection of the presented work system definitions was based on an extensive 
national and international research. On basis of the established research results and 
science based evaluation, an expert team selected the following work system defini-
tions. These definitions represent the current national state of research.  

The MTM (method time measurement) association defines the work system as a 
socio-technical system which is described by certain variables. The variables of this 
descriptive model include a task (describes the purpose of the work system), the re-
sources which are person and work medium, input and output, the procedure (spati-
otemporal interaction of the resources in the input-output transformation) and the 
environment. Micro work systems represent single-users, the macro-work systems 
teams, manufacturing cells, etc. [10] 
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The REFA Association characterizes a work system as an operational unit in which 
a person (or several) uses resources, material and information to fulfill the work under 
certain conditions. Work systems are the physical building units of any organization 
and operational processes and a core component of the process-oriented work organi-
zation. [11] 

The German Institute for Standardization (DIN) defines in its DIN EN ISO 6385 
standard a work system as a system which includes the interaction of one or more 
users with the work equipment to fulfill the function of the system within the working 
space and the working environment under the conditions prescribed by the work 
tasks. [12] 

Schlick et al. characterize a work system by the elements working person(s), work 
assignment, work task, input, output, tools, work items and environmental influences. 
All those elements are interconnected and any change in the system will affect all 
elements.[13] 

This brief introduction of work system models shall just give an overview on the 
various models. For the future, it is important to lay a focus on the introduced mega-
trends in the work system models. Therefore, it is necessary to establish a framework 
in which the work system models and the impact of megatrends are assessed. For this, 
the four introduced work system models are used and an evaluation is conducted on 
the requirements of the megatrends. The choice of the evaluation characteristics is 
described in the next section. 

3 Methodology 

As shown in the previous section, there are already models which describe work sys-
tems. In order to evaluate those models with focus on the requirements caused by 
megatrends, it is necessary to define characteristics of a work system. Since there is 
no common consent on how a framework for work systems is defined, two possible 
approaches are introduced. The choice was made on the basis of the influence of the 
introduced megatrends. Especially the consideration of the demographic change as a 
key influence was crucial for the choice of the approaches. 

The first approach is developed by Dul et al., presenting the findings of the Future 
of Ergonomics Committee, which was established by the International Ergonomics 
Association (IEA) in 2010. [14] The aim of the paper was not to provide an opera-
tional plan for human factors/ergonomics (HFE), but to give an overview on the cur-
rent status in HFE. [14] Fundamental characteristics were derived from the definition 
of HFE and HFE specialists by the IEA, which are the following: 

“Ergonomics (and human factors) is the scientific discipline concerned with the 
understanding of the interactions among humans and other elements of a system, and 
the profession that applies theoretical principles, data and methods to design in order 
to optimize well-being and performance.” [15] 

“Practitioners of ergonomics, ergonomists, contribute to the planning, design im-
plementation, evaluation, redesign and continuous improvement of tasks, jobs, prod-
ucts, technologies, processes, organisations, environments and systems in order to 
make them compatible with the needs, abilities and limitations of people.” [15] 
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The identified fundamentals are that HFE is a systems approach and that it is de-
sign driven. In addition, HFE focuses on two related outcomes, which are perfor-
mance and well-being. [14] The characteristics are explained in the next paragraphs. 

Seeing HFE as a systems approach, it is important to define the term ‘system’. 
Generally, a system is defined as a set of interacting and interdependent components 
that form an integrated whole. As shown in the previous section, HFE systems consist 
of humans and their environment designed to focus on relevant aspects, e.g. cognitive 
or environmental factors, in order to create a holistic and human-centered work sys-
tem. [16] The holistic view includes various level of the system, specifically for HFE 
the micro, meso and macro-level. Thus, a broader view is taken to the discipline and, 
consequently, bringing together the various levels and the human-centered system. 

Related to the system approach and the improvement of the outcomes is the cha-
racteristic that HFE is design driven. HFE is always connected to the process design 
and can be applied at all stages of the process, although those stages do not necessari-
ly appear in a certain order. However, what all stages have in common is the design 
planning which is brought into the process by HFE specialists.  

The third characteristic is the focus on the outcomes performance and well-being. 
Those two outcomes are interdepending which can result in trade-offs in achieving 
the anticipated goals. [17] Hence, it is essential that a HFE specialist is involved in the 
process planning and to balance the two outcomes by finding an optimal solution. 

A more detailed approach was introduced by Wilson who established a framework 
for key characteristics of systems HFE. [18] He identified six features which are the 
following: Systems focus (a), Context (b), Interactions (c), Holism (d), Emergence (e) 
and Embedding (f). Those features are explained and described in the next para-
graphs. 

Systems focus (a) is similar to the described systems approach of the first frame-
work approach. The focus lies on the design of a system where humans interact with 
their environment. The design can either be of the interactions with or within the sys-
tem or of the system itself.  

Context (b) is considered important to HFE, because human performance and be-
havior is dependent on the setting or rather environment. Nowadays, context is given 
in a complex social or socio-technical system. Consequently, context is part of a sys-
tem and it is necessary to identify relevant elements for further analysis or develop-
ment. 

Interaction (c) between different elements of the system is the key characteristic of 
HFE. Therefore, the goal is not to design components but interactions between differ-
ent system elements like a person-team-organization or person-device-person interac-
tion. Additionally, interaction is strongly connected to system complexity which  
effects HFE analysis and understanding.  

Holism (d) is another significant characteristic to HFE since various viewpoints are 
combined to get an appropriate overview on the situation. Consequently, the possibili-
ty is given that human characteristics like social or physical features are analyzed and 
then interactions with different system elements are designed and optimized.  

Emergence (e) has to be part of the fundamentals of HFE because it describes the 
uncertainty of human behavior. [19] In this context, effects can occur which are not 
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considered in the design process, e.g. people find solutions for disadvantageous de-
signs or even create new exploitabilities which were not considered in advance. 

Embedding (f) as a key characteristic describes the integration of HFE in the over-
all system. Essential for ergonomics is the participatory character meaning the inte-
gration of all key stakeholder and experts of the system. Yet, the organization has to 
decide on how to implement ergonomics in its present organization. 

Comparing the two introduced approaches, the second approach is advantageous to 
evaluate the existing work system models due to the range of characteristics. The 
disadvantage of the first approach from Dul et al. is its general character and its inten-
tion to give a current status on HFE. [14] There are only three general fundamentals 
identified which give a first overview on important features of work systems. Howev-
er, those features are not efficient for evaluation. Therefore, the second approach from 
Wilson provides a further range of fundamentals and allows a more detailed evalua-
tion of the working system models. 

The four introduced work systems of the previous section and the identified cha-
racteristics of Wilson are now combined to form a framework for the evaluation. A 
matrix is spanned with the working systems in a row and the necessary features of 
Wilson in the columns. The matrix is shown in figure 2. 

 

Fig. 1. Evaluation matrix for different work system models  

Within a research assistant team of the group factory planning and ergonomics , the 
different degrees of coverage were identified and will be explained in the following 
section. For this evaluation, all features are weighed equally as the focus lies on the 
comparison of the different work systems. The coverage degrees are divided into 
three categories which are full, partial and no coverage of the particular feature. In 
detail, it explains the matching degree between the feature definition and the defini-
tions made in the work system models. 
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4 Results 

The results of the evaluation are shown in figure 2. For each model, a coverage degree 
of the feature is assessed which will be explained in this section.  

Obviously, there are two features which have the same coverage in all models. On 
the one hand, in every model the feature interaction is fully covered. This can be de-
rived from the fact that all models have the focus on humans and the existing envi-
ronment. In this environment, the person interacts with different things and turns the 
input, e.g. raw materials, into an output, e.g. products, by using tools. [10, 11, 12, 13] 
Besides the person-device-interaction, all models describe an interaction on an orga-
nizational level, e.g. between teams. On the other hand, all models do not cover the 
feature emergence. This is due to the fact that no possibility of other usage of the 
designed process is considered and no possibility of a continuous improvement 
process is included in a work system. One potential to cover the feature emergence 
can be a knowledge feedback as an input of the process.  

The other features vary in the degree of coverage in the different models. System 
focus is only covered fully by the models of MTM and Schlick. The reason is that 
both models consider, in addition to the micro level, the macro level as well. MTM 
includes the macro-level in its definition of work systems whereas Schlick includes 
the macro-level in the extended model of a work system. [10, 13] REFA and DIN do 
not fully consider systems focus since those two models do partially include macro-
levels of systems. REFA uses its work system by definition to describe the work. [11] 
It is not referred to the macro-level as it is in MTM or Schlick. More apparent is it in 
the definition in the DIN norm. There is no reference to the macro-level. [12] 

Holism is fully covered by two models as well. Here, REFA and Schlick integrate 
this feature, by definition, the best. Those two models use different viewpoints in their 
work systems, for instance emotional or physical, to evaluate the system. Therefore, a 
holistic overview of the system can be derived. In comparison, MTM and DIN do 
consider the feature partly, but not in depth as the other two models. 

The features context and embedding are the most heterogeneous features. For the 
feature embedding, only REFA covers it fully. This is due to the definition of REFA 
that the work system is integrated in the overall organization. The other models do not 
refer to it explicitly and therefore only cover it partially. Context is only fully covered 
by REFA as well. It is related to the feature embedding and the integration in the or-
ganization. With this, it is possible to evaluate the influences of the environment on a 
human. The other models do only partially cover the feature embedding and, conse-
quently, it cannot give a complete overview as in the REFA model. 

It is shown that the REFA work system model covers four out of six features and 
receives the best results in this evaluation. In comparison, the models of MTM and 
Schlick cover only three or respectively two features fully. The DIN norm only covers 
one feature fully. This result is due to the fact of the inherent character of a norm and 
its general application for any case. However, there is no model which covers all fea-
tures. Especially the changing environment caused by megatrends and its impacts on 
the work system are not described. In addition, no integration of possible emergence 
and continuous improvement processes are given. As a consequence, work system 
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models are changed from a static to a dynamic model by implementing a feedback 
cycle. This can be advantageous as early changes in a process can be done with little 
effort and cost. [20] 

5 Conclusion 

The requirements on work systems are changing due to the identified megatrends. 
These five megatrends have a big impact not only on the company itself but on the 
employee and the work system as well. Especially the demographic change will be-
come important because people will get older and work longer in their lives. Hence, it 
is important to examine and evaluate work systems. There are just few models which 
consider a work system. Those depicted models do all have a different structure and 
vary in their definitions. Thus, a framework has to be defined in order to evaluate the 
existing models. Two possibilities were given and examined whereas the approach by 
Wilson showed to be the best choice for an evaluation framework. The features of the 
framework were evaluated for the models by an expert team. It was shown that no 
model can cover all the features to a full extent. As a result, none of those models do 
consider all aspects which will become important for the future. Thus, we are devel-
oping a work system model which is able to include all features of the framework and 
cover those to a full extent. The model will be introduced in further publications. 
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Abstract. The IVTV Plan (Integration, Verification, Transition and Validation 
of the system before its Qualification) is developed and validated during the de-
sign stage. It details all the activities, resources, requirements, means, etc.  
requested during the realization stage so it is the hyphen between these two cru-
cial stages in system life cycle. It is today necessary to help companies to better 
transfer detailed design models towards realization for many reasons discussed 
in this paper. Mainly, IVTV plan remains difficult to be exploited. This article 
proposes a first step towards a Model-Based Realization Plan, that is, a meta-
model that represents the links between models that comes from Model-Based 
System Engineering and information required in the IVTV plan. 

Keywords: System Engineering, System Design, System Realization, Integra-
tion, Verification, Transition, Validation, Plan, meta model. 

1 Introduction 

Systems Engineering (SE) [1][2][3][4][5] is an engineering approach covering the 
whole life cycle of a system as schematized in Figure 1 and considered as a model 
based approach [6] e.g. requirements, functional, physical, operational scenarios, or 
configuration models.  

 

Fig. 1. From Design to Realization, IVTV plan role and position 
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The IVTV Plan (Integration, Verification, Transition, and Validation prior to the 
Qualification of the system not considered here) is developed and validated during the 
design stage. It details all the IVTV activities, resources, requirements, means, etc. 
requested for the realization stage of a system as expected by all stakeholders. So, this 
plan operates belt transmission between teams, activities and processes concerning 
system design and system realization. It gathers the information necessary 1) to de-
scribe the subsystems and components that must be integrated, 2) how to proceed to 
assemble these elements to get the 'right' system and to converge step by step and in 
confidence towards the 'right’ then the ‘good’ system, and 3) predict and anticipate 
risks and shortcomings inherent in achieving integration e.g. by defining and evaluat-
ing possible alternatives. In the mind as in the practices of design and realization team 
members, this plan is still often present in the form of documents generally prepared 
from templates facilitating, writing as reading and interpreting the plan. In this case 
there is no real continuum of models from the upstream design activities and IVTV 
activities. Causes of this rupture are multiple. First the type and nature of the expected 
product (single exemplar, for a small or medium to large series, software-intensive 
system, technical / socio-technical, etc.), the culture and practices of the company in 
charge of all or part of the realization (on site or in factory), etc. can be of course 
considered. Second design models are built by using various Design Specific Model-
ling Languages (DSML). These ones are generally defined by meta models highlight-
ing at least SE core concepts and relations e.g. requirement, function, component and 
interface [7]. However, concepts and relations requested for the elaboration of IVTV 
plan are generally insufficiently detailed and linked with these SE core concepts 
[8][9][10]. Third, some of design models, even if they have to be adapted or trans-
formed prior to any use, can be useful for facilitating work and assuming the relation 
between design and realization stages e.g. allowing integration team members to share 
test bench results having to be associated to a given set of requirements defined by 
design team members. Last, it should also be noted the significant lack of tools to use 
wisely the models mentioned above, or adapt / change without loss or effort or undue 
delays so that they become truly useful and usable. This paper aims to propose an 
IVTV Plan meta model to link more closely design and realization activities by 1) 
irrigating the latter with models issued from the former, eventually by using model 
transformation rules and techniques, 2) facilitating the sharing of information between 
the two stages, and 3) supporting IVTV project preparation and management depen-
dently from the defined and validated plan.  

2 IVTV Plan Meta Model 

2.1 IVTV Definitions and Needs 

Processes promoted by Systems Engineering standards [1] or reference document [11] 
give details about the activities to be done all along the system life-cycle. The posi-
tion, the role and the relevance of IVTV Plan (detailed in [3]) is discussed below for 
facilitating the interactions between these main processes as illustrated in Figure 2 
and then for reaching the proposed objectives.  
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Fig. 2. System life-cycle and SE processes: IVTV plan position 
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- Define and schedule activities to be carried out considering system and stakehold-
ers’ requirements, and detailing tasks and operations within these activities, 

- Define, forecast, reserve, prioritize, optimize and plan requested resources use: 
human resources (availability, level of skills, need training or employment, etc.), 
material resources (test benches, tools, etc.), organizational resources (rules and 
policies, procedures, agreements, technical documents, etc.), methodological (in-
spection, demonstration, simulation, test) and software resources to ensure the ac-
tivities, their management and logistics, 

- Manage risk (technical, human, organisation, environmental, etc.), 
- Define metrics, indicators (management as technical) e.g. TRL/IRL and effective 

measures e.g. to evaluate risky situations occurrences or risk level, 
- Manage interfaces (technical, logical, organisational) from the system, sub systems 

and components, 
- Organise and manage traceability (percentage of detected defaults, teams work-

load, anomalies, requested modifications or evolutions of the product, etc.), return 
of experiment and of data reference models, 

- Estimate costs of each activity taking into account various metrics e.g. related to 
the set of requirements, 

- Manage requirements, constraints (normative, reference, linked to the contract with 
customer, etc.), 

- Set up configurations of the target product under test and of its environment (refer-
ence configuration, configurations reachable, dysfunction configurations, etc.),  

- Manage contributors and enabling systems IVTV along with target product IVTV, 
- Dispose of tools supporting plan model building, checking, assessing in order to 

reach a consensus between team members against proposed plan, alternatives, etc. 

More specifically, integration requires 1) to assume that delivered components are 
a) delivered in time or can be emulated by other and equivalent components in case of 
delay, and b) to respect the requirements in particular in terms of interfaces, and 2) to 
evaluate step by step the behaviour of the resulting assembly by applying various 
techniques. Verification requires 1) to apply verification techniques (test, audit, etc.), 
tools (simulators, emulators, test bench, etc.) or methodologies relevant for justifying 
and demonstrating requirements (functional as non-functional) defined in design 
phase are fulfilled, and 2) to trace the verification results even incomplete. Transition 
requires 1) to have available the operational environment i.e. validated enabling sys-
tems, associated documents and procedures, 2) to be able to put final users in training 
situations, and 3) to provide solutions in response to specific expectations from the 
customer. Finally validation requires 1) to have and to be able to use all deliverables, 
facts, tooled environments, etc. coming from previous activities (integration, verifica-
tion and transition) and 2) to dispose of a validation environment corresponding as 
much as possible to the operational environment in which the future system has to 
work providing services and evolving.  

Information (requirements, activities schedule, means, skills, resources, etc.) re-
quested to cover these needs are defined in design stage gathered in the IVTV  
plan defined too during this stage. However, this plan is elaborated as a (set of) 
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document(s) more or less easy to write, to understand in time and to interpret without 
ambiguities and sometimes huge efforts. The IVTV Plan Meta Model (IVTV PMM) 
presented below formalizes, merges and makes available in a coherent manner vari-
ous concepts and relations requested and handled by the four concerned domains: 
design (SE core concepts), project management, risk management and IVTV (exten-
sible to Qualification) concepts.   

2.2 IVTV PMM 

This meta model is conform to EMF notation and the Ecore metamodel1. The core SE 
concepts retained here are the function, component, interface, requirement and opera-
tional scenario (or use case) represented in Figure 3.  

 

Fig. 3. Merging core SE, project management and IVTV concepts (partial view) 

In a second way, the SPEM standard [12] proposed by OMG is used to describe 
project, process, activity, resource and other concepts and relations related to project 
management domain. A risk model inspired from [13] is used for covering risks man-
agement domain (technical, financial as managerial). Last, IVTV concepts and  
relations are defined taking into account the needs listed before e.g. IVTV strategy, 
product, technique, result, or report as schematized briefly in Figure 4.  

                                                           
1 Eclipse Modeling Framework, available online at: 
 http://www.eclipse.org/modeling/emf/ 
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Once merged, the result is a set of 77 concepts fully interoperable with various ex-
isting SE, project and risks management principles and even tools. It is then permit to 
progress step by step, in confidence during design stage and taking into account in a 
common approach design maturity level, project feasibility and risk evidence when 
performing the next activities: 

- To define the IVTV strategy and the various alternatives of IVTV plans, prepara-
tion, determination and scheduling of activities, retained resources, needed  
enabling systems to design and realize, risk level and possible impacts and vulner-
ability of such plans or resources, etc. Teams’ members can then share and dispose 
of all expected data, information and knowledge about system of interest, project, 
resources profiles and availability, etc. [14][15]. 

To check consistency and conformity but also relevance of the modelled plans by 
using appropriate techniques e.g. [16][17] and by modelling and considering global 
constraints, best practices, rules of thumb or policies. 

 

Fig. 4. Merging core Risk management and IVTV concepts (partial view)  

- To simulate and to assess IVTV plans alternatives in order to compare them, then 
to optimise and facilitate validation of the final IVTV plan to be performed. 

- To manage execution of this plan and to share in time information resulting from 
IVTV activities without ambiguities or doubts because reported directly in design 
system models. 
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3 Conclusion and Perspectives  

The IVTV PMM presented in the previous part forms the basis of a new DSML for 
Systems Engineering assuming a part of the expected continuum of models between 
design and realization stages. It is possible to talk about Model Based Realization 
System principles. For this, at least another contribution is now expected.  

Indeed, it is necessary to conceptualize and develop (with a great attention to 
DSML interoperability problematic i.e. to be and stay conform and compliant in order 
to become able to check the consistency of resulting models at least) a tooled ap-
proach supporting design model transformation in order to extract from these models 
specific business models used for supporting or facilitating realization as it is pro-
posed for instance [18] in the case of transforming SysML models [19] in 
MODELICA [20]. This is one of the related works currently under development. 
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Abstract. Design projects have evolved to be collaborative, concurrent and 
multi-disciplinary. Due to these changes, knowledge management for design 
projects faces new challenges, in order to represent all the elements in a colla-
borative design project, it is necessary to consider not only decision-making 
process, but also its context and interaction with other elements. 

Keywords: Knowledge representation, design project management, classifica-
tion, project memory. 

1 Introduction  

Design is a collaborative activity, in which several actors with different skills and 
backgrounds work together to reach a given goal. Design project team is a short-lived 
organization. Moreover, projects can be done by several companies; actors can belong 
to different countries (i.e. in big companies). Knowledge is commonly defined by data 
and information used by an actor in a specific context [1]. Knowledge management 
aims at enhancing organizational learning in a company based on knowledge produced. 
It is defined as a cycle of transformation from tacit to explicit knowledge in a company 
[2]. This type of organizational learning will be based on “knowing how” and 
“knowing when” [3].  

In this paper, we try to face the problem of learning from design project experience. 
Project memory will be defined at the beginning, and then a knowledge discovery 
method by classification according to different views of project memory is introduced 
to extract deep knowledge. 

2 Background 

In design industry, computer-based data process has facilitated information exchange 
in the whole organization [4], which gives birth to concurrent design. Apart from 
organizational changes, design teams become multi-disciplinary. Learning from expe-
rience can be difficult due to ambiguous interpretation caused by these two elements. 
We propose a project memory structure to represent collaborative elements in design 
projects. A project memory describes, "the history of a project and the experience 
gained during realization of a project" [1]. It must consider mainly project organization, 
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reference frames (rules, methods, laws...) used in the various stages of the project, 
realization of the project, decision-making process. 

We need to identify recurrent project events in order to identify routines and strat-
egies related to event context. Strategies can be developed when human, repeating an 
action in similar context, identify a routine that can be applied to similar situations [7]. 
We propose in this work to classify collaborative design project traces in order to 
identify routines and problem solving strategies that help for learning.  

3 Knowledge Discovery by Classification 

3.1 Knowledge Discovery by Classification  

Low-level data in project memory should be mapped into other forms that might be 
more compact, more abstract, or more useful [8]. A semantic graph enables knowledge 
engineers to communicate with domain experts in a comprehensive way [9]. Ontology 
is a description of shared concepts [10]. In our representation, a semantic network is 
proposed. Ontological hierarchy of concepts is employed for classification. Classifi-
cation can be defined as the process in which ideas and objects are recognized,  
differentiated, and understood, classification algorithms are used in biology, docu-
mentation, etc. [11]. Knowledge classification is the process in which knowledge is 
recognized and reasoned.   

3.2 Knowledge Classification Views of Project Memory 

The goal of project memory is to enhance learning from expertise and past experience 
[12]. Current representation approaches emphasize on information structuring. The 
problem is that human can only learn from others by matching to one’s own experience, 
we have to come up with classification models suited within specific context [13]. The 
traditional knowledge engineering methods ignore completely or partially the mutual 
influence between context and solution [1], and they show little about the influence of 
organization. More effort has been done recently to model project memory, we note 
especially DyPKM. It is a traceability approach developed specifically for project 
memory[14]. Unfortunately, it is good at knowledge capturing but proposes no solution 
for knowledge rule extraction. Our method will aim at these problem and classify 
knowledge in three steps. 

Firstly, in order to classify knowledge from different context for different learning 
intentions, the general semantic network of project memory is decomposed into 4 
sub-networks: 

• Decision-making process: this part represents the core activity of design project, 
which helps designers to learn from negotiation and decision-making experience. 

• Project organization makes decision: this part represents interaction between or-
ganization and decision, which provides an organizational view of decision-making. 

• Project organization realizes project: this part represents arrangement of task and 
project team organization, which focuses learning on project management.  
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4 Knowledge Discovery in Project Memory  

4.1 Sub-network Structure and Class Trees 

1. Decision-making process: Decision-making process represents the most important 
activity of design projects. Issue is the major question or problem that we need to 
address, proposition is solution proposed to the issue, and argument evaluates the 
proposition by supporting or objecting it [5] [6] [15]; Decision is made by selecting 
the best proposition. Criteria tagging method is proposed to tag each argument with 
criteria to represent project context, it will be elaborated in our case study. 

2. Project organization making decision: The concept “member” is added into the de-
cision-making sub-network to represent the organizational dimension.  

3. Project organization realizing a project: This sub-network offers a learning pers-
pective on project realization with an organizational perspective. 

4. Decision-making process and project realization: It shows a mutual influence of task 
arrangement and decision-making process.   

4.2 Knowledge Discovery in Each Sub-network or between Sub-networks 

In order to generate rules that represent interrelations between concepts or 
sub-networks, machine-learning techniques are considered. One of the most mature 
and widely used algorithms is classification [16]. An evaluation of major machine 
learning techniques (statistical methods, decision tree, rule based method and neural 
network) is carried out in search for the appropriate algorithm [17]-[19]. Our intention 
is to classify project memory into rule-based knowledge, which leads us to choose a 
rule-based algorithm ITRULE. It can induce an optimal set of rules from a set of ex-
amples [20]. The general rule is taken to be in the form of proposition rules, i.e. if 
condition A then condition B with probability p.  

4.3 Demonstration of Project Memory Knowledge Discovery  

An example on mechanic design project is illustrated to demonstrate our method. The 
problem is that the wishbone suspension breaks during test. A decision-making process 
was initiated in search for a solution. Two propositions were made, arguments on both 
propositions were presented, and finally one of the propositions was accepted as a 
decision (Fig. 3). The example is classified into our network in Fig. 4. Decision-making 
process is traced using memory meetings tools [12]. Project members are assigned to 
this task. We introduce a predicate member (r,c), where r is role of member and c is 
competence that member possesses. We have four members: member1 (project man-
ager&designer, mechanical design), member2 (manufacture technician, mechanical 
fabrication), member3 (designer, electronic engineering), member4 (market analyst, 
marketing).  
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wishbone suspension} and argument {compatibility; precondition} with a possibility 
of p. This type of graph shows the reason of a solution related to a specific issue in 
project context. Moreover, solutions can also be influenced by organizational context 
of a project, for instance: actor's skills, enterprise policy, etc. So more complete 
knowledge can be discovered by classification between decision-making sub-network 
and project organization sub-network, or project realization sub-network.   

5 Conclusion and Perspective  

In this paper, we presented a knowledge discovery method in order to enhance learning 
in organizations. At the beginning, we demonstrated the concept “project memory” in 
order to introduce a representation structure that is adapted to the new trend of con-
current engineering. Then, a knowledge-oriented classification method is proposed. At 
last, we showed the sub-networks, and a case study. We showed a technique to extract 
knowledge rules in project memory by classifying similar routines.  

The semantic networks that we gave are based on the traditional knowledge man-
agement methods, but we make a connection between different elements in order to 
give design activities a context with an organizational collaborative dimension. Clas-
sification is based on the class trees that we built according to general research on 
engineering design and project management. The class trees that we proposed in this 
paper are, what we believe, the most balanced and useful form. In order to apply the 
classifier, class hierarchy or representation network need to be adapted to a domain. 

As we can see the example that we introduced in this paper is an instance demon-
stration, future test on a larger database will be needed.   
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Abstract. Informatics tools are very important for project development in the 
civil engineering area. CAD – Computer Aided Design - tools are freely used in 
different project routines, but BIM – Building Information Modeling are gain-
ing space to allow the development of objects with a larger number of parame-
ters and permit a collaborative engineering. Besides, the PBL - Project Based 
Learning – tools can be effective for teaching, allowing students to combine 
prior knowledge and aggregates skills in a collaborative model in engineering 
area. The objective of the paper is analyzing software applications in a PBL ac-
tivity focusing the results of CAD and BIM tools utilization in project devel-
opment. The methodology adopted was a technical review and a case study of 
21 PBL projects developed by students of a civil engineering graduation course. 
The results shows that PBL is a good strategy for project development, and 
BIM tools are more efficient when compared with CAD tools. 

Keywords: Project Based Learning, Building Information Modeling, Computer 
Aided Design, collaborative engineering. 

1 Introduction 

The use of computer tools in an undergraduate course in civil engineering aims to 
develop projects in software available in the market, establishing a bridge between 
what is taught in the university with is developed in the professional life. Specifically 
about tools for project developing, in a first moment as a direct replacement of the 
clipboard and handmade draws , the CAD tools - computer aided design - meant a 
revolution in the design process, making it more productive and enabling the ex-
change and use of information quite effectively, covering various technology areas 
such as aeronautics, mechanics and construction.  

Besides CAD tools, the BIM – Building Information Modeling - was developed, 
specifically for the project of buildings, and have another concept. The CAD technol-
ogy is based on vector information and BIM in parametric objects. It allows to the 
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designer to define a series of objects that make the process more interactive and rich, 
allowing it to resolve several problems prior to construction. Furthermore, its archi-
tecture allows the same file under different disciplines, such as facilities, structure, 
masonry, foundations, etc. The production of the project information is simultaneous-
ly and significantly decreases the work for project´s compatibilization. 

The formation process of a civil engineer consists of a basic curriculum, like Phys-
ics, Chemistry and Calculus, to give the basic reasoning and elementary tools for the 
continuity of the course. In the specific curriculum, the objective is to give the know-
ledge necessary for the professional life. One challenge in this context is aligning with 
the new challenges and consequences of globalization, like a humanist, critical and 
reflexive formation, enabling the development new technologies and contributions to 
attend the society demands. 

One strategic tool that can be applied to aggregate competences in graduation 
courses are Project Based Learning – PBL - activities. This methodology focuses in 
project development and has the objective of simulating the real life. In the PBL, the 
center of the learning process is the student, whose role is to find information and 
aggregate knowledge, which is a paradigm shift. 

The objective is to analyze software application in a PBL activity – inside a civil 
engineering graduation course - focusing the results of CAD and BIM tools utiliza-
tion. The methodology was a technical review about informatics tools and Project 
Based Learning, besides a case study of 20 project developed by students in a PBL 
activity, whose results was ranged to be analyzed in the context. 

2 Technical Review 

2.1 Informatics Tools Used in the Development of Projects 

To define the most common tools used in the development of projects in civil  
construction, it is necessary to study the importance of CAD and BIM tools in the 
context. 

2.1.1   CAD Tools 
The first applications of computers to assist the stages of engineering began in 1950, 
when the Massachusetts Institute of Technology – MIT - started the discussion about 
CAD - Computer Aided Design - technology. The CAD systems of this generation 
were limited to the description of two-dimensional vector geometrics entities for 
creating and manipulating drawings. The CAD tools denoted the transfer of manual 
draws to an electronic platform, with the advantages like electronically sent and re-
ceived drawings, better management of the information, best currency in size and fast 
drawing modification. 

At the end of the 90s, with the development of the Windows Operating System, 
there was a migration of the companies for Windows tools. This fact reduced the cost 
of hardware / software and the need for highly skilled users, popularizing the tool. [1]. 
The DWG interface is one of the most popular interface in civil construction planning 
offices, but the difficulties with files communication made the development of  
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another software and formats to become the project process more efficient. One of 
these interfaces are BIM – Building Information Modeling – tools.  

2.1.2   BIM Tools 
The first concepts of BIM dates to the first attempts of data optimization at CAD plat-
forms. This is a three-dimensional model enriched by additional intelligence (parame-
ters). The basis of this technology consists of the graphical information, which  
includes the geometric model construction, its physical characteristic, properties, 
names and functional peculiarities of its components [2]. 

BIM systems are adequate to support the simulation of a construction project in a 
virtual environment, with the advantage of using software to perform several steps of 
the construction process, allowing it to make the necessary adjustments. The assembly 
instructions can be associated with BIM components, so the visual context of the 
specific location on the 3D (three dimension) model can assist with the communica-
tion of instructions [1]. 

The BIM tools involves information modeling surrounding the production of a 
building by a digital model that integrates all the interfaces, covering the entire life 
cycle of the building, which starts in the project, involves the implementation, use, 
rehabilitation and demolition [3]. 

2.2 Project Based Learning - PBL 

Project Based Learning – PBL - is defined as a competence-based education that inte-
grates knowledge, skills and values. The models integrating project-based learning 
have their scientific basis in generating learning processes in which students are not 
passive recipients of knowledge. Following the trends in psychology of knowledge, 
project-based learning is grounded in the belief that humans construct new knowledge 
over a base of what we already know and of what we have experienced, which we 
make available through active participation and interaction with others [4]. 

The development of the PBL was originated in 1900, when John Dewey (1859-
1952) presented the “learning by doing”, valuing the capacity of students by thinking 
relative knowledge to solve real problems in projects, developing the emotional, intel-
lectual and physical aspects. [5] 

The PBL has been a major focus of discussion, as not only an active learning ap-
proach, but also how to develop alternative curriculum and adopting innovative prac-
tices in engineering education. Requires a teacher to reflect on the teaching activity 
and change their traditional stance of content specialist for coach learning, and that 
students assume greater responsibility of their own learning, with the understanding 
that the knowledge gained from your personal effort lasts longer than that obtained 
only by third-party information [4,5]. 

The main features of this methodology are that the student is the center of the 
process, the work is developed in tutorial groups, it is characterized by being an ac-
tive, cooperative, integrated and interdisciplinary process oriented student learning. 
For a good learning process in this methodology, is necessary to be aware of what  
the student knows and what he needs to learn and motivate the search for relevant 
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information, stimulate the student's ability to learn to learn to work in teams, to hear 
other opinions, inducing him to take an active and responsible role for their learning 
and help students achieve the project objectives, which are: learn how to make an 
analytical and thorough examination of a problem, identify learning objectives, seek 
relevant information and learn to work in groups [4,5]. 

The learning projects favor the relationship of various contents making it easier for 
students to build their knowledge with the integration of different disciplinary know-
ledge in an interdisciplinary philosophy, seeking to pursue a meaningful learning. A 
study case about this methodology will be studied in the sequence. 

3 Case Study 

The case study is about an exercise developed by 21 groups in a civil engineering 
graduation course on 6th semester. The conceptual bases for development were a PBL 
methodology in the development of a Residence and a Residential Building. Into this 
moment of the course, the students had disciplines about Topography, Construction 
Technology, Construction Materials, Technical Drawings and Architecture and Ur-
banism. In the last two, they studied CAD and BIM tools specifically.  

To the development of the activities, there was proposed a scope, with these cha-
racteristics (Table 1). 

Table 1. Scope of the activity 

Residence  Residential Building 
Building Sit 10 x 25 meters Building Sit 50 x 25 meters 
1st floor -Living Room 

-Lavabo 
-Dining Room 
-Kitchen 
-Laundry 
-Maid Room 
-Maid Bathroom 

Common 
area 

-Entrance / Lobby 
-Hall 
-Elevators / Escalators 
-Party’s Room 
-Technical Room 
-Collective Bathroom 
-Pool 
-Changing Room 

2nd Floor -TV room 
-2 dormitory 
-1 suite 
-Collective Bathroom 

Apartment -2 dormitory 
-Living Room 
-Kitchen 
-Laundry 
-Common Area 

Technical 
Area 

Roof Technical 
Area 

Roof 

3.1 Work Groups and Orientation 

These activities were supervised and oriented by 3 professors of design and project 
area. The groups were divided in 4 or 5 students, who have a scale of orientation with 
the professors. 
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3.2 Software Adoption 

The students had, prior this activity, the disciplines of Technical Drawing and Archi-
tecture and Urbanism whose objective was introduce and practice CAD and BIM 
tools. The groups should choose between CAD or BIM tools by themselves to devel-
op the activities. The professors would give support in both cases. 

3.3 Activity Development 

To develop the activities, 6 groups adopted BIM technologies, and 15 adopted CAD 
technologies. The groups, based on the scope, started the activities. Every group had 
weekly an orientation of 1 hour during 12 weeks. The tutors gave support of what was 
being developed and the prosecution. On the 13rd and 14rd week, they presented the 
projects to expose the results. 

3.4 Activity Results 

Each group presented the work to the professors, defending and discussing their ideas. 
Fig. 1 and Fig. 2 are examples of some works that were developed. All teams devel-
oped the proposed activities.  

 
 
 
 
 
 
 
 
 
 
 
 

            Fig. 1. Perspective                         Fig. 2. Humanized Sections 

The PBL model permitted to some students to learn some topics and change know-
ledge between colleagues, becoming the process very rich. Both tools permitted the 
analysis of all project instances (structure, masonry, electricity and hydraulics) with a 
good precision. Besides, the teams who adopted BIM solutions had more efficient 
projects representation than the teams that used CAD tools, what could inflict that the 
software could interfere in the process of project development. To investigate this 
fact, there was made, by the professors of the activity, a criteria analysis to understand 
this fact. 
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3.5 Software Analysis Criteria 

To establish a criterion, all the results were scored on a Likert Scale from 1 to 5, being 
1 the worst quality and 5 the best quality. There was calculated a Standard Deviation 
(%) for each product. It was analyzed the Graphic Representation - technical details 
of the execution of technical drawings norm in the construction area; Humanized 
Presentation - humanization of drawings for submission of the initial idea to the 
client, which is very important in professional life; Notations - sizes of text, dimen-
sions, directions and projections for the proper understanding of technical drawing. 

3.6 Results of Software Analysis Criteria 

The result of the analysis of each project was rated in Table 2, with the respective 
evaluation of Graphic Representation, Humanized Presentation and Notation for BIM 
Teams and CAD Teams. 

Table 2. Score Evaluation of the Products developed by groups 

 
 
 
 
 
 
 
 
 
 
 
 
The Fig. 3 shows the score evaluation by technology to demonstrate the difference 

between each product at different technologies. The Fig. 4 shows the Score Evalua-
tion by Product, to show the impact of the technology above each product. All the 
results of table 1 were analyzed in a Pearson correlation whose results are shown at 
table 3. 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Score Evaluation by Technology 
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Table 3. Pearson Correlation in Data Series 
Analyzed 

 

 

Fig. 4. Score Evaluation by Product 

4 Discussion 

The analysis of the data in Table 1 and Fig. 3 demonstrate that the development of a 
project with BIM tools is more efficient than CAD tools. The first tool had a score of 
4.5 while the second had an average score of 3.5. This data demonstrates that, for a 
group of users with the same prior-knowledge, the utilization of BIM enhances the 
quality of the final product. 

Analyzing the scenario set out in Fig. 4, it’s possible to discern that, specifically 
for sections and elevations design, the use of BIM generates an increase of approx-
imately 35 % on the final quality of the products developed. It can be explained by the 
parametric software interface that allows changing the 2D/ 3D interface, allowing the 
realization of more efficient work by the user.  

Students have great difficulty in implementing sections and facades. The use of 
BIM make this process more didactic and efficient, allowing the project adjusting to 
solve the problems presented while the execution of sections and facades. 

5 Conclusions 

The challenges to the use of PBL tools in an undergraduate course are many. Not all 
students have the same level of knowledge, which significantly interferes with the 
quality of the projects that are developed. But the use of these tool permits the simula-
tion of what will be developed in the working life. 

In the proposed case study, the use of BIM tools demonstrated to be more efficient 
when compared to CAD tools. Assuming that all students involved possessed the 
same level of knowledge about the tools in use, the use of BIM proves to be more 
efficient. 

Taking into account that the essences of BIM tools are integration, its use in an un-
dergraduate course opens up a range of different exercise possibilities, allowing better 
simulation of what is developed in real life. In real life, the professional will deal with 
different professionals, and BIM tools have possibilities of collaborative engineering,  
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which puts the tool in evidence for market evolution. The Data Set analyzed showed a 
>0.50 Pearson Correlation (moderate correlation) which validates the data analyzed in 
this case. 
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How Information Systems Assist the Management  
of the Supply Chain in an Emerging Country Like Brazil 

Marcelo T. Okano, Fernando A.S. Marins, and Oduvaldo Vendrametto 

Abstract. IT has an important role in the performance of companies, provides a 
flow of information that makes the supply chain become more robust and 
resilient, without compromising efficiency. Most companies are applying IT 
systems, mainly in Supply Chain Management (Supply Chain Management - 
SCM) to enhance their performance in competitive global markets. The 
research is important because it will provide a study of what are the IT systems 
used to manage the supply chain and likely future trends. To achieve the 
objective of this work was carried out a survey with consultants and 
professionals in IT and supply chain who work in large companies. To collect 
the data needed for analysis, we used the exploratory research of a qualitative 
nature. Thus, we can conclude that the use of IT in the supply chain directly 
impacts in the areas of planning, manufacturing  suppliers, customers and 
delivery. 

Keywords: IT, SCM, information systems. 

1 Introduction 

Rapid technological change and the need for information are always available to 
customers and suppliers, practically, is mandatory that all companies involved in any 
supply chain, use the Information Technology (IT). 

Companies seek to adapt to this scenario focusing on performance, seeking to 
improve the level of service and reduce costs in an attempt to differentiate and 
increase the perceived value of their customers [1]. 

IT has an important role in the performance of companies, provides a flow of 
information that makes the supply chain become more robust and resilient, without 
compromising efficiency. Most companies are applying IT systems, mainly in Supply 
Chain Management (Supply Chain Management - SCM) to enhance their 
performance in competitive global markets [2]. 

According Prajogo & Olhager [3] IT can assist the SCM in the following aspects. 
First, it allows companies to increase the volume and complexity of information that 
needs to be communicated with its trading partners. Secondly, it allows companies to 
provide real-time information in the supply chain, including inventory levels, delivery 
status, and production planning and scheduling which enable companies to manage 
and control their supply chain activities. Third, it also facilitates the alignment of 
forecasting and scheduling operations between enterprises and suppliers. 

The research is important because it will provide a study of what are the IT 
systems used to manage the supply chain and likely future trends. 
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2 Literature Review  

SCM has always been a challenge for information integration. The idea is to allow 
everyone involved in the flow of goods can make decisions based on the latest 
information and better than all others, both upstream and its downstream. The 
company manages its supply chain better get your product from point of origin to 
point of consumption in the shortest amount of time with the lowest cost [4]. 

According to Patterson et al. [5] a variety of factors can affect the decision of an 
organization to adopt and implement a technology that provides supply chain. The 
authors classify them into five broad categories: individual, related to task 
characteristics related to innovation, organizational and environmental. The authors 
also suggest that these factors may be important to different degrees, depending on 
the context or technology. 

Information systems (IS) are combinations of technologies and people's activities 
using that technology to support operations, management, and decision-making [6]. 

IS provide many different solutions for almost all areas of business, the SCM uses 
some. Patterson et al. [5], point 18 IT systems applied to SCM. Table 1 shows the 
description and associated applications of various software, hardware and 
management systems. 

Table 1. IT systems applied to SCM 

Technology Description 
Legacy 
Systems 

Legacy Systems are mainframe-based systems that operate at the 
operational level in only one stage. They are constructed as 
independent blocks, which hinders their communication with 
other systems. Systems were first used in SCM. 

Barcode Technology for the allocation of computer readable codes on 
items, boxes and containers. Employed to improve the data 
transmission  speed and precision of the information. It is used in 
managing inventory, warehouses, supermarkets and so on. 

CAD  
 

Allows the realization of industrial designs on the computer 
screen that can be stored, manipulated and updated electronically. 

BI 
 

Set of applications that organizes and structures the transaction 
data of an organization, facilitating the analysis in order to benefit 
the operations and decision support. 

EDI 
 

It is the electronic transfer of data between business partners. The 
data is structured according to standards agreed in advance 
between the parties. Divided into two categories: traditional EDI, 
using services of value-added network, and WebEDI with access 
forms online (Internet). 

Fleet tracking Can be based on satellite transmission or by cell phone for 
tracking and monitoring of vehicles, being applied to control 
performance and safe transport. The data generated by this 
system feeding the TMS and WMS. 
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Table 1. (continued) 

AQC Responsible for monitoring the processes of quality assurance, 
inspection, specifications and calibration of measuring instruments. 

MES Planning systems  that aim to optimize and synchronize their use. 
Supports the exchange of information between production planning 
and control of the production process through the monitoring and 
tracking of raw materials, equipment, personnel, instruction and 
production facilities. 

TMS Responsible for controlling the transport of loads, determining the 
modal, freight consolidation managing and coordinating the efforts 
of transport. 

WMS Optimizes operating activities (material flow) and administrative 
(information flow) in the process of storage, tracking and controlling 
the movement of inventory in the warehouse. Its use is restricted to 
operational decisions, such as: definition of collection routes, 
addressing products, etc.. 

CRM Tool to unify customer information and create a single, centralized 
interactions and anticipating customer needs. It also provides control 
of promotional activities and their impact on demand as well as the 
control of activities of product warranty. 

PDM Manages information related to products, serving as an integration 
tool that connects different areas of product development. 

RF Facilitates communication, providing essential information on the 
status of the products. Support tool that automates and improves the 
management of operations, eliminating human error. 

SCP Assists in the planning, execution and measurement of processes, 
including modules for demand forecasting, inventory planning and 
distribution. 
 

DFS Uses mathematical methods that manipulate historical data and 
external data to forecast demand for products and services. In 
general, integrated systems, such as ERP and SCP. 

WIS Facilitates internal and external processes of enterprises, integrating 
enterprise information systems. In SCM, the WIS more presents are 
e-procurement and e-market place, which are systems of process 
automation corporate purchases. 
 

B2B Electronic marketplaces where suppliers and buyers interact to 
conduct transactions. It is an e-business, that is, relations between 
companies. 

ERP Unified system that integrates departments and functions of the 
company. Improves the flow of information chain in such a degree 
that it has become a standard operation. 
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Morais and Tavares [7] highlight several benefits provided by IT systems, as 
shown in table 2: 

Table 2. Benefits of IT systems applied to SCM 

Technology Benefíts 

Barcode - Replaces the process of collecting and exchanging information 
paper, with risks of error and rework constant. 
- Rapid deployment, 
- Easy to use 
- Compact Equipment 

CAD  
- Creation of movements in the drawing, allowing testing before 
production. 
- Reduced time for product development 
- Creating better quality drawings to facilitate communication 
with partners 
- Greater flexibility and faster responses in the design 
modifications 
- Offer data entry for computerized manufacturing  
 

EDI  
- Possibility of integration between organizations in applications 
like accounts payable, inventory control, shipping and production 
planning. 
 

Fleet 
tracking 

- Contribute to the management of the fleet and cargo and to 
control the hours of service of drivers 
 

MES - Flexible manufacturing process and high quality. 
TMS - Reduction of costs. 

- Efficient management and coordination of freight transportation 
efforts. 

WMS -  Improvement of the distribution process. 
CRM -  Satisfaction and Customer Loyalty 
RF Reduction of the costs of distribution warehouses, retail and 

handling stockouts. 
SCP Obtaining the real data demand, time and inventory. 
ERP  Integrating and efficient flow of information in organization and / 

or between it and its partners. 
 

 
Other authors reported the following benefits of the integration of IT and SCM: 

Sanders et al. [8] showed a direct relationship between the use of technology in 
SCM and it was reported that organizations use IT more than normal in your industry, 
to achieve more operational benefits such as reduced costs and cycle times. 
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Levary [9] suggests that the benefits include: 1. Minimizing the bullwhip effect, 2 . 
Maximize the efficiency of conducting activities along the supply chain, 3 . Minimize 
inventory throughout the supply chain, 4 . Minimize cycle times along the supply 
chain, 5 . Achieve an acceptable level of quality throughout the supply chain. 

Dias et al. [10] list the following benefits achieved by the use of IT in SCM:  
( i ) sharing instant information , (ii ) sharing programs that increase operational 
efficiency, ( iii ) real-time monitoring of the consumer load ; ( iv ) development of 
global sales channels (v ) reduction of inventories , and ( vi) greater flexibility . 

These benefits can be obtained as the level of installation and use of IT systems, 
which directly affects the performance of the supply chain. 

3 Methodology 

Type of Research 

To achieve the objective of this work was carried out a survey with consultants and 
professionals in IT and supply chain who work in large companies. To collect the data 
needed for analysis, we used the exploratory research of a qualitative nature. 

For Gil [12], the exploratory research aims to provide greater familiarity with the 
problem in order to make it more explicit . 

Zikmund [13] considers that exploratory studies are conducted to clarify 
ambiguous problems, research is needed to better understand the dimensions of the 
problems . 

The qualitative approach presents a reality that can not be quantified or measured 
items and involves subjective reality research. You can work with the data without 
specific statistical treatment, seeking understanding of reality [14] . 

The research can be categorized as "survey" as it involves the question directly to 
respondents, members of a significant sample of the research universe and whose 
behavior you want to know, because their results can lead to conclusions 
corresponding to the data collected [11]. 

 
Sample and Actors Research 

The actors of the research are: 

• IT Consultants  
• Supply Chain Consultants. 
• Employees of companies working with IT and Supply Chain. 

Questionnaires were sent to 60 companies and 14 responded and, of these, most 
opted not to disclose the name or corporate fantasy for strategic reasons. 

 
Research Instrument 

For Gil [12] , most cases of exploratory research involves literature review and 
interviews. 
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The interview, at Gil [11], is a technique in which the researcher has investigated 
against him and asks questions, the objective of obtaining the data of interest to 
research. 

The research instrument of this work consists of a questionnaire with closed and 
open questions. Some of the responses were directed by the interviewer, in the form 
of performance notes which aim to detect the degree of importance, according to the 
intensity of perception for that aspect. 

4 Analysis of Results 

The survey showed that all IT systems reported by Patterson et.al. [3], are used by 
some of the companies surveyed. The systems that are most commonly used by 
companies are those that provide greater operational benefits, as Sanders et.al. [8], 
including: 

1) Barcoding and ERP, shown in Figure 01, were the most used systems in 11 of 
the 14 companies surveyed (78.5%). The companies surveyed confirmed the 
operational benefits that offer the use of the barcode as ease of use and elimination of 
paper in data collection and integration and efficiency in the flow of information in 
the organization and / or between it and its partners in the case of ERP [7]. 

 

 

Fig. 1. Use of Barcode and ERP 

2) Legacy systems, CAD, BI and WMS, had a use of 11 of the companies surveyed 
(71.4%) as noted in Figure 02. Legacy systems provide operational benefits as 
accesses to data and legacy systems, but are still used by companies. The BI organizes 
and structures the transaction data of an organization, facilitates the analysis in order 
to benefit the operations and support their decisions. To Morais e Tavares [7], the 
benefits obtained with CAD are creating movements in design allows testing before 
production, reduced time for product development, design creation of better quality to  
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facilitate communication with partners , greater flexibility and faster responses in the 
design modifications and offer input to the computerized manufacturing, whereas for 
the WMS, the benefit is the improvement of the distribution process. 

 

Fig. 2. Use of legacy systems, CAD, BI and WMS 

3) The EDI and its use, as demonstrated in Figure 03, was reported by 9 of the 14 
companies surveyed (64.2%). The main benefit presented is the possibility of 
integration between organizations in applications like accounts payable, inventory 
control, shipping and production planning. 

 

 

Fig. 3. Use of EDI 

4) The use of CRM, DFS and SCP systems, as in Figure 04, are present in half of 
the companies surveyed (50%). Halves of the companies answered "No", this may 
indicate that these companies have caution in using these systems, or are not 
convinced about the benefits that they can provide since some benefits are geared 
more for planning than for operating as satisfaction and loyalty through CRM, 
obtaining the real data demand, time and inventory by SCP and forecast demand for 
products and services obtained from the DFS, as shown Morais and Tavares [7]. 
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Fig. 4. Use of CRM, SCP and DFS 

5) Among the seven fleet tracking systems, AQC, MES, TMS, WIS, PDM and RF, 
shown in Figure 05, five of the 14 companies surveyed - (35%) - answered "Yes" 
Tracking fleet, AQC, MES, TMS, WIS and 6 companies (42%) answered "Yes" to 
PDM and RF. Research has shown that the benefits offered by these systems as fleet 
management and cargo, flexible manufacturing process and high-quality, cost 
reduction and efficient management of freight, reducing expenses distribution 
warehouses, etc., relate to processes and management and not with the operational 
benefits, which does not make them attractive for use by all companies. 

 

Fig. 5. Use of fleet tracking, AQC, MES, TMS. WIS, PDM and RF 

6) In both B2B and RFID systems, shown in Figure 06, we note that the systems 
were less used by 14 companies surveyed, 4 for B2B companies (28.5%) and 3 
companies for RFID (21.5%). It can be deduced that the low utilization is on the point 
that the two systems need specific equipment for deployment and the benefits are not 
operational. 
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Fig. 6. Use of B2B and RFID 

Questioned whether the respondents which would be applied to the IT systems of 
the future SCM. Two systems were cited VMI (Vendor Managed Inventory) - Stocks 
Managed by the Provider and ERP version 3. 

5 Conclusions 

The research achieved the objectives of verifying the main IT systems used in the 
supply chain and what are the most commonly used by businesses. 

All systems surveyed in the literature are used by respondents, and the most used 
are those that offer operational benefits such as ERP, barcode, legacy systems, CAD , 
BI and WMS . 

New technologies also " scare " companies which leads to them not adopt these 
technologies more quickly when launched, as found in research with B2B and RFID. 

It was noticed that the systems for planning and management of SCM, and their 
usage in enterprises are increasing. 

Thus, we can conclude that the use of IT in the supply chain directly impacts in the 
areas of planning, manufacturing  suppliers, customers and delivery. 

As a future project, expected to use these items for review and creation of 
indicators in order to measure the level of impact in different areas of the company. 

The matter does not end here, is a contribution to future discussions on the subject 
and quest for improvement of systems analysis of information technology in supply 
chain management . 
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Abstract. This paper puts forward several evolutions in methodological ap-
proaches to « project management». Firstly, it aims to bring closer the founding 
models of different engineering approaches including systems engineering and 
project management recommendations to allow for a greater continuity and en-
hanced management coherence, from beginning to end of the project. It focuses 
on operating a generic process, called DECWAYS, based on handling man-
agement requirements: (1)analyze the requirements to arrive at a complete in-
ventory of the final product ;(2)associate with each one of these requirements, 
an « indicator » setting a target objective for completion, supplemented by a 
risk function detailing the risk at hand based on the deviation relative to this 
target objective; (3) share and allocate the responsibility for requirements fol-
low-up between the project team leaders; (4) organize and coordinate the fol-
low-up of these indicators throughout the product development as proof of a 
good work management and,(5) finally, validate the total completion of the tar-
get objectives through the final prediction/completion conformity of these indi-
cators. Based on this, several operational recommendations are explained and 
the practicality of DECWAYS embodying these principles is demonstrated us-
ing an experimental example for the design/planning of an electronic key. 

Keywords: System Engineering, Project Management, Collaborative  
Engineering. 

Introduction: In terms of « system », innovation defines an issue which is very diffi-
cult to address and still open to methodological progress in the management of multi-
disciplinary and complexity, prerequisite for success at all levels of the innovation 
process: from project definition and design stages to the finished product’s end of life 
cycle. This issue is therefore grounded in all scientific and technical approaches built 
around this system innovation: « system engineering» which purports to formalize 
and comprehend the design of complex systems; «project management » which aims 
to organize step by step the smooth operation of project development (or program 
development when several projects have to be coordinated); « collaborative engineer-
ing » which intends to facilitate, optimize communication between all actors and 
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therefore contribute to meeting coordination needs… Naturally, to master the difficul-
ties inherent in multidisciplinary, it is first assumed that these various inputs get pro-
gressively aligned through a single “integrated” approach. These alignments are being 
carried out and have already given rise to meetings and joint documents [1, 2, 3]: they 
define a path of progress through terminological adjustments and a standardization of 
processes which will necessarily have to cut across various fields. This path is slow 
and arduous if only for the reason that it must be constructed on the operational 
ground, that of the company… Here, a more conceptual path is being proposed to 
move forward: we intend to rely on an innovation process, a unique federating 
process built on managing «systems requirements» only: this overall system devel-
opment-innovation process can be defined as the set of basic processes enabling us to 
organize and handle the full completion of specifications and requirements, from the 
product definition phase to the product’s end of life cycle… The prerequisite for suc-
cess is that system requirements are complete in the sense that they have to address 
the whole innovation–development process one intends to manage: for simplicity’s 
sake it is assumed that these requirements can be presented in the form of a List (R1, 
R2...). Based on these considerations, DECWAYS propose a complete innovative 
generic process build on the idea of sharing the requirements follow up between three 
specialized leaders (executing, controlling and planning), for structuring a permanent 
coordination. The presentation develop successively: the question of requirements to 
arrive at a complete inventory of the final product ; the association with each one of 
these requirements, an « indicator » setting a target objective for completion, supple-
mented by a risk function detailing the risk at hand based on the deviation relative to 
this target objective; the information system which organize and coordinate the fol-
low-up of these indicators throughout the product development as proof of a good 
work management. Finally, we illustrate a first step of DECWAYS development on 
an experimental example for the design/planning of an electronic key. 

1 Requirements, the Foundation for a «Product» Development 
Follow-Up Process  

Requirements analysis is a ‘critical’ input at the start of an innovating project: based 
on the results of this analysis are all the prospective assessments that will play such an 
important part in the decision to launch the project... And it is worth underlining here 
how important these results are in the drawing up of a management methodology 
which on the basis of a complete inventory of these requirements, supports the defini-
tion of a consistent approach for product development construction and management. 
This approach consists of the following steps: (1) Analyze requirements to arrive at a 
complete inventory of the product life; (2) Associate with each one of these require-
ments an ‘indicator’ setting a completion target objective, supplemented by a risk 
function detailing the risk at hand as a function of the deviation relative to that target 
objective; (3) Assign responsibility for requirements follow-up among the project 
team leaders; (4) Organize the follow-up of these indicators throughout product de-
velopment as proof of a sound work management; (5) Finally, validate the full com-
pletion of the target objectives through the final prediction/completion conformity of 
these indicators. 
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by the requirements will be detected. Thus, looking at all the indicators (dashboards) 
one can accurately monitor the evolution of the project and detect at the earliest any 
possible drift relative to the target objectives and possible errors in operational man-
agement: this can be achieved by programming milestones or alternatively, it may 
spontaneously follow a project management decision to intervene. For complex 
projects necessitating a task breakdown, task managers will receive their roadmaps on 
the basis of a project requirements assignment and will be able to organize their task 
developments in accordance with our recommendations. Together they will have to 
complete during the milestones their progress file stating to senior management any 
progress that has been recorded under their guidance. An information system is essen-
tial for the collection and storage of all useful data: organizational choices, target data, 
current data, management decisions and exchanges between the different actors. 

4 Supervision (DECWAYS) 

Improving the methods and tools in project management is an industrial imperative 
clearly identified in the reviews dealing with assessment study: successes and failures 
of a large sample of projects. Here our ambition is to improve the dysfunction detec-
tion approach in project management and the ability of all project actors to coordinate 
their involvement. The idea is to propose a structured path for the actions to be carried 
out by apportioning the requirements follow-up tasks between a defined number of 
managers and thus oblige the latter to structurally make concerted decisions. This 
principle is supplemented by the choice, for project management, of a supervision 
system approach based on an automated detection of deviations or malfunctions dur-
ing programmed management, by risk analysis in the choice or corrective decisions 
and by a systematic storage of all decisions made. This choice should facilitate im-
plementation in practice since monitoring does not call for a modification of the tools 
already in use in companies but «only» to make them communicate towards the pro-
posed procedures. These proposals lead in turn to the proposal of a new tool: 
DECWAYS. DECWAYS intends to provide the company with a method and a tool 
for supervision, coordination and decision support during the management of devel-
opment projects: Supervision: this function is designed to detect and characterize 
systematically and automatically any erroneous trends and possible errors in design 
and management throughout project development. Coordination: this function is 
designed, following detection of the malfunction or deviation, to «oblige» the collegi-
al body made up of a limited number of managers to consult each other on their struc-
turally complementary points of view, and to propose a corrective consensus in  
accordance with the common objective of achieving success with the project. Deci-
sion support: this function which aims to support the diagnosis of the cause for the 
difficulty encountered and to formulate a corrective approach which anticipates the 
compared « risks » of the different solutions proposed by the limited number of part-
ners in charge. DECWAYS is built around a conventional supervision system archi-
tecture [4]: measurements are regularly obtained from the system and compared  
with reference values. Any deviations found can then be used to check the proper 
functioning and detect possible «failures». But that can only be done if the reference 
values, that is the correct functioning model, are «fair». In practice, there exist two 
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Fig. 4. The electronic key project « Sésame» 

The generic process relies on the general idea that it is possible, on the basis of the 
initial set of specifications and its embodiment in requirements and therefore in indi-
cators under constraints, to draw up derivative specifications and requirements for a 
group of subcontractors in charge of part of the project. Of course all this applies to 
the design as well as to management and should not lead to any loss of information. 
Coupling design and management processes is achieved by pooling together a number 
of indicators (allowing thus for the detection of any inconsistencies between the two 
parties) and sharing decisions (e.g., the decision to define a subcontractor workpack-
age calls for the approval by both partners as to the technical objectives and the means 
provided to reach them). Example of a situation handled by ATLAS: consider a joint 
design and management indicator, Nh the total number of work hours to reach the 
objective assigned to a subcontracted workpackage. This value is set by the prime 
contractor and assigned as objective to be reached by the subcontractor’s manage-
ment. The subcontractor’s design will assess this value and submit the result to his 
management colleague: in the event of a dispute they will either look for a solution 
acceptable to them or contact the prime contractor to negotiate a settlement. Indicator 
values are known at each tree node (nodes being depicted as small squares in Fig. 4). 
Therefore it is possible to know the state of the system at each tree node via the asso-
ciated dashboard: this information along with the formalized collaboration between 
these two major functions “design” and “management” are both a diagnostic support 
and beyond, a decision support. Note that the dashboard associated with a node yields 
for an indicator the local value and the aggregate value fed from the tree branch con-
cerned This feature allows management to choose between several solutions  
the one which yields for example the best result for a key indicator. An operational 
prototype ATLAS has been drawn up and allows us to check 1/ the feasibility of the 
design – management coupling, 2/ the support in choosing the right solutions for the 
electronic key problem, 3/ the relevance of the choice of thin client-Web technology 
as an implementation environment. 
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Fig. 5. Tree construction principle 

Conclusions: Improving the methods and tools for project management is an indus-
trial imperative that has been clearly identified in the analyses dealing with assess-
ment reviews, successes and failures of a large sample of projects. The aim of the 
proposals made in this paper is to improve coordination and cooperation between all 
project leaders. The idea relies on putting forward a generic process built on the tho-
rough management of the system requirements which is then used to build up infor-
mation and supervision system referred to as DECWAYS. Thanks to a generalized 
follow-up of « indicators », this system supports automated detection of any devia-
tions or malfunctions in the programmed management, risk analysis in the choice of 
corrective actions and systematic storage of these decisions… These proposals lead in 
turn to the proposed of a new tool DECWAYS which does not call for any modifica-
tion of the tools already in use by companies but “simply” to have them communicate 
(information system) towards the proposed procedures. A simple example of a first 
development shows the feasibility and confirms the interest of the approach. 
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Abstract. The make or buy decision is a strategic issue. When looking for find-
ing out which components or products should be manufactured or externalized 
then buy, capacity for human and technical resources at the workshop level as 
well as costs of the externalization are key questions to be answered. In the case 
of mobile manufacturing systems that are movable between various locations, 
long term strategic aspects must be considered when addressing the make or 
buy decision problem. This paper aims to provide a structured make or buy de-
cision model, adapted for reconfigurable manufacturing systems with strong 
mobility constraints. An industrial application case is provided to illustrate the 
presented method. 

Keywords: Mobility, RMS, make or buy, multi-site context, MCDM. 

1 Introduction 

The make or buy decision problem also known as "sourcing", "outsourcing" or "sub-
contracting" problem, is among the most pervasive issues confronting modern organi-
zations [1]. Making the right decision with regard to outsourcing can provide a major 
boost to a company's financial performance, although there is evidence that many 
companies do not achieve the advantages of outsourcing [2]. McIvor [3] demonstrates 
that decisions on outsourcing are rarely taken on the basis of particular strategic pers-
pectives. Most of time the only intention is gaining short-term cost advantages [2]. 

The "make or buy" decision is a strategic decision and has implications for the 
overall corporate strategy of the organization by analyzing a number of strategic fac-
tors in case of short term cost reduction purpose, long-term strategic considerations, 
which have greater importance, should be considered [4]. Padillo[1] identified six 
disciplines covered by the make or buy problem: (1) industrial organization; (2) cor-
porate/business strategy; (3) purchasing or supply management; (4) strategic opera-
tions management; (5) operations research; and (6) cost accounting or managerial 
economics. 

                                                           
* Corresponding author. 
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Make or buy decision was argued most frequently by the economists. They have 
considered the "make or buy" problem especially with the perspective of costs. But 
the "make or buy" decision considerations should not only focus on costs [4]. Many 
authors, have noted the need to include multiple factors when performing a make or 
buy analysis [1]. They take into account strategic competitive performance, mana-
gerial performance, sourcing performance and financial performance. McIvor [5] 
proposed a model based on technical capability, comparison of internal and external 
capabilities, organization profiles and total acquisition costs. 

On the other hand, manufacturing systems operating in a context characterized by: 
demand fluctuation, local production and site dependency, should cope with specifi-
cations such as mobility, scalability and functional adaptability. Those specifications 
allow fast and cost effectively adaptation to environment changes. In the literature, 
manufacturing systems meeting these specifications are referenced as Reconfigurable 
Manufacturing Systems (RMS) [6]–[9]. In the area of RMS, we notice a lack of mod-
els that takes into account the production system mobility, when addressing the "make 
or buy" problem. Furthermore, in multi-site context, a long term vision should be 
incorporated into the decision model in order to optimize the investments for the 
manufacturing mobile system respectively to the expected capacity and final product 
costs. 

In the following sections we detail our proposed make or buy model adapted to 
RMS systems. Then, the industrial application case illustrates the model before con-
cluding. 

2 The Proposed Make or Buy Model for RMS Systems 

The proposed decision model framework is adapted from the model proposed by van 
de Water and van Peet [2]. This framework highlights 3 decision model stages: 

• Strategic analysis: the make or buy decision is based on the satisfaction of multiple 
objectives (e.g. cost, risk...). This stage deals with the importance of each objec-
tive. The given importance highlights the priorities of the decision maker. Decision 
situation has an impact on these priorities, for example, considering the purchasing 
situation classification presented by Faris [10]. 

• Alternative evaluation: this stage proposes a model to evaluate in house manufac-
turing or external sourcing alternatives. The evaluation model is based on  
indicators definition. Each of the four indicators proposed is depending on other 
parameters which we call attributes. This stage will be detailed in the next section. 

• Providers selection: this stage is about contractual aspects in the provider selection 
process and collaboration nature definition. It's based on previous stage results. 
While our aim is to identify if manufacturing of a specified product will be 
achieved in house or via external sourcing. This stage is out of this paper scope.  
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Fig. 1. Structure of the alternative's evaluation model 

2.1 Alternative Evaluation Model 

Assessment of Techno-economic Objective 

Cost evaluation 
 

We identify three attributes linked to cost objective. Supply cost (1): it takes into ac-
count material purchasing costs and shipping costs set from transportation costs and 
customs clearance fees. On site storage cost (2): it depends on component value, sto-
rage period and cost of all tools used in storage activity. On site transformation cost 
(3): concerns all costs linked to transformation operations and value added activities 
realized on site. For in house manufacturing case, it takes into account, machinery 
investment, cost relative to usual functioning like process configuration cost, main-
tenance cost and energy cost. In addition, for a mobile manufacturing system, the full 
workshop is shipped on site, so it's necessary to consider the shipping cost. On the 
other hand, external sourcing case concerns in most cases quality inspection opera-
tions when receiving materials, and reworking operations.  

To assess the satisfaction of the cost objective, we use the satisfaction function 
proposed by Harrington [11] which appears to give satisfactory results in our case.  

Technical capability objective 

Internal technical capability 
Internal technical feasibility describes the ability of in-house manufacturing alterna-
tive to ensure the know-how and process required to satisfy the product feasibility on 
site. It depends on: 

System mobility: machinery and resources must be movable from one site to another.  

Qualification availability: operators are needed to be hired locally.  

Energy availability and accessibility: in the context of desertic location, energy acces-
sibility may be difficult, that can limit the use of certain resources (welding...). 

On the other hand, internal technical capacity is related to the ability to supply the 
necessary quantity of raw materials. Two factors are involved: (1) the availability of 
qualified suppliers, (2) their proximity from the geographical production location.  
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Supplier technical capability 
McIvor and Humphreys [5] identified 6 criteria to evaluate the technological capabili-
ties of supplier, which include manufacturing capabilities, technical support, design 
capability, investment in R&D, speed of development and new product introduction 
(NPI) rate. In our analysis, technical support, investment on R&D and design capa-
bility are embedded in technical feasibility. On the other hand, manufacturing capabil-
ity, speed of development and NPI rate determine the technical capacity of suppliers. 

Evaluation of technical capability satisfaction 
Evaluation of each technical capability factor is realized by giving notation between 0 
and 1. Non-compensatory aggregation strategy is needed because the failure of one 
technical capability factor could not be compensated by the well performance of 
another factor. GOWA (Generalized Ordered Weighted Averaging) aggregation oper-
ator could be used to make aggregation [12]. 

Socio-economic objective 
In the case of public projects where clients are governments or official institutes, so-
cio-economic issues must be considered. Öncü stated that "A government concerned 
with economic growth cannot ignore the economic aspects of technology. Major pur-
pose of national technology policy is the harnessing of technology to meet economic 
and social goals [...]. When one local-manufacture project is chosen rather than an 
import project, the choices have consequences for employment, [...]. Each local man-
ufacture project will affect employment and wage payments." [4]. The socio-economic 
benefits in terms of promoting local employment have an impact on final decision. 
We propose to incorporate in our model a socio-economic objective, which is con-
cerned with the direct employment creation. This objective will be directly linked to 
geographical production localization of the supplier: if the supplier is localized in the 
same country than client site, the satisfaction value is 1, otherwise, the satisfaction 
value is 0.1. 

For a considered make or buy alternative, the assessment of the corresponding 
techno-economic objective is based on the aggregation of cost, technical capability 
and socio-economic objectives. For aggregation, we use GOWA operator [12]: 0                                        1  

Risk Objective  

Identification of risk factors 
Padillo [1] identified 4 sourcing risk attributes: appropriation risk, technology diffu-
sion risk, end-product degradation risk, and supply disruption risk. Appropriation and 
technology diffusion risks are relevant mostly for outsourcing alternatives. While 
Supply disruption is applicable to both in-house and outsourcing alternatives [1]. On 
the other side, end-product degradation risk is in relation with the outsourcing of an 
activity that is located between the firm and its customers. This type of risk is  
not present in our problem, but the risk about transportation activity remains domi-
nant. Wagner [13] divided risk sources into five distinct classes: (1) demand side;  
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Fig. 2. Identification of risk factors 

(2) supply side; (3) regulatory, legal and bureaucratic; (4) infrastructure; and (5) cata-
strophic. Srinivasan [14] focus on two types of factors that can impact the perfor-
mance of supply chain, the first factors are internal to supply chain, which are demand 
and supply risks, like demand variability, lead-time variability supply delays, order 
cancellations, etc.). On the other hand, environment uncertainty which includes fac-
tors that are external to the supply chain. Those factors are strategic in nature, like, 
changes in product or process technology, competitor behavior, changes in consumer 
preferences, etc.  

Production system mobility implies that the characteristics of the site where the 
production system will be implanted will vary. In consequent, the risk factors related 
to implantation site should be integrated in the analysis. We use a macro-environment 
analysis, like the PESTLE (Political, Economic, Social, Technological, Legal and 
Environmental analysis) approach to characterize risks related to the implantation site. 
In the other hand, either make or buy situations require realization of additional  
operations by the buying firm. Internal operations need human and machinery inter-
ventions and should be realized locally on site. In consequent, internal risks corres-
ponding to human and machinery failures should be considered in both situations. 

The assessment of each risk factor is firstly conducted using the FMECA (Failure 
Modes, Effects and Criticality Analysis). Each risk factor will be identified and quan-
tified in term of likelihood of occurrence and in term of severity. Thereby, the overall 
risk criticality of will be defined by summing the corresponding criticality of risk 
factors. The next question is how to judge if the level of the risk criticality is accepta-
ble or not. We define a satisfaction function that will express the preferences of the 
decision maker. We use Derringer function (Derringer, 1980); the decision maker 
expresses an interval of criticality levels among which the criticality level of the con-
sidered alternative will be acceptable.  

Performance Evaluation 

Local Performance evaluation 
Local performance evaluation aims to find out the best alternative for each considered 
site localization. Each objective is evaluated as it was mentioned previously.  
The decision-maker should express it's preference between the importance of each 
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objective. Aggregation of the local performance is made using the GOWA operator 
[12]. This operator allow the DM to adapt the aggregation strategy, i.e. if compensa-
tion will be considered or not, to each situation decision, by setting the trade-off strat-
egy parameter. For each site i, Local performance evaluation of alternative j is  
assessed:                                        2  

TEO : Technical and Economical Objective value. RO : Risk Objective value 

Global Performance evaluation 
Global Performance evaluation aims to determine the best alternative in regard to 
overall sites. First condition that should be verified is the importance of each site. For 
strategic reasons, like the willingness to enter a new market, or for reasons of market 
size. Global Performance Evaluation (GPE) of the alternative j is given by: 

                                                       3  

n: number of sites where the production system will operate.  is the importance 
of the site i.  is the local performance evaluation of the alternative j, for the 
site i. s is the trade-off strategy parameter. All alternatives will be ranked following 
the GPE value, and then the best alternative will have the high GPE. 

3 Industrial Application  

The Industrial application concerns an enterprise E, operating in solar energy sector. 
For confidentiality reasons, real values have been changed, but hypotheses and as-
sumptions remain valid. The component analyzed is a steel part obtained by bending 
process. This part is critical because it contributes to mechanical resistance of the end-
product. The production should be operated by the same reconfigurable manufactur-
ing system sequentially on 5 different sites. The expected volume demands are: 
S1=20000, S2=18000, S3 = 16000, S4 = 5000, S5 = 11000. We consider 3 different 
alternatives. A1: part will be manufactured by the internal production system. A2: 
part will be realized by an external low cost supplier in Eastern Europe. A3: corres-
ponds to an external supplier localized in North Africa. 

3.1 Stage 1: Strategic Analysis 

Objective's Weighting 
Importance of each objective is set using a pairwise comparison. Therefore, the im-
portance of each objective will be obtained by the eigenvector of the matrix: Cost 
Objective: 0.635, Technical capability=0.287 and Socio-economical objective=0.078. 
In order to assess local performance for each site, technical and economical objective 
and risk objective will be considered with the same importance: ωTCO 0.5 
and ωR 0.5. 
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Abstract. Product recall is a challenge which may have a significant financial 
impact. Incidents should be anticipated to improve responsiveness and reduce 
potential harm. In this paper, we propose a product recall approach following 
the detection of a critical fault. It is applicable to foodstuffs industry characte-
rized by complex processes with high variability, high-speed manufacture and 
very large lots sizes. In such a case, usual strategy which consists of recalling 
entire lots is expensive and does not foster continuous improvement. The pro-
posed approach in this paper allow to identify root causes and other products 
likely to present the same noncompliance in order to make a targeted recall. The 
root causes are searched based on an analysis of traceability data using a Baye-
sian model. A data model suitable for product and process traceability is also 
proposed. The originality of our approach lies on the reconstitution of the con-
ditions of manufacturing of each item through the coupling of product and 
process unitary traceability data. 

Keywords: Product Recall, Root Causes, Traceability, Bayesian Networks. 

1 Introduction 

Despite all the control means implemented in industries, the risk of shipping noncom-
pliant products that do not meet consumer safety standard always exists [1-3]. When 
this nonconformity might cause serious and lasting health problems or death because 
of the use or exposure to the product then a recall is required. Due to globalization of 
exchanges (several suppliers and customers across all continents), product complexity 
(several ingredients and complex manufacturing processes) and regulations (accoun-
tability of the manufacturer on its product), product recall is nowadays a challenge 
that is facing more and more industries[4]. Although product recall may concern any 
type of product, but it is especially more frequent and critical in the field of food 
products. The causes of these recalls mainly come from materials, equipment or 
processes [1, 2, 4]. The usual strategy which consists of recalling entire lots generates 
direct and indirect costs especially on branding. These massive recalls are generally 
done without knowing the status (compliant or not) of recalled products. There are 
several examples where companies do very large recall because they cannot identify 
really defective items [2]. 
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The product recall scenarios are quite varied depending on the type of product, the 
type and scope of the supply chain and regulation. These scenarios also vary depend-
ing on the lifetime of the product, its manufacturing process and the actors involved in 
its life cycle (manufacturer, distributor, and retailer). The common point of all these 
scenarios is the need to trace the product to be recalled [5]. All recall scenarios use 
more or less traceability data to achieve the recall procedure. The knowledge of prod-
uct life cycle from the origin of raw material is a key factor for the identification of 
products to be recalled and the definition of an effective recall procedure [4-6]. That 
is why traceability plays a crucial role in product recall. The determination of the 
causes of a nonconformity will depend in large part on the quality of the traceability 
system.  

The use of deterministic tools for causal analysis in product recall procedure as re-
ported in [4, 6] is not always justifiable. In this work, we devise a framework for 
optimal product recall following a nonconformity finding based on a probabilistic 
causal model using a Bayesian network (BN). To find these causes, the knowledge of 
product records is necessary. To our knowledge, the few published data models dedi-
cated to the unitary traceability (see for example [7, 8]) have some restrictions in 
terms of actual material and process data registration. The unitary traceability system 
(enabling a serialized unique identification at the item level) and the proposed data 
model allow to know accurately the process parameters of each item. From this histo-
ry, causal analysis is performed to identify potential causes for the noncompliance and 
other products that may be affected. Determination of the list of potentially noncom-
pliant products thus enables a targeted recall.  

This paper is organized as follow. The overall recall procedure proposed is pre-
sented in Section 2. In Section 3, we propose a data model for collecting traceability 
data required for the developed causal analysis framework. This causal analysis 
framework is presented in Section 4.  And last we conclude with the mains contribu-
tions and perspectives of this work. 

2 Traceability and the Proposed Product Recall Procedure 

Traceability is an effective means for the mastery of the supply chain and for produc-
tion optimization (scheduling and resources optimization). It enables to cope with 
urgent and unforeseen situations such as product recalls. When the element under 
consideration is a food product, the important elements to trace are raw materials and 
ingredients making up the product, the history of transformation processes and distri-
bution and location of the product after delivery [9]. The traceability unit can be an 
aggregation of several articles (e.g. a lot or a pallet) or can be thinner and correspond 
to an article (unitary traceability).Within the framework of product recall, both types 
of traceability are required: tracking or forward traceability and tracing or backward 
traceability. Forward traceability is used to determine, for example, finished products 
containing a particular ingredient or having undergone a specific process. Backward 
traceability offers the possibility to identify suppliers and processes involved in pro-
ducing a particular article [5].  In terms of visibility and management policy, there are 
two levels of traceability; internal and external traceability [10]. Internal traceability 
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deals with private data stored within the company for internal use or in case of re-
quests from the authorities. Among these data may be mentioned the process parame-
ters, the origin of raw materials, quality records, etc. External traceability concerns 
public data that the different partners in a supply chain shall exchange between them 
to ensure end-to-end traceability. The recall procedure presented in this paper uses 
unitary and internal traceability data. 

Unlike the conventional recall procedure, the aim of the proposed procedure is to 
restrict the number of items to recall by exploiting unitary traceability data. This strat-
egy is especially relevant for products with high added value with large lot sizes (>1 
million). The proposed recall procedure starts with the detection or the reporting of a 
noncompliance. Fig.1 illustrates graphically the main tasks of the proposed recall 
procedure. 

Confirmation of the Noncompliance. This preliminary task enables the product 
manufacturer to establish unambiguously the noncompliance reported and to place the 
responsibilities between the different stakeholders (manufacturer, shipper, distributor, 
etc.). To do this, it may refer to historicized traceability data and tests. These tracea-
bility data must be reliable and usable. 

Determine Possible Causes of the Noncompliance through Backward Traceability. 
Determine root cause (raw material /process / machine parameters) likely to be causing 
the noncompliance. This task corresponds to the backward traceability process. This is a 
challenging task due to the large number of parameters to be considered, their large 
variability and uncertainties. Causes other than process / machine parameters such as 
design defects may give rise to non-compliances. But in our study, we limit ourselves to 
causes related to process / machine parameters. 

Determine the Duration of Abnormal Operation. Determines the range of time 
during which the manufacturing process has been in abnormal operation. This abnor-
mal operation is characterized based on the identified root causes. Through the tra-
ceability data, the goal is to automate this task. Spite of the 100% control, the risk of 
shipping noncompliant products is nonzero especially in process industries.   

Identify and Locate Items to Recall by Forward Traceability. The determination 
of the offending articles is crucial for an optimal recall. With a reliable unitary tracea-
bility, it is possible to restrict the number of recalled items. Through the unit tracea-
bility system, it is also possible to determine the position of each item in the supply 
chain by its identifier.  
 

 

Fig. 1. Main tasks in our recall procedure 

The implementation of this procedure depends largely on the traceability data and 
the causal analysis to determine root causes. This was two issues we have identified in 
this research work. The following two sections present our contribution to cope with 
these two challenges.  

Confirmation 

of the noncompliance

Determination of the 
possible causes of 
the noncompliance

Determination of the 
duration of abnormal 
operation

Identification and 
location of items 
to recall
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3 Data Model for Traceability 

Through the development of automatic data collection tools and technologies (RFID, 
Data Matrix, etc.), it is possible to track each item and accurately determine its 
process parameters. The unitary traceability (unlike lot traceability) provides a more 
detailed knowledge of the process. It allows a finer search for the roots causes.  To 
find the roots causes of noncompliant in the context of this research work, we mostly 
need the internal traceability data. A few data models dedicated to the unitary tracea-
bility have been published. Jansen-Vullers, M.H., et al. [7] and Khabbazi, M.R., et 
al.[8] develop an internal traceability data model with some restrictions in terms of 
actual material and process data registration. The traceability performed in the indus-
trial area (including pharmaceutical and food) is usually managed by disconnected 
data models. The motivations are often compliance with regulatory in unusual situa-
tions. Root cause search is very tedious in these conditions. We aim to collect all the 
necessary data and facilitate the causal analysis to determine the root causes and faci-
litate data exchange. IEC 62264 [11] standard provides objects models and attributes 
of manufacturing operations. The GS1 EPC (Electronic Product Code) Global stan-
dards [12] allow end-to-end  product traceability along a supply chain. We based on 
IEC 62264 and EPC Global standards to propose item-based traceability data model 
(Fig.2). The proposed model allows to know for each item, the process parameters of 
its manufacture. In our data model, the traceability data are organized by production 
order. The production order data is made up of data related to different process seg-
ments. For each process segment, production data, material consumed actual and 
material produced actual are recorded. 

 

Fig. 2. Unitary traceability data model based on IEC 62264 [11] and GS1 EPCIS [12] standards  
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Usually, when a nonconformity is detected, one contents oneself with recalling the 
whole lot without seeking prior exact causes of this noncompliance. However, this 
search can promote an optimal recall focusing only on defective items and processes 
improvement. The benefits gained by a selective recall are considerable especially in 
the case of large lots sizes and a large dispersion of finished products. But identifying 
root causes of a recall is in some cases a complex task. The following section presents 
our contribution to the search for the roots causes related to process parameters. 

4 Causal Analysis by Bayesian Modeling 

Food industry often operate in a complex and difficult to model process. It is also 
characterized by a large number of parameters, a large variability and various types of 
failure.  It is therefore difficult to diagnose a noncompliance. Various analytical tools 
have been used to determine the root causes of a noncompliance as part of a product 
recall procedure (see for example [4, 6]). Deterministic reliability engineering tools 
such as FMECA, HACCP, cause effect diagram and fault tree are often used.  In the 
industrial context outlined herein, the use of deterministic methods with categorical 
decisions is not always justifiable [4].  In this paper, we propose a probabilistic causal 
model using Bayesian networks (BNs). BNs are graphical models for reasoning under 
uncertainty [13]. They allow to combine, on the one hand, certain and uncertain 
knowledge. On the other, they allow to exploit both data and expertise. A BN is Di-
rected Acyclic Graph (DAG) represented by the pair (V, E) where V is a set of vertic-
es and E a set of directed edges connecting vertices. It is associated with each node 
marginal or conditional probability distribution table of the corresponding variable. 
The main purpose of our model is to determine the parameters that might be responsi-
ble for the detected nonconformity.  

We first present the construction of the model from the prior knowledge and histor-
ical data and then the use of the model with traceability data. Both historical and tra-
ceability data follow the data model developed in the previous section.  

4.1 Structure of Our Model 

The structure of the BN of our model is defined by background knowledge. Nodes 
and causal relationships are obtained from FMECA and fault tree produced by do-
main experts. The network is structured in 3 levels (see Fig.3): process parameters 
considered as root cause, product defect and nonconformity detected by end-users.  
 
 
 
 
 
 
 
 
 

Fig. 3. The BN structure 
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The first level correspond to the different process/machine parameter considered 
that may impact the product quality. The product defect is any deviation from the 
specification of the product. The nonconformity represents a symptom or effect of one 
or many product defects. 

Depending on its values (Normal or Abnormal), a process/machine parameter may 
generated (G) or not generated (NG) a product defect. As for the first two parameters, 
a nonconformity also has 2 states: observed or unobserved. Each of these nodes has a 
probability table.   

4.2 Determination of Our Model’s Probabilities  

Let X be a random or uncertain variable. We denote |  or   the prob-
ability that X = x with state of information1 ξ. We assume that variable x is distributed 
according to f, where f is a parameterized probability distribution. This parametric 
model is noted ~ |  with  the set of unknown parameters. The uncertainty on 
the parameters  is modeled through a probability distribution π ( ) called prior dis-
tribution. The most critical point of Bayesian analysis is the choice of the prior distri-
bution [14, 15]. Bayesian modeling has been adopted in several diagnostic and causal 
analysis applications. But the determination of  and the prior distribution of root 
causes has been little discussed. We start by addressing this issue.  

We assume process parameters to be independent variables distributed according to 

a Gaussian distribution , : , √  with , . 

With prior knowledge through the process data historian and in order to meet the 
requirements of objectivity, as the normal distribution belong to exponential families, 
we proceeded with the conjugate priors approach. 

From |  ~ , , we deduce  and π (σ) (the following development is 
based on [14-16]).  

| , 1√2  

|  

The hyperparameters , ,  are determined by the Markov Chain Monte Carlo 
(MCMC) method and Maximum-Likelihood Estimation (MLE). 

We use traceability data to update the prior belief by calculating posteriori probabilities. 

According to Bayes’ theorem, | , , , | , |  | ,| , ,  where | , , , , | , ,  

 

                                                           
1 Unlike the statistical probability, Bayesian probability varies according to background know-

ledge. But to make the notation less cluttered, we will ignore this conditionality that accom-
panies all Bayesian probabilities. 
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The best estimates of  and  are: µ : µ |µ 0         and           :  | 0   

Process/Machine Parameter or Root Causes. For each parameter, we divide the 
value space into two regions: Normal (N) and Abnormal (AN). 

Let  and  the upper and lower bounds of definition range of parameter .  

 and 1   

Product Defects or Intermediate Nodes and Nonconformities or Leaf Nodes. For 
each node representing a product defect or a nonconformity, its conditional probabili-
ty table is leaned from historical data and background knowledge. These probabilities 
are updated based on new data or knowledge acquired on the process. These updates 
may also suggest a change in the structure of the Bayesian network.  

4.3 Use of the Model 

In the previous two subsections we have built the Bayesian network modeling the 
causal relationships of the studied system. Its use consist in updating the prior belief 
and inference calculations. When a nonconformity is detected, this causal analysis 
model is used to found the root causes. This is a diagnostic reasoning problem. In 
general, probabilistic inference in Bayesian networks is NP-hard. Despite the poten-
tially large size of this type of graph, this inference problem can be addressed by 
techniques that are custom tailored to particular inference queries [17].Once the root 
causes behind the nonconformity have been determined, a search in the traceability 
data is conducted to determine the duration of abnormal operation and then the other 
items likely to be noncompliant. 

5 Conclusion 

In this paper, we have presented a holistic approach to product recall. This approach 
allows to optimize the recall procedure by a search of the roots causes. It thus allows 
to limit the recall solely to incriminated products. The proposed recall procedure is 
based on unitary product / process traceability. In order to facilitate the collection and 
exchange of traceability data, we have proposed a data model based on IEC 62264 
and GS1 EPCIS standards. The search for causes of a recall is done by analyzing 
these data by means of a Bayesian model. This model allow to combine certain and 
uncertain knowledge and to exploit both data and expertise. In future research works, 
this approach will be implemented and evaluated in industrial context. Experimental 
results will be analyzed and discussed. An extension of variables’ (parameter, defect, 
nonconformity) value spaces is also envisaged. 
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Abstract. The purpose of this paper is to highlight the importance of an infor-
mation flow management (IFM) and to show a way how IFM can streamline 
business processes. First a definition of relevant terms is given. Then the paper 
demonstrates how IFM can be applied to an industrial case in order to stream-
line and support the business processes.  

Keywords: information flow, information systems, streamlining business 
processes, business software. 

1 Introduction 

Information flow management (IFM) and Information systems (IS) are crucial factors 
for companies in all lines of business. Within the years the requirements to do busi-
ness have changed and got more complex. [6] Thus the companies’ structures have to 
respond to these new situations with changing the way they are doing business. Tradi-
tional structures are no longer appropriate. New technologies and services, like loca-
tion-based services, Internet of Things, Cloud Logistics and new technologies in the 
area of auto-ID technologies urge companies to adapt their processes and the way 
they do business. This change leads towards the introduction of Information flow 
management to optimize the effectiveness of companies. [6] Here, knowledge be-
comes an integral production factor. And knowledge is based on information.  

This paper describes how IFM can be regarded as cornerstone for streamlining 
business processes. Therefore the paper sketches the value of IFM for companies 
described with a use case example from the automotive near industry. 

2 Terms and Definitions 

The competitiveness of companies in the future is strongly influenced by the way they 
do business. Here, knowledge becomes an integral production factor. And knowledge 
is based on information. Nowadays information is omnipresent – it is the time of the 
so-called information society. Not only in our private lives we are confronted with 
information also the daily business is formed by an information overload. Especially 
for companies the right information at the right time is nowadays a crucial asset.  
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Barney [2] defines information as one resource (among others) that enables “the firm 
to conceive of and implement strategies that improve its efficiency and effectiveness”. 
Nevertheless it is not the quantity that is important. It is the quality of information that 
comes into value. 

In order to talk about the quality of information in general and for logistics in par-
ticular, it is important at this point to define the terms data, information and know-
ledge, to connect information and logistics in a more appropriate way.  

─ Data: The noun data is defined as facts and statistics collected together for refer-
ence or analysis. The term itself comes from the Latin plural of “datum”. 

─ Information: For this paper the relevant definition of information is defined as 
something that is conveyed or represented by a particular arrangement or sequence. 
The term information origins in the Latin verb “informare” (in English” to in-
form”), which means ‘to give from’ or ‘to form an idea of’. Furthermore the Latin 
noun “informatio” had already had the meaning of concept and idea”. 

─ Knowledge: Knowledge comes from the verb “to know”, which is of Germanic 
origin  Knowledge means facts, information, and skills acquired through expe-
rience or education and can refer to theoretical and practical understanding of a 
subject. Furthermore it can be divided between implicit and explicit knowledge. 

After having defined the terms it is furthermore relevant to bring these terms in a 
context, which is shown in Fig. 1. 

 

Fig. 1. Definition of the term ‘information’ [1] 

Characters are the main element and are the smallest unit. Characters in a special 
form become Data. Data with a special meaning (in an appropriate context) become 
Information. Finally information with relevance become knowledge for someone. For 
example in a company’s context the numbers ‘123456’ are meaningless data (every 
number itself is a character). If you put e.g. Art.No. in front of the numbers - 
Art.No.123456 – it is clearly defined what kind of information the numbers are. If this 
Art.No.123456 is then of relevance, for the employee dealing with it, the information 
become to intrinsic knowledge. At this point the employee has the knowledge what 
‘123456’ in his business context means. 

Floridi defined the general definition of information (GDI) as a tripartite way: σ is 
an instance of information, as semantic context, if: 

─ (GDI.1) σ consists of one or more data; 
─ (GDI.2) the data in σ are well-formed; 
─ (GDI.3) the well-formed data in σ are meaningful [5]. 
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For this definition “well-formed” means, as also shown in Figure 1, that the data 
are clustered together correctly, according to the syntax (order). And “meaningful” 
means that the data complies with the semantics (meanings). Referring to the Art.No. 
example, the single characters are meaningful in combination with the addendum of 
‘Art.No.’.  And this meaningful information with relevance can then be defined as 
knowledge, which again is relevant for companies. Knowledge is not only relevant it 
is an essential factor for companies. Surveys state that the percentage of knowledge at 
the value creation within a company is above 60 % [1]. Nevertheless, surveys also 
reveal that employees use more than 40 % of their working time looking for the right 
information [1].  

These circumstances lead to the necessity that an efficient information flow is ne-
cessary for every company nowadays. Out of the production point of view – as espe-
cially the production is dependent on the right information at the right time – the need 
for an information flow management, which can be subsumed to information logis-
tics, comes up. Here the focus of information logistics is strongly on data and infor-
mation, as shown in Fig. 2. 

 

Fig. 2. Importance of the term ‘information’ for IFM 

Especially data, its generation, storage and use in form of information is essential 
for the material flow. Thus the link between information and business processes can 
be set up. 

3 Information Flow Management 

Nowadays information is omnipresent – it is the time of the so-called information 
society. Especially for companies the right information at the right time is nowadays a 
crucial asset (That is what an efficient IFM is about). Barney [3] defines information 
as one resource (among others) that enables “the firm to conceive of and implement 
strategies that improve its efficiency and effectiveness”. Nevertheless it is not the 
quantity that is important. It is the quality of information that comes into value. But it 
is not only the quality of information that matters. What’s even as important is that 
the information is at the right time at the right place. Here the six R’s of logistics mat-
ter for the proper information flow management. 

The following table shows the six R’s of logistics applied on information. [2] 
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Table 1. 6 R’s of Logistics applied on Information [2] 

Right Information Necessary for the user 
Right Time Decision-supportive 
Right Quantity As much as necessary 
Right Place Accessible for the user 
Right Quality Detailed enough and usable 
Right Costs Reasonable PRice 

 
To support the realisation of an adequate IFM within the company, the concept of 

IT as enabler of process change is still on the forefront although dates already back to 
[4] and [7]. A change in information systems is possible as the technological progress 
over the years has opened new possibilities to support the organizational reengineer-
ing. However, information system aspects have often been left out of consideration in 
reengineering projects. Information systems often have had and still have the status of 
being a matter of course and therefore their integration is often not thoroughly consi-
dered [8]. Thus companies are far too often behind in their information technologies. 
Software systems are often out-dated and poorly structured. The need for agile soft-
ware architecture to support IFM becomes evident when the need for more flexibility 
and reduced costs in the daily business urges companies to restructure.  

Martin [9] defines a company as an open, socio-technical system with an organisa-
tion that has the goal to supply its customers in a satisfactorily way and by doing so 
making profit. As open system it has a lot of interfaces to the outside world, as shown 
in Fig. 3.  

 

Fig. 3. Interfaces of a Company [translated to English based on [11]] 

Highlighted in this figure is the information flow, which runs in parallel to the ma-
terial flow. This already shows the importance of a defined information flow and a 
well established information flow management. And an IFM is not only necessary for 
intra-company flows but also for the whole supply chain. Vogt puts a lot of weight on 
the importance of information along the supply chain: „Information regarding the 
demand for, quality of the products, and other factors such as financing, and guaran-
tees, will flow up and down the supply chain to keep every member informed of the 
current state of affairs pertaining to their products. This information must be timely 
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and accurate as the manufacturing of the products must be adjusted to the demand as 
quickly as possible” [14].  

This is just one statement pointing out the importance of the information flow. 
Thus the demand for information flow management and appropriate Information Sys-
tems is obvious. IFM has a great potential to support the processes of a company and 
the whole production area. Especially initiatives like “Cyber-physical Systems“, “In-
ternet of Things” and “Industry 4.0” are strongly heading in the direction of smart 
factory and horizontal and vertical integration along the supply chain. At this point 
IFM will be an essential cornerstone. And as technologies enable new software archi-
tectures, it makes sense to introduce not only standalone software systems but  
business software to support a proper IFM. In this context Sundblad [13] states that 
business software is often introduced for exactly one reason: “It should support the 
business and its activities to increase the productivity and efficiency of the business”. 
The advantage of business software lies in the fact that business software can be inte-
grated in all relevant business processes – like sales, production, after sales - to get a 
higher scale effect.  

The following chapter will illustrate a use case where IFM – based on business 
software integration – is used to streamline business processes. 

4 Use Case Domain  

The research area for this use case is the automotive-near industry with a research 
partner that develops and sells engine test bed systems. These products are examples 
of automation systems. A test facility system basically measures, records, and visua-
lizes numerous values provided by sensors according to test plans. The test facility 
requires appropriate parameterization for that purpose. Due to the various different 
use cases of test facilities, test facility systems have to be adapted according to cus-
tomer-specific requirements. Typical test facilities consist of hundreds of thousands of 
components. According to Martyr “an engine test facility is a complex of machinery, 
instrumentation and support services, housed in a building adapted or built for its 
purpose. For such a facility to function correctly and cost-effectively, its many parts 
must be matched to each other while meeting the operational requirements of the user 
and being compliant with various regulations” [10]. 

A typical business process chain in the domain of this use case, shown in Fig. 4 as 
coarse-grained overview, covers aspects from product management, sales and order 
fulfillment (equal to production) to the customer service.  

All processes are considered as a separate phase with several sub-processes, each 
having separate handover breaks and requirements.  

 

Fig. 4. Schematic Process Chain 
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Taking a closer look however on the software systems in use along the process 
chain it becomes obvious that many different systems are used and many interfaces 
are needed to enable an information flow. Nevertheless all handover breaks and inter-
faces, even if they are automated, are a potential risk for information loss: These gaps 
cause a significant information loss and cause extra manual conversion and transfer 
efforts. Moreover relevant information might be lost throughout the process chain, 
and information needed in the progression of the project might not be available, as the 
importance of these data might not be clear upfront. 

However, implementing an efficient information flow management that is sup-
ported by an integrated information system can streamline the business processes. 
This requires an information flow management that is implemented by integrated 
business software along all processes. 

5 Benefits of an IFM Approach 

Through the integration of a software system as business software, indicated as a 
constant banner in Fig.5, an efficient IFM can be established. Thus all essential 
processes will be supported and it will have predefined interfaces to other tools, 
which are relevant for the processes. While the new business software is the technical 
backbone for the information flow, the other tools, indicated as tool 1 till tool n, are 
mainly used for individual matters.  
 

 

Fig. 5. IFM supported process chain 

The application of this concept has individual benefits on the different processes 
within an organisation. Therefore all relevant information has to be added gradually to 
the software system. This constant information flow also enables a better fault man-
agement as the information flow is integrated along all processes. 

An IFM achieves not only benefits through an integrated information flow along the 
processes. IFM has also effects on the processes themselves. In general there are two 
relevant points where first savings can be achieved:  

1.  a reduction of cycle times can either be achieved with an elimination of process 
steps or with 

2.  the shift of process steps to upstream processes.  

The first one can be achieved, as the system offers the possibility that process steps 
are done automatically. The latter one enables a cost reduction as several process 
steps can be done earlier in the process for less costs. 

Business Software
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Fig. 6. Business Process Streamlining 

First analyses show that savings between ten and fourteen per cent can be 
achieved. This first analysis, however, is only based on scenarios where the business 
software usage to enable IFM is mainly concentrated on the project execution phase. 
With a process-wide implementation, as shown in Fig. 6, even more savings can be 
achieved. Costs savings in a two-digit percentage range are expected. 

6 Conclusion and Future Work 

In this paper the benefits of an information flow management, realised by the use of 
integrated business software are described in the context of the automotive industry. It 
described the effects of a business software usage on the processes and on the com-
pany as a whole. Generally speaking it can be stated and also proven with first results, 
that an integrated business approach with IFM can have an enormous effect on the 
business process within an organisation. The applied research in the area of industrial 
automation systems proves applicable and undermines the positive effects of IFM. 
This approach promises to overcome information loss along the value chain and most 
important it supports business processes. 
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Abstract. In the Factories of the Future framework, cutting-edge ICT develop-
ments have been accomplished by the industry, triggering new professional 
needs, which lead to new learning and training needs and new roles, especially 
regarding high-skilled labor force. Under this light, in this paper we define and 
analyze further the reasons triggering what is known as a “skills gap” in the 
world of European and global manufacturing, before reviewing applied solu-
tions. Missing roles and related manufacturing skills, necessary for the devel-
opment and progress of Factories of the Future, are then identified, based on 
surveys which reveal the voices of industrial stakeholders dispersed in the in-
ternational market. The present analysis was conducted in the frame of the FP7 
FoF project “ManuSkills”, which aims to study the use of enhanced ICT-based 
technologies and training methodologies to facilitate an increase of young talent 
interest in manufacturing and to support their training of new manufacturing 
skills. 

Keywords: Skills Gap, Manufacturing Skills, ICT for Manufacturing, Factories 
of the Future, ManuSkills. 

1 Introduction 

According to the Department for Education and Skills [1] in the UK a skills shortage 
is defined as “A situation where there is a genuine shortage in the accessible external 
labor market of the type of skill being sought, and which leads to a difficulty in re-
cruitment”. Additionally, we can find an internal skills gap, where existing employees 
with a certain skill set are insufficient to meet the constantly renewed business  



176 A. Skevi et al. 

 

objectives. From another perspective, given that most manufacturing positions today 
require at least basic STEM (Science, Technology, Engineering and Maths) skills, this 
phenomenon is often referred to as the STEM crisis, since not many students nowa-
days follow careers stemming from the STEM fields, creating thus an ominous future 
for manufacturing. This problem is said to be present at world-wide level; United 
States, Australia, China, Brazil, South Africa, India and of course Europe.  

2 Skills Shortage: The European Case 

Landing in Europe, skill deficiencies are already a critical issue. The European Com-
pany Survey [2] presents data, showing that in 2009 approximately 36% of firms 
belonging to EU-27 encountered trouble to hire (highly) skilled personnel. Figure 1 
reveals that in 2009 a significant part of European firms experienced difficulties in 
tracing suitably skilled employees, especially in the domains mostly affected by the 
crisis. An important part of manufacturing employers (40%) reported a higher short-
age of skilled labour force [3]. Cedepof [4] identified that green occupations, vital for 
innovation and sustainability, suffer from skills gaps, especially when it comes to 
STEM skills. 

 

Fig. 1. Skills and labor shortages by economic sector in EU-27 (2009). Source: [3]. 

3 The Missing Roles 

The global case does not seem more promising, as skills gaps seem to have an impact 
on the majority of the roles required in manufacturing. In the present survey we focus 
on roles related to highly skilled labor force. The Economist Intelligent Unit [5]  
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conducted a global survey with executives from diverse industries. Almost 60% of 
them seemed to be worried about shortages found or anticipated in the technical or 
engineering field (Figure 2). Regarding the most significant skill shortages, deficient 
problem solving skills reached the top, with basic technical and industry-
employability skills (ex. ICT literacy, self-directed learning, adaptability, communica-
tion, teamwork) following.  
 
 

 

Fig. 2. Difficulty of skilled workers identification, based on specific functions. Source: [5].  

The aforementioned situation rises a paradox, given the constantly increasing rate 
of unemployment. More specifically according to Eurostat data [6], between 2007 and 
2012 most of the EU countries presented a raise above 2% in the unemployment rate 
of their active population with Ireland, Greece and Spain reaching peak numbers 
(from 10 to 18%). Only Malta, Austria and Germany lessened their unemployed pop-
ulation. Even if this statistical data do not refer exclusively to manufacturing, it is 
widely known that also candidates of the engineering areas – often overqualified – 
have a hard time finding the appropriate position. A skills mismatch is considered as 
the main factor defining this paradox, with long-term unemployment, recruitment 
hesitation due to economic uncertainty [7] and elastic labor demand [8] aggravating 
further the problem.  

4 Skills Gap Root Causes 

Many attempts have been made to explain and interpret the critical issue of skills gap. 
Our survey of the relevant literature identified 5 key gaps: 
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• Demographic gap: an aging workforce 

The rapidly aging workforce leads to skilled-labor shortages. According to Eurofound 
in 2011 [9], the working population (Eu27) aged between 55 and 64 grew by approx-
imately 17% from 2000 to 2010, with manufacturing absorbing the main percentage 
(14%) of the aged workforce. Employers tend to attribute the elderly staff with a high 
level of absenteeism, resistance to change, low flexibility and adaptability to new 
methods and technologies [10], thus setting doubts to the success of their retraining. 

• Human Resources Management gap: outdated strategic workforce planning 

Although manufacturers indicate workforce planning and labor costs first in their 
corporate strategy planning, when hiring new staff, they usually rely on informal sug-
gestions, while advice from educational institutes, retraining of the existing talents 
and the establishment of a competency model approach are usually set aside [11], 
revealing a possible strong effect from cultural aspects. 

• Educational gap: limited efficiency of national education and life-long learning 

One of the main reasons for the global skills shortage is the weak link between what 
schools teach and what the job front needs. STEM education is still presenting many 
deficiencies. The “one-size-fits-all” approach often implemented promotes standardi-
zation, while undermining innovative approaches for STEM. In addition, the tradi-
tional school model does not leverage alternative educational programs integrating 
ICT-based solutions, while STEM teachers are not always fully or properly trained 
[12]. Regarding higher education, traditional institutions cannot afford to constantly 
change their curriculum following the continuously and fast-changing industrial needs 
[13]. Finally, when education spans much further than the K-12 frame, it is impossi-
ble for formal education to eternally claim responsibility for lifelong learners. Conse-
quently, workers should independently self-direct their training throughout their  
career. 

• Manufacturing Image gap: poor perception among the young generation 

The widespread belief that “we don’t make things anymore in Europe” [14] can dis-
courage the younger generation from following an industrial career. Further, some of 
the media propagate such perceptions, ignoring the recent progress and the contribu-
tion of different manufacturing actors. Moreover, the social environment often pre-
vents young talents from working in manufacturing, due to consolidated opinions 
based on experiences created by industrial standards of the past [15].  

• Flexibility gap: the changing nature of work 

During the last decades, the core of STEM working has radically changed. Long-term 
employment is hard to find, while the labor market is overwhelmed by temporary 
positions [16]. On the other hand, currently many companies –unwilling to  
invest time and money for training- favor too much outsourcing [16]. Thus, the vola-
tility and rapid transformation consists an additional barrier for young people towards 
engineering. 
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5 Overview of Solutions 

The critical issue of skills shortage, is not a new problem to industrial actors, having 
tackled with the challenge to a degree with different levels of success. Literature indi-
cates that some companies, especially in the high-skilled level, rely on overtime or 
contingent labor (such as outplacement agencies), even by addressing new workforce 
segments such as former army members, housewives or immigrants [11].  

However, overtime hours appears as a short term solution not effectively address-
ing the issue of unemployment. Outsourcing, mainly used to reduce operating costs, 
only seems to displace the problem to other companies engaging “experts” not exclu-
sively devoted to a certain organization. Additionally, it has negative effects on the 
attractiveness of skilled jobs, and may lead to an eventual loss of control over the 
company’s processes and sub-standard quality output, while in the case of offshore 
outsourcing, issues may raise regarding language and communication [17]. 

Some industrial domains have also taken local actions to face the problem by ad-
dressing national education or vocational training institutions for bilateral training 
programs, in order to customize their curricula to train effectively future candidates 
[18]. 

As a step further, following the German example [19], a global European initiative 
could scale up these local ones, thus providing a more sustainable solution to develop 
required manufacturing skills, with countries with an effective program of vocational 
education helping other weaker countries enforce their future skilled force 

Trying to achieve a solution in the long-run, governments are spending billions of 
dollars every year to enhance the ranks of STEM workers [14, 20, 21]. The European 
Commission [3] has also shown an active engagement, in order to limit the impact of 
this phenomenon by giving guidelines, which aim to identify clearly the skill needs 
and supply, to effectively bridge the gap between the labor market and education. 

However, the challenge here is to boost field oriented, competence based learning, 
scaffolded by innovative delivery mechanisms, which can raise training effectiveness. 
Skills standardization is a promising method, with employers communicating the skill 
standards they have defined to educational and technical training actors, so that they 
design and conduct effective training programs. As a result, employers can hire work-
force with relevant skills, who boost productivity by returning faster the company’s 
staffing investment. Further, relevant skills can be leveraged by promoting the role-
model of life-long learners and encouraging professional mobility –if necessary with 
cross border skill policies and a better strategy to match people’s skills to the indus-
tries’ requirements. 

6 New Skills Requirements 

Behind this skills gap there is an opportunity: if education could provide more skilled 
workers and advanced manufacturing engineers to the industry, there would be an 
opportunity to radically transform the European factories, boost their competitiveness 
and profoundly renew the social image of manufacturing.  
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In order to efficiently transform the European factories, we should get rid of this 
XXth Century Taylorist vision of skilled worker roles. Definition of skills and compe-
tences of the workers is far too much enclosing them inside a single industry or proc-
ess specialty -such as Assembly, Injection Molding, Surface Treatments or Die  
Casting- while engineering and technician positions are usually written in a way that 
leave them navigate from industry to industry or from specialty to speciality. It 
doesn’t mean that skilled workers should not specialize in a given kind of process, but 
they should be given the necessary background to make it easy for them to move from 
one speciality to another based on job market demand. 

As stated by Manufuture consortium, representing dozens of large and small manu-
facturing companies in Europe, in its 2007 proposed roadmap for Factories of the 
Future [22], the success of European manufacturing requires a new definition of 
manufacturing roles: “Taylorism is contradictory to knowledge-based manufacturing. 
Manufacturers need to adapt to a new type of Taylorism which takes into account 
dynamic change and adaptation, specific human skills and the requirement of co-
operation in networks. (…) Success of European manufacturing to date is mainly 
related to the great diversity and skills of personnel at all levels.”  

Based on this observation our project proposed to infer from recent Factory of the 
Future roadmaps the skillsets that would enable a fast adoption of breakthrough in-
dustrial concepts in Europe. We can classify the value brought by each breakthrough 
into 3 broad categories, as proposed by ActionPlanT roadmapping project in 2010 
[23]. 

• On-Demand delivery of customized products through a network of manufac-
turing partners 

Factories of the Future require production engineers capable of rapidly prototyping 
new manufacturing systems in Engineering To Order (ETO) model, and continuously 
optimize manufacturing models. Production Engineers also need to be able to recon-
figure an existing manufacturing system to adapt to a change in demand or a change 
in design. Eventually Production Engineers need to be capable of simulating the de-
tails of the manufacturing processes, machinery kinematics, ergonomics, with maxi-
mum accuracy to allow virtual and augmented reality. 

Skilled workers as well as their management need to be trained in methodologies 
allowing frequent design and process changes, in a context of more and more com-
plex and configured “Built To Order” products. More and more production systems 
will be self-optimizing with advanced monitoring and control: skilled workers need to 
be able to operate them.  

Eventually more engineers and skilled workers need to be capable of using mod-
ern ICT solutions to plan and optimize manufacturing tasks taking into account their 
entire manufacturing systems as a single “Virtual Factory” (a.k.a “Global Plant 
Floor”), including the network of their suppliers and distributors in order to react in 
the best way to all unexpected changes that may happen internally, or from their cus-
tomers, or from their suppliers.  
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• Fast industrialization of innovative new product / process technologies 

Factories of the future also require manufacturing engineers and manufacturing man-
agers capable of mastering the innovation life cycle in a manufacturing context, from 
laboratory assessment to ramp-up in production. Each new process or piece equip-
ment will use intellectual property that it is important to identify, protect and 
monetize attached to new equipment and processes: this is another discipline that 
needs to be taught to manufacturing engineers and manufacturing managers. This 
leads also to training manufacturing engineers and manufacturing managers, so that 
they can design and launch new manufacturing business models relying on finance- 
and science-based entrepreneurial spirit. 

As production and test equipment is also improving in flexibility and precision, 
skilled workers and engineers need to be trained to rapidly learn how to configure and 
operate new pieces of equipment at their full capacity from day one. This is especially 
true for new processes leveraging advanced, graded, bio-, nano- or hazardous materi-
als. An initiative promoted as part of Factories of the Future is the concept of “Teach-
ing Factory” capable of training employees for emerging manufacturing job profiles, 
and assessing their skills.   

• Enforcement of quality and sustainability compliance while minimizing cost 

Engineers are also required more and more to run lean assessments and optimize 
processes efficiency enterprise-wide. They need to learn how to reconfigure state of 
the art operations management ICT systems that are used to monitor and control the 
enterprise processes in real time. Similarly, aftersales Engineers and field Technicians 
are required to design, simulate and run new kinds of aftersales services, such as in-
spection, repair or upgrade of complex products.  

Eventually Factories of the Future also require more skilled workers knowledge-
able about ways to ensure compliance of products, processes and services with  
regulatory constraints, or with industry best practices or with internal company rules. 
Factories of the future will require Quality Technicians capable of planning and  
executing preventative maintenance plans and condition-based maintenance of manu-
facturing equipment. Eventually more Sustainability Technicians are required to  
optimize end to end energy consumption and other environmental costs factors of 
manufacturing processes. 

7 Conclusion 

The list of manufacturing skills proposed above is the result of our research and con-
stitutes only an example that needs to be further matured and maintained with the help 
of industry representatives. However we demonstrated that it is possible to link all 
these definitions together to increase the attractiveness of manufacturing jobs, and 
ease the mobility of skilled workers across manufacturing specialties, industries and 
geographies. 

There are already many regional and national initiatives in place, very often orga-
nized by industry but also more general sometimes. As a continuation to our work,  
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we now would like to identify such organizations and involve a maximum of them in 
the dissemination activities of our project. 

An alignment with the US Manufacturing Skills Certification System, would be a 
complementary approach that could help adoption by a majority of stakeholders. 
However as long as these job positions are not mapped with actual job offers from 
each industry segment, there will be little appeal for students and school program 
managers. 

Within the ManuSkills project we plan to prototype a platform that will help the 
industry and the academics define these manufacturing skills, and develop awareness 
and training programs to attract young talents to manufacturing. Experiments con-
ducted by the consortium partners in different European countries both in the second-
ary and tertiary level of education, in close collaboration with industrial stakeholders, 
will attempt to apply and evaluate the ICT tools developed and leveraged to raise 
awareness and sometimes facilitate the acquisition of the aforementioned skills. As a 
final step –stimulating though insights for further research-, results of our studies will 
be used to redefine a skills framework much closer to the vision set by Factories of 
the Future. 

Acknowledgements. The research conducted in the frame of “ManuSkills” project 
leading to these results has received funding from the European Community's Seventh 
Framework Programme (FP7/2007-2013) under grant agreement n° 609147. 
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Abstract. Product Development (PD) management is changing through the 
emergence and implementation of agile principles into existing PD frameworks. 
This process changes PD governance assets, even though this aspect is not yet 
described in existing literature. Thus, this paper introduces PD governance of 
agile/stage-gate hybrid solutions through a comparative study including five 
case companies supported by a review of existing literature. The results include 
an overview of applied governance assets including which are supportive for 
PD management. The study indicates that only assets not part of corporate gov-
ernance are affected by the introduction of agile, and that unaltered corporate 
assets affect PD performance of the hybrid solutions negatively. 

Keywords:  Product development governance, agile product development, 
scrum, stage-gate models, case study. 

1 Introduction 

Globalization is believed to be a major driver of increasing competition, generating 
higher customer expectations and thus shorter product life cycles [1]. In this global-
ized world, the competitive industrial company is the one that succeeds in being open 
and flexible to any customer demand, while still developing and producing high-
quality products at low cost [2][3]. From a systems perspective we can see PD 
processes evolving from fitting the description of a closed deterministic system to 
approaching more the definitions of an open system. Indeed, complex PD processes 
are more accurately described through open-system models, including a number of 
un-determined influential external factors. 

To support the PD management process the majority of large industrial companies 
have generic process models or process standards [4]. The generic process model 
includes a visual representation of the series of main activities in the PD process often 
sorted in a series of stages and gates [5]. The process model is accompanied by cor-
responding PD methods describing how to use the model during the PD process. Fur-
thermore, PD is enabled by PD process governance, which entails the supporting 
management processes and supporting mechanisms of the organization. While much 
research has been concerned with PD process improvement and PD management 
methods, only few articles focus on PD governance.  



 Agile Product Development Governance 185 

 

PD governance has emerged from project governance, among others, where a ma-
jor and recent trend is concerned with governance from an institutional perspective 
[6]. In 2007 Patel [7] even used the phrase ‘governance movement’. The aim of PD 
governance is to support the PD process in achieving long-term value [8]. Hence, PD 
governance is of major importance for PD performance, yet little research is con-
cerned with governance of complex PD processes [9], which includes the open system 
PD processes of interest in this paper. One of the latest branches of research on PD 
management is agile PD, which has recently emerged (in the early 10’s) on managing 
the increasing complexity of the PD process using agile methods. The agile methods 
originate from the software development industry and are now increasingly being 
adapted by, among others, research and development in industrial companies. Recent 
academic findings include Cooper [10], who shows that agile methods are applied 
within the context of existing stage-gate PD models, and Ovesen [11], who in 2012 
conducted a multiple case study of industrial manufacturers implementing Scrum. 
Scrum is one of the dominant agile PD frameworks, including agile process model, 
methods and PD governance. The findings indicate that companies significantly im-
prove PD performance after implementation, but that the agile framework is merged 
into the existing PD standards rather than replacing them.  

This paper is concerned with exploring PD governance of the agile/stage-gate hy-
brid solutions, which are currently emerging in industry for the purpose of developing 
theoretical proposals for further research on PD governance. The paper includes a 
theoretical background of PD governance, agile PD with focus on Scrum, and an in-
troduction to Scrum governance. Afterwards, is a presentation of a multiple case 
study method and the involved case companies, followed by an overview of the case 
study findings, discussion of the results, and finally proposals for further research.  

2 Theoretical Background 

Governance is an emerging aspect of PD management and an area of increasing atten-
tion [12-14]. Governance is a set of management systems, rules, protocols, relation-
ships, and structures that provides the framework within which decisions are made to 
achieve the intended business or strategic motivation [15]. A PD governance system 
includes an overall governance structure with supporting governance assets (adapted 
from Weill and Ross [16]), which is illustrated in Figure 1. 

Agile PD is one of the latest branches of research that recently emerged (in the 
early 10’s) within industrial PD management. Agile methods are specialized in man-
aging highly complex PD including active customer involvement. The agile methods 
originate from the software development industry and have now been adapted to new 
PD research in the context of the manufacturing industry. Recent academic findings 
include Cooper [10], who shows that agile methods are applied within the context of 
existing stage-gate models, and Ovesen [11], who in 2012 conducted a multiple case 
study of seven Danish manufacturers implementing the agile PD method called 
‘Scrum’, which included an agile process model and governance of PD projects into  
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hand financial structures are as little described in Scrum as is the case for traditional 
PD. Hence, it is relevant to notice that the goal for PD management frameworks is to 
improve PD performance including financial performance, and at the same time the 
determining financial structures are undefined. The same situation occurs for both 
information systems and reward systems for PD management, which generally 
remain undescribed in both Scrum and traditional PD frameworks. However, roles 
and responsibilities are well described in existing frameworks with distinct varia-
tions. The Scrum roles are the product owner, scrum master, and scrum team, which 
have a set of distinct responsibilities as described in Table 1.  

Table 1. Scrum roles and responsibilities 

Scrum Roles Responsibilities 

Product Owner 

- Clearly express product backlog items 
- Order product backlog items to best achieve goals and missions 
- Ensure the value of the work the development team performs 
- Ensure that the product backlog is visible, transparent, and clear to all 
- Ensure the development team understands items in the product backlog 

Scrum Master 

- Clearly communicate vision, goals, and product backlog items 
- Teach participants to create clear and concise product backlog items 
- Facilitate Scrum events as requested or needed 
- Coach in self-organization and cross-functionality  
- Remove impediments to the Development Team’s progress 
- Plan Scrum implementations within the organization; 
- Help employees and stakeholders understand and enact Scrum 

Development 
Team 

- Self-organize - turning product backlog into product increments 
- Cross-functional collaboration 
- Share accountability in the Development Team as a whole 
- Avoid sub-teams dedicated to particular domains 

 
In contrast, traditional PD frameworks generally operate with a steering committee, 

a project manager, an a project team. The steering committee is responsible for stra-
tegic decisions, whereas the project manager is responsible for all tactical and opera-
tional decisions including both project and process management. The project team 
does not have management responsibilities and are only responsible for finalizing 
assigned tasks.  

Hence, there are significant differences between traditional PD governance and 
Scrum governance, but some governance assets still remain undefined within both. 
Since companies increasingly implement Scrum in combination with traditional PD 
methods, it is relevant to explore how governance systems are correspondingly af-
fected by the emerging hybrid solutions. Therefore, we ask the research question: 
“What are the applied governance assets in practice, in cases of scrum/stage-gate 
hybrid methods for product development management?”  
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3 Method  

In order to answer the research question, an explorative comparative case study has 
been conducted including five large companies with different product types in differ-
ent industries. The companies were selected based on their maturity in hybrid/stage-
gate solutions to include companies with experience in using them, and thus the  
chosen companies had implemented their solutions between 2-5 years prior to the 
study. An overview of the companies is presented in Table 2. 

Table 2. Case studies on agile PD governance 

Company Product types 
Number of 
employees 

Company type Data 

D Pharmaceuticals  37,000 Industrial mass-producer 3SI, 1 GI, 1 OS, 
PM, ID. 

E Plastic Toys 10,000 Industrial mass-producer 2 SI, PM, ID 
F Electronics 170 Industrial mass-producer 2 SI, PM, ID 

G Windows 10,000 Industrial mass-producer 16 GI, PM, ID 

H Cross-country 
power lines 

700 Energy Construction and 
service provider 

24 SI, 6 GI, 1 
WS, PM, ID. 

SI= single interviews, GI= Group Interviews, OS=Observations studies, WS=Workshops, 
PM=Project Management standards, ID=Internal Documents. 

 
A multiple case study approach was chosen to enhance the possibility of attaining 

rich data hence allowing greater depth and clarity [21]. Furthermore, a multiple case 
study creates the opportunity to compare results across the case contexts and develop 
a broader and more generalizable understanding of the phenomenon. The data was 
analysed through open coding and sampling according to governance assets into a 
conceptually ordered display. The interview study findings were strengthened through 
triangulation to company internal documents and company project management stan-
dards for PD. 

4 Results  

The results have been structures according to the five governance assets, and over-
view of applied assets in the case companies is presented in table 3.  

Physical facilities include project rooms with scrum boards in four out of the five 
companies, which were implemented together with Scrum. These facilities enabled 
and enhanced process visibility and knowledge sharing both within the team and to-
wards PD stakeholders. The company without dedicated facilities was in a process  
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Table 3. Case studies on agile PD governance 

Cases 

Governance assets in case companies 

Physical facilities Financial 
Structures 

Information 
System 

Reward 
System 

Roles and 
responsibilities 

D Portfolio board, PR 
and SB 

No Ac-
count 

None KPI Hybrid 

E PR and SB Dedicated Rally KPI Hybrid 

F PR and SB Dedicated None KPI Hybrid 

G PR and SB Dedicated None KPI Hybrid 

H No dedicated facili-
ties 

Dedicated None KPI Hybrid 

PR = Project Room, SB= Scrum Board, Dedicated = Dedicated project account 
No Account = No dedicated account within projects, owned and managed financially by R&D 
department. Hybrid = Scrum team with project manager as project owner and liaison to a steer-
ing committee. 
 
 
of implementing these due to recognition of the possible benefits. Company D fur-
thermore had a portfolio board displaying the PD projects publically within the com-
pany enhancing visibility across PD projects. Based on the cases, project rooms with 
scrum boards are regarded an essential part of PD governance of agile/stage-gate 
hybrids. Four of five cases have dedicated account to PD projects as part of the finan-
cial structure. The dedicated accounts allow for PD managers to purchase resources 
from the surrounding organization and make the project independent from other  
activities. Company D had no dedicated accounts, and based on this experienced  
difficulties in finalizing PD projects towards internal customers, and challenges in 
‘borrowing’ specialized resources especially from manufacturing. Thus, dedicated 
accounts are considered to be the preferred financial solution for PD governance. 
Regarding the information system, only company E had implemented an information 
system to support the agile PD process, however the effects were still too immature to 
materialize. Hence, for information system asset it is deduced that this governance 
asset is not yet part of hybrid PD governance practice.  The reward systems were not 
affected through implementation of scrum, and the Key Performance Indicators (KPI) 
system was applied in all five cases. Even so, this entailed challenges due to a mis-
match between the rigidity of the system and the level of change in PD projects. 
Hence, even though the KPI system is present in all cases, it is not the ideal solution, 
and practitioners call for more flexible adaptable reward solutions. Finally, the Roles 
and Responsibilities included a hybrid between traditional PD and agile PD. For all 
companies, the Scrum terminology has been adapted including product owners, 
Scrum masters, and a self-organizing development team. However, all cases also had 
steering committees consisting of line managers and management stakeholders. 
Through the implementation process, the former project managers had become prod-
uct owners, whereas selected team members had been trained scrum masters.  
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5 Discussion and Conclusions for Further Research 

In a majority of the cases PD governance assets include; dedicated project rooms, 
Scrum boards, dedicated project accounts, and hybrid project roles as supporting go-
vernance mechanisms. Hence, these governance assets are relevant for further studies 
on advantages of hybrid PD including explanatory research developing theories to 
explain why these solutions work in practice. Furthermore, the cases suggest that 
there is potential for improving PD performance in further improvement of 
agile/stage-gate governance, and thus we call for further research on agile PD gover-
nance effects on PD performance.  

However, some assets were not affected by the introduction of agile, which were 
the information system and a KPI reward system. These two assets are generally part 
of corporate governance, since they expand to the entire company. Based on this find-
ing, we suggest that implementation of agile/stage-gate hybrids affect the PD gover-
nance system towards more agile governance assets, however only for assets not  
influencing corporate governance. Thus further research is recommended on the affect 
of corporate governance on PD performance especially in cases with agile/stage gate 
hybrids. 

A final conclusion on the study is related to the generalizability of the emerging 
hybrid governance assets. The assets were identified across five companies in differ-
ent markets, and based on this study we suggest that it is possible to develop a  
prescriptive generic model for hybrid PD governance, which is applicable across in-
dustries, and thus we also call for further applied research on this subject.  
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Abstract. The paper illustrates the role of modeling of shop floor to support an 
innovative solution for the control architecture of automated manufacturing 
systems. One of the main characteristics of manufacturing systems domain is, in 
fact, the variety of configurations that manufacturing systems can assume and 
this may prevent the possibility to easily adapt and reconfigure the control 
solution for advanced manufacturing systems. To this end, the paper presents a 
proposal on how to cope with this issue, coming from a collaborative project, 
where important European universities and companies are involved. The 
proposal is based on a structured modeling (i.e. ontology) of manufacturing 
systems. The paper proposes a practical example of the modeling, envisioning 
how this can be then exploited within the proposed architecture that defines a 
new concept of the Manufacturing Execution System of manufacturing 
equipment. 

Keywords: Manufacturing Systems Ontology, Factory and process automation, 
Service Oriented Architecture, Manufacturing Execution System. 

1 Introduction 

Efforts of many researchers toward the generalization of methods for the design and 
management of manufacturing systems have been often limited by the variety of the 
context of their applications. On the other hand, many authors have addressed this 
issue in the past; nevertheless it has become available for better handling of modeling 
problems only in the more recent years thanks to the development of new information 
technology tools and languages. For instance, the Manufacturing Execution Systems 
Modeling Language (MES-ML) integrating all necessary views important for 
Manufacturing Execution Systems (MES) and pointing out their interdependencies 
has been developed by Witsch and Vogel-Heuser [1].  

This paper presents a part of a research developed in the scope of an ongoing 
European funded project on this topic, named eScop (Embedded systems Service-
based Control for Open manufacturing and Process automation). The central concept 
of eScop is to combine the power of embedded systems with an ontology-driven 
service-based architecture for realizing a fully open automated manufacturing 
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environment. The innovation of the solution proposed by eScop is the fact that it 
merges the power of ontology knowledge and SOA control approaches; this allows 
the control to be automatically configured by the ontology to a specific manufacturing 
system. Thus, one result is the substitution of the traditional control model based on 
hierarchical hardware architecture, with a single level population of embedded 
systems plus a free series of pure software control levels. The deployment of such 
approach to manufacturing has been named Open Knowledge‐Driven Manufacturing 
Execution System (OKD‐MES). The kernel of the eScop platform will be presented in 
the remainder of this paper, showing the novelty that it introduces. 

This document is structured in the following way: section 2 details the benefits for 
the overall approach proposed by eScop project introducing the new vision provided 
by the project research activity and the Representation Layer, namely the ontology 
modeling concept that is included in the proposed architecture. Section 3 explains 
how a demonstrator has been deployed for modeling, thanks to the eScop approach. 
Eventually, section 4 provides the conclusions and envisions future challenges in this 
field of research. 

2 New MES Architecture for Manufacturing and Logistics 
Systems 

In factory automation the evolutionary path of real-time control architecture is 
directed to overcome the rigidity of current traditional solutions. In fact, the current 
architecture of MES real-time control is based on fragmented and scattered 
information from the field, joined with a rigid hardware structure, hence being 
suitable and efficient only in stable contexts. In the remainder of the document this 
situation is called “AS-IS scenario” in contrast with the “TO-BE scenario” envisioned 
by the research. In the AS-IS scenario, in order to manage a production system, the 
supervisor generally requires an external input (i.e. information about product features 
and order portfolio), while business logic, scheduling algorithms and configuration 
data (i.e. information on process, transportation and storage equipment) are stored in 
the system database. Part of the required information is directly programmed in the 
Devices Control Units (DCUs) managing physical equipment. Depending on the 
hardware architectural solution, DCUs can be made of Manufacturing Control Units 
(MCUs), Computer Numeric Controls (CNCs) or Programmable Logic Controllers 
(PLCs). In the TO-BE scenario, in order to overcome the rigidity and limits of the 
traditional control architectures, the development of communication technologies is 
exploited to make it possible and affordable to integrate heterogeneous devices into a 
large network. To this end, specific attention is paid to web services protocols [2]. 
Web Services are “self-contained, self-describing, modular applications that can be 
published, located and invoked across the web” [3]. The scientific community has 
started to prove the validity of the use of web services and SOA for manufacturing 
automation and monitoring through industrial test-beds (e.g. [4,5]). 

Due to the advent of SOA and Web service technologies, the task of monitoring and 
controlling locally distributed heterogeneous devices has become an effortless task. 
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However, knowledge is required about the physical and logical structure of the 
application domain, if the collected data must be transformed into useful information. 
In the AS-IS scenario, this knowledge is encapsulated into the machine control 
systems, according to the specific situation. Hence, due to its static implementation, 
this configuration does not allow easy re-configurability and also interoperability of 
components by different manufacturers [6]. To overcome this limit, one possible 
attempt is to abstract this knowledge and to store it, thus allowing quick and effortless 
reconfigurations [7]. To this end, ontologies are claimed as important to capture the 
conceptual structure of a domain [8,9].  

Therefore, ontology seems to be a good solution for fulfilling the need of a 
dynamic knowledge base of the production system to be controlled. Nevertheless, if 
ontology is used just to describe the static aspect of a manufacturing system, most of 
its power is wasted and not used. The innovation about using ontology in factory 
automation is, in fact, to consider it within the tools in charge for the control of the 
manufacturing system. In this case, ontology highlights the unique feature to be 
queried and updated by web services with languages and tools belonging to the world 
of the semantic web [10]. Thus, ontology is definitely better than other databases to 
represent and manage web services, given that it can interact with them directly.  

This research aims at showing the innovation in the ontology use for the control of 
the shop floor, with the ultimate aim of setting up the TO-BE scenario. Indeed, 
potentiality of knowledge-based semantic web services in factory automation has 
been already postulated by Lastra and Delamer [11]; the shift from the traditional 
control system architecture to the schema based on ontology and web services enables 
the transition towards a knowledge-based production control system (as previously 
postulated by Lobov et al. [12]), in which the key is the semantic coordination of 
standardized production components. To this end, Long [13] provided an overview on 
how to improve MESes, dealing with a generic ontology tier (level), even if not 
specifically detailed with manufacturing knowledge and Garetti et al. [14] further 
analyzed the integration of ontology and web services.  

The platform proposed by eScop project is fully based on this research 
background. The platform architecture is represented in Figure 1 by a view of its 
kernel module, controlling the physical system and connecting it to the upper 
applications. The kernel is made by 3 main layers (Physical Layer, Representation 
Layer and Service Orchestration Layer), plus an Interface Layer to the applications 
part. Physical Layer corresponds to the hardware components of the production 
system, where each one of them is insulated by an embedded system providing 
intelligent device control to the physical equipment and acting as a SOA-based 
Remote Terminal Unit (RTU). Web services do not substitute RTUs (PLCs, CNCs 
and so on), but they are a layer above the machine-level controllers whose 
functionalities are seen as encapsulated, thus achieving a great degree of flexibility in 
various dimensions. 

The main element for Representation Layer consists of the instance of the 
production system under control, taken from a reference ontology of production 
systems (i.e. the so called eScop Manufacturing System Ontology - MSO). This 
production system modeling allows to formally instantiate any specific production 
system, thus being able to drive the set of SOA based orchestration tools which  
act as the Supervisory Control System. eScop MSO is based on the Politecnico di 
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Milano - Production System Ontology, the P-PSO, which represented manufacturing 
systems as outcome of a large research activity carried out at Politecnico di Milano. 
The research started back in the 90’s, while recently the P-PSO has taken shape 
aiming at a complete representation of a manufacturing reality. Details are available 
in Garetti and Fumagalli [15]. 

 

 

Fig. 1. Detail of the eScop Kernel 

The eScop MSO can be considered as a meta-model of the manufacturing systems 
domain, since it specifies the entities (building blocks) it is made of, their attributes 
and their relations, thus defining a standardized data format for its description. The 
manufacturing system modeling in eScop MSO addresses three different aspects 
separately, i.e., the physical aspect, the process aspect and the control aspect.  

eScop MSO ontology can directly interact with web services through SPARQL 
queries that allow to retrieve or update information stored within the ontology, 
activities needed for the successful run-time control of the system. The language in 
which eScop MSO is written and which allows querying and the related reasoning 
activities is OWL, as it is clearly explained by Pan [16]. 

Orchestration layer acts as the Supervisory Control System of the manufacturing 
equipments and it is made of two main components: i) the set of Orchestration Tools 
and Services which interact, via the Representation Layer models, with the shop floor 
(i.e. Level 1 devices) and ii) the Production Scheduler which feeds the Orchestration 
Tools and Services with work orders coming from the factory Order Entry System. 
The ontology is exposed as a service itself through the Ontology Service on the 
Orchestration platform. 

The resulting architecture will be flexible, reliable and scalable and tailored for 
control (and even monitoring) in industrial environments. 
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3 Application Domain: Picking System Case 

When the control system for a given shop floor system has to be established, the 
eScop MSO instance of the system is created by the operator through the Ontology 
Manager starting from the ontology model. The instance knowledge base is connected 
to Web Services Orchestration that, then, can send commands to the production layer 
through production web services controlling the physical system. This way, flexible 
command capability is achieved through the configuration knowledge content of the 
ontology.  

Within the eScop project a test case is a picking system, composed by four main 
subsystems, as it is shown in Figure 2, namely: a carousel ring (indicated by “A” 
letter), an input/output warehouse station (B), a picking buffer station (C) and a 
gravity conveyor (D). 

The purpose of the ring carousel is to create a buffer of the most used pallets to 
speed up picking operation and avoid time-consuming movement in/from the 
warehouse. For this reason, a high level control system is needed that manages the 
in/out coming pallets.  

 Key:

 Standard photocell 

 Saturation photocell 

 End photocell 

 Hide photocell 

 Barcode reader  

 Clutch roller 

Trasversal belts 

Electric motor

 Trasmission belt 

 
 

 

Fig. 2. Layout of the logistic system 

The actual control system, the so called “AS-IS scenario”, is based on a rigid and 
hierarchical structure on a three level control schema (according to the IEC 62264 [17]): 
level 0, 1 and 2. The level 0 is mainly composed by electro-mechanical devices and 
controllers that can autonomously take decisions (e.g. stop a pallet in a compartment on  
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ring carousel because the next compartment is occupied by another pallet), level 0 can 
interact only with level 1. Level 1 is composed by the PLC that acts as the control 
station, its role is to coordinate the actions for correct sorting of pallets; level 1 interacts 
with level 0 by collecting information and coordinating the action of level 0 actuators, 
the “decision points” ST01, ST02 and ST03 has been identified as the main decision 
points of level 1. Level 1 also interacts with the supervisory level, level 2, which 
provides the orders of the goods to be picked by operators and coordinates the action 
with other parts of the system to allow the correct working (e.g. it requests to warehouse 
control system to deliver specified pallets to the ring carousel). 

The behavior of the system in the “TO-BE scenario” will be the same as in the 
“AS-IS one”; this is an aspect that has to be taken into account during the model 
generation of the logistic line. 

The complete model, based on eScop MSO ontology and drawn in UML class 
diagram notation, is shown in Figure 3. Each object that composes the logistic system, 
described above and shown in Figure 2, belongs to one class and can be linked by 
association, by inheritance or by aggregation to another class. Hereafter the main 
classes that compose the model are presented, explaining how they are logically 
linked together and providing comments to understand the rationale behind the 
presented model. 

 

Fig. 3. Modeling of the logistic system through eScop MSO 

Physical Aspect: The subsystem class allows creating customized building blocks 
that can be used everywhere in the object model. In this paper the class subsystem 
contains one item, that is the whole logistic line. 
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The component class: represents generic physical items of a production system. It 
can be further decomposed into subclasses according to the nature of the object: 
storage, transporter, processor, operator and sensor. 

o The storage class: comprises all the entities that perform a storage function, i.e. 
keeping material for later use into the production process. 

o The transporter class: groups the entities that physically move a product in the 
plant.  

o The processor class: is composed by the entities used to perform a production 
process function, i.e. transforming the material. 

o The sensor class: groups the items used to get physical information from the 
field, such as: position, status, temperature, etc. 

An operator belonging to operator class performs an action on/with a component. 

Process Aspect: An operation can be performed by a transporter or a processor on a 
product, the latter is identified through a ProductCode. Every product item is moved 
in the system thanks to a unit load that contains it and that is the pallet in this 
industrial case. Each unit load instance is stored in a compartment instance, that 
represents the single spaces for storage. To this end it is easy to see that the ring 
carousel (indicated by letter “A” in Figure 2) and the picking buffer station (letter 
“C”) are two different storage items, each one composed by the aggregation of several 
compartment instances (namely the space comprised between two clutch rollers). The 
transporter moves the product instances, contained in a unit load, from one 
compartment to another one. 

Control Aspect: A controller item interacts with one or more sensors and/or other 
controllers to launch an order plan built as a composition of picking list instances. 
The picking list is an aggregation of row of items, each row representing a specified 
quantity of the same goods to be sent to the customer, so an aggregation of row items 
builds a customer order. The controller item has to be intended not only as a PLC, but 
as every item capable to take decisions and to influence the status of the system and 
acting to fulfill the order plan instances. 

Once the control system interacts with information structured as presented above, it 
is possible to control the entire shop floor flexibly of the described logistics system 
for picking. The control architecture, in fact, is flexible to any variation of the system 
(e.g. the change in the number of compartments, namely a change in the number of 
instances of compartment).  

4 Conclusions  

The present paper has introduced the general concept of the eScop research project, 
focusing on the Representation Layer of the eScop platform kernel. The theoretical 
use of modeling of a system for control logic has been addressed by a specific 
industrial case. 

The case refers to an industrial domain, where automation is particularly important. 
In fact, automated logistic systems are systems that allow efficiency in many different 
companies. Moreover, they represent a typical case where the problem of flexibility 
for new configuration is crucial.  
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In order to cope with the problem, it has been demonstrated how the proposed 
approach is useful and can provide interesting results. 

This paper aimed at introducing the possibility of a new vision of MES, providing 
a tangible example related to the modeling of the physical system. This fosters the 
dissemination for a larger research activity that is ongoing within eScop project and 
will provide new scientific results in the near future. 
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Abstract. The product lifecycle management (PLM) system has a significant 
role to support the collaboration and manage the partnership between OEM and 
supplier to enable the success of supplier integration. Today great rates of coop-
eration as suppliers have been dedicated to SMEs.  

Since one of the PLM task is to control the collaboration between OEM and 
suppliers, this paper provide supplier (SMEs) a framework to find their level of 
relationship with OEM and the steps that they can improve it. To respond to this 
trend, we defined a methodology based on collaborative matrix maturity levels 
and four PLM axes of strategic, organization, process and tools levels. Finally 
according to this matrix, we proposed a structure of a proper questionnaire and 
example that shows suppliers how to evaluate their positions in terms of colla-
boration in PLM. 

Keywords: PLM, OEM/Supplier Collaboration, Collaboration maturity. 

1 Introduction 

Technology of PLM is composed of complex process involve challenges of organiza-
tion in terms of information flow, management of human resource and different rela-
tion levels between OEM  and suppliers [1]. 

The integration of supplier in value chain of product is not a new challenge. Vari-
ous researches and projects have been focused on this issue that seeks more efficient 
ways to improve integration. In this study we found researches with aspect of intero-
perability [2], data exchange [3] and those ones that consider organization between 
OEM and its supplier, through the development of different level of cooperation and 
integrate the suppliers in the network. 

The suppliers in the field of automotive are looking for new innovative ways to 
propose high quality of product and platform while the costs are faire. According to 
high demand for rapid development of innovation, high quality and increased  
regulation, it will be apparent that the favorite suppliers are those ones who focus on 
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leverage the innovative products with grow development in new platforms and pro-
grams. Therefore for OEMs, especially in the domain of automotive, it will be impor-
tant to seek new trends of development that involves supplier integration into the 
product development process chain. To respond to this need of supplier integration, it 
seems to be necessary to deal with PLM framework and tools that focus on integra-
tion of supplier and on collaboration between OEM [4]. 

The classic works until the last few years have had a great revolution in industry. 
The evolution was characterized in the network of OEM and suppliers with a vertical 
cooperation method. This approach was the result of integration of supplier’s equip-
ment through the simultaneous process of development in automotive industries in 
different phases such as planning, design and education [5]. 

According to aims of BENEFITS project to understand the challenges relating to 
knowledge management and sharing cooperation of supplier and OEM, an industrial 
investigation was conducted during six months in UK. The result obtained from  
previous questionnaires persuaded us to investigate about different levels of collabo-
ration between OEM and SMEs from begging steps to the optimal level. This frame-
work can help suppliers (SMEs) to assess their positions in this cooperation and  
provide them perspective of an optimal cooperation. In addition more we will propose 
a structure of proper questionnaire that prepare the supplier’s manager to benchmark 
the situation of level of collaborating and be able to answer some key questions  
such as: 

• What are the activities of each level of co-PLM? 
• What is the actual level of collaboration? 
• What are the requirements elements to improve the level of collaboration? 

The paper is organized as different sections. The next part addresses the PLM ap-
proach in term of collaboration between OEM and suppliers. Section three analyses 
the state of the art in term of collaboration level between suppliers (SMEs) and 
OEMs. The results of presenting a framework and assessment level of collaboration is 
presented in section forth. Finally, we conclude and discuss future works according to 
BENEFITS project in fifth part. 

2 PLM Approach in Term of Collaboration between OEM & 
Suppliers  

Nowadays the enterprises seek new collaborative business methods to solve their new 
challenges. They wish these solutions be able to change the global marketing of the 
product by leveraging the power of product collaboration across different parts of 
value chains such as partners, employees, suppliers, and customers. In addition more, 
the methods must provide them a faster product development, more efficiency in 
managing of their programs. Also this collaborative program that involve product and 
supply chain processes should be able to reduces development costs, increase product 
innovation, make the time of marketing faster and to have a significant result on  
revenue. It is expected that the methods of PLM collaborative programs impacts on 
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technical advantages as to provide more effective partnership for PLM users, delete 
the barriers to innovation and finally increase the customer satisfaction [5]. 

In order to reduce the expenditure of collaborative programs, OEM -especially in 
automotive industries- prefer to have direct connection to suppliers with limit number 
of capable and effective suppliers that called system supplier. In this system, there is 
no direct link between other suppliers which calls sub –supplier with OEM but instead 
the system supplier works closer to OEM and in a another hand deals with sub-
supplier and manage theirs task and coordination [6]. 

Many OEM and supplier networks in automotive industry which have been devel-
oped in 1980’s are characterized by "vertical cooperation". This cooperation often 
starts with request of OEM to supplier for producing a product according to its precise 
specifications and OEM will keeps the industrial properties of their products, respon-
sibility and the product band. In addition more, this relationship can be evolved to the 
level of co-development between OEM and suppliers. 

In the automotive industry, vertical partnership has a significant effect in different 
aspects such as integration of equipment suppliers in a simultaneous development 
process of cars, planning, design and implementing. 

More over in the aerospace industry, we will face three kinds of vertical partner-
ships (OEM/supplier) such as, classical relationship with OEM dominance that Boe-
ing can be as an example, Cooperative model with example of Airbus and finally 
those ones that OEM’s role is limited to the level of integration in purchased part [7]. 
The implementing of such collaboration requires organizing effective communication 
between enterprises through integration and interoperability on different levels  
(Fig. 1) 

 
PLM axes Interoperability level 

 
 
 

PLM Goals, organization mode 
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Fig. 1. Interoperability through PLM axes 

In this paper, to keep up with these tasks above, a PLM collaboration framework is 
established, enabling supplier to assessment their actual level of collaboration to 
OEM and the steps to improve their partnership. 
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3 Levels of Collaboration in PLM 

In order to  reach to a successful developed business and  issues related to PLM such 
as processes or information, it seems to be necessary that the actual situation of every 
unit of business, regional unit or product area be recognized and understood well. The 
PLM maturity model is a suitable tool for this evaluation and analysis [9]. 

The exist PLM maturity model refers to the generic maturity model CMM by 
means of COBIT standard [10]. This matrix with five rough levels describes how a 
company and its management team are able to use and extend a corporate-wide PLM 
concept and related processes and information systems. These stages represent the 
organizational growth, learning, and development and they allow analysing the matur-
ity of the enterprises during this cooperation [10]. Although in concept of collabora-
tion in PLM, benefit of PLM system in network of SMEs are rare but is an attractive 
subject for researchers of this domain in recent years [11, 12, 13, 14, 15]. Among 
them one study has investigated the adoption of PLM system in SMEs network by 
means of 11 case studies. This research tackles related problems and tries to accom-
plish a crucial task in PLM to evaluate the achieved benefits. In order to do this, they 
defined a methodology to assess PLM advantages according to a defined industrial 
target by means of some quantitative indicators such as time and cost. These SMEs 
are classified to three groups. The first stages related to those one that there are no use 
of advanced communication and management technology and Communication took 
place by traditional ways. In second stage, a commercial PDM system is conducted 
and data sharing improves in a standard way and finally in stage three the network of 
suppliers deals with evolution of exiting PDM tools toward a PLM approach which 
leads to a good trade-off between some commercial collaborative product definition 
management tools and the most advanced computer supported cooperative work ap-
plications [16]. 

SME
Without Collaboration

SME
With Collaboration

1 2
3

4

Unstructured

Repeatable
But intuitive

Defined

Managed
and

measurable

5

Optimal

 

Fig. 2. Levels of SMEs collaboration through PLM based on [10]  
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Intense pricing and limit of time will force the OEMs to work with the suppliers that 
provide them faster and more accurate responses. A PLM system called NSK (Nanj-
ing-Fiat Solution Kit) has been established to make the collaboration between an 
OEM called Nanjing-Fiat and suppliers, exchanging files and key information about 
vehicles faster and more efficient. 

In this PLM system a web-based tool can be used by both OEM and suppliers for 
the operations such as uploading, browsing, exchanging, and downloading of data 
relates to product requirements for specific vehicle systems. NSK PLM system will 
present in three different levels of stagey, technique and operation level. 

At the strategy level, the PLM strategy focusing on supplier integration. At the 
technical level the tools to enable supplier integration have been selected and finally 
at the operation level, the PLM system is going to be implemented [17]. 
In this study according to the investigation, different PLM system and existing ma-
turity models, we presented a PLM framework in section 5, based on maturity models 
of PLM and four axes: strategic, organization, process and tools. 

4 PLM Framework and Assessment the Level of Collaboration 
between OEM and Supplier 

In this section we will introduce a framework of maturity level of collaboration be-
tween OEM and Suppliers which called SPOT. In continue we will present a structure 
of questionnaire to provide supplier’s manager assess their place of collaboration in a 
better way. (Table1). 

4.1 Discussion 

For improving our framework we need to propose a structure of questionnaire and 
apply it to different enterprises (OEM/Supplier) to have Feedbacks. These feedbacks 
will be used to improve the table for the levels validation.  
For this questionnaire we need to choose the right person for having the best answer. 
That’s why we adopt different levels in our approach. These levels will be as: 

• Strategic level: will address Top management. 
• Organization level : will address managers, departments responsible,  
• Process level: will address managers and engineers, and team head etc. 
• Tools level: we will address all technical staff  

We will formalize questions in order to replace the Supplier (SME) directly in the 
right level. As an example, in the strategic axe we have five levels; in each level we 
have some activities.  One of these activities concerns the PLM concept, in which 
evolves from one level to another. In the level1, Unstructured Collaboration, we have 
“work must be done to define the PLM concept”. In the second level, partial but intui-
tive collaboration, we have “PLM concepts are defined but not formalized”, etc. 
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In order to identify the right level for each activity, questions will be addressed  
to the Boss/Managers and structured as follows: 
In your opinion, what is the best definition of PLM concept? 
Is it defined in your enterprise?  

Table 1. PLM framework and assessment the level of collaboration of OEM and supplier 

 
 
 
• If No = L1 
•  If Yes ≥ L2 
 

Is it formalized in your enterprise? 

•  If No = L2 
•  If Yes ≥ L3 

Is the PLM concept integrated uniformly throughout your enterprise? 

•  If No = L3 
•  If Yes ≥ L4 
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For taking decision, we need to develop all questions in the same way and cross dif-
ferent answers. Since the framework is based on existing states of the art reviews, we 
still need to improve the table and to validate previous questions by investigations.  

Furthermore uniformity of questions is very important. As seen before, each ques-
tion must be linked to the related level. In continue we will assign weights to ques-
tions according to their importance in the PLM adoption. This will give a unique re-
sult related to each level, even if it is arbitrary and we can give recommendation for 
the negative response. 

Another important point is the PLM adoption by Suppliers (SMEs). Introducing 
PLM system can help them to tackle the challenges of their processes. The impor-
tance of the organizational aspect is reinforced by the fact that PLM is based on the 
cooperation of various businesses; collaboration that takes place at different levels 
(Informal collaboration, project/process collaboration and extended collaboration, 
etc.). 

5 Conclusions and Further Work 

In this study we analysed the maturity levels of SMEs collaboration with OEM. Based 
on our proposed PLM axes (Strategy, Organization, Process and Tools), we classified 
the activities of each maturity level. This kind of classification is important for the 
identification of domain and person concerns by the activity. 

As future work, we will develop the questionnaire based on the levels of maturity. 
The future questionnaire will include the results of the PLM adoption base on the 
table. This part will give an assessment of the capacity of SMEs, especially the ability 
to adopt PLM or not. As an example, indirect costs, manager, type of communication, 
size of SMEs, etc. We will integrate elements for adopting ICT (especially PLM) 
technology. For example, we can see the negative aspect of “Informal communication 
mode” in the process axis. It’s related to SMEs practices, because in the most cases 
SMEs have an informal communication mode (according to their small size) and this 
kind of communication impact the PLM adoption. 
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Abstract. Over the last decades, the Norwegian shipbuilding industry has be-
come increasingly globalized, with offshoring of production of to low cost loca-
tions. Globally dispersed production of complex and customized ships has 
proven to be challenging with respect to coordination of activities and exchange 
of knowledge. The paper investigates how different governance alternatives af-
fect knowledge exchange in the global value chains of two shipbuilding groups. 
The findings indicate that vertical integration facilitates coordination and know-
ledge transfer to foreign shipyards. However, reverse knowledge transfer 
through these linkages seems to be limited. This may have implications for the 
future innovativeness of this industry.   

Keywords: Global Value Chains, Supply Chain Management, Knowledge, 
Shipbuilding. 

1 Introduction 

The latest decades have been characterized by an increasing globalization, which has 
led to geographically dispersed production networks, pushed forward by intensified 
competition and cost focus. This development challenges companies in high-cost 
countries. Reducing production costs by introduction of automation, often combined 
with systems for production efficiency such as Lean, is one way of meeting this chal-
lenge. Another is to focus more on product differentiation and innovativeness [1]. The 
latter strategy has been pursued by the Norwegian Maritime cluster, which delivers 
complex and customized vessels for offshore purposes, and categorized as Engineer-
To-Order (ETO) producers [2]. Furthermore, the innovative strength of this industry 
has been ascribed to close user-producer linkages between geographically proximate 
actors, where knowledge has been easily transferred [3]. Despite being leading in this 
market segment, price competition has led to increased offshoring of production to 
low-cost locations. Due to more geographically disperse value chains this develop-
ment may represent a challenge for the innovativeness of this industry. On the other 
hand, global production networks can be considered as knowledge networks, where 
companies can access knowledge from foreign knowledge sources, which they can 
combine with their own internal knowledge base. A widespread view in the literature 
is that the most innovative firms access international sources of knowledge,  
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where they merge a strong local knowledge base with high levels of connectivity to 
other regions in the global network [4, 5]. However, the type and amount of know-
ledge that is exchanged will depend on the form of cooperation established between 
the companies in the supply network. Little attention has been drawn to how the coor-
dination of global supply networks will affect the knowledge sharing in those net-
works [6]. Furthermore, literature on management or coordination of global supply 
chains of ETO industry is scarce [2] 

This paper aims at filling this gap in the literature by providing two case studies of 
two shipbuilding companies residing in the Norwegian maritime cluster. First, I apply 
the concept of governance to investigate the forms of coordination implemented by 
the two shipbuilding groups in their global linkages, associated with their core activi-
ties: design and production of ships. I then investigate how the choice of governance 
affects knowledge sharing in these linkages. The remainder of this paper is structured 
as follows: First, the theoretical framework applied in this study is presented. Thereaf-
ter, a brief description of the Norwegian shipbuilding industry and the research me-
thodology is provided. Then the main shipbuilding processes are presented, shedding 
light on governance and knowledge flow in global linkages. Finally, the findings are 
discussed ending in conclusions and suggestions for further research. 

2 Theoretical Background 

The literature presented in this paper draws on a typology for governance of global 
value chains rooted in transaction cost economics, production networks theory and the 
concept of technological capability. This framework is then extended to capture what 
implications the choice of governance will have for knowledge sharing in global value 
chains.  

2.1 Governance of Global Value Chains (GVC) 

Transaction cost theory has provided an important theoretical base for conceptualiz-
ing the form of coordination within supply chains. The governance concept provides a 
theoretical explanation of the most efficient way of organizing transactions between 
companies [7]. Authors provide different typologies of governance, ranging from 
arm’s length market dynamics at one end of the scale, to hierarchical structures on the 
other. Gereffi et al. [8] offer a typology that helps explaining governance patterns in 
global value chains. They identify three variables that play a large role in determining 
how global value chains are governed: the complexity of transactions, the codifiabili-
ty of knowledge, and the capabilities in the supplier base. Based on different combi-
nations of these, they separate between five ideal governance types, where the  
governance types represent different degrees of explicit coordination and power 
asymmetry: market, modular, relational, captive and hierarchical. In the market type 
of governance, product specifications are simple, knowledge exchange is mainly price 
information, and the number of possible suppliers is large. In modular value chains, 
the product complexity is greater, but it is possible to codify the information with the 
use of standards, which makes it possible to easily switch supplier. The relational 
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form of governance is based on mutual dependence, loyalty and trust, which has its 
basis in a common culture, developed through shared history and experience of the 
agents. The relational form of governance emerges when the information associated 
with products is complex, when the transferred knowledge is typically tacit and re-
quires face-to-face contact between actors, and when supplier capabilities are high. In 
captive value chains, the supplier is dependent on the much larger buyers, and  
relations are characterized by high degree of control by lead firm. This mode of go-
vernance will emerge when products are complex, when it is difficult to codify infor-
mation and when supplier capabilities are low [8]. The hierarchal type of governance 
corresponds to vertical integration of suppliers, which is appropriate when products 
are complex and when the codifiability and the capabilities in the supplier base are 
low. As Gereffi et al. (2005) point out different industries may change between the 
different forms of governance in a dynamic manner. 

2.2 Governance and Knowledge  

Pietrobelli and Rabelotti [9] find that learning mechanisms can vary widely within the 
various forms of governance of global value chains (GVC), using the governance 
typology of Gereffi et al. [8]. Similarly, Isaksen and Kalsaas [1] analyze possibilities 
for knowledge upgrading and innovation activities in global production networks and 
argue that firms’ possibilities for learning and knowledge upgrading depend on how 
the network is governed. Based on these theoretical frameworks, table 1 presents the 
forms of knowledge exchange and innovation opportunities associated with the dif-
ferent forms of governance in Gereffi et al.’s typology.  

Table 1. Governance and knowledge flow in global value chains 

Governance  Form of infor-
mation/ know-
ledge 

Knowledge exchange and innovation  in supply 
chain 

Market Price, simple 
product specifica-
tion  

No deliberate knowledge transfer between compa-
nies, innovation through knowledge spillovers and 
imitation (competitors) 

Modular Standards, expli-
cit knowledge 

Knowledge transfer through standards, codes and 
technical definitions. Innovations related to devel-
opment and improvements of standards and produc-
tion processes. 

Relational Explicit and tacit 
knowledge 

Intense knowledge transfer through face-to-face 
interaction, innovation of product through close 
interaction between companies in network having 
complementary competence. 

Captive Explicit and tacit  Deliberate knowledge transfer from lead firm typi-
cally related to narrow range of tasks, typically re-
lated to production.   

Hierarchy Explicit and tacit Deliberate knowledge transfer, arenas for knowledge 
exchange, training programs. Cooperative innovation 
depends on power relations and competence. 
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3 The Norwegian Shipbuilding Industry 

The Norwegian shipbuilding industry fosters innovations in the design, engineering 
and construction of offshore and specialized vessels to the offshore sector, creating a 
global niche through a focus on product innovation and management of complex 
projects. The vessels produced by this industry are built on a high degree of customi-
zation for individual customers. Despite of high cost associated with this strategy, the 
industry has proved to be successful, most probably due to high degree of innovative-
ness and being world leading in systems integration. One of the most important cha-
racteristic of Norwegian shipbuilding industry is its flexibility, which gives customers 
the possibility to decide many features of the vessel quite late during the shipbuilding 
process [10].  

The actors in this industry can be divided into four major groups [11]: shipping 
companies (ship owner), design companies, shipyards, and equipment suppliers. The 
present study focuses on two shipbuilding groups. Both of these groups, however, 
have their own design companies delivering design to own and other shipyards.  

4 Research Method 

In order to investigate the link between governance and knowledge transfer in global 
value chains in an ETO setting, I chose an explorative multiple case study [12]. The 
two largest shipbuilding groups in the Norwegian maritime cluster in North West 
Norway were chosen as cases in this study. The main data collection was performed 
through in-depth, semi-structured interviews of key personnel and through observa-
tions in meetings in central cluster companies, subsidiaries, suppliers, and representa-
tives in foreign locations in China, the Netherlands, Poland and Brazil.  

Shipbuilding group 1 has a global owner and consists of four separate shipyards in 
the cluster, and four at foreign locations. During the last years the group has built up a 
design company delivering design to own shipyards. Shipbuilding group 2 is family 
owned, and has one shipyard in the cluster. The group has long experience in design-
ing vessels for its own shipyard and for foreign shipyards. Expanding the design and 
project management activity of the company has been the primary strategy the last 
years, as the production capacity of their shipyard is limited. 

5 The Shipbuilding Process 

Figure 1 identifies the main stages in the shipbuilding process1 discussed in this pa-
per. The conceptual and basic design process takes place within the cluster. However, 
the subsequent stages in the supply chain differ with respect to localization, depend-
ing on the type of project undertaken, and the customer’s needs. Two different  
                                                           
1 This figure represents a simplified and sequential image of the shipbuilding process. In reali-

ty, engineering, procurement, and production activities are performed in near concurrency 
throughout the project execution (concurrent shipbuilding).  
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production processes can be identified, representing value chains with different de-
grees of outsourcing to low-cost locations (offshoring). In the first process, A, basic 
design is performed within the cluster, and detailed design is performed in the cluster 
and at foreign engineering companies. Production of hulls is outsourced to low cost 
country locations, while most part of the outfitting, testing and delivery is undertaken 
locally in the cluster. Parts of outfitting are in some cases performed at foreign shi-
pyards, and the strategy is to increase this activity abroad. In the second process (B) 
only conceptual design, basic design and parts of detailed engineering is carried out 
locally in the cluster. Parts of detailed engineering and the complete fabrication of the 
vessel are carried out at foreign locations in low-cost countries. The focus of this 
study is the part of the processes that is associated with the transition between engi-
neering and production, including outfitting.  

In the following, governance and knowledge transfer in the linkages between the 
Norwegian shipbuilding groups and the foreign company in each of these processes is 
discussed separately. 

 

 

Fig. 2. Shipbuilding processes in the Norwegian maritime cluster 

5.1 Process A 

After the conceptual design phase, the contract is signed with a shipyard. A basic 
phase then follows where more detailed drawings of the vessel are made, before the 
ideas in the conceptual and basic design is translated into detailed engineering. The 
production of the hull is then started at a foreign yard. In this process, the main global 
linkage is between a Norwegian shipyard and the foreign hull yard. In principle, the 
production of hulls is not very complex, and the knowledge and information that 
needs to be transferred is mainly of explicit nature. Consequently, and according to 
Gereffi et al. [8], several modes of governance could be appropriate in the link to-
wards the hull yards. 

Shipbuilding group 1 has chosen to acquire foreign companies in low cost coun-
tries in order to perform the work intensive parts of the shipbuilding process, as  
construction of hulls. Since the 1990s, they have owned several foreign hull yards. 
Respondents in this company argue that this strategy allows for control over the 
supply chain with regard to capacity, work processes and knowledge flow. However, 
the first years after the acquisition, there were challenges regarding the quality of the 
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hulls (e.g. welding). These problems have been reduced over the years. Today there is 
considerable information and knowledge exchange between the home yards and the 
foreign hull yards, in particular related to production planning. Knowledge and infor-
mation is frequently exchanged between the regional shipyards and the foreign hull 
yards. To further reduce costs the shipyard is in a process of moving activities like 
simple equipping from the local shipyards to the hull yards. However, this process has 
proven to be challenging, due to quality issues and delivery time.  

Shipbuilding group 2 has chosen not to own the foreign hull yards, but has sought 
to establish cooperation with some foreign shipyards. The reason for this strategy is 
mainly based on financial risk and market considerations. However, Shipbuilding 
group 2 has not been able to establish long-term relationship with a particular foreign 
hull yard. According to theory, this may hamper knowledge and information ex-
change between the companies.  

5.2 Process B 

In this process, the global linkages must handle more complex interactions, as the 
complete vessel is being built at a foreign location. The global linkages in this process 
is typically between a Norwegian design/engineering company and a foreign shi-
pyard.  

Both shipbuilding groups deliver complex and customized vessels and can be ca-
tegorized as Engineer–To-Order (ETO) producers [2]. Traditionally, there has been 
exchange of dominantly tacit knowledge through face-to-face interaction between 
regional actors in the shipbuilding process, which is well adapted to this kind of pro-
duction. From Table 1, we see that the relational form of governance corresponds to 
this form of knowledge exchange, which also has been the prominent form of gover-
nance regionally in the maritime cluster. This form of governance is, however, diffi-
cult to sustain over longer geographical distances. Consequently, the shipbuilding 
groups have to find other forms of governance towards foreign shipyards.  

Shipbuilding group 1 owns wholly or partially the foreign shipyards (vertical inte-
gration). They have employees from their home yards stationed at foreign yards, 
which according to the respondents is critical in order to achieve project success. 
These persons have important roles in the knowledge transfer between the Norwegian 
design/engineering environment and the foreign shipyard. Vertical integration is in 
line with Gereffi et al. [8], as the production of complete offshore supply vessels is 
complex, the information to be transferred is difficult to codify, and the foreign shi-
pyards are reported to have low competence in building such vessels. 

Shipbuilding group 2 exerts looser ties to the foreign shipyards. Their strategy in 
this process is to take a supplier role, delivering design, equipment packages and 
project management. By using standards and specifications, they aim at making the 
interface between the design company and the foreign shipyard more ‘clean’, allow-
ing for more flexibility in the selection of foreign shipyards, in accordance with the 
modular form of governance [8]. This implies transfer of knowledge associated with 
the shipbuilding process from tacit to explicit. Moreover, this approach requires codi-
fiability of information related to building and equipping the vessel, which implies a 
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development towards making standardized or simpler vessels compared to the ad-
vanced and customized vessels the cluster companies are renowned for. Furthermore, 
the complex and flexible nature of the ETO shipbuilding process represents an oppor-
tunity for selling project management competence to foreign shipyards. However, the 
mismatch between the competence and responsibility balance in the relationship with 
the foreign shipyards represents a challenge: With respect to competence, Shipbuild-
ing group 1 is in power relative to the foreign shipyard, which resembles the captive 
form of governance in figure 1. The Shipbuilding group has, however, no formal re-
sponsibility in its relationship with the shipyards, as it only is a supplier of design and 
project management to the foreign shipyards. This mismatch may hamper knowledge 
exchange in the relationship.  

Both shipbuilding groups report, independent of form of governance, that cultural 
barriers, and a different way of producing vessels at the foreign shipyards, represent 
challenges in carrying out shipbuilding projects at foreign shipyards. Cultural issues 
are in particular related to hierarchy and power distance [13]. The complex nature of 
the production process of these vessels represents a challenge in a hierarchical pro-
duction environment where workers are used to receiving orders and detailed instruc-
tions. Consequently, the design and engineering departments have found it necessary 
to increase the level of detail in project plans and technical drawings.   

6 Discussion and Implications 

In this paper the choice of governance in global value chains of two shipbuilding 
groups has been studied. The paper identifies two dominant production processes with 
varying degree of offshoring of production. In the first (A), most of the complex work 
is still kept inside the cluster, which makes it possible to continue the traditional rela-
tional form of governance in large parts of the supply chain. In the second process 
(B), only design, some engineering and project management is kept within the cluster, 
while the production is carried out at foreign shipyards. This represents considerable 
challenges for coordination of activates along the value chain. The findings in this 
study largely confirms the theoretical framework provided by Gereffi et al. [8], which 
predicts that hierarchical governance is appropriate when complexity is high, supplier 
capability is low and codifiability is low. Regarding knowledge, the findings indicate 
that vertical integration may provide stable relationship and gradually building of 
knowledge at the foreign production facilities, whereas building a global value chain 
is challenging for a shipbuilding group taking the role as a supplier of design of such 
complex and customized vessels.  

Independent of governance alternatives, findings indicate that the shipbuilding 
groups to a small extent acquire and take advantage of knowledge from the foreign 
production sites. This reflects that the innovation processes primarily takes place in 
the conceptual design phase, which still is regional, involving local demanding cus-
tomers, design companies, shipyards and suppliers of advanced equipment [14]. The 
process is characterized by face-to-face contact and exchange of tacit knowledge. 
Personnel involved in this process often has a background from the construction of 
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vessels, indicating that this knowledge is important also for the design process. From 
this perspective, increased global sourcing of production may hamper future innova-
tiveness of this industry. This issue should be subject for further research.  
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Abstract. Companies today are struggling to cope with ever changing require-
ments arising from environmental concerns and increasing competition. Hence 
it is important to innovate, improve, and increase efficiency by achieving 
streamlined value chains. In this paper we examine both a single craft-oriented 
leisure boat producer and a car component mass producer to find similarities 
and differences with regard to operational integration in these two types of or-
ganizations. The study is based on interviews and field studies carried out at the 
production line. From this study several common enablers for integration are 
found: informal culture and little hierarchy, little distance between process steps 
and mutual rewards. The differences were found in degree of standardization 
and formalization, connecting links between departments and knowledge of 
overall and departmental strategy. 

Keywords: Craft, mass production, operational integration, information  
sharing, collaboration. 

1 Introduction 

The increasing challenges that production companies are facing nowadays must be 
met by corresponding improvement in the efficiency of the supply chain. To be able 
to cope with the complexity that continuous changes cause, it is important not only to 
focus on improving each process step, but also to ensure that there is integration be-
tween the process steps. Under these conditions, optimization of collaboration and 
information sharing could provide a competitive advantage [1]. In existing research 
there are few empirical studies focusing on antecedents to integration [2].This article 
focuses on the similarities and differences in operational integration between internal 
process steps in the production line of a craft-oriented manufacturer versus an indu-
strialized mass producer (hereafter referred to as "CP" and "MP", respectively). 
Therefore, the overall aims of this article are as follows: 

• What are enablers and disablers for operational integration? 
• Is there a difference between these two sectors? 

                                                           
* Corresponding author. 
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2 Theory 

2.1 Craft Oriented vs Mass Production 

Five different production paradigms are in use in modern times: Craft Production, 
Mass Production, Flexible Production, Mass Customization and a paradigm that has 
become relevant in recent years, sustainable production [3]. In this article we focus on 
Craft and Mass production. 

Craft oriented enterprises are typically organized in a more informal way than larg-
er companies and are characterized by the use of tacit knowledge and, typically, a flat 
organizational structure with few resources [4]. They often have a fire-fighting men-
tality with an emphasis on ad hoc decision making [5], and tend to have different 
needs and decision making process than larger firms [6]. Operational processes seem 
to be more acknowledged than managerial processes. Craft production can be defined 
as: "Skilled workers, using general purpose machines, making exactly the product that 
the customer paid for, one product at a time "[7]. 

Mass production can be defined as manufacturing a very large amount of identical 
products, and selling them to customers that the company is sure will be there to buy 
them. An increase in production volume requires more standardization of the 
processes. At the same time, an increase in production volume also makes it possible 
to reduce prices, thereby making it possible for more customers to buy the products 
[3] . 

2.2 Operational Integration 

Many authors have focused on the interdependencies between two different process 
steps, but the content and framing varies, and many authors refer to the topic of opera-
tional integration without presenting a specific definition[8]. The term "coordination" 
has been used to describe managing dependencies between activities, meaning arrang-
ing the work tasks of two or more groups so that the groups can work together effi-
ciently and hence achieve a common understanding of the work done by each of the 
groups [9]. The common goals for the groups are aligned, but the groups are separate-
ly responsible for performing their own work tasks [10].  

In the literature there has been considerable emphasis on the "why" of integration, 
but comparatively little focus on how to achieve good integration [2, 8]. Promoting a 
positive attitude towards other departments is one way in which line managers can 
enhance integration [2]. In addition, when departments are equally responsible for 
achieving their aligned company goals, this circumstance tends to improve operation-
al integration. Degree of operational integration can depend on elements such as  
reward systems, amount of formal and informal communication, organizational struc-
tures, and even different company cultures might [8, 11]. Job rotation is also shown to 
be effective, and has been found to be mildly connected to integration in small com-
panies, and strongly connected  to integration in make-to-order companies [2]. Dif-
ferent companies may have different needs with respect to integration [12]. Aiming 
towards full integration is not always the answer, and as argued by Katz and Kahn 
[13], integration can be pushed too far. 
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3 Method and Material 

The data presented in this article represent two different research initiatives. The two 
companies were chosen because they represent two different production paradigms, 
and the aim of this study was to examine the question of whether operational integra-
tion varies according to the type of organization.   

The first case study was funded by the Norwegian Research Council, and was un-
dertaken with the primary objective of developing effective, competitive and profita-
ble production within a leisure boat and craft-oriented industry in Norway. The goal 
of preserving the craft tradition while moving towards industrialization was empha-
sized. The case company used primarily manual manufacturing processes.  

The second case study was an independent research initiative by two PhD Candi-
dates whose projects were funded by the Norwegian Research Council. The aim was 
to study mechanisms for operational integration in the production line. The company 
chosen was a car component producer for commercial vehicles, one that produced a 
high volume of products. This company was also located in Norway, but was part of a 
larger group with operations on four continents.  

A case study is one of various ways of doing science. It is a useful approach to un-
derstand complex social occurrences and to achieve understanding of organizations 
[14]. Table 1 lists the essential characteristics of the two case companies.  

Table 1. Case Company Characteristics 

Characteristics Craft Producer Mass Producer

Years of study 2008-2012 2012-2013 
Main product Leisure boats Commercial vehicle components 
Number of employees 20 37 
Formal interviews 12 11 
Part of value chain 
included  
Type of informants 
 

Molding, pre-assembly, 
assembly 
Operators, foremen, manager, 
production manager. 

 

Injection molding, assembly  
 
Operators, production manager, 
foremen, planner, tool manager, 
quality technician 

 
This research is based on two single case studies. The use of fewer cases facilitates 

more in-depth analysis, but affords less opportunity to draw generalized conclusions. 
To increase the robustness of the research[15], data triangulation was used. It can be 
achieved by the use and combination of different methods such as surveys, inter-
views, observations and content analysis of documents to study the same 
phenomenon[16]. Prior to both studies a research protocol with an interview guide 
was worked out. Several semi-structured interviews were conducted to identify the 
operational integration for the production lines and its enablers and disablers. Semi-
structured interviews are defined as planned interactions for which some predefined 
guidelines are outlined, so the informant can provide important insight into facts in 
addition to their opinions on a desired topic [16]. The informants were given the  
possibility to answer freely and to offer additional information. In addition to the 
interviews, content analysis of documents, formal and informal meetings and direct 
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observations were performed. Most of the time at both companies was spent on the 
shop floor interacting with the workers. Typically the focus of these meetings was on 
clarifying questions and discussing findings and special issues.  

The collected data were recorded on a dictation machine, analyzed and coded into 
main categories [16, 17] to identify the mechanisms for operational integration. 

4 Findings and Discussion 

To organize the data, categories are developed on the basis of previous work by dif-
ferent researchers who have found the overall mechanisms for integration to be cul-
ture at the plant, degree of vertical integration and formalization, facility and layout, 
degree of use of information systems, consensus on integration and measurements and 
rewards [2, 8, 12, 18]. The mechanisms from the different researchers are combined 
and further developed to form the basis for the organization of our data. These catego-
ries and findings are shown in Table 2. It should be mentioned that some of the enab-
lers and disablers could fit into more than one group.' 

Table 2. Enablers and disablers for integration in the MP and the CP 

Categories developed from 
literature 

Findings at Mass Producer Findings at Craft Producer 

Culture 
• Values, understandings, way 

of thinking 
 
 
 
• Informal communication 
• Connecting links 

 
• Cross functional teams 
• Job rotation 

 
• Used to standardized work 
• Some lack of confidence in systems 
• Main focus on own work station, 

minor focus on overall value chain. 
• Prefers verbal communication  
• Informal culture  
• Foreman connects team boards 

 
• On higher levels 
• Not standard procedure  

 
• Little information sharing 

mentality 
• Ad hoc culture 
• Lack confidence in systems 
• Standards rarely used  
• Informal culture  
• Foremen main source for 

information  
• Not standard procedure  

Vertical integration 
• Informal culture between 

management and operators 
• Small organization and little 

hierarchy 
 

 
Formalization  

 
• Informal culture, little hierarchy 
• Foreman connects team boards 
• Departmental meetings each week, 

separate days per dept. 
 

 
• Small organization, little 

hierarchy 
• Informal culture  
• Meeting with all employees  
• Management not driving 

force to attain integration 

• Policies, rules, certification 
• Job descriptions 
• Standard procedures, technic-

al reports 
• Charts, information process 

practices etc. 
 

• Strategic planning, functional 
plans, scheduling 

• Performance control 
• Visual systems 

• ISO/TS 16949, ISO 14001, lean  
• Standardized work descriptions 
• Shift log, mail, verbal communica-

tion etc. 
• Department meetings, team board 

meetings, shift overlap meetings 
• SAP, Excel sheets 
• KPI's established, some decom-

posed to functional measures 
• Kanban, visual logistics planning, 

visual tool status 

• ISO 9001 - not maintained. 
• Not adequately maintained. 
• Team board meeting, fore-

men/management meeting,   
• Self-made system for pro-

duction planning 
• Few KPI's, not decomposed 

into functional measures 
• Some visual systems estab-

lished 
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Table 3. continued. Enablers and disablers for integration in the MP and the CP 

Categories developed from 
literature 

Findings at Mass Producer Findings at Craft Producer 

Facility & Layout
• Plant size 
• Physical distances 
 
• Partitions 

 
• Large plant, small value chain  
• Small physical distances. 
• Intimate environment. 
• Physical hindrances to verbal 

communication 
• Functional silos

• Small physical distances  
• Small value chain - easier to 

understand entire process. 
• Intimate environment. 
• Physical hindrances 
• Functional silos 

Information systems   
• Degree of formalization of 

information flows  
• Enhanced capacity of infor-

mation processing

• Several systems in use such as 
ERP, document handling system, 
mail system etc. 

• Some lack of trust in systems  

• Few information systems in 
use, mainly used by man-
agement 

• Lack of trust in IT systems 

Consensus integration   
• Functional strategies must 

support the business strategy 
and each other. 

• All functions support business 
strategy and each other, and 
all managers know this is 
going on.  

Measurement, rewards 
• Bonuses, rewards 

• Operators know department strate-
gy, less of company strategy 

• Some measures derived from 
strategy, visual via team board.   

• Operators' main focus: own work 
 

 
 
• Verbal acknowledgment per num-

ber of improvement proposals

• Overall strategy well known, 
but focus differs 

• Operators' main focus: own 
work 

• Overall strategy not trans-
ferred to functional meas-
ures. 

• Bonus upon achieving a 
certain number of produced 
boats

 
Culture, Social mechanisms and creation of lateral relations 
Company culture is found to affect integration. Thus, when problems arise in achiev-
ing integration, it might be helpful to try to change the culture [11].  

The culture at the two plants was experienced as quite similar, despite the different 
structures. At both plants the operators called for more information from the man-
agement. In contrast, few of them saw the need for sharing/receiving information 
beyond their own process step, saying; “I have too much to do with my own work”. 
The foremen played a superior role in information sharing, but even more at the CP 
than at the MP. This could make the foremen a bottleneck for information sharing.  

Job rotation is found to contribute to achieving integration [2].At both plants there 
had occasionally been a rotation of workers, and this was experienced as providing 
more knowledge of the rest of the value chain.  

 
Vertical integration 
Both companies had an informal culture with respect to interaction between  
operators and management. However, the MP had more formal systems for this 
interaction.  

The CP had one team board located in the molding department. Each morning the 
foreman and the operators met at the board to plan what was going to be produced. 
Prior to this meeting, the management and the foremen had their daily morning meet-
ing, and the meeting in the molding area was based on output from this meeting.  

The MP had one team board at each department, and the team leader participated 
in both these meetings. In this way the team leader acted as a connecting link between 
the team boards. The CP did not have the same degree of driving force for integration.  
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Formalization and standardization 
Standardization is one mechanism that drives integration[18], and this was found to 
differ between the two companies. As a result of its decades of experience with certi-
fied quality systems, the MP had several standardized procedures for information 
sharing. Each department used a team board and several visual systems. Despite this, 
there seemed to be different perceptions among some of them in terms of how infor-
mation should flow.  

The CP had little bureaucracy. They had earlier been ISO 9001 certified, but the 
systems lacked updating. A visual system for material handling was established in the 
previous year. The overall impression was that information sharing was more verbal 
than written, and that information flow was mainly single sourced, where the foremen 
was referred to as the person primarily responsible for information sharing.  

In both companies it was experienced that the operators lacked trust in systems and 
found it necessary to double check information. Some called to check if emails had 
been received, and some verbally verified the content of operation formulas as they 
perceived them as insufficiently trustworthy. To achieve integration it is essential that 
employees comply with established and standardized systems [18].  
 
Facility & Layout 
Both companies had small facilities, with short distances, but had separators between 
the process steps. The MP had a minor wall with an open connection, while the CP 
had a separation with a door. The presence of these partitions led to functional silos 
with separate cultures on each side of the partitions, and little understanding of each 
other's daily challenges. None of the companies had routines for job rotation, which 
could have contributed to increasing the understanding of the problems that occurred 
at the other stations and further contributed to a more holistic view of the company[2].  
 
Information systems 
The CP made little use of IT systems, and those that existed were uses primarily by 
the management.  Some of the operators had earlier been responsible for updating the 
process descriptions, but in more recent years the production manager had updated 
them. At the MP, the operators used tools such as e-mail and registration of produc-
tion data in the ERP system. But, according to one of the operators, approximately 
90% of the communication was verbal. An explanation of why operators had mistrust 
of the IT systems at the MP could be, as claimed by one of the informants: "The IT 
strategy does not correspond with the overall company strategy". Use of information 
systems does not necessarily affect the integration positively, since how and if the 
information is being processed also is of importance[19). 
 
Consensus / integration 
To achieve the overall company goal, it is important to decompose the strategy into 
"subtasks" relevant for the employees [9]. At the CP the overall strategy was well 
known to all workers. However, there was little translation of this strategy into func-
tional measures. At the MP some overall goals were decomposed into functional tasks 
at the production level and visualized on the team boards. Despite this, it did not seem 
as though the overall strategy was clear enough to all.  
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Measurement and rewards 
Both companies used common rewards for the departments in their value chains. The 
CP had bonuses per boat produced, while the MP used verbal acknowledgements per 
number of improvement proposals. These practices are in accordance with research 
that notes the importance of having aligned goals for the departments[10]. 

4.1 Summary of Findings 

Table 3 summarizes the similarities and differences from the findings in the study. 

Table 4. Summary of similarities and differences from the findings in the study 

 Characteristics Similarities Differences

Culture  

Vertical Integration 
 
Formalization  

Facility & Layout  
 
Information systems 
Consensus integra-
tion  
 
Measurement, re-
wards 

• Lack confidence in systems
• Prefer verbal communication  
• Little information sharing mentality 
• Foremen main source for information 
 
• Informal culture  
• Little hierarchy  
• Little distances. 
• Physical hinders  
• Functional silos  
• Lack of trust in IT systems  
• Several operators focus mainly upon 

their own process step  
 
 

• Rewards includes more than one 
department 

• Experience with standardized 
work  
 

• Foremen connecting link be-
tween team meetings 

•  MP more standardized than CP  
 
 
 
 

• Different use of  IT systems 
• Company strategy well known  

in CP less in MP  
• Departmental strategy well 

known in MP minor in CP 
 

5 Conclusion 

The aim of this study has been to enable a better understanding of similarities and 
differences in mechanisms for operational integration in a craft-oriented versus a mass 
production enterprise. Although these companies belong to different production para-
digms, they had several common enablers for integration: little hierarchy, informal 
culture, little distance between process steps, mutual rewards. The differences was 
found in degree of standardization and formalization, foremen functioning as connect-
ing links between team boards  and  the fact that overall strategy is well known in 
CP, while departmental strategy is more known in MP. The common disablers for 
integration were found to be related to culture and physical hinders in location.  

The study has focused on creating new insight into enablers and disablers for oper-
ational integration in two different production paradigms and how these differ. The 
experiences from this study could also contribute to providing operational guidance to 
similar types of companies who want to improve their operational integration. 

Generalization from only two single studies can of course be open to critique, but 
this study should contribute to building a theory of operational integration. Future 
research should focus on attaining more empirical results to gain knowledge of 
mechanisms that contributes to achieving operational integration.  
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Abstract. This paper presents a novel spatiotemporal ontology based on a 
mereotopological theory in the context of assembly-oriented design, which 
integrates assembly sequence planning in the early product design stages. Based 
on a brief literature review on ontology and existing spatiotemporal ontological 
models, the authors propose to go beyond by defining their own formal ontology 
in the domain of assembly-oriented design. The proposed ontology provides 
formal description of product-process information and information consistency 
checking through the product lifecycle. Here, the ontology covers the spatial, 
temporal and spatiotemporal dimensions. The ontology uses OWL language and 
is implemented in Prot´eg´e. The main objective is to provide a product design 
description by proactively considering its assembly sequence as early as possible 
in the product development so as to ensure information and knowledge 
consistency with preliminary information and later introduce a spatiotemporal 
reasoning layer.  

Keywords: Formal description, Product-Process, Logic, Ontology, OWL. 

1 Introduction  

In complex product development environments, contributions from human can entail 
mistakes. That is the reason why information along the product lifecycle are currently 
managed by PLM (Product Lifecycle Management), a computer-based information 
system. A recurrent issue is that information or knowledge are lacking consistency due 
to a lack of reasoning capabilities in PLM systems [12]. Relationships between objects 
have to be simulated to avoid information inconsistency [14]. That is the reason why a 
theory based on this notion has already been proposed [8]. The theory describes 
product-process evolution by extracting knowledge from designer’s experience. 
Designers need to be assisted by adavanced knowledge management tools in order to 
avoid mistakes. Semantic web technology has been considered with its language so as 
to formalize this theory and to represent information in a structured and understandable 
manner. Ontology is used to capture, represent and reuse knowledge in PLM systems 
and therefore ensure information and knowledge consistency in product design. The 
paper is focused on the development of a spatiotemporal ontology in AOD 
(Assembly-Oriented Design). The objective is to provide a product design description 
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by proactively considering its assembly sequence as early as possible in the product 
development so as to ensure information and knowledge consistency with preliminary 
information. The next step will be to add rules to the proposed ontology in order to 
check information consistency through PLM. Built on this, further efforts will be done 
so as to introduce DL (Description Logic) and SWRL (Semantic Web Rule Language) 
rules and then develop a specific reasoning layer.  

Firstly, the paper presents, in section 2, a brief literature review on ontology and 
existing spatiotemporal models. Then, Section 3 describes the proposed formal 
ontology with OWL (Ontology Web Language) language, which provides 
product-process associations through semantics and logics. Section 4 introduces a 
mechanical assembly to illustrate the relevance of the ontology. In section 5, the 
advantages and limits of the model are described. Finally, in section 6, conclusions and 
future work are given.  

2 Literature Review  

2.1 Ontology Engineering  

Ontologies address the semantic representation of information for the purpose of 
storing and exchanging shared knowledge over a worldwide network [6]. An 
interesting definition is proposed by Gruber [7]: “ontology is an explicit specification of 
conceptualization”. Moreover ontology brings a common vocabulary [11] and a formal 
aspect enabling information models to be machine interpretable. Inference ontology 
uses logical deductions on information and ensures the information consistency of the 
product along the product lifecycle. In mechanical engineering domain, Kim et al. [9] 
developed an assembly design ontology and an ontology-based assembly design 
framework in order to facilitate collaborative product development. In this framework, 
design intent can be well understood among different designers, and applications can 
reason about assembly knowledge without any semantic ambiguity. Moreover Demoly 
et al. [2] described product relationships with mereotopological primitives and have 
implemented it into ontology with OWL-DL and SWRL languages, so as to be 
machine-interpretable.  

2.2 Ontology Models  

The NIST (National Institute of Standards and Technology) has developed CPM (Core 
Product Model) to support PLM information [3]. Purely functional reasoning about a 
product in the conceptual stages of design can be supported by CPM. Then CPM has 
been extended to cover assembly issues through OAM (Open Assembly Model), a 
standard representation and exchange protocol for assemblies. The NIST interest in 
knowledge ontologies has led to the transformation of CPM and OAM to an inference 
model [5]. Then CPM2 has been proposed to support a broad range of information 
relevant to PLM [4]. Moreover Matsokis et al. have developed an ontology model of 
the product data and knowledge management Semantic Object Model (SOM) [10] 
using UML class diagram. SOM is a product item oriented model achieving both an 
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efficient description of the product as it is designed from the manufacturer point of view 
and a functional structure for storing data of the products lifecycle [12]. So it improves 
interoperability in PLM.  

3 OWL Implementation of the Spatiotemporal Ontology  

3.1 Product-Process Knowledge Description in AOD  

A theory, called JANUS (Joined AwareNess and Understanding in assembly-oriented 
deSign with mereotopology), has already been proposed to describe product-process 
evolution during the assembly-oriented process with a mereotopologybased theory [8]. 
The approach formally represents the relationships between regions (Figure 1). Product 
design is composed of spatial objects (such as parts) linked together by spatial 
associations and assembly sequence planning is composed of temporal objects  
(such as assembly operations) linked together by temporal associations. By using 
spatiotemporal objects (such as swept volumes: space occupied by an object during its 
move or deformation) and spatiotemporal relationships, spatial objects evolution over 
time can be understood. Spatial, temporal and spatiotemporal primitives, summed up in 
Table 1 and Table 2, have been defined in [8] in order to describe possible evolutions 
during the assembly process. The object evolution depends on its position in space (i.e. 
give the localization compared to other objects), its position in time (i.e. give the 
temporal position of the object regarding to others) and its form (i.e. give the object 
structure). When one attribute (i.e. time, space and form) is modified, a change during 
the assembly design occurs. Objects and their relationships are considered as entities of 
information and this information is interconnected to create an ontology [14].  

3.2 Overview of the Research Approach  

The novel approach, called PRONOIA2 (PROduct relatioNships description based On 
mereotopological theory), is based on the PRONOIA approach [2] and extends it in the 
temporal and spatiotemporal dimension in order to have a more realistic model. The 
model aids the designer to check information consistency in the early design phases. 
Product information can be accessed, stored, served and reused throughout the entire 
product lifecycle [15] by using a dedicated ontology. The ontology is implemented 
using Prot´eg´e, an ontology management tool [13] and OWL2 (extention of OWL). As 
shown in Figure 1, the ontology model is divided into three levels, such as the 
meta-ontology, the domain-ontology and the application-ontology.  

3.3 Meta-Ontology Description  

This section introduces the meta-ontology representing objects and their relationships 
in the three dimensions: spatial, temporal and spatiotemporal. Classes, sub-classes and 
properties are described to build the knowledge base and illustrated in Figure 2.  
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Table 1. Spatial and temporal primitives described in [8]  

Spatial primitive Temporal primitive

Part of P TemporallyPart of Pt
InteriorPart of IP StartTemporallyPart of Pts
Crosse X FinishTemporallyPart of Ptf
Overlap O TemporallyInteriorPart of IPt
Discrete D TemporallyPrecede <
Tangent T TemporallyTangent Tt
Boundary B TemporallyOverlap Ot
Straddle St TemporallyEqual =t

 

Table 2. Spatiotemporal primitives described in [8]  

Spatiotemporal primitives
Kinematic joints Other evolutions Technological pairs
Move SerialPermutation InterferenceFit BlindRivet
CylindricalOP ParallelPermutation GasWelding ArcWelding
PrismaticOP Addition Soldering SpotWelding
SphericalOP Deletion Brazing Clinching
RevoluteOP Split AdhesiveBonding Crimping
PlanarOP Union SnapIn MechanicalFastening-
PointContactOP ChangeOfForm NailAssembly ByThreadedFasteners
LineContactOP Deformation MetalStitching
ScrewOP Growing SimpleRivet
Rotation Decrease DoubleRivet  

The model is composed of two top-level types of classes: the physical entity (i.e. 
region) and the relationship between these entities (i.e. primitive). Spatial and temporal 
regions and primitives are four different sub-classes of the meta-ontology. As the 
spatiotemporal dimension depends on the spatial and temporal dimensions, it has been 
considered as a sub-class of those two dimensions. Classes and sub-classes are linked 
with properties, which are semantic relationships to facilitate the reuse of existing data, 
find the inconsistency and errors in data and aids designers to make right decisions by 
considering complex criteria [1].  

3.4 Assembly-Ontology Description  

Based on the meta-ontology, assembly-ontology is defined on Figure 3 in terms of 
classes, sub-classes and properties in the AOD domain. New introduced classes and 
sub-classes are represented in bold. The primitive class is not shown as it has already 
been described in Table 2. This ontology has specific vocabulary linked to the assembly 
process (such as swept volume), which differentiates it with other domain-ontologies 
(e.g. manufacturing-ontology). Therefore spatiotemporal primitives, such as kinematic 
pairs, technological pairs and evolutions inferred during the assembly process, are 
formalized in this ontology.  
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Fig. 1. Research approach of the JANUS theory and of the PRONOIA2 ontology model  

 
Fig. 2. Classes, sub-classes and properties of the meta-ontology (PRONOIA2)  

4 Case Study: A Mechanical Assembly  

This section presents a mechanical assembly (see Figure 4) with its related 
mereotopological descriptions and its related ontology. The case study is composed of 
six parts. The ASDA algorithm [2] has generated a relevant assembly sequence that is 
[1,[3, 2, 4 ], 5, 6 ]. Here the spatial regions 2, 3 and 4 are embedded in a sub-assembly 
(denoted SA). Product-process mereotopological description are described in Figure 5 
and are based on graph developed in [8].  

Spatial regions (i.e. oval), temporal regions (i.e. column) and spatiotemporal regions 
(i.e. rectangle) are represented and linked with primitives (i.e. line). The third level of 
the model is created by adding individuals to populate the ontology. A part of the 
individuals has been shown on Figure 6. The authors have checked that the ontology is 
composed of all concepts needed in the description of product-process evolution 
through AOD as well as their consistency.  
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Fig. 3. Classes, sub-classes and properties of the domain-ontology (PRONOIA2)  
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Fig. 4. Cross-section view of the considered mechanical assembly  
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Fig. 5. Understanding product-process integration with semantics and logics  
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Fig. 6. Application-ontology (PRONOIA2) for the presented case study  

5 Discussions  

The proposed ontology is the result of an initial research effort, on which a full ontology 
covering the whole PLM could be defined. The ontology has been broken down into 
three levels so that some domain-ontologies (e.g. manufacturing-ontology...) can be 
added whenever the authors want. When the manufacturing-ontology will be added to 
the ontology, the authors will just have to import the meta-ontology into a new project 
file. So the proposed ontology has been developed in focusing on the long term.  

6 Conclusions and Future Work  

Based on a brief state of the art survey on ontology models, this paper has introduced a 
research effort towards a spatiotemporal ontology in AOD. The proposed PRONOIA2 
ontology is based on a mereotopological theory (JANUS), which qualitatively 
describes product-process definition and evolution. As a consequence, the ontology 
covers three dimensions, such as spatial, temporal and spatiotemporal, so as to check 
information consistency issues in AOD. Here, the spatiotemporal dimension has been 
added in order to be able to describe product-process knowledge and information in a 
consistent and understandable manner. This dimension aids designers to understand 
changes during AOD. The ontology model is composed of a meta-ontology, a 
domain-ontology (in that case the assembly process) and an application-ontology. The 
JANUS theory is now formalised and machine-interpretable, since an OWL 
implementation has been done. The actual stake is to get a long term dynamic vision of 
the space in order to facilitate the understanding of assembly and design changes. In 
future work, rules will be added using SWRL and DL languages so as to reason on spa-
tiotemporal associations within PLM systems (i.e. Product Data Management and 
Manufacturing Process Management systems). Such efforts will enable the 
introduction of novel procedures for consistency checking of product-process in-
formation and knowledge in PLM.  
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Abstract. The working relationship between industrial partners often begins 
with a bidding procedure by which a costumer chooses a provider of works or 
services. From the bidder point of view, there are several risks when responding 
because he must propose an offer for a future development. In this context, con-
sidering the whole project cycle is essential to identify all potential risks and 
take them into account during the development of the technical and commercial 
offer. In this paper, a methodology for bidding process risk management 
(BPRM) is presented. It is based on the experience acquired during past projects 
in order to manage the risks of current BP and make it more efficient. 

Keywords: bidding process (BP), risk management (RM), project lifecycle, 
lesson learned system (LLS). 

1 Introduction 

In recent years, bidding process (BP) has become a key practice for almost all profes-
sional sectors. This practice is based on the competition of potential providers. Each 
one of them spends time and resources to make proposals that will not always be ac-
cepted or even, that will penalize the bidder during the product development. A suc-
cessful BP is one that allows achieving both client and provider goals. To be efficient, 
proposals must meet client quality requirements while minimizing costs and time. 
These constraints make BP risky and complex. Since it is a widely used procedure, it 
is necessary to develop support management tools in order to assist this process. 

Depending on the project advancement, two risk families are distinguished. The 
first one is associated to the BP itself in relation with the non-acceptance of the offer, 
and the second one is related with the project execution. An incorrect assessment by 
the bidder of the difficulties associated with the realization (inadequate estimation of 
development context, evaluation errors) can distort the offer. If it is accepted, the 
bidder may be engaged in a very penalizing process (cost overruns, non-compliance 
of technical requirements, non-compliance of deadlines...).  

To effectively solve these major problems, a BP instrumentation is proposed by 
coupling a suitable risk management engineering with a dedicated lesson learnt sys-
tem. This instrumentation and the underlying methodology (called BPRM “Bidding 
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Process Risk Management”) aims to assist BP by taking into account BP risks through 
a lesson learned system (LLS). 

The central principle of BPRM approach is the capitalization of past BP cases in-
cluding all project cycles, focusing on risks. This goal is achieved through a fact sheet 
featuring all relevant information to facilitate posterior exploitation. These fact sheets 
are called “experiences” and they include information about a project: its context, its 
analysis, its solution, its deployment and its closure. All these experiences are stored 
in a database to be reused, once adapted, in new cases. 

The paper is organized in five sections. 

─ In section 2, the general principles of BP are presented. BP is positioned in a 
project management frame and set as the initial phase of the project. 

─ In section 3, the concept of BP risk is shown and a risk model called “CEMDEx” is 
proposed to store all relevant information dedicated to risk management. 

─ In section 4, the BP experience is presented and put in relation with the risk man-
agement process. 

─ The general approach of BPRM methodology is detailed in section 5. Here, the 
operating mechanisms of the proposed LLS are explained. 

─ Conclusion and perspectives are discussed in the last section.  

2 Bidding Process and Project Cycle 

Bidding is a global process in which two entities are involved. The first one is the 
customer who makes a call for tenders for works, supplies or services; and the second 
one are the different bidders who respond to this request based on formal client  
requirements [1]. This process includes the steps of receipt of invitation to tender, 
feasibility study, decision making (go / no go), technical offer development, cost es-
timation and negotiation [2]. 

BP is part of a more global process, which is the actual project cycle [3]. A de-
scriptive BP model and its positioning in the project cycle are introduced in Fig. 1. 
This model presents the classic project steps (client process) and their correlation with 
BP extended to development cycle (supplier process). The project steps related to BP 
are: expression of needs, feasibility and, if the offer is accepted, development. 

For a project that involves a call for tenders’ procedure, the request is made during 
the phases of expression of needs and feasibility study (cf. Fig. 1). In these steps, for-
mal requirements are established, criteria on which the project will be evaluated are 
defined, and the call for tenders is issued. This invitation is received by several bid-
ders who respond depending on their capability and their interest in the project. 

For bidder, BP includes the request analysis (from call for tenders to “go / no go” 
decision) consisting of a feasibility study and decision-making steps. This decision is 
based on the ability to meet customer demand but also on bidder competitive and 
commercial strategy. The next step, technical offer design, which consists in drawing 
up the client proposal, is essential because future design scenario must be considered 
in order to develop an adapted proposal that meet both client specifications and sup-
plier constraints. Then, costs are estimated in order to establish the price of the offer 
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based on resources to be used and on expected gain. The negotiation phase consists in 
sending the offer to the client and discussing with him on technical and economic 
issues that can arise. This last step leads to a positive or negative response from the 
client. 

 

Fig. 1. BP and project cycle 

If the bidder’s offer is accepted, the development phase begins. This product devel-
opment cycle includes the steps of preliminary design, detailed design, production and 
delivery [4]. A control phase from the client process to the bidder process occurs to 
inspect the expected characteristics. Finally, the product is delivered for its use by the 
client. 

BP has several critical features. This process has a short duration (bidders often 
have little time to prepare the proposal) and, very especially, it is conducted under 
uncertainty (since the product does not exist yet and since the available information is 
not always reliable). It has a big impact on the whole project since BP set up the con-
ditions for future development [5]. These characteristics impose severe constraints 
and expose the bidder to different kinds of risk. The first level of risk is associated 
with the client decision (acceptance or rejection) and the second one is related to the 
project development where bidder can be penalized (several reasons are possible: lack 
of skills, cost overruns, delays…). Note that an upstream risk can also be associated 
with the “go / no-go” decision in relation to the project interest the bidder may have. 

3 BP Risk and CEMDEx Model 

A classic view of risk is related to the perception causes / consequences of an un-
wanted event. Risk is associated to the occurrence of this event correlated with the 
consequences it induces [6]. The occurrence context of an unwanted event establishes 
the hazard and, depending on this, the potential consequences can be more or less 
serious. A risk model that integrates this characteristic has been developed in previous 
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work [2]. This approach takes into account external factors present in the context (that 
may increase or reduce the consequences). In addition, the “control” aspect is inte-
grated to represent actions carried out on causes and on consequences. 

In order to manage BP risks, it is very important to define risk in this context. 
Since BP is an upstream phase of a project and since the whole project cycle is consi-
dered for risk management, definitions of risk in the broad sense and of project risk in 
particular have been used to establish the following BP risk definition: “BP risk is 
associated with the occurrence of an unwanted event whose occurrence affects, 
firstly, acceptance objectives and, secondly (if the proposal is accepted), the objec-
tives of quality, cost and timeliness”. 

Regarding an unwanted event, several properties characterize the associated risk 
and its possible management. In this regard, an adapted risk model has already been 
developed [7]. It allows understanding all the useful features to inform the processes 
involved in BPRM methodology. Five aspects are highlighted in this representation, 
forming the five dimensions of the CEMDEx model (Causes, Effects, Mapping, De-
scription, and Experience) introduced in Fig. 2. 

 

Fig. 2. CEMDEx model  

Causes (<C>). According to the classification of risk factors for an unwanted event 
proposed in [8], a partition “external / internal causes” has been created. In this ap-
proach, external causes include all causes from the bidder outside context in relation 
with the current BP. Internal causes include all causes which are specific to the bidder 
context. Classes included in these two categories are respectively client causes, com-
petition causes and environment causes for external causes, and strategy causes, 
project causes and product causes for internal ones. Each class may have other specif-
ic subclasses, which are typically: organizational, technical, financial, human and 
juridical ones. 

Effects or consequences (<E>). As was done for the causes, effects of unwanted 
event are split up according to the partition “external / internal effects”. In this case, 
external effects include all effects affecting the bidder outside context in relation with 
the current BP. The internal effects include all effects affecting the bidder context. 
Effects in relation to the client and the environment are identified as external effects, 

RBP = {<C>, <E>, <M>, <D>, <Ex>}

1. CAUSES <C> 2. EFFECTS OR CONSEQUENCES <E>

(1c_1e) (1c_Me)

(Mc_1e) (Mc_Me)

3. FORM OR MAPPING <M>

• Anticipated event that did not 
occurred  ()

• Anticipated event that 
occurred ()

• Unanticipated event that 
occurred ()

5. EXPERIENCE CATEGORY <Ex>

• conservation  
• avoidance
• reduction
• transfer

4. DESCRIPTIVE CHARACTERISTICS <D>

• Occurrence
• Impact
• Detectability
• Risk level
• Trust-level

4.1 MANAGEMENT ACTIONS
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and effects related to the project and the product are identified as internal ones. Like 
for causes, subclasses (organizational, technical, financial, human and juridical) may 
be associated with each effect.  

Form or “mapping” (<M>). This dimension allows clarifying the number and form 
of dependencies between the possible causes of an unwanted event and its effects. 
Four basic forms may be considered with respect to the generic risk representation: i) 
one cause to one effect, ii) one cause to multiple effects, iii) multiple causes to one 
effect, and iv) multiple causes to multiple effects. Considering “multiple causes to 
multiple effects”, aggregation operators (conjunctive or disjunctive) must be defined 
and have an important impact on the adopted risk management strategy. For instance, 
the application of “cause avoidance” techniques is, a priori, more favorable to con-
junctive causes than those of disjunctive (in the first case, avoidance of one possible 
cause is sufficient to exclude the occurrence of the unwanted event). 

Descriptive characteristics (<D>). The main descriptive characteristics in quantita-
tive terms are the following properties: i) occurrence (often expressed with probabili-
ties), ii) impact or severity (often expressed with scale of values), iii) detectability 
(expressed as binary or gradual value), iv) risk level (often expressed by the product 
of occurrence and impact), and v) trust-level (confidence level expressed as gradual 
value). Qualitative characteristics are those that describe the management actions 
carried out (or likely to be carried out). This description combines classically choices 
and actions of conservation (passive risk acceptance), avoidance (actions to avoid 
causes), reduction (actions to limit consequences), and transfer (insurance). 

Experience category (<Ex>). This last dimension refers to risk scenarios already 
found in past experiences; it is directly related to the LLS. In the context of past BP, 
several risk scenarios for the project development have been identified. Starting from 
risk associated with an unwanted event, a risk can be: i) anticipated and not occurred 
(a risk that should not have been considered or, on the contrary, a risk for which ac-
tions carried out avoided its occurrence), ii) anticipated and occurred (a risk for which 
actions carried out were not enough), and iii) unanticipated and occurred (a risk in 
which the analyst did not think). 

This generic BP risk model can be refined according to the system to be developed 
(product/service). This representation is exploited in decision-making processes in-
volved in the BP different phases. For more information about CEMDEx see [7]. 

4 Experience Concept and BP Guideline 

In order to carry out activities related to LLS (capitalization, processing and exploita-
tion) [9], an experience vector (set of structured information eventually nested) has 
been proposed. It allows to record all relevant information to the implementation of  
a LLS towards BP risk management and is made of five elements: i) the “context” 
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describing the current BP framework, ii) the “analysis” conducting feasibility studies 
and risk analysis, iii) the “solution” describing the technical and commercial offer, iv) 
the “deployment” presenting the product development as well as the encountered 
difficulties (if the offer is accepted), and v) the “closure” giving the final risk analysis 
and synthesis of the project.  

 

Fig. 3. Experience vector 

This experience vector has been implemented in a LLS computerized fact sheet 
that allows capitalizing and exploiting experiences in a practical way. This sheet aims 
to trace BP (extended to the project) in order to facilitate the extraction of information 
and to simplify the mechanisms for its reuse during a new BP. A key aspect of this 
tool is to provide the full traceability of the expert reasoning when dealing with risks 
during a BP. In particular, special information fields have been developed to include 
(eventually) expert comments.  

Based on this experience frame, a guideline with six stages for processing a new 
BP is offered: i) fact sheet assignment, ii) similar experiences lookup, iii) risks extrac-
tion and analysis, iv) offer estimation (quality, cost and timeliness), v) solution dep-
loyment, and vi) final risk analysis and project closing. Coupling between the BP 
stages, the experience vector and the offered guideline is given on Fig. 4. 

 

Fig. 4. Matching between Experience, RM and LLS 

Note that correspondence between these three elements is straightforward. Each 
BP stage (extended to project) matches an element of the LLS fact sheet (the descrip-
tion of the experience) and a phase of the advisable guideline. 
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5 General Approach for BP Risk Management 

The previous guideline for BP risk management allows both to lead BP effectively 
and to lead risk management in accordance with ISO 31000 [10]. Indeed, our BPRM 
methodology follows, in an original manner, the stages of risk management, which 
are: communication, context set up, risk appreciation (identification, analysis and 
evaluation), treatment and monitoring. Fig. 5 illustrates risk management mechanisms 
involved in the BPRM methodology via the LLS. 

 

Fig. 5. Operating mechanisms of LLS database for risk management in BP 

The first step consists in requesting the LLS database in order to find relevant ex-
periences for a new case . This request may use three lookup mechanisms: i) simi-
larity of experiences (considered as a whole), ii) similarity of risks associated to  
specific context elements of experiences (stored in past experiences for each risk) iii) 
search for peculiar risks (according to the expert knowledge and know-how). 

Step 2 returns inferred risks to be studied drawn up from full experiences and spe-
cific risks . This risks list can be completed by letting the analyst add new risks (no 
previous occurrence). Such risks are conformant to the CEMDEx model. 

The third step involves the transition from assessed risks to retained risks (risks to 
be considered in current BP) . Each risk component must be adapted to the current 
case. This can be done through the analyst expertise (or eventually by using auto-
mated rules). Again, a particular attention has been paid to capitalize the analyst rea-
soning trace for each risk analysis (“risk trace” history is available) . 

 Finally, step 5 concerns the transition between considered risks (in BP phase) to 
effective risks occurred during the project execution . Here, the provider can see if 
the implemented risk strategy was adequate (pertinence of retained risks and effec-
tiveness of the corresponding risk management actions). 

Note that, even if last step of risk management cycle (monitoring) is not explicit in 
Fig. 5, it is implicit in the methodology because, through the LLS implemented, risks 
are under control, and revision and updates are systematically carried out when the 
risks adaptation for new cases of BP is made. 
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6 Conclusion and Perspectives 

Bidding process (BP) is an unavoidable and risky practice for companies that respond 
call for tenders. The BPRM methodology was proposed so as to give such companies 
a tool to control the different kinds of risk associated to tenders. The originality of this 
work is the coupling of risk management with a lesson-learnt system (LLS). 

The first contribution was to define what essentially is a BP Risk. A generic model 
called CEMDEx has been used for this purpose. The second contribution is the propo-
sition of a guideline that helps following BP while capitalizing all related information 
in concordance with, not only BP, but with the whole product cycle. This ends up in 
an information vector called “experience” that is stored for later reuse and which is 
the central part of the LLS. 

Up to now, a fact sheet representing an experience has been implemented and sev-
eral lookup mechanisms have been designed. Capitalization of the expert reasoning 
(trace) was our first concern and although exploitation mechanisms are not yet im-
plemented. The usage of a flexible model and its associated meta-model have been 
decided to be able to implement different lookup strategies (based on similarities). 
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Abstract. Project management (PM) has become a managerial discipline which 
is an inevitable prerequisite of managing modern business organizations, espe-
cially manufacturing ones. When applied properly it helps organizations to cope 
with permanently changing environment predominantly represented by custom-
ers, suppliers, competitors, and public authorities. Development of the project 
management methodology leads to increasingly effective implementation of 
strategic changes which is fundamental for being competitive on the market-
place. This PM development is in the center of building project orientation of 
an organization. But, developing just PM without development of overall orga-
nizational culture leads to low effectiveness of projects implemented in the or-
ganization. That is why development of projects and project management 
should be supported by development systems and areas of activities such as 
communications, knowledge, training and development of employees, and de-
velopment of organizational standards and norms. The article focuses on the 
area of communication by using Business Intelligence systems. 

Keywords: Project management, project-oriented organization, communica-
tions, knowledge, culture, Business Intelligence, project management office. 

1 Introduction  

Manufacturing companies more and more need projects and project management for 
being innovative, flexible, interoperable and efficient. Even quality standards take 
care of project management. For the field of project management the ISO 10 006 
standards represent a clear definition of a project as a process that brings a planned 
change.[5] However the use of projects in manufacturing organizations is known, it is 
less known, that the programs and projects are the outcomes of strategic thinking of 
top management of the organization. [7] Transition from strategic thinking to the par-
ticular act of strategy implementation is expressed in the following brief idea: 
A project starts when the management authorizes it. [10] 

A project itself is not only a tool for technological or organizational innovation,  
but also a tool for generation of new managerial culture in the organization.  
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Communication techniques applied in project teams enable mutual share of professional 
information which is essential for building a knowledge-based enterprise. Also tech-
niques for saving information during the project, and at the end of it, offer possibilities 
to maintain the database of knowledge which is subsequently used for next events per-
formed in the enterprise. The acquired knowledge has to be available for authorized 
people, so that the enterprise should develop organizational standards and norms for 
managing acquired know-how. All this mixed with purposeful training and development 
of the employees, who are important for providing core organizational activities, creates 
a ground for project orientation development.  

The project-oriented organization becomes a significant issue in the strategic thinking 
of top managers today. Concerning the problem of getting right professional informa-
tion in right time, the information flood coming from internet does not help sufficiently 
to increase the knowledge of specialists throughout the organization. Equally, it seems 
to be not satisfactory just to establish a position of chief communication, information, or 
knowledge officer in the enterprise without development of supporting relations and ac-
tivities. The aim of this paper is to offer a model how to build project orientation in a 
business organization with focus on communication as one of supporting areas within 
this comprehensive process. This contribution has been elaborated on the basis of partial 
results of the research project VEGA 1/0933/14 supported by the Slovak Ministry of 
Education and Sport. 

2 Project Orientation of an Organization 

2.1 Model of Building Project Orientation 

The low strategic thinking level of the top management in business organizations of-
ten reveals the orientation just on operational issues, short-term goals, and overlook-
ing trends. This is very risky, and often leads to deep problems in near future. These 
organizations do not use projects for curing their systems problems, but they would 
like to take advantage of co-financing them by the European supporting funds. The 
evidence of this finding is available from results of an institutional VEGA research 
project carried out in 2005. [6] It must be stated, that it is a long-term run for such a 
poorly project-oriented organization to become a mature project-oriented one with 
developed programming. Also, the common professional effort of both managers and 
owners is a prerequisite. Owners usually have a majority in the Board of directors. If 
a company is to function professionally, it is very important that members of the 
board are properly skilled. [9] An integrated model of the process of becoming  
strategically highly developed project-oriented organization is suggested in  
Table 1: Integrated model of transformation process leading to the project-oriented 
organization. [8] 

The model suggests that beside Project management development, which is in the 
center of the transformation process; there are other areas in the organization to be 
developed: Communications, Knowledge development, Training and development of  
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employees, and Organizational standards & norms. Table 1 shows the transformation 
of a current organization into a project-oriented one. Columns from left represent  
initial state of a company/organization, which is not yet developed in an area,  
and next five developing steps lead to a project-oriented, strategically mature  
organization. 

The project development in Table1 starts from the state when projects, if any, are de-
signed and implemented by external experts. No special organizational unit cares for 
this area. In most, this is a competence of one top manager or the functional manager 
authorized by him/her. Through the gradual involvement of internal personnel the en-
terprise establishes its own unit, a project management office, for the administration of 
design and implementation of projects. 

The model was tested in real business environment independently by two diploma 
students while elaborating their theses. The first company was a manufacturing one 
operating in defense industry and its project-orientation in all areas oscillated on 3rd 
step of development. The second company was mixed construction and consulting 
one, and its state of project-orientation development was in four areas at 4th step and 
in knowledge development area at 5th step.   

2.2 Communication and Knowledge Development Areas in an Organization  

Knowledge development inevitably goes concurrently with development of commu-
nication culture and training and development of employees. At first, the knowledge 
of employees is exclusively connected with their profession. They have no idea about 
what is done by their colleagues in the next functional area. For example, people in 
technical area have no concern for economy and vice versa. Solution of a multidiscip-
linary problem is almost impossible. The third step proposes an interdisciplinary  
approach of people working in professionally different areas. In the fourth step the 
multidisciplinary knowledge is acquired during the project preparation and/or imple-
mentation. The multidisciplinary work on the project and intensive communications 
enable participants to learn much about the profession of a partner within the project 
team. The supporting role of top management to make communications in team effec-
tive is expressed by Yeatts: The managers’ behaviors and what they said were the 
means of conveying this support. [13] The fifth step describes the managed activities 
of the project management office where specialists share professional information 
with partners. The project management office is becoming a consulting center of the 
organization. [2] It can even become the publisher of a professional journal issued 
regularly minimum once a year. 

The acquired knowledge has to be saved and properly stored for using by others 
later on. In the organization, the area covering standardization and normalization 
takes care of it. Thereby, knowledge generated from communication can be forma-
lized and positively influences the behavior and overall culture of an organization. 
[12]  
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Table 1. Integrated model of transformation process leading to the project-oriented 
organization 

Initial 
state 

Developed 
area 

1st step 2nd step 3rd step 4th step 5th step Desired 
state 

C
ur

re
nt

 o
rg

an
iz

at
io

n 

Organization
al  
standards & 
norms 

Standards & 
norms for 
routine 
processes 

In general, 
organizationa
l norms 
support 
operation of 
ICT and 
T&D of 
employees 

Organization
al  norms 
include the 
project  
admini-
stration 

Organization
al  norms 
specified for 
PM include 
utilization of 
Business 
Intelligence 
apps and 
outsourcing 
of selected 
ICT  

Specific 
norms 
developed for 
the Project 
management 
office 
(PMO*) 

M
ature project-oriented organization 

 
 
 
Communicat
ions 

Communicati
on gaps 
between 
professional 
areas and 
managerial 
levels 

Identification 
of     activi-
ties to be 
supported by 
IS/ICT 

 

Increased 
horizontal 
and vertical 
cooperation, 
start of 
implementin
g BI 
applications 

Development 
of 
communicati
on within the 
project 
teams; 
optional use 
of Business 
Intelligence 
applications 

Communicati
on of project 
professionals 
organized by 
PMO 

 
 

Knowledge  
Development 

Knowledge 
related to 
profession 
and position 
in the 
organization 

Knowledge 
related not 
only to 
profession in 
the 
organization 

Creating 
environment 
for      
interchanging 
of tacit 
knowledge 

Multidiscipli
nary 
knowledge  
acquired on 
the project  

Shared 
knowledge of 
PM 
professionals 
(PMP**) 
within the 
projects or 
PMO         
(+ Journal) 

 
 
Project  
management  
development 

Projects, if 
any, designed 
and 
implemented 
by      
external 
experts 

Projects are 
designed and 
implemented 
prevailingly 
by external 
experts 

 

Projects are 
designed and 
implemented 
prevailingly 
by internal 
experts 

Internal   
experts are 
gradually 
certified as 
PM 
professionals 
and Project  
managers  

PMO    
administers 
design and 
implementati
on of projects  
including 
pool of PM 
experts 

 
Training and  
development 
of employees 

T&D only  
in the     
profession 
given by  
external 
trainers 

T&D only in  
profession 
given  
prevailingly 
by external 
trainers 

T & D of 
mixed    ex-
pertise given   
prevailingly 
by internal 
trainers 

T & D of 
mixed    ex-
pertise  given   
prevailingly 
by internal 
trainers or is 
given within 
the project 

T & D of 
mixed     
expertise 
given     
prevailingly 
by internal 
trainers leads 
to PMP  
certification 

*  PMO – Project Management Office, ** PMP – Project Management Professional 
Source: own 

2.3 Communication Problems in the Manufacturing Organization  

Communications in an organization is a complex system of technically supported  
and non-technically supported communication. Non-technically supported communi-
cation is verbal or nonverbal (face-to-face). Information is exchanged between groups 
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or individuals. Technically supported communication can be included to the informa-
tion and communication systems known as IS/ICT. For the support of building or de-
velopment of project orientation of an organization we must analyze both technically 
and non-technically supported communications.  

In general, communication problems in the organization can be viewed from hori-
zontal and vertical perspective. Fig. 1 shows a model of hierarchical and functional 
problems in communications within the organization. 

Both phenomena – the hierarchical and functional communication gaps work si-
multaneously. The result is the creation of communication islands within which  
specialists operate. For example, it is clear that to improve the mutual behavior of 
partners in a supply chain in specific situations means actually the change of behavior 
of individual partners, i.e. the change of their culture.  Definitely, it is a key process 
and not a short-term one. The developed communication systems should remove the 
communication gaps which are shown in Fig. 1. 

 

 

 

 

Fig. 1. Implications of bad hierarchical and functional communications in the organization 
(adapted by [4]) 

Another communication problem has been defined by Schulte. He calls it “Conflicts 
of goals between functional departments in the manufacturing company”. [11] The 
functional departments especially in manufacturing organizations speak different pro-
fessional languages and follow different goals. For example, marketing managers thing 
about wishes of customers, production managers about low costs, lead times and quali-
ty, research and development people thing about most modern design of products, and 
financial managers about investment and financial sources. One of the places where 
they can understand each other is a project team, because they share the same common 
goal. 

3 Business Intelligence Tools for the Development of Project- 
Oriented Manufacturing Organization 

The evolutionary maturity model of Business Intelligence applications is well com-
patible with the Model of development of a project-oriented organization.  

On the basis of study several models concerned with maturity of Business Intelli-
gence systems it has been found that each model is focused on the development of a 

  Communication isles    Communication gaps 
       functional 

Communication  
gaps hierarchical
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specific part of Business Intelligence systems. For further research the BIMM (Busi-
ness Intelligence Maturity Model) was developed initially by Gartner Company, then 
published by authors Chamoni & Gluchowski. [1] This model was supplemented with 
elements from the TDWI (The Data Warehousing Institute) and Hewlett – Packard 
models. They served to determine the stages of BI maturity model evolution. Concur-
rently, criteria for measurement of maturity level of the individual enterprise were es-
tablished. [3] 

Starting from the above mentioned it is possible to describe BIMM as follows: 
The BIMM consists of 5 levels, where each level covers 3 areas within which 

every level will be analyzed: 

a) Business processes and reporting, 
b) Information technologies, 
c) Strategic management of an organization (the strategy in relation to BI) 

1st level – pre-defined reporting 
This level represents organizations, which start thinking about BI implementation, or 
those which have passed several bad starts and revalue they BI strategy. 

2nd level – BI within the professional departments 
Organizations on this level prefer manual solutions while creating analyses. They start 
planning and monitoring business processes, where they tend to apply new methods. 

3rd level – BI expansion to all areas of organization 
The third level of maturity model can be characterized by a need for integrating the 
subject or vertical oriented information solutions, which were implemented on the 
second level. Thereby organizations gain possibility to define metrics in more detail, 
e.g. metrics which require data from more than one area. 

4th level – expansion the number of users and decision making support 
Beside the top and middle management users of BI there is an extension of access for 
lower managerial levels of the organization, i.e. support of innovation and overall ac-
tivity of employees. 

5th level – the active knowledge management  
The 5th evolutionary level of the BIMM is characterized by activities related to inte-
gration of IS/ICT within the organization with other external systems all focused on 
increasing the value of business organization. The critical factor of success is the 
knowledge management principles application together with full support for Business 
Intelligence systems utilization.  

According to published research [1, 3] manufacturing companies’ lag behind in 
Business Intelligence area compared to IT, financial and telecommunication compa-
nies. According to the BIMM the manufacturing companies reach only the 1st. or 2nd 
level maximally.  

There are more suitable simpler and cheaper solutions for the manufacturing com-
panies focused on basic business processes, whereas especially for small enterprises 
the BI solutions within information systems ERP (Enterprise Resource Planning), or 
the open source solutions are sufficient. 



 Development of Information and Communication Systems 247 

 

Further research for possible improvement of Building project-oriented organiza-
tion model will take into account the above mentioned achievements and the 5 levels 
of BIMM will be tested against the 5 levels/steps of the Project-oriented organization 
model. 

4 Conclusion 

To become a mature project-oriented manufacturing organization means to undergo a 
process which is based on strategic thinking and systems approach of the owners and 
executives. The aim of this contribution was to offer a model for manufacturing or-
ganizations presenting how to build the project orientation not only through develop-
ing projects and project management but also with support of other four activity areas 
development. This comprehensive approach ensures better the sustainability of high 
level project-orientation of the organization. Communication as one of the four sup-
porting areas in this comprehensive process was discussed in more detail.  

In manufacturing companies communication problems occur not only as hierar-
chical gaps but as extreme functional gaps caused by diversity of professional orienta-
tion of organizational units. Building of project-orientation can be a remedy. 
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Abstract. This paper introduces a novel modelling approach based on
the analogy to the incubator concept so as to provide a suitable sup-
port for designers through product design process. The main objective
is to define a knowledge-intensive design context in the early product
design stages. The main goal of the proposed approach is to provide a
knowledge-based design context for designers by considering engineering
knowledge in an appropriate and seamless manner. As such, the proposed
design incubator will assist designers to make better-informed decisions
by delivering knowledge and engineering information at the right time. A
case study has been introduce to illustrate the relevance of the proposed
approach.

Keywords: Assembly modelling, Skeleton-based modelling, Top-down
assembly design, Proactive engineering, Design context definition,
Knowledge-intensive design

1 Introduction

The current globalised competitive context requires industry to reduce develop-
ment lead times at optimised costs and improve the quality and the efficiency of
their products in order to fulfil customers’ requirements. To reach these goals,
a phase of architectural design is required. The role of product architects will
be consider the numerous number of constraints (i.e. reliability, sustainability,
...) in the product design process. Product architects also have a global view
on the system to be developed especially on functional, structural, behavioural,
geometric and physical aspects which are associated to different viewpoints [6].

The fact of working collaboratively and remotely on the same product is part
of a recurrent issues in large-scaled companies. As such, it is important to define
a design context to assist designers through their activities. This paper is based
on previous research works on proactive design for assembly and skeleton based
modelling approaches ([7] [8] [9]). Built on this, the whole is to propose a proac-
tive top-down modelling approach of layout elements based on an analogical
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reasoning approach with incubator in the early product design stage. The incu-
bator is composed of several layers of engineering information and knowledge (i.e.
skeleton entities, functional surfaces, design spaces, parameters, knowledge and
requirements to name a few). Compared to previous research efforts in this field
[8], this approach will introduce the generation of design spaces from skeleton
interface entities and functional surfaces.

Built on this, section 2 reviews some previous research works in the field of
top-down and layout modelling design. In Section 3, a presentation of the design
incubator concept is proposed and the overall approach is also presented. Then
section 4 discusses about the deployment of the approach through a mechanical
assembly. Finally, conclusions and future work are given.

2 Related Works

This section aims to give a brief overview of published research works on top-
down and layout modelling design issues, so as to provide the foundation of the
proposed approach based on current status and challenges.

2.1 Top-Down Design

Top-down approach starts with the formalisation of requirements and the es-
tablishment of general layout models, specifying but not detailing any first-level
components. Then, components are refined in greater details until the overall
definition of the product. Support for top-down design and multiple viewpoints
is a key point of top-down design which should be take into account when devel-
oping computer environments for mechanical assembly design [15]. An overview
in this research domain [22] highlights some issues such as assembly model rep-
resentation for top-down product design and the reasoning method from concep-
tual model top parametric model which must be tackled. In addition, Mäntylä
[16]state that the design process could be decomposed into several stages (i.e.
functional, conceptual and detailed design) while a top-down design process
should support multiple abstraction models.

2.2 Layout Modelling

The product design process is composed of several stages from the identifica-
tion of customer needs to the detailed definition of product [18]. Layout de-
sign has a crucial role to play [3] in the embodiment design stage which is
the focus of this paper. By using layout elements (featured by geometric en-
tities and engineering information), it is possible to support designers activi-
ties and exchange design data with other teams. In literature, many attempts
have been made to carry out various aspects of the layout design. [12] uses lay-
out elements to define kinematics constraints between functional components.
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Li et al. [14] capture all the feasible designs to find an optimal geometry by
integrating user-defined constraints. Theodosiou et al. [20] developed full com-
prehensive models for spatial constraints, and in particular, for free space re-
quirements. Ballu et al. [2] proposed a functional design method that early aides
to identify and analyse functional geometrical entities and tolerance (Technolog-
ically and Topologically Related Surfaces). Mun et al. [17] proposed a solution
to share skeleton model among companies working collaboratively in order to
protect their intellectual property. Delgado et al. [5] uses spatial design to gen-
erate a structural solution inside it. Moreover, Gelston et al. [11] proposed a
method for reconstructing boundary surfaces corresponding to skeletal curves,
and then extend the method for reconstruction of boundary surfaces correspond-
ing to skeletal surfaces. Kovacs et al. [13] describes the incremental development
of a knowledge-based system for supporting floor plan design. Bai et al. [1] de-
ployed tools based on Product Layout Feature concept to carry out collaborative
design activities among multi-disciplinary teams. Skander et al. [21] proposed a
skeleton-based method and models that tackle the issue of manufacturing pro-
cesses selection and constraints integration , as soon as possible, into the prod-
uct modelling stage. Csabai et al. [4] uses design spaces to analyse interferences
between product components. Gane et al. [10] defined a methodology for build-
ing and managing requirements driven design spaces with parametric Computer
Aided Design tools.

3 Proposed Approach

This section presents the proposed approach which introduces the design in-
cubator concept (Fig. 1). Design incubator provides a knowledge-intensive and
living support to designers by defining layout product geometry at the begin-
ning of the embodiment design phase. Such analogical reasoning will enable the
introduction of a novel paradigm in CAD modelling stage.

The incubator improve coordination and information flows between three sys-
tems, such as Product Data Management (PDM) system, knowledge base and
CAD system. Its role is first to generate a design context to designers. Then,
when designers start their activities, it will identify and analyse their intents.
Once design intents are captured, a request to the knowledge base is process in
order to get appropriate engineering information or knowledge for designers at
the right time. Finally, when designers store their component, the incubator will
generate design intents history. Such procedures will ensure understanding and
traceability in design with new technical objects.

3.1 Overall Methodology Description

Based on the SKL-ACD approach[7] [19], an enriched flow chart is introduced to
describe the proposed approach in a more detailed view (Fig. 2). An explanation
of the different steps of the method is visible below:
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Fig. 1. Incubator concept

– Start: Starting from the early defined assembly sequence and product rela-
tional information embedded in graphs and matrices, the product architect
defines kinematics/technological pairs in the directed graph;

– Steps 1 and 2. The product structure is automatically generated and assem-
bly skeleton places are assigned inside (Steps 1 and 2 of Fig. 2);

– Steps 3 and 4. Based on these relationships, assembly constraints are auto-
matically defined and geometric skeleton entities are generated in order to
provide interface control elements for assembly modelling (Steps 3 and 4 of
Fig. 2);

– Step 5. The product architect introduces new assembly constraints between
the generated geometric skeleton entities (Step 5 of Fig. 2); A new graph,
called skeleton graph, built upon these constraints, is defined by skeleton
entities and their related assembly constraints;

– Step 6. This graph is simplified later on by the generalization and the con-
catenation of skeleton elements into a minimal skeleton graph (Step 6 of
Fig. 2);

– Step 7. Based on this minimal skeleton graph and the early-defined assembly
sequence, this step allows the structuring and regrouping of skeleton elements
in assembly skeletons (Step 7 of Fig. 2);

– Step 8. An assembly coordinate system is defined for each assembly layer
and associated to each identified base part. Therefore new constraints are
introduced to link the defined assembly coordinate systems with the interface
control elements from the minimal skeleton graph (Step 8 of Fig. 2);

– Step 2. The resulting assembly skeletons can be allocated to the initial prod-
uct structure. At this stage, it is possible to assign rights to a skeleton entity
which is at the interface of different assembly skeletons (Step 2 of Fig. 2);
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– Step 9. Based on the kinematic pairs between components and product ar-
chitect choice, the skeleton interfaces entities are defined (Step 9 of Fig. 2);

– Step 10. Supported by skeleton interfaces entities, functional surfaces are
defined (Step 10 of Fig. 2);

– Step 11. From functional surfaces and skeleton interface entities, design
spaces are generated (Step 11 of Fig. 2);

– End: As a result, the assembly skeleton CAD model, functional surfaces and
design spaces are semi-automatically generated.

Fig. 2. Enriched flowchart of the proposed approach

4 Case Study

In this section, the proposed approach is illustrated with a mechanical system
(Fig. 3). Each step of the method are described for a better understanding (Fig. 4
and Fig. 5).

Fig. 3. Case study : vice and parts list of the case study
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4.1 Determination of the Skeleton Minimal Graph (Step 3 to 6 of
Fig. 2) and Introduction of an Assembly Coordinate System
(Step 7 to 8 of Fig. 2)

The product architect starts by defining the kinematic pairs between each parts.
Based on the kinematic pairs, the skeleton entities and position constraints be-
tween each parts are deducted. At this point, to facilitate the management
of the skeleton entities, it is possible to simplify the proposed skeleton graph
by generalize and concatenate skeleton entities. Based on the minimal skele-
ton graph of the previous step, an assembly coordinate system is introduced.
Each skeleton entities are linked to this new assembly coordinate system by the
intermediate of geometrical constraints. Then, the geometrical constraints are
concatenated.

Fig. 4. Definition process of a minimal skeleton model

4.2 Allocation of Skeleton Interface Entities and Functional
Surfaces (step 9 to 10 of Fig. 2) and Generation of Design
Spaces (Step 11 of Fig. 2)

Based on previous steps, the skeleton interface entities are defined and associated
to skeleton entities.

Then, it is possible to concatenate skeleton interface entities in order to sim-
plify the design environment. Finally, after this simplification, the functional
surface are deduced from the skeleton interface entities.
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Fig. 5. Definition process of design spaces models

5 Conclusions and Future Work

In this paper, a novel approach to define a design context in the early phases
of the design development has been proposed and described in detail. The cur-
rent issue of the paper is to allocate design spaces to the assembly skeleton
model. Defining design spaces based on skeleton modelling will permit a bet-
ter understanding of “what to design“ by designers. To illustrate the feasibility
and the relevance of the proposed approach, a use case has been carried out.
Finally, three main issues demand further research: the incorporation of knowl-
edge; adding requirements; and create a link between the method and PDM
system.
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Abstract. Small-to-medium ports are characterised with inefficient, ineffective 
and resource intensive information sharing, which is not supporting their com-
plex and dynamic environment. This creates challenges both for optimizing the 
internal planning of the activities at the port according to the demand, and for 
stronger supply chain integration with the external actors. This paper focuses on 
identifying the needs and criteria for an information sharing system, and pro-
poses an approach for sharing operational data in port systems for improved 
supply chain integration, in the context of logistic engineering. The proposed 
approach has the potential to alleviate some of the problems when operating in 
a dynamic demand environment. 

Keywords: Information sharing, supply chain integration, ICT, role based 
access, coordination, trust. 

1 Introduction 

Port systems are an important part of many supply chains, as a place for transport 
transformation and cargo consolidation. Ports are often characterised by a complex 
supply chain environment, including not only many external customers, but also many 
different companies within the port, making the coordination and planning even more 
complex. In addition, the environment is unstable because of the high variety and lack 
of knowledge about the timing of the activities of the different actors at the port sys-
tem. This creates a need for information sharing to ensure an efficient supply chain. 
Literature on supply chain management states that the companies should optimise 
external coordination and collaboration with suppliers and customers to improve its 
performance and reduce uncertainties [1] [2], and to do this effectively information 
sharing is required. It is known that integration and coordination via information shar-
ing in supply chains are beneficial [3], [4]. Information sharing is the act of sharing 
information between separate organisational units. A previous study dealing with how 
to enable information sharing in a port, found that there is a need to develop a system 
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to support the sharing of information [5]. The paper highlights the benefits of infor-
mation sharing and finds that sharing more real-time data will ensure better planning, 
reduce waiting time and increase utilization of resources in port systems. The general 
level of integration and information sharing in small ports have not been developed 
much, even though it is possible [5]. Today, most information sharing in small ports is 
based on manual tools, such as phone calls and emails. This type of information shar-
ing is not very flexible and is resource intensive, as all changes are propagated via 
manual communications methods. Therefore, an automatic IT system is required to 
ensure a higher level of information sharing in ports. Olesen et al. [5] finds that for 
such information sharing system to be usable in a small port, the system must address 
the issues of trust between actors of the supply chain, availability and quality of data 
and the complexity level of the system. 

The paper is organized as follows: firs a literature presents the basic requirements 
and challenges for information sharing in supply chain. Further, a case study of small-
to-medium port identifies the current information sharing and future needs of different 
actors at the port. Finally, an approach for sharing information in small-to-medium 
port system is proposed.  

2 Theoretical Background and Analysis 

To develop an information-sharing approach it is necessary to understand the chal-
lenges related to the process of sharing information between organisational units. 
Therefore, this section will describe some of the benefits and challenges related to 
information sharing. According to Zhou [6] the dynamism of demand and supply are 
the reasons that information sharing has a high potential value. The main benefit of 
information sharing in the dynamic environment is the ability to adapt plans and 
schedules to external input, if there is new information or the external systems be-
haves in an unexpected manner [7]. Furthermore, information sharing would allow the 
different supply chain partners to align their operations [4], making it easier to  
align the production system with the input and output based on the supply chains’ 
requirements.  

Information sharing challenges also include the quality and availability of informa-
tion within companies. This applies to intercompany coordination of processes, but 
also use of information to internal planning, such as ensuring correct capacity plans. 
However, literature on information mainly discusses how to improve the data quality 
instead of the reason for bad or non-existing data [8], [9]. Besides ensuring the data 
quality, it is important to have the necessary data, thus the system should only contain 
the information required in order to keep partners updated on the events that affect 
them. 

According to a review by Perego [10] information and communication technology 
(ICT) solutions for transport companies and supply chain communication is an under-
developed area in both literature and industry. Zhang [11] also underline the need for 
a new approach to how ICT systems should operate based on whether it is intra or 
inter company operations the system should support. Another problem regarding ICT 
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solution is the sometimes extreme complexity that is caused by cross-functionality 
and huge amounts of data. Overall, information sharing systems should be developed 
to be as simple as possible. Furthermore, both user interface and technical aspects 
affect the complexity as both can prevent a successful implementation. 

Currently, most ICT systems employs sharing technology to some degree, and 
what is missing is from both literature and praxis is a method that enables sharing of 
data and acknowledges the special requirements of small and medium sized compa-
nies. Trust is one of the major hindrances for sharing information between companies 
[12], [13]. Trust between companies is one of the main challenges of information 
sharing. The trust level is often influenced by a lack of knowledge about the other 
companies’ intentions and strategic direction [12]. A high level of trust is identified to 
enable: relational exchange of knowledge, facilitating parties to focus on long-term 
benefits of the relationship [1], supplier responsiveness [2], and collaboration [3]. 

It is stated by Olesen [5], that information sharing can be non-existent, manual or 
automatic, and that the true benefit is achieved with automatic sharing. There are 
some solutions that focus on the technical aspects of information sharing [14], [15], 
and some that discuss information sharing in a supply chain [6], [16]. However, it has 
not been adapted to fit systems like a port. Therefore, this paper focuses on how the 
information sharing systems should be adapted to support information sharing in port 
systems.  

Based on the benefits, the requirements and the limitations of information sharing 
as is, the challenge moving forward is to realise why information sharing is not wide-
ly used in the industry. The main reasons are that most computer systems simply do 
not fit how the companies operate, and that there is no technical understanding of how 
companies are protective and secretive about even simple transaction data. The theo-
retical gap is not the technical solutions, but how they are applied in the organisation. 
To understand how an information sharing system can support a port system, the gen-
eral setup of a port system is described. 

3 Information Sharing Needs in a Small-to Medium Port 
System 

The case is done in a medium-sized port in Denmark with around 1800 ship berths a 
year. The port is a collection of many services and companies, often many of these 
need to work together in order to move cargo from land to sea or the other way 
around. Examples of actors in the port are: 
 

• Port system 
─ Port authority 
─ Port Terminal 

• Transporters 
─ Shipping lines 
─ Truck carriers 

• Customer 
─ Shipping brokers 
─ Direct customers 

 
The Port Authority has central role mediating information to all companies in the 

port system. The Port Authority controls the approach and docking procedures of the 
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ships, and is in contact with the approaching ship. Further, the Port Authority is the 
link between the ships and land services, sending the orders to the local partner. Last-
ly, the Port Authority communicates with the shipping brokers to book future ship 
arrivals and services. The Port Authority receives information related to orders and 
experiences challenges when this information changes or arrives late. The only up-to-
date information comes from the GPS system that tracks the ships within ca. 200 km 
of the port, and the port authority would like to receive more updated information, 
about movement and timing, and be able to propagate this information to the rest of 
the port system. The port authority uses a lot of time to gather and distribute informa-
tion about delays and other events, and feels a need for more automated approach. 

The container terminal handles the movement of containers between land and 
sea. The information currently present here includes the timing of when the ships 
arrive and the defined deadline for when trucks arrive based on ship departures. This 
means that the information flow is limited and directly related to the physical flow. 
Information on the containers is not known by the terminal prior to the arrival, how-
ever all activities that follow the arrival are dependent on the freight letter following 
the container. Information about destination and time of arrival or departure is not 
available before the actual arrival of a truck. The information is available about con-
tainers arriving via ship, but only the ship arrival date and the number of containers. 
The information on containers going to or from the hinterland is only known at the 
terminal the day before ship departure, as orders for the ship are only final here. The 
terminal deals with many containers leading to high risks of waiting time and low 
resource utilisation. Furthermore, trucks tend to arrive around the latest deadline, 
creating queues and heavy peak hours. The container terminal often experiences re-
work from the lack of coordination of information. Improving the information sharing 
will improve its planning of slot times, capacity and placement in the storage area. 
Currently there is no way of sharing this information. 

Shipping brokers are the connection between the customers needing transport of 
goods from one place to another and the different services available through a port. 
Their task is to book transport on both land and see. Their main challenge is when 
ships or cargo is delayed and this has influence on the booking of equipment or trans-
port, so they would benefit from having access to this information directly and fast, 
instead of having to source the information through external partners. Further, a ship-
ping broker would also benefit from having access to information about available 
capacity in the port, as they can use this to plan their next shipments. 

A Special Cargo supplier producing large products for the offshore industry, of-
ten charters specials ships to transport its products to the installation sites. Since the 
ships are specially fitted for the job they are expensive to operate, and the equipment 
needed on the landside to load the ship is expensive. The problem here is that the 
company producing the elements, sometimes does not inform others that their produc-
tion is delayed, which means that the ship waits at the dock until the cargo is ready. If 
the delays in production could be communicated earlier, the ship could take other 
tasks before, saving the company money, as a ship in dock is very expensive. Further 
shared information would also make the ship’s approach available as a planning  
constraint. 
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There is a need to develop an approach that solves the issue of no or slow informa-
tion sharing in a port system. A possible solution to this is proposed in the next  
section. 

4 Information Sharing System at Small-to-Medium Ports 

This section suggests an approach of how information sharing should be conducted in 
a small-to-medium port. However, it is the intention that the presented approach 
would allow the creation of an information sharing system. From the literature, it can 
be concluded that to overcome the issues of data quality, technical complexity and 
trust, it is necessary to make a sharing system simple. Therefore the information shar-
ing system must:  

1. Be relatively easy to use and implement.  
2. Share only transactional data, reducing complexity and increasing understanding of 

the consequences of sharing information.  
3. Easy to configure the access to the data, based on organisational position. 

The focus is on the ability to update information about changes inside the previously 
received order information, keeping these up to date. The solution should therefore 
focus on sharing only limited amounts of relevant data, reducing the need for complex 
software. This is supported by research studies, which indicate that high level of trust 
is not sufficient to reach the full collaboration potential, and requires the support of 
electronically mediated data exchange [5].  

4.1 ICT Approach 

Fig. 1 illustrates the proposed system to share information in smaller ports. The im-
portant part of the system is its functionality in translating and sharing the specific and 
correct information needed by the supply chain partners. The system will function by 
having a set of standard information types that are relevant for the companies. The 
system will then map the chosen data types to the relevant data in a database, and be 
able to read changes when they happen. This allows customers and suppliers to ex-
change data between each other by implementing the same or similar systems. This 
proposed ICT solution can be a portal system that is either cloud based or installed on 
a local server; the specific solution is only relevant to the security setup of the ICT 
infrastructure in the companies.  

The system will not use any new technology but will make use of a new approach 
to how technology and management work together. This is done by creating a new 
way of assigning access to specific data, and by creating an abstraction layer as seen 
in Fig. 1. The abstraction layer or information sharing system has several functions; 1) 
to secure data from the outside, by only allowing indirect specified access to databas-
es, 2) creating a uniform API for data exchange and data presentation, 3) to filter the 
information based on which partner and which data this partner has access to. These 
functions are then based on the pre-existing agreements made between two compa-
nies’ frontend office functions. 
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Fig. 1. Automatic information sharing through an add-on system or API that creates access 
control and information filtering 

As a means to secure and segment access, Role-based user control is introduced to 
allow for easy configuration of access to the information in a way that gives the own-
er of the data full control and knowledge about the level of sharing. Role-based user 
control, means assigning access privileges on a per-user and user-group basis [17]. 
This allows an easy way of configuring exactly what information is available for 
whom, and gives the benefit of defining a unique sharing scheme for each user and 
user group, making it more configurable and understandable what information is 
shared with who. This will also meet the trust barriers to define a very specific 
amount of information that needs to be shared.  

 

 

Fig. 2. Hierarchy of access and filtering 

Fig. 2 shows the structure of groups and users. Each level can have a set of permis-
sions that can be established for an entire group or for a specific user. This allows for 
segmentation of data, e.g. to customers giving access to capacity information and to 
suppliers access to inventory levels. It is therefore important that the access is controlled 
in a way that gives each company complete control and understanding of how the in-
formation is shared. Role-based access control also gives the benefit of defining a 
unique sharing scheme for each user or user group, making it more configurable and 
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understandable what information is shared with whom. Stefansson[18] describes how to 
choose data that is relevant to the supply chain performance and how this transparency 
can increase the ability to track performance measurements. The solution described here 
does not consider any particular information as this is entirely configurable, and only 
requires a link to a database and a business decision about access restriction to this data. 

This might seem simple, but the important realisation is that each company have full 
control over the information sharing on a level that should be understood by managers 
and not IT professionals. This enable the people with the organisational knowledge to 

5 Discussion  

The suggested setup, if implemented, will allow companies to share updated informa-
tion without having to worry much about trust and about technological complexity, 
while keeping the critical information updated in close to real-time. The potential of 
the solution is to include some of the dynamic properties of any supply chain into the 
operations and planning of internal activities in companies. This includes already 
present and updated information in production planning, which makes it more likely 
that the committed production resources are used to produce according to the exact 
demand of customers, which is the ultimate mission for any operations. Also it is the 
primary principle behind the Lean philosophy, to only do what adds value to the cus-
tomer [19]. By adhering to these concepts, it also helps reducing the impact of contin-
gencies such as inventory etc. There are regular customers who deliver to the port 
several times a week and some who are one-off. The information system should there-
fore allow servicing these customers in different ways. Therefore, it is important that 
the system should have a web interface made available, where the customer has the 
possibility to book a time slot. There will be customers who will not make use of such 
a system. For more regular customers it would be more in terms of an application 
interface that can be connected to the companies’ own planning systems and a  
central system in the port. Therefore, the IT solution should be able to translate the 
information from each actors IT system and make sure it will not influence other 
companies etc. 

6 Conclusion and Further Research 

This paper introduces an approach for creating an information sharing setup, usable 
for port supply chain integration. The information model takes the main barriers relat-
ing to information sharing into account and proposes a method to alleviate the impact 
of the barriers. The main contribution of this paper is to introduce a new abstraction 
layer between partner companies for sharing information based on identity and func-
tion. The proposed solution will help the trust issue by giving management insight 
and understanding about how and what they share and also making the benefits more 
clear, such as reducing the impact of dynamism. This allows an increased alignment 
of activities throughout the supply chain. The implication to theory is to bridge the 
gap between the literature showing the benefits of information sharing and the litera-
ture that shows how information can be shared over a public network, by considering 
the organisational issues. Further work will focus on operationalization of the ap-
proach, as in the current state only proposes the general aspect of the information 
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approach. The implementation and evaluation of the performance effects of such a 
system are part of the future research. The ideas presented in this paper would also be 
relevant for other context such as manufacturing and it would be highly relevant to 
test a future information sharing system in this context as well.  
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Abstract. With the advance of information systems and business intelligence 
technologies, new possibilities and functionalities to measure, monitor and con-
trol processes have emerged in the research area and in the market. In the  
context of PLM system, not only KPI for strategic goals can be measure and in-
dicators for decision but also operational metrics link to product, project and 
process to manage agility of companies.  

Keywords: PLM, Business Intelligence, Project Management, Performance 
Measurement, Agile methods. 

1 Introduction 

According to Gröger et al., “Agility is a critical success factor for manufacturers in 
volatile global environment and requires employees monitoring their performance and 
reacting quickly to turbulences.” [1] An extrapolation can be drawn to the engineering 
processes, including engineering product and manufacturing process design, where 
actors and collaborators must have the means to monitor their performances, take 
decisions regarding them and react if required. This reaction can be necessitated to 
“respond to unpredicted changes like a late customer request, a designer failure, or 
some other external environmental impact” [2], but also to respond to poor perform-
ance detection. The performance measurement in engineering processes can be based 
on data shared by the Information System (IS) applications of Product Lifecycle 
Management (PLM). In fact, to be able to perform measurement on data, companies 
“will continue to face new and ever-increasing issues surrounding the quality of the 
data on which they rely”, with companies incorporating data from a wider variety of 
sources [3]. In order to provide appropriated indicators for performance monitoring, 
in PLM system, the data integration is a crucial issue and it relies on various systems 
interoperability and their applications or data together [3]. A focus must be done on 
Business Intelligence (BI) systems enabling engineering process performance mea-
surement and Integrated Decision System Support (IDSS). 
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The paper proceeds as follows: the second section introduces a background in per-
formance measurements (KPI - Key Performance Indicators and metrics), in BI as 
performance dashboard provider and in PLM as operational data sources. The third 
section is dedicated to PLM-BI systems requirements for performance management. 
Finally, the fourth section reports on a proposed architecture to manage data for oper-
ational decision making within PLM-BI application.  

2 Background 

2.1 KPI and Metrics for Performance Measurement 

In order to improve competitiveness, companies measure, monitor, and analyze their 
performance. Performance Management Systems (PMS) are regularly implemented as 
“balanced and dynamic solutions requiring considerable human and financial re-
sources, and offering support to the decision-making process” [4]. According to Neely 
et al. [5], Performance Measurement can be defined as “the process of quantifying the 
efficiency and effectiveness of action”; a performance measure can be defined as “a 
metric used to quantify the efficiency and/or effectiveness of an action”; a PMS can 
be defined as “the set of metrics used to quantify both the efficiency and effectiveness 
of actions”.  

Key Performance Indicators are global metrics largely used in manufacturing in-
dustries to assess the efficiency and effectiveness of production workflow and the 
MES - Manufacturing Execution System [6; 7]. Based on this type of metrics, most 
PMSs are mainly historical and static. They are not dynamic and sensitive to changes 
in the global environment of the company. As a result, the information reflected by 
KPI is not relevant, up-to-date or accurate [8; 9]. In order to make PMS more effi-
cient, KPI need to become dynamic and process dependent.  

KPI and PMS design need to be based on companies’ strategies and operational 
process [10; 11]. In the same consideration, various methodologies aiming to deter-
mine relevant KPI in engineering design processes have arisen in the last few years 
for instance in New Product Development [12] or engineering department manage-
ment [13]. 

In this section, dynamic metrics and KPI concepts have been presented to support 
performance measurement. These indicators are actually mainly used in the manufac-
turing field, but great perspectives are envisioned in the product design and in the 
manufacturing process design. In the next section, emerging BI concepts are pre-
sented to assist decision making process. 

2.2 BI System as Performance Dashboards Provider 

To monitor their performance, companies use specific performance dashboard derived 
from BI system. These BI systems are based on a set of models, methods, and tools 
that convert “raw” data into meaningful and useful information for business perfor-
mance control. As defined by Negash [14], “BI systems combine data gathering, data 
storage, and knowledge management with analytical tools to present complex internal 
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and competitive information to planners and decision makers.” In BI technologies, 
three types of views of business activities can be provided: historical, current and 
predictive views. The most common functions of BI technologies are: reporting, On 
Line Analytical Processing (OLAP), analytics, data mining, process mining, complex 
event processing, business performance management, predictive analytics, and pre-
scriptive analytics. 

BI traditional components are data warehouse, data sources management, data 
marts, query and reporting tools. For instance, in the perimeter of supply chain man-
agement systems, information from various sources are collected and loaded through 
extract and transformation applications (ETL – Extract Transform Load) into the data 
warehouse [15]. 

According to Abdelfattah [16], the issue to select the right dashboard system archi-
tecture is to understand user requirements and the complexity of the metrics and  
applications that this dashboard needs to provide. It distinguishes seven dashboard 
architecture categories [16]: Direct Query; BI Tools; Mashboards; in-Memory Dash-
boards; Data Federation; Data Marts; Complex Event Processing (CEP). The competi-
tive pressure of today's businesses has led to the increased need for near real-time BI. 
The goal of near real-time BI (also called operational BI or just-in-time BI) is to re-
duce the time latency between when operational data is acquired and when analysis 
over them is feasible, as CEP example in [17].  

Dashboards are expected to “improve decision making by amplifying cognition 
and capitalizing on human perceptual capabilities” [18]. In this paper, the aim is to 
point out the expected benefits of the integration between design based dashboard and 
manufacturing based dashboards for decision support. 

In this section, dynamic dashboard functionality of BI systems has been presented 
as a way to display appropriate indicators for performance measurement. In the next 
section, PLM systems, especially Product Data Management (PDM) and Manufactur-
ing Process Management (MPM) functionalities are presented as interesting data 
sources for dashboard. 

2.3 PLM as Operational Data Source 

PLM is defined as “a strategic business approach that applies a consistent set of busi-
ness solutions in support of the collaborative creation, management, dissemination, 
and use of product definition information across the extended enterprise from concept 
to end of life” [19].  

PLM aims at integrating the various processes and phases involved during a typical 
product lifecycle with collaboration in product development processes [20]. PLM 
system has to be consider, from a technical point of view, as a collaborative IS plat-
form, not a single tool or package. It shares product data among actors, processes and 
organizations in the different phases of the product lifecycle for achieving desired 
performances and sustainability for the product/project/process [21].  

In PLM systems, information mainly relies on product data, design logic, assem-
bly, tolerance information, the evolution of products and product families [22]. PLM 
systems are fully integrated with enterprise IS and maps with processes and organiza-
tion. It takes into account needs of project team members and product end-users. 
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In PDM and MPM modules, static and predefined reports presented as dashboards 
are provided as standard functionality to follow change management and manufactur-
ing process management. Some systems or complementary modules allow defining 
specific reports but few use the possibility of BI systems. A list of Product Develop-
ment Metrics is given by Kenneth Crow from DRM Associates [23]. Some researches 
aim at defining KPI for PLM implementation and monitoring [24] and even if the 
objective is not the same, some of these KPI seems to be adapted to PLM system in-
use monitoring. In most of PLM system, the statistical metrics are no up-to-date in-
formation, measured at regular times and stored for historical purpose. Two kinds of 
statistical metrics links to business report can be identified. The first one falls relates 
on data characteristics such as number, quantity and types of objects or documents 
(files, Engineering Change Request, Engineering Change Order, Computer Aided 
Design documents…). The second one related on the usage of each PDM/MPM func-
tionality (query, create report, standard parts usage, parts reuse…). 

There exists also a real need for monitoring metrics that are up-to-date information 
used for management and maintenance of the PLM system by IT Department. These 
monitoring metrics, such as IS supervision (Central Processing Unit (CPU), alive 
processes, disk space, bandwidth…) and system exploitation (connections number, 
number of opened sessions, license activation).  

Other types of metrics can be useful in PLM system such as « Collaboration per-
formance » metrics or Quality Assurance for Software setting metrics based on bug 
tracker tools [25] As an extension to [26], all engineering processes face the same 
challenges: dealing with technical complexity of product and process; understanding 
the interactions and dependencies between phases and partials model; and, evaluating 
the status of a product/project/process.  

3 PLM-BI System Requirements for Performance Management 
and Architecture Definition 

In the previous section, a focus was done on the operational data available in PLM 
system that are not relevantly use to monitor and control product/project/process: 
PLM systems are great IT support to capture data on products and engineering 
processes that have to be exploited to provide metrics/indicators of performance. 

3.1 PLM-BI System Current Researches 

Numerous researches point out how BI framework could be used in the context of 
PLM in order to refine information for better decision making [27]. Depending on the 
maturity level of PLM system, the use of BI in PLM environment can be considered 
as premature. Maturity models can be characterized as special types of roadmaps for 
implementing practices in an organization, and their purpose is to help in the conti-
nuous improvement of the capabilities of an organization in certain application or 
management areas [28]. 
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Liu at al. point out that “a limitation of current BI-concepts is the neglecting of en-
gineering data and technical process attributes” [29]. Relevant and accurate data and 
information integration is the most fundamental issue for all integration aspects in 
IDSS and this integration is crucial for the construction of relevant analysis based on 
estimated indicators because data is the basic format for decision variables, con-
straints and objective functions [30]. 

In [31], Do focuses on PDM system and the monitoring of ongoing product devel-
opment process based on KPI regarding quality, cost and delivery metrics for product 
and design activities. He proposes a specific Product Data Model and a specific Mul-
tidimensional Product Data Model to structure the data in the BI system used for pre-
defined metrics. But this type of architecture does not insure flexibility for the KPI 
dashboard management; the structure and metrics model is predefined and thus static. 

The dashboards integrated within PLM systems that provide current and historical 
product and process data, allow comprehensive, reliable monitoring and control of 
product/project/process [6]. Also, in [6], authors highlight the needs for indicators 
management solutions, integrated within a PLM system, to manage three main areas: 
Design for X (product-oriented indicators such as cost, weight, space requirement, 
energy consumption, assembly etc.), project controlling (time or cost efficiency indi-
cators) and PLM performance improvement (“Process Indicators for Product Engi-
neering“). 

3.2 PLM-BI System Needs, Uses and Requirements 

The companies have understood the importance of metrics-driven management to 
estimate the goals defined by their strategy [15]. As for manufacturing process, the 
proposed levels of dashboards are modelled on company’s organization levels [1]. 
Three types of dashboard must be set: strategic/enterprise control, tactical/project 
control and operational/process dashboards. In the tactical/project control dashboard, 
monitoring for IS expert and Product Development manager has to be set. At each 
level, specific dynamical metrics have to be measured. 

A survey and synthesis paper on the current research efforts with regard to the de-
velopment of IDSS was written by Liu et al. [30]. This paper underlines that such 
system must be compatible with new BI systems and allows more flexibility and agili-
ty. The process improvement is not limited to the efficiency and effectiveness of the 
decisions, but has to integrate collaborative support and virtual team working im-
provement. Such a system must be characterized by its responsiveness and its agility 
[9]. The responsiveness of a PLM-BI system is its ability to provide real time reports 
on PLM processes. The agility of a PLM-BI system is defined by its ability to adapt 
itself to changes or organizational modifications. 

3.3 Proposal for Data Extraction, Transformation and Loading:  
The Workers 

For each of involved components of IS, the goal is to extract the required data and to 
store it in the Data Repository (DR). This functionality is performed by a specific 
machine, called in this paper a worker (Fig. 1) [34]. 
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Fig. 1. PLM metrics extraction and storage for performance measurement thanks to BI system 

Each worker is dedicated to a specific IS: it takes advantage of the extension’s ca-
pabilities of every component in terms of chosen programming language, available 
Application Programming Interface (API), data model, etc…[33]  

 

 

Fig. 2. Workers’ processes for data extraction 

Sometimes, the data stored in the IS component need to be managed by specific 
application. In this case, this application can be installed in the worker system in order 
to extract the desired information and to store it in the DR. For instance, in a PDM 
system, CAD data can be retrieved, opened and analyzed in order to store the proper 
information (e.g. the mass of the product) in the DR (Fig. 2).  
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4 Conclusion 

In this paper, the issue of enhancing PLM systems monitoring by performance control 
by applying BI concepts has been introduced. Needs of specific and relevant metrics 
for engineering process and PLM IS monitoring has been highlighted. Future work 
aims at defining a case study aiming to monitor product quality factor based on PLM-
BI system. 
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Abstract. This study discusses logistical planning and handling activities con-
tributing to food waste in the food distribution chain of chilled products with 
fixed shelf life and with an age dependent deterioration rate. The study has ex-
ploratory character and all the findings are based on the case study investigation 
from six Norwegian companies. The causes of food waste as identified in the 
case companies are grouped into four areas, namely planning decisions, data 
utilisation, execution of plan, and damaged products. Quantitative data indicates 
that for chilled products with fixed shelf life, logistical planning seems to have 
higher impact on financial losses from food waste than physical handling. 

Keywords: logistics, causes, food waste, distribution chain, chilled products. 

1 Introduction 

Managing the physical flow of chilled products with short shelf life and sensitiveness 
to physical handling is challenging for the actors in the food distribution chain (FDC). 
The FDC includes the wholesalers, stores and logistical and transport provides which 
takes part in the delivering of food to end customers. The main priorities are to make 
sure of short lead times and sufficient conditions during the physical distribution. In 
the food distribution chain products are being wasted stages (Beretta et al., 2012; 
Eriksson et al., 2012). A study by Hanssen et al. (2013) revealed food waste of around 
5-8% for chilled products at the retail stage in Norway. Such waste has economic, 
environmental and social impacts (Mena et al., 2011). Therefore, managers have an 
intention to reduce food waste. However, methods and concepts systematically ap-
proaching food waste reduction are scarce (Garrone et al., 2014). This might be be-
cause food waste related costs have been undervalued or hidden (Mena et al., 2011). 

Identifying the causes of food waste is the first step towards food waste reduction. 
Studies by Mena et al. (2011), Beretta et al. (2012) or Muller (2013) have indicated 
several causes of food waste. For example, as food companies strive for a high service 
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level under varying demand, they often maintain too high inventories and safety stock 
levels, which subsequently lead to food waste. For food products, due to its perishable 
nature and restricted shelf life, it is significantly important that supply and demand is 
aligned and that the planning and control mechanisms are designed according the 
characteristics of the product, market and process involved. Until now, research on 
food waste has mainly focused on quantifying volumes, where in the food chain waste 
is created and what product category which most frequently is being created. The 
planning and control of the FDC and the effects on food waste is still area which 
needs to be explored in order to understand how food waste could be reduced. 

The aim of this study is to explore logistical causes of food waste in the FDC of 
two types of chilled products; products with fixed shelf life and products with age 
dependent deterioration rates. The reasons for differentiating the products are the 
different planning and handling practices used for the above mentioned types, as simi-
larly used by Bakker et al. (2012). The scope of this study is on food distribution 
chains in Norway, whose geography is characterized by long transportation distances, 
scattered population centers, and challenging climatic conditions which increase lead 
time and lead time variability (Romsdal et al., 2011). Since the phenomenon under 
study is relatively new, a case study research has been selected (Yin, 2009). 

Current research identifying causes of food waste is described in the section 2 fol-
lowed by section describing methods of data collection and analysis. After that case 
description, findings and discussion on identified challenges in logistical planning and 
physical handling captured from interviews in case companies are presented. In the 
last chapter, several concluding comments are made and future work is proposed. 

2 Connecting Logistics and Food Waste 

The main reasons for food being wasted is insufficient quality and expired date (Mena 
et al., 2011). Setting this in relation to logistics, it can refer to time and quality which 
are among the main performance indicators of logistics (Shapiro et al., 1985). Accord-
ing to APICS (2013) logistics system consists of planning and coordination of the 
physical movement aspects of a firm’s operations such that a flow of raw materials, 
parts, and finished goods is achieved in a manner that minimizes total costs for the 
levels of service desired. Model of food waste have been recently presented by Gar-
rone et al. (2014) where they considered different management practices handling 
surplus food to define food waste from environmental, zootechnical and social pers-
pectives. Inspired by their study and food waste definitions used by Beretta et al. 
(2012) or Gustavsson et al. (2011) our understanding of food waste in this study is: 
finished food products that are manufactured, wholesaled and retailed but not sold to 
the intended customer or which are sold but to a price lower than the intended price 
due to insufficient quality or short remaining shelf life. For example discounts due to 
short remaining shelf life are considered as waste. The intended customer for the 
wholesaler is the store and for the store the intended customer is the paying consumer.  

For in-depth analysis of food waste and its logistical causes a need for locating 
food waste in the processes of the FDC has been recognized. Eriksson et al. (2012)  
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Fig. 1. Categories of food waste in the food distribution chain 

defined two main types of food waste in the stores on the process level, namely  
in-store and pre-store food waste. This study extends on their work and adds transpor-
tation and in-warehouse food waste to the analysis (see Fig. 1). 

In-warehouse food waste includes all food products wasted during the processes in 
the warehouse of the wholesaler. Transportation food waste includes the food waste 
created during transportation between wholesaler and stores. Pre-store food rejections 
include food products rejected by the store within 24 hours after delivery. After this 
period it is considered as in-store food waste. This waste belongs to the supplier in 
accounting terms, but usually becomes physical waste at the store (Eriksson et al., 
2012). Finally, in-store food waste includes all products wasted inside the store. 

The number of studies identifying the causes of food waste at different stages of 
the food supply chain in different countries has increased during the last couple of 
years. Mena, Adenso-Diaz, and Yurt (2011) have looked at the causes of food waste 
in the supplier-retailer interface at British and Spanish companies. They categorized 
the causes into mega-trends, natural constraints and management root causes where 
only the latter can be fully under the control of the managers, and includes issues such 
as inaccurate planning and forecasting, poor information sharing, poor ordering, poor 
handling or poor promotions management. Similarly, Muller (2013) presented a root 
cause analysis of food waste in Norwegian food supply chains. In that study, overpro-
duction and over-ordering, large distribution packages, high inventory levels, inap-
propriate stock rotation or inadequate handling have been among the mentioned  
logistical causes of food waste. Finally, Beretta et al. (2013) presented causes of food 
waste considering the whole food supply chain in Switzerland, and categorized the 
causes into avoidable, possibly avoidable and unavoidable considering. They mention 
overproduction or high stock levels among the avoidable causes. 

All of the above mentioned studies indicate that food waste could be reduced by 
better planning and handling of logistical activities. Since the current studies present 
mainly qualitative data of different causes on quite an aggregated level one can only 
assume, based on the frequency of evidence, that planning has a greater impact on 
food waste than physical handling. Moreover, the studies indicate that physical han-
dling, decisions made by planners, and data used during the planning process could 
have an impact on food waste. This study investigates for the evidence of food waste 
causes in the case companies that can support these hypotheses. 
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3 Methods for Data Collection and Analysis 

Investigation of logistical causes of food waste is still an unexplored area, therefore, 
this study undertook the case study approach outlined by Yin (2009). Case companies 
have been selected based on their relatively high impact in the Norwegian market.  

Different quantitative and qualitative data has been collected to identify causes of 
food waste in the case companies.  Quantitative data showing the redistribution of the 
main causes has been collected for in-warehouse food waste and pre-store food rejec-
tions since the wholesaler is the only company that registers them. The in-house ERP 
system and the internal documents of the wholesaler have been used for this purpose. 
Since the data is registered differently in pieces, boxes and kilos depending on the 
product type, financial losses have been used to compare the relative values of regis-
tered causes. Quantitative data aggregates amounts from a 12 –month period and con-
sider food waste as defined by the case companies and not as defined in the section 2. 
The impact of different causes has been analyzed in relation to the total food waste.  

Second, qualitative data supplements the quantitative findings by discussing under-
lying causes of the main causes identified in the case companies. The data has been 
collected via semi-structured interviews, mapping and personal observations of plan-
ning and handling processes. Causes of transportation and in-store food waste have 
been collected via interviews and observations at two transporters and three stores. In 
order to highlight the main problematic areas the identified underlying causes of food 
waste were grouped using the fishbone diagram (Stevenson et al., 2007). 

The scope of the investigation is on chilled products, as these have been identified 
as the main wasted category (Gustavsson et al., 2011). This study includes product 
groups like dairy, meat, fish, fruit and vegetable products (F&V) and the main focus 
is on the planning and handling causes of food waste in the FDC. During the study it 
has been recognized that planning and handling practices of products with fixed shelf 
life varies from products with age dependent deterioration rate, therefore this study 
differentiates between these two categories when discussing causes of food waste. 
Products with fixed shelf life are wasted when the due date is exceeded or close to be 
exceeded. Besides F&V, majority of chilled products have fixed shelf life. Products 
with age dependent deterioration rate are wasted when the quality is perceived to be 
insufficient. The majority of F&V have an age dependent deterioration rate. 

4 Case Description and Findings 

The wholesaler is a major wholesaler in Norway distributing around 5500 products. 
Three stores are direct customers of the wholesaler consisting of one store with low 
and two stores with high turnover. Together with two transportation companies deli-
vering food products between the wholesaler and the stores the companies are part of 
the same supply chain. First analysis of data indicates 90% of food waste in this FDC 
comes from wasted chilled products. Two main causes of food waste are registered at 
the wholesaler, namely insufficient quality and short remaining shelf life. Quantitative 
data on causes of food waste revealed that in two thirds of cases of in-warehouse food 
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waste of products with fixed shelf life, short remaining shelf life is the main cause 
leaving one third for damaged products. In more than 90% of cases the main cause of 
in-warehouse food waste for products with age dependent deterioration rate is insuffi-
cient quality (this information comes from discussions with planners and operators in 
the warehouse). Similar findings can be observed for pre-store food rejections where 
96% of products with age dependent deterioration rate have been rejected by stores 
due to insufficient quality while 64% of products with fixed shelf life have been re-
jected due to short remaining shelf life (see Fig. 2).  

 

Fig. 2. Registered causes of pre-store food rejections 

Fig. 2 also illustrates that around two thirds of food waste come from products with 
age dependent deterioration rate. This might be due to several reasons like different 
biological deterioration rate of products, higher margin or different planning and han-
dling procedures of products with age dependent deterioration rate and fixed shelf 
life. Analysis of causes of food waste registered at the wholesaler revealed that “in-
sufficient quality” represents mainly handling failures and “short remaining shelf life” 
represents mainly planning failure when considering food products with fixed shelf 
life. Based on this, logistical planning seems to have higher impact on financial losses 
than physical handling of products with fixed shelf life. 

5 Causes of Insufficient Quality and Short Remaining Shelf 
Life 

Company visits and interviews with planners and operators confirmed the existence of 
food waste categories defined in Fig. 1. Moreover, several underlying causes of insuf-
ficient quality and short remaining shelf life have been revealed. These are discussed 
in this chapter per food waste category, supported by previous studies when relevant.  

In-warehouse food waste of products with fixed shelf life is mainly created due to 
short remaining shelf life. As the potential underlying causes have been pointed high 
inventory and safety stock levels, and quite aggregated planning and coordination of 
promotions with stores. For promotions the stock levels are set high in order to pre-
vent stock outs and because demand is unpredictable, thus increasing food waste. 
Food waste is also increased due to product cannibalization (Taylor et al., 2009).  
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Ordered amounts are sometimes increased also due to low ordering frequency and big 
batch sizes, when the wholesaler orders more than is needed to fit the batch size. In-
creased uncertainty due to promotion planning or ordering frequency has been identi-
fied also by Mena et al. (2011). More frequent deliveries and information exchange 
could thus reduce food waste (Kaipia et al., 2013; van der Vorst et al., 1998). 

Products with age dependent deterioration rates have insufficient quality as the 
main registered cause of food waste. This is expected as most of the products do not 
have due dates to be judged by. Many of the underlying causes are, however, similar 
as for products with fixed shelf life. An additional planning challenge for products 
with age dependent deterioration rates is considering their quantity and quality levels, 
and remaining shelf life of such products in the planning decisions. This is mainly due 
to missing technology that would allow visibility of such information and that would 
utilize them to increase the accuracy of future demand or safety stocks. Better utiliza-
tion of barcodes or RFID (radio frequency identification) technology for capturing 
additional data about products in the ERP system could reduce food waste. 

Typical handling causes of food waste discovered in the warehouse are damages 
caused by the operators when picking the products or transporting them to the storage. 
Additionally, pallets with temperature sensitive products are sometimes kept waiting 
in the area with inappropriate temperature levels. Alternative layout organization or 
training of operators could improve the physical handling of such products. 

Transportation food waste created for both products with fixed shelf life and age 
dependent deterioration rates is mainly due to inappropriate handling during the load-
ing and unloading process or during the transportation. Among the main challenges is 
the organization of pallets inside the trucks with frozen and chilled temperature zones, 
mostly organized based on the order of the stores. Temperature sensitive products 
placed against the isolated partition panel between two temperature zones, or against 
an outer wall whilst outside temperatures are very low might be exposed to either too 
low or high temperatures, thus reducing quality level. This is an even bigger challenge 
for deliveries to distant stores with longer delivery times. Including information about 
product sensitivity in route planning could identify optimal trade-offs between space 
allocation and potential level of food waste created in different scenarios. 

Pre-store rejections occur mainly due to insufficient quality (products with age de-
pendent deterioration rate) or short remaining shelf life (products with fixed shelf 
life). The underlying causes lie at the wholesaler warehouse. For example, time and 
quality decrease for products that are picked at the stock of the wholesaler and kept in 
the temporary waiting area before they are dispatched to stores. The temperature in 
the temporary area is either higher or lower than is required by the products and the 
time spent in this area sometimes exceeds two days. This information is, however, not 
considered when planning the picking orders and deliveries to stores. Pre-store rejec-
tions could be thus reduced by considering the shelf life, waiting time and tempera-
ture information during the planning and control of deliveries in the warehouse. This 
would consequently lead also to saving additional transportation and disposal costs. 

In-store food waste of products with fixed shelf life and products with age depen-
dent deterioration rate is created due to similar reasons. From a planning perspective 
it is lack of data captured and utilized in replenishment process that causes the most 
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problems. Information about current volumes or expiration dates of products in 
shelves are checked only manually without using suitable information technology that 
captures and utilizes the mentioned data. Forecasts and safety stock levels are there-
fore calculated only based on an experience of planners who sometimes consider 
historical sales. High order and delivery frequency allow high turnover stores to plan 
without very precise forecast. For the smaller stores higher ordering frequency and 
smaller batch sizes could reduce food. Capturing and utilizing data about the current 
product volumes and remaining shelf life of the products in the shelves could increase 
visibility of the products, and reduce uncertainty and food waste. Other causes of in-
store food waste have been indicated mechanical damages caused by customers or 
operators. Utilizing equipment ensuring the right temperature and display of the prod-
ucts in the shopping area could lead to reduction of mechanical damages in the stores. 

The above discussed causes are summarized and grouped in the fishbone diagram 
under four areas, namely planning decisions, data utilization, execution of plan and 
damaged products, in order to highlight the main problematic areas (see Fig. 3).  

 

Fig. 3. Planning and handling causes of food waste 

6 Conclusion 

The study presents the main and underlying causes of food waste for products with 
fixed shelf life and age dependent deterioration rates as identified in the case compa-
nies. The underlying causes of food waste are structured into four areas, namely  
planning decisions, data utilization, execution of plans, and damaged products. More 
research is necessary to validate the findings of this study. Some of the identified 
causes might not be that relevant for other countries. For example, companies in other 
countries might be able to cope with low delivery frequency or big batch sizes better 
than companies in Norway, as they do not face the challenges such as long delivery 
lead times or long distances traveled due to fjords, ferries or temporary closed roads 
during the winter period. Future research could focus on deeper analysis and quantifi-
cation of identified causes in order to understand the relative impact of individual 
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causes on food waste and so to better identify improvement options. The main focus 
could be on quantifiable causes of food waste as forecasting accuracy, inventory and 
safety stock levels and promotions which have been highlighted also by other re-
searchers. Furthermore, trade-offs between food waste and availability should be 
investigated and discussed. The study contributes to the literature by in-depth analysis 
of quantitative and qualitative data on planning and handling causes of food waste in 
the FDC which is still rare in the current research. Practitioners in a similar industry 
may use the findings as a baseline for identification of food waste causes in their 
companies.  
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Abstract. According to a widely shared view, manufacturing is currently un- 
dergoing its fourth industrial revolution, termed “Industrie 4.0” in the high-tech 
strategy of the German government. Smart Factories with vertically and hori- 
zontally integrated production systems are enabled through the realization of 
machines,  storage  systems  and  utilities  as  Cyber-Physical  Systems  (CPS), 
which are able to share information, act, and control each other autonomously. 
The development of CPS requires the collaboration of different disciplines, like 
mechanical engineering, electrical engineering and computer science. This cre- 
ates new challenges for Requirements Engineering (RE), which needs to estab- 
lish a common perception of the targeted CPS for the involved stakeholders. 
This paper will elaborate the specific challenges in RE for CPS based on a lit- 
erature review. Natural Language Processing (NLP) is used as an approach to 
automatically translate shared informal requirements specifications to formal 
domain specific models for the involved disciplines, to develop a comprehen- 
sive RE methodology for CPS. 

Keywords: Requirements Engineering, Industrie 4.0, Cyber-Physical Systems, 
Natural Language Processing, MSEE Integrated Project. 

1 Introduction 

Three industrial revolutions have led to paradigm changes in the domain of manufac- 
turing so far: mechanization through water and steam power, mass production in as- 
sembly lines, and automation using information technology. However, for the last 
years researchers and policy makers have increasingly advocated an upcoming fourth 
industrial revolution. For example, the German government promotes the computeri- 
zation of manufacturing industries in their “Industrie 4.0” program [1], while in the 
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United States the Smart Manufacturing Leadership Coalition (SMLC) facilitates the 
broad adoption of manufacturing intelligence [2]. In order to follow these trends, 
elements like machines, storage systems and utilities need to be able to share infor- 
mation, as well as act and control each other autonomously. Such systems are called 
Cyber-Physical Systems (CPS) [3]. CPS emerge through the complex networking and 
integration of embedded systems, application systems, and infrastructure, enabled by 
human machine interaction. In contrast to conventional systems used for production 
or logistics, they can be seen as systems of systems, which require the collaboration of 
different disciplines such as mechanical engineering, electrical engineering, and com- 
puter science for their realization [4]. 

For the development of today’s conventional production systems, methods and 
tools from the field of systems engineering are applied, which deal with the develop- 
ment of complex solutions, consisting of a large number of components whose inter- 
actions shall produce a desired result [5]. Systems have to be both appropriate and 
cost effective [6], which makes understanding the requirements of the customer and 
other affected stakeholders a prerequisite for successful systems engineering [7]. They 
are needed for planning the development process, assessing the impact of changes and 
testing the acceptance of the outcomes [8]. Inadequate Requirements Engineering 
(RE) is one of the main sources for the failure of development projects and culminates 
in exceeding budgets, missing functionalities or even the abortion of the project [9]. 
Consequently, in concordance with the principles of concurrent engineering, RE con- 
tinues along the development process of a system and secures a consistent and tracea- 
ble elicitation and management of requirements. There is an ongoing interaction  
be- tween RE and the development phases in systems engineering [8]. 

Therefore, adequate RE is also the key to success or failure of every CPS devel- 
opment project. However, CPS differ from conventional production systems in vari- 
ous aspects, leading to new challenges for the RE process. CPS are open systems, 
which have to be aligned with dynamic user needs in a global context. Furthermore, 
requirements towards CPS underlie evolutionary changes. The scope and emphasis of 
the relevant requirements change with respect to the final application and environ- 
ment of the CPS [4]. Finally, CPS are based on integrating hardware, software, and 
service components, covering the whole life cycle, from ideation to decommission. 
The required competencies for CPS development and their support in all life cycle 
phases have to be included through collaboration with partners from the different 
disciplines [10]. 

The objective of this paper is to elaborate the specific challenges of RE for CPS in 
detail and give first recommendations for their solution. Therefore, in Section 2 the 
state-of-the-art in CPS and systems requirements engineering is described. Based on 
this theoretical background, the detailed challenges are extracted from a literature 
review in Section 3. Natural Language Processing (NLP) is used as an approach to 
overcome the language barriers between the involved disciplines in Section 4. The 
conclusion in Section 5 gives an outlook, how a comprehensive RE methodology for 
CPS could be developed. 
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2 Theoretical Background 

In this chapter, the main characteristics of Cyber-Physical Systems are explained, 
followed by the state-of-the-art in Requirements Engineering for systems, in order to 
be able to identify the challenges of RE for CPS. 

2.1 Cyber-Physical Systems 

Cyber-Physical Systems (CPS) can be seen as systems of integrated computational 
elements interacting with physical entities. In contrast to embedded systems where the 
focus is more on the computational elements, CPS emphasize the link between the 
computational and physical elements. In this sense, CPS represent a network of  
inter- acting elements with physical input and output instead of as standalone 
devices. CPS are therefore complex systems and can be characterized by five distinct 
characteristics [4]. 

 
1. Merge of physical and virtual world: CPS involve a multitude of parallel and in- 

terlinked sensors, computers, and machines, which collect and interpret data to  
decide on this basis and control real world physical processes. Thus, systems 
engineering needs to integrate industrial process and control systems with 
information technology [11]. 

2. System of systems with dynamic system borders: Depending on application and 
task, different CPS are arranged into a system of systems for a limited time. Con- 
sequently, CPS have to be able to actively configure services and networks with 
other systems or parts of systems, which may be unknown in the beginning, and 
provide new and composite components and services in a controlled way [12]. 

3. Context-aware, partially or fully self-governed, with active control in real- 
time: Relating to their specific task, CPS use the relevant services to capture their 
application environment and situation to coordinate a useful and valuable system 
behavior for all involved stakeholders. This requires continuous monitoring and as- 
sessment of environmental and application data [13]. 

4. Collaborative systems with distributed and alternating control: The CPS has to 
be able to perceive and assess the situation, the activities to be executed and the lo- 
cal and global goals of the actors. Decisions are based on this information and lead 
to a cooperative learning process [14]. 

5. Comprehensive human-system interaction: CPS have to incorporate human be- 
havior also on a physical level, which requires the use of sensor and actuator tech- 
nology, e.g. in the form of artificial limps. This leads to an extension of the human 
capacity to act and human cognition, supported by multimodal control interfaces, 
recognition, and interpretation of human behavior and interactive decision making 
between the system and single persons or groups [15]. 

2.2 Systems Requirements Engineering 

Requirements define the needs of organizations, groups, or people along with their 
surroundings and describe what a solution must offer in order to satisfy those needs. 
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Their formulation, documentation, and maintenance are the main objectives of Re- 
quirements Engineering. It describes “a process, in which the needs of one or many 
stakeholders and their environment are determined to find the solution for a specific 
problem” [16]. Systems engineering involves RE as an independent activity not re- 
stricted to a specific development phase or project. There is an ongoing interaction 
between RE and the development phases in systems engineering, as can be shown 
with the V-Model [17] in Fig. 1: 

 

Fig. 1. Requirements engineering in the V-Model, according to [8] 

Fig. 1 shows the activities performed during the individual phases of system 
devel- opment in separate layers. Requirements are important for all layers in 
systems engi- neering. It is necessary to validate requirements from lower layers 
against require- ments from upper layers and the stakeholder needs in order to check 
that the require- ments represent the original goals for the system development. 
Furthermore, the de- sign and implementation of the system has to be verified to 
check that it fulfills the requirements. In order to support the different tasks, the 
specification of requirements has to follow several contradictory objectives. To 
minimize the time to write require- ments and make them understandable for all of 
the involved stakeholders, often an informal approach is used without any constraints 
on how requirements are specified e.g. in natural language. However, to minimize 
the time needed to validate require- ments and verify the system design, a formal 
specification is required. Abstract se- mantics and syntax enable automatic checks 
like formal verification. Often a trade-off between formal and informal specification 
is implemented, e.g. by using controlled languages [18] or boilerplate techniques 
[19]. 

3 Challenges of Requirements Engineering for Cyber-Physical 
Systems 

In their research agenda for CPS, Geisberger and Broy [4] identify engineering 
challenges for Cyber-Physical Systems. They emphasize the central role of 
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Requirements Engineering for CPS development, integration, maintenance and 
evolution. Involving users and other stakeholders from different domains actively 
into CPS development from the beginning and adaption of CPS to needs, habits and 
competences of the users, would require a more informal approach for requirements 
specification. However, the specification of formal requirements models is requested 
for detailing of requirements and mapping them to system elements, integration of 
mechanical engineering models with digital models from software and systems 
engineering for the collabora- tive description of requirements, as well as their 
implementation, validation, evolution and communication between stakeholders from 
different disciplines. 

Penzenstadler and  Eckhardt [20]  agree that ensuring communication and  con- 
sistency of requirements for CPS is a challenge due to the variety of stakeholders 
involved. Furthermore, viewing CPS as a system of systems, the independence of the 
constituent systems and their evolutionary nature leads to exceptionally distributed 
RE activities for a multitude of stakeholders with isolated RE approaches. The authors 
propose a RE content model for requirements elicitation and documentation at differ- 
ent levels as a solution. However this requires the adoption of a formal model by all 
stakeholders involved. Ncube [21] focuses on the systems of systems aspect. RE 
needs concepts and techniques to specify key interoperation influencing requirements. 
Furthermore, the complexity of systems of systems leaves requirements fragmented 
among many disciplines and sometimes conflicting, unstable, unknowable or not fully 
defined. Finally, the properties of systems of systems emerge from the cumulative 
interactions of the single systems. Therefore, RE methods and tools have to be able to 
verify emergent effects against requirements with predictable results. 

The analyzed literature shows that Requirements Engineering for CPS creates spe- 
cific challenges, especially for requirements specification and verification. On the one 
hand, a way has to be found to involve the system user into the development process 
and dynamically exchange requirements between a multitude of stakeholders from 
different disciplines. This demands for a more informal, generic requirements specifi- 
cation. On the other hand, for the identification of the system elements and emergent 
effects for the verification of requirements, more formal and domain specific model- 
ing of requirements is needed. A solution could be the application of both, formal and 
informal  requirements specification, connected  by  a  (semi-)automatic translation. 
Natural Language Processing (NLP) could be used in such an approach. 

4 Natural Language Processing 

The CESAR project provides an overview of different Requirements Specification 
Languages (RSL) for systems engineering, according to their degree of formality [22]. 
In textual form, formality is increased from Guided Natural Language, over boiler-
plate RSL up to pattern based RSL. Guided Natural Language specifications are 
achieved by checking free text descriptions with a domain specific dictionary, high- 
lighting ambiguous terms. Boilerplates are pre-formulated requirements, which are 
parameterized to describe stakeholders, capabilities or attributes, while patterns  
use a stronger formalism with fixed semantics. In graphical form, SysML is a visual 
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modeling language for system design based on UML, which can cover multiple 
degrees of formality with its various underlying diagrams. 

In the development of large and complex CPS one is highly interested in a high 
degree of automation. This becomes accessible, although not easy, when formal de- 
scriptions are used that are readable by machines. Conversely, formal descriptions are 
often not accessible for end users and differ heavily between the disciplines involved 
in CPS development. The most basic format, understood by the end user and all 
stakeholders is natural language. Therefore, at higher levels of abstractions, e.g. for 
stakeholder and system requirements, most of the descriptions are given in natural 
language text. However, they are therefore barely accessible for automation. 

Natural language processing techniques can be utilized to overcome this problem 
and support requirements exchange between the system user and the stakeholders in 
CPS development. Several algorithms and tools for syntax [23] and semantics analy- 
sis [24] have been proposed for this purpose. Due to ambiguities that are contained in 
natural language one needs to take into account a trade-off between the degree of 
automation and the restrictions that are assumed on the text. In order to achieve 100% 
automation, all ambiguities need to be avoided which can e.g. be achieved by con- 
trolled languages [18] or boilerplate techniques [19]. This comes to the cost of basi- 
cally learning a new language, which may not be practical implementable when texts 
are written by many stakeholders from different disciplines, which prohibits the ap- 
plication of domain specific ontologies or boilerplates. 

Alternative approaches employ a dialog system between the designer and the ma- 
chine in order resolve possible ambiguities [25]. The machine tries to process as much 
information as possible automatically and whenever no reliable conclusion can be 
implied the designer is asked for assistance. This approach has e.g. been used to ex- 
tract formal models in UML or SysML to represent structure from natural language 
use case scenarios [26]. Also for translating natural language requirements to formal 
expressions, NLP techniques have been used [27]. Finally, NLP techniques can assist 
specification engineers when writing texts. Simple techniques such as spell checking 
and grammar checking are already common practice in state-of-the-art word pro- 
cessing applications. Techniques that go beyond these are the automatic detection of 
requirement sentences, measuring the clarity of a sentence, or measure the validity of 
the sentence with respect to specification guidelines. 

The application of NLP to Requirements Engineering for CPS could help to solve 
some of the challenges identified in the previous section. User involvement would be 
supported, as requirements and validation feedback could be informally specified in 
natural language and callback in the case of ambiguities. Furthermore, information 
exchanged between stakeholders of different disciplines, e.g. in requirements work- 
shops, could be semi-automatically transformed into the correct formal models for 
each discipline involved. 

5 Conclusion 

The development of CPS creates new specific challenges for Requirements Engineer- 
ing, in contrast to conventional production systems. Relevant characteristics of CPS 
that have to be observed are the integration of physical and virtual elements,  
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the constitution of CPS as systems of systems, context awareness, distributed control 
and human-system interaction. This results, on the one hand in intensified user 
collaboration and on the other hand in the involvement of many different disciplines 
during system development. In spite of distributed RE activities, communication and 
con- sistency of requirements have to be secured. Interoperability of the CPS 
elements has to be guaranteed by specific requirements. Dynamically changing and 
emergent behavior must be included in the CPS specification. Natural language 
could be used as an informal requirements specification for exchange between the 
system user and stakeholders from various disciplines, but is often unclear and 
ambiguous. Further- more, it can barely be handled automatically. As an approach to 
keep natural language as the form to exchange requirements, while still having 
unambiguous and automatically processible formal specifications, Natural Language 
Processing is proposed. The application of NLP could establish a dialog system, 
which supports resolving ambiguities and semi-automatically transform requirements 
in natural language into formal domain specific models. Further research in this area 
will be conducted to concretize NLP application in RE for CPS and propose first 
practical methods and tools. 
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Abstract. One of the challenges to foster innovation is to understand the ex-
isting practices and the real needs to help companies when they initiate and de-
velop innovative projects or new ideas. This paper addresses this question by 
proposing a new interactive and collaborative support based on the crowd-
sourcing approach. We pro- pose a collaborative wiki platform WeKeyInnova-
tion (WKI), which will be used and enriched progressively by companies,  
consulting and institutional. To identify specific companies’ needs, we intro-
duce how this guide has been developed promoting a collaborative environ-
ment to share and evaluate good practices, tools, software or theories about 
creativity and innovation. Furthermore, our WKI solution will allow building a 
dynamic observatory by collecting empirical and valuable ground data on their 
real practices and needs. The final purpose is to define most efficient policies 
and enhance the formulation of a real regional strategic plan toward an eco-
nomical growth based on innovation. 

Keywords: Innovation, Small and Medium Enterprises, Crowdsourcing, Inter-
active Platform, Open Innovation, Collaboration, Entrepreneurship. 

1 Introduction 

It is now a well-established fact that creativity and innovation stimulation is a key 
issue for company’s development and competitiveness. This topic has been widely 
studied either in the social, economic and management sciences or in the engineering 
fields. Most of the times global analysis are based on questions and surveys that are 
push to companies in order to have a feedback on their needs and practices, aiming to 
identify their barriers and levers faced to innovation processes [14].These ap-
proaches are often promoted by different stakeholders (researchers, governmental 
institutions…) and lead to the publication of different documentation [13] that pro-
vides global information according to the situation of the country, the size and the 
type of the company, the field of activity…On the other hand, research-action based 
on empirical studies within companies also produces qualitative results about the 
deep understanding of sociotechnical and economical aspects of innovation processes 
[1]. However, classical methods (enquiries, surveys, soundings, diagnostics…)  
commonly used in Social and Human Sciences and Engineering Sciences are limited 
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regarding to methodological (lake of reliability, insufficient answers rates…) and 
operational aspects (waste of time, duplications, lake of interest for the organizations 
investigated…). 

In this paper, we attempt to overcome these limitations by proposing WeKeyInno-
vation (WKI), an open interactive and collaborative support based on the crowdsourc-
ing approach [2]. Indeed, it can be used and enriched progressively by any individual 
or organization interested in innovation processes.  

Our open and collaborative platform is designed according to two main objectives: 

• The first is to give an online access to information related to existing methods, 
tools, software, funding, consulting… that can be used by companies to manage 
and support their creativity and innovation processes. This information is progres- 
sively proposed and updated by all the stakeholders. This raw information is re- 
viewed and classified by advanced users or experts in the field of creativity and 
innovation management that can be composed of researchers, consulting, asso- 
ciations… It has to offer an intuitive front office providing a free access to quali-
ta- tive information reviewed by experts. 

• The second objective is to provide a dynamic observatory to allow some specific 
statistics and elicitations concerning the practices, the needs, the levers and the 
barriers for companies faced to innovation challenges. This collected ground data 
is helpful to define new innovation policies and politics enabling then the imple-
mentation of better designed strategic plans toward an economical growth based 
on innovation. 

This paper is structured as follows. In Section 2 we suggest 10 key points we iden-
tified throughout the existing literature about creativity and innovation processes 
within en- terprises. In section 3 we show how our WKI features answer those 10 
key points we underlined. In section 4 we present the technical prerequisites that our 
WKI must inte- grate to satisfy our objectives and insure a successful implementa-
tion. In section 5 we discuss the future implications of this work before concluding 
with some directions for future work. 

2 Background Literature Review 

We reviewed existing literature regarding levers, confines, difficulties and limits of 
innovation  processes  in  companies  [3,4,5,6,7,8,9,10,11,12,13,14]. We identified 
and selected ten significant key points that may reduce the existing gap between the 
real needs and the usual tools or measures commonly used to answer enterprises 
desires to implement creativity and innovation processes, as following: 

1. Consider innovation as a collective and iterative process.  
2. Open and crowd innovation driven by the promotion of partnerships and a free 

access to knowledge to enhance the creation of new skills and solutions which 
didn’t exist until now.  
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3. Introduce both educational and entrepreneurship values based on a broad creativi-
ty mindset to develop “innovation culture” outside and within organizations. This 
implies a wide demystification and democratization of “innovation perception” by 
the education of individuals and especially SMEs owners, showing them that in-
novation is surely not only a technologic high added value process restricted to big 
enterprises and always requiring wide ID capabilities. 

4. Increase interdisciplinary projects and diversified culture within organizations by 
building real “cross-disciplinary innovative teams”.  

5. Create the conditions to promote a smart collaboration outside, within and be-
tween organizations, aiming to enhance an economic sustainable growth based on 
the knowledge.  

6. Reinforce collaboration with a better networking and circulation of information to 
stimulate exchanges and links between all innovation stakeholders and elaborate a 
real “innovative ecosystem”.  

7. Design efficient strategic innovation policies, based on real enterprise’s needs, 
weaknesses or strengths. This involves relying on a qualitative and qualified raw 
data collection. 

8. Pay attention to “societal innovation” by focusing on advances for the society and 
highlighting the new collaborative innovation development models to satisfy so-
cietal challenges implications. 

9. Insure a central role of public authorities and regions in strategic innovation poli-
cies definition and implementation to ensure good spillovers on the wider national 
and thus international economic society. 

10. Introduce new tools that catalyze the needs, the skills and centralize the best 
know-how. This should allow creating an open network and a common language 
by arranging the contributions of different fields. Those new tools have to support 
both human resources and technologic advances bringing together new sustainable 
development paradigm and numeric revolution challenges to design new sustaina-
ble development models and growing strategies for SMEs. 

Those ten key points lead us to design our WeKeyInnovation to reduce the gap ex-
isting between company’s needs, practices and classical supports traditionally used. 
The main purpose is to help defining better policies to foster innovation. 

3 WeKeyInnovation Features 

The purpose is to develop a collaborative platform opening creativity and innovation 
processes to all individuals and companies with a special focus on SMEs. In this  
section, in order to illustrate and answer the key points we presented in the previous 
section, we will introduce our main proposal: the design of an interactive and colla-
borative opened platform (1) (2) (4) (10) designed to support SMEs in their opera-
tional daily tasks and enhance the creativity and innovation processes they would like 
to start, improve or implement. The idea is to develop a way toward a real “innovation 
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culture” based on a broad creativity mindset within the WKI community we created  
(3) (10). 

One of the main key point we assert to answer implementing WKI is to better un-
der- stand the practices of all the organizations by collecting raw data without having 
to resort to traditional methods. Hence, our solution attempts to help designing effi-
cient and adequate strategic innovation policies starting from real enterprise’s needs, 
customs, weaknesses or strengths automatically collected in real time on our WKI (7) 
(9). Via this automatic treatment of information raised from the observed interactions, 
the followed trajectories and inputs provided or filled on the web platform by the 
WKI users, we expect a better understanding of real enterprises and individuals  
confines or needs to design then better policies and satisfy societal challenges impli-
cations (8) (9) (10). Already in the elaboration stage of the process, the WeKeyInnova-
tion is comprehended as an interactive platform dedicated to support enterprises in 
both their operational needs and innovative processes, based on serious play and 
crowdsourcing concepts (1) (2) (4), usable online by enterprises, individuals, institu-
tional and consulting organizations via a pioneering web portal (6) (10). We pay a 
particular attention to SMEs as they constitute the core of the European but also inter-
national economic and productive network. Regarding to this requirement, our plat-
form will create a smart supportive environment (5) enabling an efficient networking 
to stimulate exchanges and links between all innovation participants (6) (10). 

4 Technical Prerequisites 

As a first stage of WeKeyInnovation design, we intend to insure a set of technical 
features to develop an efficient framework enable to further a qualitative, fast and 
intuitive enrichment of the platform. 

4.1 Scalable and Flexible Arborescent Architecture 

To allow a smart collaborative interaction between users and stimulate a progressive 
auto-enrichment, we design an open architecture enabling to process, rank, com- 
ment or rate users contributions. But to insure a successful implementation we first 
need to integrate a pre-organization of data collected during our “state of the art” 
process. A first classification has been proposed according to the literature (innova-
tion guides, creativity methods, norms, web sites links, skills reports, solutions, exist-
ing software platforms, free open data bases…). On the other hand, contributions 
proposals are organized in a tree categories structure composed by information about 
the whole supporting and consulting measures, tools or helps existing to support 
innovation at large, such as: Methods, Tools, Expertise, Diagnostics, Suggestions, 
Events, Testimonies, Good practices… The arborescence is flexible enough to be 
later progressively and collectively enriched or expanded by all the users of the 
community. Indeed, according to his/her profile, each user can investigate, add, quali-
fy, evaluate or approve contributions. He can also classify or modify contributions 
categories. The figure (Fig.1) shows the example of the possible reviewer actions  
on WKI. 
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on keywords, we integrate an advanced research browser offering a smart intuitive 
and precise need formulation to satisfy each individual’s expectations. The figure 3 
illustrates an example of a WKI advanced research sequence. 

 

Fig. 3. An advanced research WKI sequence example 

4.3 A Collaborative and Interactive Online Resource SMEs-Orientated       

This aspect will enable us to build a dynamic observatory of organizations practices 
relying on an empirical and real-time data collection of real individual’s and enter-
prises strengths or expectations. SMEs constitute one of the main stakeholders among 
the new ongoing innovation dynamics. Admittedly they are fragile but globally their 
economic and human strength presents a strong potential able to change the general 
situation. However, according to the report “Pour une nouvelle vision de 
l’innovation” [6] only 15% of French SMEs are considered as innovative enterprises 
(14th rank in European Union).  

Nevertheless, SMEs capacities to learn, product, transfer knowledge and values as 
their reactivity, agility and their adaptive potential are impressive. Indeed, SMEs 
must be investigated with strong attention if we plan to enhance innovation processes 
at a large scale and highlight those particular enterprises potential in both entrepre-
neur and academic worlds. Constituting one of the main targets of WKI, we reviewed 
a consistent state of art focusing on creativity and innovation processes within SMEs 
[3,4] [7]. Relying on these findings, we design the WKI contents towards SMEs  
characteristic obligations to release their strong innovative potential. Our WKI fea-
tures take into account real SMEs needs and obstacles being as well a smart support 
to communicate around their strengths and good practices.  

4.4 Securing Environment 

Our wish for an open and free-access to useful knowledge for the society at whole 
shouldn’t mask the importance we attach to confidentiality and data securing, being 
both essential requirements for our tool. Indeed, the maximal reduction of the risk is 
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a necessary prerequisite to achieve the creation of a secure environment. This must 
absolutely be seriously considered, especially when dealing with economic organiza- 
tions and SMEs to ensure a free flow of information exchanges and the develop-
ment of innovation processes in a safe climate based on confidence within the new 
community.  

Regarding to this topic, we design so a controlled access for users by making them 
log in to WKI using their professional e-mail address or their professional social net-
works account. A beta test of WKI is already planned within a selected community. 
The objective is to guarantee its proper functioning in operating conditions and select 
skilled professionals intended to assume the role of reliable “reviewers” when we will 
launch WKI into its real environment. This reviewers-selection-process is a key issue 
to implement in order to help the administrators to detect and filter intentional misin-
formation or misdirection and ensure the quality of all data published on this colla-
borative platform.  

In another hand, being aware that companies consider collected content as a stra-
tegic asset, one reference person per organization is designated to be in charge of the 
validation of the information filled about his organization. 

4.5 Integration of a Data-Extraction System to Drag Up Information  

We integrate a back-office module to collect qualitative and quantitative data  
concern- ing contributors’ profiles, their web pages research, the evolution of their 
consultations and the nature of the information they filled on the WKI. In a second 
time, the data collected will be processed to build a global diagnostic. The purpose is 
to build statisti- cal outputs to implement most efficient regional policies toward 
innovation incentives relying on a qualified raw organization’s needs, practices and 
individuals expectations.  

4.6 Validation Process of the Information  

Each new information created by contributors on WKI passes through a multi-phase 
validation process which lead to an eventual blending or selection of ideas submitted. 
In this way, we implement in addition with the reviewers system described above, a 
voting system for each contribution filled on our WKI to give more details regarding 
to the success of each contribution. The purpose is to provide another tool to the  
administrators to help them in their final validation and classification of the contents. 
In addition, we highlight that a part of this information will be already filtrated by an 
automatical integrated robot to reduce nuisances and the risk of intrusions.  

4.7 Users Motivating Process 

To motivate users, we intend to offer an incentivizing system by unlocking “pre-
miums functions” all along their evolution toward new status and through an incre-
mental in- formation filling process of their profiles and affiliated organizations. We 
offer so a plurality of users profiles starting from the simple “contributor” to most 
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knowledgeable expert ones as “reviewers”, having then the possibility to qualify 
others users contributions in order to facilitate the validation work dedicated to the 
“administrators”. This attempts to enhance progressively the pertinence and the quali-
ty of the contributions provided by the users. Indeed, the evolution within the WKI 
community will be motivated by reaching progressively the access to refined data and 
much more pertinent and personalized information. 

5 Conclusions and Future Work 

In this paper we have presented our principles for designing WKI, an open and col-
lab- orative platform dedicated to support innovation and creativity processes. We 
de- scribed its features and technical prerequisites that might answer the difficulties 
we identified in the previous related works. The objective is to offer an innovative 
way of processing raw information to broadcast a new perspective and horizons to 
consider differently innovation processes in enterprises, especially within SMEs. WKI 
is already in the developing stage. First, we design it to be used initially in Aquitaine 
region but we expect to export it in others regions or countries to provide then a ben-
chmarking enabling to produce comparative statistics and analysis for all the stake-
holders involved within the community. Secondly, the open and scalable dimension 
of WKI is destined to implement it as a collaborative platform to reduce the existing 
gap between the specifics SMEs needs and the actual traditional answers usually giv-
en to them. In addition, by developing the information-crossing potential and the 
contacts it enables between both academic and entrepreneurial worlds, WKI is ex-
pected to reduce the lack of collaboration existing, in France maybe more than any-
where else, between those two environments. 
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Abstract. The human response time to events in a manufacturing environment 
depends both on the available skills and competencies of technical staff but also 
on the extent to which actionable and task-relevant content is readily available 
when and where is needed. Relevance itself is determined by the task situation 
context, which in turn is influenced by many factors. This paper presents the 
development of a context-aware mobile support system for personalised 
assistance in industrial environments. Combining the individual strengths of 
learning and content management systems with the ubiquity of delivering 
relevant content to users carrying NFC (Near Field Communication) enabled 
mobile devices, the system aims at both enhancing personnel competences as 
well as their work efficiency. The developed solution is customised to serve an 
industrial maintenance-support application scenario, wherein the relevant 
context is determined through location and asset identification, as well as 
through task and user profiling, offering practical on the spot mobile support.   

Keywords: NFC, mobile support, e-maintenance, context awareness. 

1 Introduction 

The continuous increase in the inherent complexity of modern industrial production 
environments exerts greater pressure on personnel, required to operate in a safe and 
efficient manner to meet overall production and task-specific goals. This is especially 
the case for personnel involved in maintenance tasks, where high technical skills and 
competences are sought. Specific sectors, involving safety critical processes, such as 
aerospace or nuclear industries, have reached a level of maturity which is not tolerant 
to human errors or unforeseen events. But while safety concerns can be of paramount 
importance in such cases, a much wider potential impact on improving technical 
personnel response time in most typical manufacturing sectors has been less well 
explored [1]. Maintenance staff is required to possess a wide, multi-disciplinary and 
constantly up-to-date skill set in order to efficiently perform their everyday work 
tasks. On the individual worker level, a steadily updated set of competences can 
improve work opportunities in a global volatile job market. Technology-enhanced 
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solutions should support agile production and work roles so as to meet challenges in a 
fast changing manufacturing environment [2]. 

The complexity of modern production lines may be overwhelming for both new 
employees and older generation ones, thus preventing them from unfolding their true 
capacities. An obvious improvement would be the provision of on-site support for 
their work activities, providing the right supporting content to the right personnel at 
the right time. The appropriate alignment of supporting content and services to the 
real needs of a specific situation would be a key enabler for making a mobile support 
solution to be of practical use. This paper presents a context-aware mobile support 
system, which employs NFC identification and performs basic context data 
acquisition, such as location, time and user information, as well as a Learning 
Management System (LMS) for content handling and user roles management. The 
developed solution provides personalised support to industrial maintenance personnel, 
thus enabling them to improve their task response time, while also supporting their 
overall job-related skills development.  

The paper is structured as follows. Section 2 outlines the need for providing 
documentation support in industrial environments, highlighting past efforts and 
challenges. The importance of involving context identification and context-aware 
adaptation mechanisms is then discussed and the incorporation of Near Field 
Communication (NFC) is identified as an indirect method for supporting context 
identification in industrial settings. Section 3 presents an integrated solution that fuses 
the benefits of Content Management Systems (CMS) and LMS with NFC-enabled 
context identification mechanisms, in order to provide fast, intuitive and on the spot 
support to technical teams, thus supporting their work efficiency. Finally, Section 4 
presents the main conclusions of the present work and highlights further research and 
development directions.  

2 Contextualised Documentation Support in Industrial 
Environments 

The readily access to technical documentation and practical guidelines is considered 
critical in order to support maintenance technicians during their job. This information 
is equally important to be accurate and closely related to the task assigned to technical 
staff. Employing mobile computers, wireless networks and identification-supporting 
technologies can facilitate the integration and delivery of task-relevant content on the 
spot, by applying context adaptation based on different context parameters. A key 
requirement for this context-driven adaptation is a method to acquire and fuse context 
information. 

The concept of context was introduced in computing to provide an abstraction of 
the factors that need to be taken into account in delivering content to users, thereby 
personalising service delivery. An application can be considered as context-aware if it 
uses context to provide relevant content and services to the user [3]. What is deemed 
to be relevant depends on several factors, which may be classified in broad categories, 
such as user, system, environment, service and even social context [4]. In handling 
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context, many issues can be taken into account. A basic context management loop 
includes acquisition of primary context data, their fusion for context identification or 
reasoning, and finally the dissemination of the identified context to the respective 
context-aware applications [5], which are responsible for the contextually-relevant 
presentation of content and services to the user. Context data acquisition and 
processing can be supported by a modelling abstraction, a form of context-widget or 
context engine that persistently collects and fuses context information, in order to 
disseminate it to any application that has been declared as interested for this context 
[6]. This continuous data acquisition on a hardware level is usually performed by 
networked sensors, which collect raw data from the environment and transmit them to 
the aforementioned widget to extract useful context information. An alternative to this 
continuous context information acquisition is to trigger this procedure based on user 
actions. This explicit initiation of context data acquisition has the benefits of lower 
power consumption and reduced volume of unprocessed context data [7].  

Context-aware service delivery presupposes an efficient way of acquiring and 
understanding context. In the simplest case, context is often linked to localisation and 
identification, both which can be served by NFC technology. NFC is a wireless 
communication technology between coupled inductive devices which is regulated by 
standards such as ISO/IEC 14443 and ISO/IEC 18092. According to these standards, 
the range of the antenna is short, usually less than 10 cm and the operational 
frequency is 13.56 MHz. The NFC standardized data rate of 424 kbps is limited 
compared to other protocols but it is still an efficient means of transferring 
credentials, short messages or initiating relationships [8]. The format of the NFC 
exchanged data is the NFC Data Exchange Format (NDEF), which is common to all 
NFC devices. An NFC message contains one or more records of the following types: 
simple text, URIs, smart posters or signatures [9]. NFC communicating devices can 
be active or passive. An active device can act as initiator, whereas a passive device 
that can emulate a NFC card, using the RF field of an active device to communicate 
[10]. NFC identification offers a deterministic input modality as opposed to the 
probabilistic sources such as speech recognition which makes it appropriate for a 
deterministic and usually time-crucial industrial environment. NFC identification 
poses little overhead on the power consumption of the mobile device, thus rendering 
it suitable to be continuously executed. Embedded in low-cost mobile devices, NFC is 
essentially the evolution of short range RFID technology and has become a de facto 
standard, facilitating the emergence of new, context-aware applications [11].  

Certain industrial sectors with relatively high demands in human technical 
expertise and relatively complex maintenance procedures were the first which 
attempted to introduce technology-enhanced support for personnel. In the aerospace 
sector, the replacement of workcards containing detailed guidelines on how to 
perform each maintenance task, with computer-based documentation systems was one 
of the first e-maintenance applications [12]. Part of their initial concerns was to verify 
the quantitative and qualitative benefits of the new systems. A method to offer digital 
support material to technical staff operating at the shop floor that has been suggested  
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by many authors is the use of Augmented Reality (AR) to superimpose computer-
generated information on top of the real world environment. A major issue with AR is 
tracking, namely the accurate determination of the user’s location, gaze direction, 
proximity and head pose estimation in reference to the surrounding objects and 
environment. Two prevalent solutions that have been proposed for this problem are 
either pre-applied tracking markers, or pre-built CAD models of the machinery 
positioning. Other methods that can be used for tracking but demand highly 
specialized hardware are strapped down systems with accelerometers and gyroscopes, 
ultrasonic pulse acoustic trackers or electromagnetic trackers. AR implementations 
require complex equipment and hardware intensive procedures, a substantial amount 
of preparatory work, requiring previous knowledge of the exact machinery placement 
[13] and/or sophisticated image processing and rendering capabilities.  

While AR usage is well-justified in certain cases, when generic supporting 
solutions with minimal customisation requirements are sought, there is a considerable 
potential in investing in the development of technician-centric applications that 
employ mobile devices and exploit the NFC identification technology coupled with 
content management offered by a customised Learning Management System, in order 
to provide on-the-spot context-aware learning and support to maintenance 
technicians. This work outlines the development of a mobile and context-aware 
supporting solution that instead of traditional workcards, employs e-support entries 
that are able to combine different interfacing options offered by modern mobile 
devices, as tablets, to provide an intuitive and interactive experience. The innovative 
point of the developed solution is the use of a Learning Management System as the 
base for the development of a new module that takes advantage of the offered user 
management and content editing capabilities and combines it with NFC identification 
for basic level context data acquisition, so as to provide context-adaptive mobile 
learning and task support. In previous research [14], the structure of the LMS based e-
support system was described. The present work focuses on the context-awareness 
capabilities that are realized by processing stored knowledge and information 
acquired by NFC identification.  

3 Building Context-Aware Mobile Support for Asset 
Management 

In order to provide any kind of context-adaptive service it is necessary to receive 
some input from the environment that when appropriately fused can guide this 
adaptation. An industrial setting may impose particular limitations in relation to non-
industrial environments. For example, GPS is rarely supported inside a building that 
may be shielded against electrical interference and noise levels may be too high to 
support voice recognition. Conversely, the developed solution involves specific 
identification capabilities, either for machine parts or for the involved technicians, 
combined with an LMS as the base platform for learning and content management 
(Fig. 1).  
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Fig. 1. Schematic Representation of E-Support Functionality 

A simple format for the stored information is considered sufficiently flexible and 
easy to process; therefore the selected NFC record type for this implementation is 
“Simple Text”. The native mobile support application scans this information and 
parses the data. For the deployment of the mobile application an Android Nexus 
device was selected mainly due to the open-source tools available and NFC 
identification capabilities. An example of an NFC tag that is used is “asset:246” 
where the number 246 refers to the code of an asset. The information within the tag is 
transferred through web services to a Learning Management System on a Web Server 
that is mainly responsible for:  

• Authenticate users and authorize user requests, 
• Locate the right support content to send to the mobile device, 
• Provide an environment for editing and handling this content. 

The selected LMS is Moodle (www.moodle.org), known for customization and 
expandability flexibility. Aiming to reduce power consumption on the mobile device, 
a lightweight NFC identification component with minimal processing requirements is 
developed, instead of a comprehensive context-widget. Thus, a large part of reasoning 
and processing is being delegated to the corresponding web server component. The 
latter is a custom-built Moodle module, responsible for handling content delivery 
service requests through web services and storing information derived from the 
mobile device such as new photos, voice comments, user bookmarks and interactions. 
This material can be used by authorized users to further enrich the system’s content. 
The support information is delivered to the technician through intuitive and user-
friendly mobile application interfaces, employing a simple and intuitive interaction 
model, as shown in Fig. 2. 

The communication between the mobile native application and the Moodle 
module is bi-directional, offering a two-fold benefit. First, the technician's feedback, 
acquired as annotated photos and voice comments, is stored to the server and can be 
used to further enrich the e-support content by the creation of new support entries. 
Second, the technician’s profile is constantly updated, so as to have an integrated 
overview of all the tasks that have been dealt with when relevant support is requested. 
The coupling of a native mobile e-support application with a Learning Management  
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Fig. 2. E-support mobile application and Interaction overview diagram. 

 

Fig. 3. Mobile e-Support with NFC Identification Sequence Diagram 

System for the handling of all the recorded support content has some unique benefits. 
The LMS is literally a fully functional content management system dedicated to 
learning, which provides also a full set of user management capabilities. It is easy and 
intuitive to consider technicians as trainees with different levels of access to the 
learning content and the e-support entries as e-learning objects. These objects follow a 
predefined structure, enabling easier support information recording and retrieval. The 
following sequence diagram shows the basic NFC identification, web service requests 
and content retrieval actions (Fig. 3).  
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The structure of the stored e-support data was designed to meet industrial 
requirements, based both on personal meetings with the industrial project partner, 
namely a Lifts manufacturing industry (Kleemann Lifts SA, http://www. 
kleemannlifts.com) and on a subset schema of the MIMOSA standard [15]. The 
internal requirements set by Moodle for the development of new plug-ins were 
followed so as to be able to install and communicate with other Moodle components. 
The structure was completed with the aim to be flexible for future content additions, 
regarding new technical documentation or input from authorised staff with expertise 
on a specific type of machinery. A critical design factor was the ability to integrate 
the mobile e-support system to larger comprehensive e-maintenance systems, 
providing a wide spectrum of web-service-based interconnectivity capabilities both on 
the Moodle module and on the native mobile application.  

The diagram in Fig. 4 depicts the overall information model. The e-support table 
stores the e-support component installation data, the user comments table stores 
information provided by the technicians and the entries table stores all the basic 
support content, which may be accompanied by relevant files, such as images, pdf 
files or videos. The FMECA (Failure Modes, Effects and Criticality Analysis) table 
stores input from an external processing application enhancing the module 
interconnectivity within an integrated e-maintenance platform [16]. The remaining 
tables target the categorization and easier extraction of the content. The many-to-
many relation between entries and other tables enables content reusability. The actual 
implementation required some extra tables, ensuring compatible with Moodle 
component installation and future platform upgrades. 

 

Fig. 4. Mobile e-Support Database Schema 

4 Conclusions and Further Work 

The complexity of modern industrial asset facilities and the rapid adoption of 
technological changes require from technical personnel to maintain an up to date 
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often multi-disciplinary skills-set. To reduce staff response time to events occurring at 
the shop floor, methods for the storage, management and delivery of task-relevant 
support content and services are needed. In this paper, the provision of context-aware 
maintenance support though mobile devices is presented. The mobile support system 
utilizes NFC identification to acquire basic location and asset information and 
employs a customized module within a Learning Management System for user and 
content management. Information acquired via NFC suffices to cover explicitly three 
out of five minimum parameters that are necessary to understand context, namely 
who, where and when [5]. The other two, namely why and what, are derived from the 
user interaction with the mobile device. The processing of such information along 
with task profiling are performed by a dedicated LMS-customized module. A joint 
benefit of the LMS-based content management and the NFC-based context-awareness 
approach is the overall concealment of the technical communication and context 
processing details from the end-user, facilitating system acceptance, through the use 
of simple and user-friendly interfaces. Another benefit is the enrichment of the stored 
data about learners and their context, which is a key step for the implementation of 
Learning Analytics as part of further research. A mobile support system that combines 
an LMS, NFC identification and context-awareness, is an efficient and cost-effective 
basis to offer on-the-spot maintenance support, assisting maintenance personnel to 
improve their competencies as well as their work speed and efficiency.  
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Abstract. This contribution deals with issues regarding alarm management at 
the operator workstations of industrial automated systems. It is focused on the 
Object Oriented Programming techniques and data acquisition from controlled 
processes provided for the human machine interface of these systems, the pos-
sibilities to configure the monitored variables of the processes and their parame-
ter definition. It shows the different aspects of decision making over the options 
for using system functions in applications of operator environments on concrete 
examples. 

Keywords: Alarm, System, Management, HMI, Automation. 

1 Introduction to Techniques Applied for Work of Operator 
Workstations 

Operators of control systems work in a field, in which emerging technology is charac-
terized by features allowing implementation of control into processes without direct 
human intervention. However, automation and supervisory control do not fully ex-
clude all human activity, those who supervise the automatic work of machines, in 
which it is still required to participate in a task for machine setup, the program upload, 
optimization of processes and similar areas. 

1.1 Component Object Model Techniques and Server – Client Architecture 

The technology, which has enabled bringing data to an operator workstation, is based 
on the principle of object-oriented modeling, which allows two or more components 
of applications to cooperate with each other even if they are created in different pro-
gramming languages and designed for the use in different operating systems. 

This Component Object Model (COM) technology works on the server – client 
communication principle, where the server sends data only when the client requests 
them, and uses the already mentioned object- oriented architecture, which brings one 
of the advantages of the "encapsulated" feature of programs into reusable software 
components that allows them to hide data and functions into the objects. 

The object is an instance of a class, which is linked to a set of member functions 
and data. The component is a part of the program in a binary form, and as such, it 
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must meet a certain binary standard. As already mentioned above, this object can be 
connected to different applications or other program components. Due to the pack-
aged data and functions of the object, the client does not care about the internal im-
plementation but the external object behavior, for example, the provided functions, 
which are defined for the application by COM technology (Bajgar, 2000). 

1.2 Communication Standards in Control Systems 

Integration of business plans and the control systems in the industry would not be 
possible without standards developed for their communication. Manufacturers rely on 
the use of Supervisory Control And Data Acquisition (SCADA) or Distributed Con-
trol Systems (DCS) to implement their plans into production. This is enabled by open 
and effective communication architectures with OLE (Object Linking Embedding) for 
Process Control (OPC) standard, which focuses on data access and not the data type. 

The idea of the OPC server is implemented into OPC Historical Data Server, as 
well as Alarm & Event Handling Server. OPC is a standard for both hardware provid-
ers and software developers. It provides a standard mechanism for the transfer of data 
from hardware devices to any client application, the highly optimized communication 
of software applications with the data sources, and it defines a mechanism for effi-
cient data exchange between software and hardware. 

Together with OPC interface allowing any client to access their device using OLE 
and COM techniques allow developers to use software components in their programs 
written in different languages. 

2 Hierarchy of Industrial Control 

The industrial control systems work in a hierarchical structure and consist of levels, 
see Fig. 1 (Bajgar, 2000): 

• The level of direct control, from where "smart" sensors and smart devices provide 
the system with their data through the interface. This data collected from the 
equipment together with its configuration parameters are presented to the software 
applications.  

• Process level, where the data is used by DCS and SCADA systems with Human 
Machine Interface (HMI). The user of these systems is able to monitor, manage 
and evaluation processes, from which the data are obtained and can be further used 
at the information level.  

• Information level, where data are analyzed and processed by tools and used for 
management and information systems or economic applications. At this level the 
users are able to work and connect with SCADA software, databases, word 
processing, spreadsheets in conjunction with the production system. 
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Fig. 1. Control System Hierarchy 

3 Services of Control Systems 

The service is the OPC server concept, which allows many different OPC servers to 
be placed under one common server that unifies access to data from different sources. 
This common server provides one set of OPC compliant interfaces, eliminating the 
need for client applications to know which OPC server to use for each data item. 

The service provides an interface compatible with OPC client applications to use 
the data. In this case, the control system is designed in functional hierarchical struc-
ture for each manufacturing operation and the procedural parts (involving equipment 
such as engines, tanks, etc.). This enables operators to configure an alarm system, a 
basic operator support system for managing abnormal situations, and create a simple 
alarm list of each monitored variable. The control system automatically adds the 
alarm from an object into a specific section in each alarm list. 

It's a very effective and fast way from the point of view of cost, and also easier for 
operators, who are able to monitor “their” alarms, alarms in their competence under 
their login into a system, and not long unsorted list of alarms of all control systems. 
When a new alarm appears, it is added to the functional structure of the object auto-
matically. Operators can monitor unacknowledged alarms recorded in the event list. 
The visible part of the control system alarm list also contains a "live tracking values" 
feature, which displays actual values and parameters that triggered the alarm, for ex-
ample when the level in the tank falls below a certain minimum.  

In the list it can also be seen, what the current value of a monitored variable is, 
which carried out the alarm. This feature can be identified as Alarm Grouping, mean-
ing drawing up lists of key attributes, and thus creating manageable lists. The result is 
the one alarm in the alarm list for all alarms in the whole group presented to the oper-
ator screen. 
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Fig. 2. A Single Alarm List  

This example shows how alarm grouping can help operators better understand the 
implications of a particular alarm in the control system, and its impact on the process. 
In systems without this feature, the decision and resolution of the alarm conditions 
rely on the knowledge of an operator, and under circumstances when several 
processes are monitored at the same time it is quite time consuming and/or risky. 

 

Fig. 3. Alarm Grouping Tool Applied for Alarm List 

4 Alarm Issues Which Operators Deals with in Control Systems 

The basis for the work is to describe the situation and processes in which the alarm 
system is deployed. The correct description of the system facilitates further work with 
alarms and their management. An important idea of the methodology is a combination 
of the qualitative and quantitative approach to the research applied to the alarm sys-
tem development. Data collection in the form of alarm records from different applica-
tions and process systems help us to find weaknesses in the management of alarms. 

The data here are evaluated from two different process systems, resulting in a dif-
ferent number of events in them. This also shows that it is necessary to obtain the 
largest amount of findings possible to be able to evaluate better the management of 
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alarms. The first records are taken from 15 minutes of monitoring, during which 27 
alarms came, 25 of which were alarms on values exceeding the limits, and 2 were 
system failures alarm in first control system. Another system was examined as well 
and for the same period of 15 minutes the operator received 500 events on the 
workstation screen. This is an increased burden for the operator. Of the 500 events, 
433 events were acquired as changes of monitored values and confirmed alarms, re-
maining events were alarms that showed an exceeded limit of 25 monitored variables, 
and a group of other system alarms, which consisted of changes in the 
valves/actuators of manual → automatic mode, a small change of reference values, 
changes from true → false values of binary variables. 

Rationalization of alarm issues, listed in Table 1, should help operators manage 
stressful situations. The objective of configuration of the alarm management system is 
to allow operators to remove standing or nuisance alarms that are re-occurring on the 
main alarm list of their screens.  

Table 1. Alarm Issues (Atkinson, T. , 2011) 

Alarm 
Issues 

Symptoms Effects Implications 

A
la

rm
 L

oa
d 

High number of alarms 
per operator per minute, 
1 per minute is unac-
ceptable, 
Highest seen 40 per 
minute, 
Operators accept alarms 
without review 

Devaluing of the Alarm 
System 
Decision making impaired 
Poor operator responses 
Adds to operator stress 
Masks high priority 
alarms 
More outages 
Loss of protective layer 

Texaco Milford 
Haven 
Alaska North 
Slope 
Esso Longford 
explosion 

B
ur

st
 A

la
rm

s 

High number of alarms 
from a single cause e.g.  
Compressor trip 
Shutdown/Startup 
Often see 100+ 
Occasionally see 500+ 

Incorrect/delayed diagno-
sis of causal event 
Incorrect response to in-
cident 
Delayed response to inci-
dent 
Miss key alarms hidden 
in list 
E.g. failure to shut down 
safely 
Poor operator ‘situational 
awareness’ following 
event 
Increased likelihood of 
subsequent errors 

Three Mile 
Island 
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Table 2. (continued) 

Alarm 
Issues 

Symptoms Effects Implications 

N
ui

sa
nc

e 
al

ar
m

  
ha

nd
lin

g 

High number of alarms 
per operator per minute 
Repeating alarms 
Instrument Fault alarms 
System alarms 

Alarms defeated 
Safety alarms 
‘Unofficial’ defeats 
Ignoring the alarm system 
Poor control room envi-
ronment 
High operator stress 
Devaluing of work re-
quest system 

BP Prudhoe 
Bay 
Maryland rail  
Accident 
BP Grange-
mouth 
Esso Longford 

P
oo

r 
D

es
ig

n 

High numbers of high 
priority alarms 
Safety alarms not diffe-
rentiated 
No defined operator 
response 
Standing Alarms 
Out of use or standby 
equipment 

Operators respond to in-
appropriate alarms 
Delayed or no response to 
important alarms 
Inconsistent or incorrect 
operator response 

BP Texas city 
explosion  
Helios crash 
Explosion at 
Texaco Milford 
Haven 

P
oo

r 
 

m
an

ag
em

en
t 

Alarms disabled inap-
propriately 
Without risk assessment 
Without regular review 
Alarms ignored 
Faulty alarms not ad-
dressed 

Removal of a layer of 
protection 
Safety 
Environmental 
Economic 
Regulator attention 

BP Texas city 
explosion 
Maryland Rail 
Accident 

 
Therefore two functions were configured for the above mentioned control system: 

Alarm Hiding and Alarm Shelving. Alarm shelving lets operators decide whether or 
not to put an alarm ‘on the shelf’ for a defined period of time or a certain occurrence. 
This temporarily removes it from the main alarm list to a special list, but the alarm 
itself is not affected. It will later require attention from the operator. In the meantime, 
the operator can concentrate on tasks judged to require their immediate focus. The 
question remains if alarm shelving makes a valuable and much-appreciated tool that 
helps operators work with maximum efficiency.  The shelving is time limited to pre-
vent important alarms to be removed or forgotten 

Alarm hiding is set up during the engineering phase. Its main purpose is to sup-
press alarms that are either expected or not relevant in a particular situation, or that 
are based on a known process state, e.g. low temperatures or flow during a controlled 
shutdown. As the name suggests, ‘hidden’ alarms are never visible to operators. They 
only see alarms that require action on their part. 
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5 Conclusion 

Automation is the field, in which modern technology is being developed, characte-
rized by features allowing implementation of control processes without direct human 
intervention. However, automation and supervisory control do not fully exclude 
people, who supervise the direct work of machines. The motivation for the research is 
fill in the gap between practice – the daily operation of operators supervising control 
systems, and an analysis of such processes. As an example of supervisory control we 
describe here the area of an alarm management system. Such system is dealing with 
alarm logs giving a feedback for better understanding at the level of the human-
machine interface in order to improve and support the engineering work on the de-
sign, configuration and implementation of the system for an operator supervising the 
production and managing alarms. As the production processes get very complex, there 
are increasing numbers of things, which can go wrong when controlling them. This 
research was also aimed to find out about the alarms from actual cases, how they are 
defined, what types are used, and how much their configuration in practice matches 
the ISA 18.2 standard, which defines alarm management for conditions in different 
control systems. The operators who are the immediate users and the engineers who 
configure the control systems features at the site during their implementation need to 
cooperate. The evaluation of process alarms in the control system from system opera-
tor point of view was described. Alarms are displayed, depending on whether the 
configured monitored variable exceeds the set limits. The alarm prioritizing during 
their configurations and design in terms of the frequency for requests for alarm ac-
knowledgement by a single operator and alarm handled by operators during stressful 
situations remains a big task of control systems engineers to prevent hazardous con-
sequences. 
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Abstract. Product Lifecycle Management (PLM) systems  are sufficiently 
generic  to propose  models  adapted to companies’  specific needs without 
additional development. However,  the  implementation of such  systems and  
their  multiple reconfigurations may  introduce coherence  problems. To ensure  
structural and  functional coherence  while creating and  evolv- ing PLM  
models,  a methodological approach is described in this  paper. The  proposed  
approach is based  on Model  Driven  Architecture (MDA) principles in order to 
allow : [1] models’ creation while respecting syntac- tic  and  semantic 
constraints, [2] models’  evolution while respecting de- pendencies between  the  
various  PLM  syste’ components. This  approach is being prototyping based  
on Eclipse  framework. 

Keywords: PLM system, MDA, metamodel, constraint, OCL, trans- formation, 
ATL. 

1 Introduction 

Nowadays,  industrial companies  using  PLM  systems  need  to  deploy  models 
which  are  adapted to  their  requirements. PLM  are  information systems  ded- 
icated  to  managing  the  entire  lifecycle of a product, from  inception,  through 
engineering  design  and  manufacture, to  service  and  disposal  of manufactured 
products. In this research,  we are focusing on these models’ building  and recon- 
figuration,  more  precisely  from  a PLM  editor/integrator point of view. These 
models are  generic enough  to  propose  ones that can be adapted to  each  com- 
pany’  needs  by  doing  some additional developments. However,  in  the  case  of 
initial  PLM  deployment, the  elaboration of a PLM  system  that complies with the  
company’s  activities  often requires  one or more specific data  models and  a set of 
specific functions  (processing). 
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Usually,  the  idea is to adapt the  generic model, based  on a set of templates 
which  correspond  to  typical business  needs  (such  as Catia  data  management, 
ProEng  data  management, MS Office reporting, etc.)  so to  reduce  workload. Data  
model definition  must  be validated in order to avoid inconsistencies.  This validation 
step consists of respecting a set of structural and functional  predefined constraints. 
Thus,  any new data  model creation  can be used permanently after the validation of 
data  coherency. 

Similarly,  the various  evolutions  of already  deployed systems  made to adapt or 
add new functions  in the data  model are very difficult to perform for a com- pany.  
In order to achieve this,  companies  are often accompanied by an editor  or an 
integrator. In fact, a company  must  adapt to the ongoing development of its market  
or to any changes in its working methods.  Therefore,  it’s often required to change 
the  existent data  model or system  functionalities. But,  in most often cases, these 
companies are not able to identify the impact of these changes ; there isn’t any  tool 
allowing them  to have  a global vision of the  deployed  PLM  sys- tem in terms  of 
components’  dependencies.  Without this  global vision, changes may cause 
coherence problems  or side effects. Thus,  the  phases  of models’ cre- ation  and  
evolving imply setting  up a methodological  approach for creating  or maintaining the 
implemented system with a structural and functional  coherence. 

This research work aims at helping companies when they configurate or evolve 
their  PLM  system.  The  proposed  approach consists  of building  a generic busi- 
ness model and providing a set of mechanisms  to transform this generic business 
model  into  specific models  according  to  each  company’  specificities.  This  ap- 
proach is based on MDA. The rest of the paper is organized as follows. Section 2 
describes the foundations of proposed approach using MDA. Section 3 gives the 
principles  of proposed  approach deployment. Section  4 describes  the  software 
prototype developed  to  support eh approach and  finally section  5 gives some 
conclusions and perspectives. 

2 Proposed Approach Foundations 

MDA [6] [7] [1] is an architecture derived  from MDE (Model Driven  Engineer- ing) 
approach proposed  by OMG (Object  Management Group).  MDA uses the concepts  
of MOF  (Meta-Object Facility) [8] and  UML (Unified Modeling Lan- guage). It is 
based on multilevel  modeling (or metamodels) and mechanisms  for models’ 
transformations. The  MDA logic is to propose  a refinement of models from  a high  
level of abstraction to  executable  code.  The  fundamental rule  of MDA is to 
separate the business logic from the implementation one. According to the three level 
approach proposed in MDA, models or metamodels  are defined by a process of 
abstraction towards  target platforms  : Computation Independent Model (CIM),  
Platform Independent Model (PIM)  and Platform Specific Model (PSM).  In the rest 
of this section,  we will describe these levels and mechanisms of transition between  
models of different levels. 
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2.1 Metamodeling within MDA 

A metamodel aims to define the  main  concepts  to be used in the  PLM  models [11] 
[5] . These concepts must be independent of the PLM system. They are used to 
characterize the conformity  of the lower level models. The proposed elements in our 
metamodel [12] (fig. 1) describe the  structural, behavioral  and  invariant concepts  to  
be used  in a PLM  system.  The  diagram  below shows the  generic reduced  
metamodel with basic concepts  for modeling business model. 

 
 

 

Fig. 1. Extract from Business  metamodel 

The fundamental metamodel elements make it possible to structure concepts in 
order  to be used and  deployed  in a company.  These  concepts  are structured 
according  to descriptive  elements  (BusinessObject, AttrSpecific), structural  re- 
lationship (FunctionnaLink), dependency  relationship (RelationalLink) and Life 
cycle Management elements (LifeCycle). Business Rule concepts (BusinessRule) 
have to be considered  as constraints that ensure business model consistency. 

These concepts  would enable building  compliant business models. The busi- ness 
model includes  business  as in the  activity  sector  and  information system. This is 
justified  by the fact that final implementation should respect  PLM con- cepts 
(regardless  of the platform). Therefore  we believe to be consistent with the MDA 
approach ”spirit” (the  CIM is independent of execution  platforms). 

2.2 Validation and Conformity of Models 

The metamodel described in previous section is part of the proposed approach for 
building and reconfigurating PLM models process.It  is one element among others 
that allow developing consitent models . There  is no standard metamodel. How- ever, 
several  studies  have  attempted to  propose  reference  models [10] [4] .The proposed  
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metamodel in this  paper  is generated from  an  abstract approach of these  reference 
models . Concepts  defined in metamodel are not always enough for the  construction 
of robust models  (they  are  not  very  sensitive  to  the  con- text  modifications). In 
fact, we used constraints in order to successfully express restrictions on built models 
[2], constraints must  be defined. 

A constraint  represents a boolean-valued expression  which can be attached to any  
metamodel element.  It  generally  indicates  a limitation, or gives further information 
on the model. They  are used in most cases to specify invariants on the meta classes. 
These constraints complete existing diagrams  by implementing business rules and 
making  relationships more precise (without ambiguities). To add  constraints on 
proposed  models,  we choose to  use the  Object  Constraint Language  (OCL)  [9]. 

The  model is a level (PIM)  of modeling  which has to enable  implementing 
business  concepts  within  a PLM  system.  In  the  context, the  modeling  is not 
unique  and  can  evolve in time.  The  business  concepts  defining  the  models  of 
this  level characterize a contextual business  terminology.  Here  the  contextual 
meaning  implies a low level of invariance  for two reasons. On one hand  concepts 
treated are  very  specific for industrial sector  and  the  concepts  used  involve  a 
certain  ambiguity, on the other  hand  concepts  treated are evolving over time 

2.3 Model Transformations 

The  aim  of our  proposal  is to facilitate  the  conception  and  implementation of 
business models in PLM systems. Therefore,  Meta Models of proposed approach 
(PIM  level) have  to  be transformed into  models that are  dependent on target 
platforms  (PSM  level) according  to the  main  steps  of MDA approach. The  last 
level, achieved by PSM generation, is then obtained  by transformations between 
different levels, from CIM to PIM and from PIM to PSM 

A PIM  to PIM  transformation consists  of transforming a metamodel while 
respecting  associated  constraints. Likewise, a PIM to PSM transformation corre- 
sponds to the transformation of an independent functional  model into a platform 
compliant model (with  constraints specific to the chosen platform). 

The  transformation process  could be described  as a succession of 2 stages. In the  
first stage,  the  target metamodel is defined, and  then  mapped  with  the source  
meta-model. Mapping  task  is implemented using  transformation  rules. These rules 
allow producing  a target model (conform to the target metamodel) starting from a 
source model (conform  to  the  source  metamodel). The  second stage  consists  of 
executing  the  model transformations rules in a particular lan- guage  (in  our  case,  
in SQL (Structured Query  Language)  script).  Indeed,  the PLM  system  
configuration  and  data  are  stored  in a database. Then,  the  last step  of 
transformation process  should  make  it  possible to  add,  delete  and  up- date these 
data  within the database. To sum up, a source model allows producing a target code 
thanks  to the  transformation process with  Atlas  Transformation Language  (ATL). 
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3 Proposed Approach Deployment 

As stated previously,  providing  generic  concepts  is not  of much  help  when  it 
comes to identifying  enterprise’s  business concepts.  This is because, most of the 
time,  the  experts  to set up the  PLM,  are either  business  experts  or IT experts but  
rarely  both.  On the  one hand,  our  modeling’s approach is independant of software 
tools and highlights  the generic concepts  of a PLM information system and business 
domains.  On the other  hand,  we strongly  believe that it should be supported by a 
methodological  approach where various  experts  may simultane- ously contribute to 
the business models’ construction. 

The suggested  approach is based upon business-domain segmentation.  Some 
business objects are well standardized to be used, as they are, in the enterprise. The 
main existent systems offer preconfigured models to ease building enterprise own 
business models and thus  accelerating domain-specific  model creation.  The above-
mentioned approach consists  of building,  progressively,  parts  of models by IT and 
business experts  using each domain’s invariant elements and business rules 
validation. 

 

 
Specific Templates 

 

The  domain  is used to group  concepts  with  adaptable granularity. In addition, 
some domains  are sufficiently invariant (or normalized)  in companies  to be used as 
they are. We could mention  for example : changes management domains,  En- 
gineering  Change  Request  (ECR), Engineering  Change  Order  (ECO)  are CAD 
(Computer Aided Design) data  management domains (part, assembly, ...). These 
domains  can be elaborated by IT  or business  experts  and  then  integrated pro- 
gressively into the construction of the global PIM. 

 

 
Business Rules 

 

Business rules Business rules characterize PIM or PSM concepts constraints and are,  
as  mentioned before,  described  using  OCL  [3]. In  the  proposed  method- ological 
approach, they  are  used  during  the  explicit  validation, in addition  to metamodels’  
implicit  validation. Thus,  business rules can be defined during  ev- ery step  during  
PIM  and  PSM  construction. Similarly  to domains,  there  could be two types of 
business rules : information system rules, business activity  rule. 

 

 
Models Updates 

 

In order for a company to continuously take into account economical environment 
changes, its information system and therefore its PLM system should be adapted. 
Updates  can be identified at two levels : PSM’s level and particularly its instance 
within  the  PLM  (for example  : adding  some specific script)  , PIM’s  level (for 
instance  : business object  modification,  adding  links, ...) 
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The advocated methodological  approach is dual.  On one hand,  it is to make 
reverse transformations from instantiated PSM to PIM. On the other  hand,  it is to 
provide  PIM comparisons.  This approach will enable experts  to measure  the impact  
of changes applied  to the PLM. 

4 Application 

The suggested approach based on MDA is supported by a framework implement- ing  
models  transformations and  constraints validation mechanisms  [13]. This 
framework  is built  on  top  of Eclipse  platform   and  its  extending   capabilities 
likes EMF (implementation of the MOF providing  tools for implementing DSLs 
(Domain-Specific  languages).  This  framework  is a  way  to  verify  and  validate 
concepts  introduced in the first part  of this article. 

 
 

Business Model Modeling 
 

The construction of business model is done thanks  to a graphical  editor based on 
Eclipse GMF (Graphical Modeling Framework). This editor allows user creating his 
own business concepts based on a generic metamodel. The following diagram (Fig.  
2) represents a business  model with  constraints. A violated  constraint is marked  
with a red cross (i.e a BusinessObject can not have an empty  name). 

 

 

Fig. 2. Business  model  with  constraints 

Audros Metamodel 
 

In order  for the  model to be exploitable,  an SQL script  needs to be generated and 
applied  to the  PLM system.  To achieve this,  a metamodel defining Audros PLM’s 
concepts  have been created 

The main goal is to generate  an Audros model conform to the Audros meta-model  
from  a business  model  edited  with  GMF  and  conform  to  the  business 
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metamodel (introduced in the first part) by means of ATL transformation. The 
transformation results in a compliant Audros model. The transformation is done by  
iterating over  the  input  model’s content, comparing  this  content with  the source  
patterns  (correspondence rules  defined  in  the  .atl  file) and  producing target 
patterns in the target model whenever  a matching occurs. 

The  following figure (Fig.  3) shows a case of ATL  correspondence  rule de- fined 
between the two metamodels. This rule takes a BusinessObject (defined by Audros 
metamodel) as an input  and transforms it into an Object  Class (defined by Database 
metamodel). The whole transformation process is used to translate and inject the 
Business Model into the database, to become accessible and usable within  the PLM. 

 
 

 

Fig. 3. ATL  rule 

The obtained specific model is not yet exploitable  in Audros  PLM.  It needs to be 
transformed into  an SQL script  to inject  into  the  system  database using existent 
tools in Eclipse (Acceleo and Liquibase). 

The  following figure (Fig.  4) illustrates Audros  PLM’s final state  after  the 
transformations’ sequences applied  to the model introduced earlier in this paper (the  
objects  are usable within  the PLM). 

 
 

 
 

Fig. 4. Audros  PLM  result 

5 Conclusion 

The  research  work  described  in  this  paper  aims  at  helping  companies  when 
they configurate  or evolve their PLM system. The proposed approach consists of 
building  a generic business  model and  providing  a set of mechanisms  to trans- 
form this generic business model into specific models according to each company’ 
specificities.  The  proposed  approach is based  on  a  model-driven  architecture 
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(MDA). One of the main goals of this approach, besides creating  adequate mod- els, 
is providing  controlling  mechanism  in case of models evolution  in order  to keep 
total  consistency  in PLM  systems.  In the  proposed  approach, companies’ specific 
needs are implemented through a refinement of models from a high level of 
abstraction to executable  code. For that aim, three modeling levels are defined (CIM,  
PIM,  PSM)  and  a set of transition mechanisms  between  levels is given. This  
approach is supported by software  prototype which  allows implementing concepts  
proposed  in this  paper.  In  this  article,  we concentrated on  business model creation 
methodology.  Now, a reflexive posture  is conducted  to address business  model 
evolution  methodology  that ensures  semantic  and  syntactic co- herence with 
already  existing PLM components. 
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Abstract. This paper proposes a modelling and formalizing approach to field-
work-collected data in order to develop a set of tools to both direct and increase 
industrial production. The OCP (“Cherifian Office of Phosphate”) provided au-
thentic data for the construction and use of an inductive approach. This ap-
proach enabled us not only to give details about the problems encountered but 
also to have the necessary level of granularity required for a number of ex ante 
management decisions. Several instances of the suggested modelling applica-
tions are given in the real context of the OCP’s supply chain reengineering. 
They equally allow the reader to obtain a feedback on the implementation of a 
twofold modelling generated by a unique collection of knowledge. 

1 Introduction 

The purpose of this paper is to analyze the solutions to the methodological problems 
that arose in the first phase of our research aiming to create a dual decision-making 
support system (DMS) dedicated to Supply Chain management and management 
control system. This phase has to do with gathering and formalizing the required 
knowledge to design simulation models on which to base the DMSs. Supply Chain 
(SC) generally refers to the logistics chain of multinationals. The different subsidiar-
ies of these companies participate in the SC, both from within the organization, and as 
« satellites » involving multiple third party providers of logistics services and sub-
contractors whose operations are coordinated by the multinational company [1].  
The SC object of our study is that of Cherifian Office of Phosphates (OCP S.A.), 
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owned by the kingdom of Morocco1. Both the DMSs rely on complementary models 
of the SC, used to simulate its activities dynamically. In this context, management is 
focusing i) on the tactical decisions to negotiate the terms of new agreements (limited 
number of customers) and so maximize the margin generated by the SC and ii) on the 
operational decisions to fulfill its obligations under the current agreements while 
keeping costs down. This paper focuses mainly on the operational management as-
pect. Highlighting the consequences in terms of time and space of the contemplated 
operational decisions is largely achieved through the simulation tool, which of course 
does not preclude recourse to complementary approaches (optimization…) to identify 
the best course of action. Ex ante assessment of the decisions should be comple-
mented by an ex post assessment by management control, through a tailored man-
agement accounting scheme to make a proper economic analysis of the decisions. In 
the context of production to orders, the management control referential cannot be 
efficient if it only refers to legacy data. Indeed, the use of simulation techniques is 
needed in order to obtain a truly relevant referential, one that is built dynamically. We 
start by delimiting the context of this work (§ 2), and then consider (§ 3) the key con-
cept of routing in order to present (§ 3) some principles of collecting and using the 
gathered data that we will illustrate (§ 4) with applications in the OCP context before 
making any conclusion.  

2 Research Context 

Any modeling / simulation (M / S) research on production systems is determined by 
the objectives sought and by the general characteristics of the system. We shall there-
fore begin (§2.1) with a description of the objectives of the research as they determine 
the choice of relevant information to be gathered and the level at which the model is 
to be designed. (§2.2) analyses the information gathering approaches proposed in 
extent literature showing their limits for the purposes of this research.  

2.1 Objectives of the “Dual” Modeling  

The Figure 1 summarizes our chosen approach. The combined gathering of field in-
formation by SC management experts and management control / management ac-
counting players should make for two consistent and complementary representations 
of the SC’s activities. The basic inputs are technical documents used in the field, 
complemented by observation, particularly of decision-making practices, where the 
required information is not set out in writing. Such basic inputs (which are not availa-

                                                           
1 It is made up of a complete industrial sector (described in figure 5) from ore extraction (more 

than half of world reserves belong to OCP S.A.), to production of phosphoric acid and ferti-
lizers. The Jorf site located at the end of this SC is characterized by its production plants, 
owned by OCP as well as by a number of technically similar plants, jointly managed by OCP 
and its foreign partners under joint ventures (JV). Moreover, the adjunction of 300 km of 
pipeline (for minerals transfer) will entirely change the SC to enable implementation of pro-
duction to orders. 



 General Use of the Routing Concept for Supply Chain Modeling Purposes 325 

 

ble in the public domain (and therefore not listed in the bibliography)) are processed 
in order to design a dual model of SC activities, with an adequate granularity for the 
DMS to be designed. The desired model is intended for use by a discrete event simu-
lator, which is a relevant technical solution for our purpose. The primary data gather-
ing process and its processing in order to build the foundations of a simulation model 
poses a number of difficult methodological problems.  
 

 
Fig. 1. Complementarity and use of Operational Management & Management Control Models  

The M / S created for the operational DMS does not call for a fine detail of SC 
process mapping; on the other hand, it presupposes a good understanding of the main 
levers available to decision-makers and a proper modeling of the domino effect of 
consequences of these decisions in time and space. The first step, therefore, consists 
in an accurate plotting of the concerned physical activities. In order to further inform 
the decision-making process, beyond the anticipation of consequences of alternative 
decisions, one needs to measure their economic impact. This implies recourse to a 
management accounting scheme based on the second M / S. The M / S created for the 
Management Control DMS stems from a detailed mapping of the productive entities 
of the SC, using a rather local focus. This should enable a better assessment of cost 
factors and therefore the design of a relevant management accounting scheme, for use 
both for decision-making purposes to assess the economic aspects and for subsequent 
control purposes. The economic assessment aspect is not the focus of this paper which 
will only implicitly refer to costs drivers. It is to be used at a later stage in the opera-
tional management DMS to fine tune operational decisions and for tactical decision-
making purposes. Moreover, the fact of being able to produce to order should drive 
the development of a dynamic referential for use by the Management Control DMS. 

2.2 BPM, Supply Chain Costing and Supply Chain Management  

In 1980’s and ‘90s, a number of technical and managerial innovations took place 
simultaneously, along with sweeping economic environment changes that led to root 
and branch changes in the organization and management of Western businesses. 
These gradually shifted the traditional approach to functional line management and 
process reengineering” [3], activity costing, project management [4), management 
software packages were all managerial and technological breakthroughs stemming 
from a process approach of organization and the associated software. Accordingly, 
there was a perceived need to systematically draw up models for almost every aspect 
of the organization so as to identify the good practices and to organize the acquisition 
of information concerning the organizational processes. A number of authors and 
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actors have defined [5] the Business Process Management (BPM) as one which 
enables the modeling of the business process. Using collected information about the 
activities of a complex system such as a SC [6], a representation of the organizational 
processes is designed in the form of a knowledge model (KM) of this system. The 
KM is defined as the translation in natural or graphic language of the structure of the 
system’s activities. A number of authors [7] suggest a definition of the system 
process’ KM as the aggregation of information and data used to plot interactions, 
collaborations and associations between system entities in a workflow form. Con-
cretely, the BPM is made up of three phases [5]; [8]; [9]. The first phase has to do 
with acquisition and validation of the knowledge concerning the organization-
al process; this phase, whose steps will be described below, is common to knowledge 
management. The second phase is about formalizing knowledge (using concepts, 
tools and methods) which is presented as a Business Process Model(our paper deals 
mainly with this phase).The third phase is that of analysis and of use of the formal 
models developed in the previous phase [10]. During the analytical phase, corporate 
actors analyze, use and expand the KM. Four steps have been identified for know-
ledge acquisition through partial analysis of extent literature: (i) the first phase is 
about the choice of knowledge acquisition mode; the choice of method is bound up 
with the system and with available information. Moreover, a number of approaches 
may be used simultaneously; (ii) the second phase is about translating the knowledge 
acquired in the form of rough basic documentation in digital format ; it is key [9] to 
store the information in digital format so as to improve productivity and traceability; 
(iii) the third phase serves to validate the rough translation of the col-
lected information; (iv)the fourth phase concerns the development of basic documen-
tary knowledge to enable the subsequent formalization of the system’s organizational 
process. Note some authors consider this basic documentary knowledge, often pre-
sented in natural language, as a model in itself of the corporate processes [11]. Using 
an iterative approach, basic process knowledge is then expanded as the process is 
started all over again from phase 1 [12]. Research [12] on corporate use of structured 
and formalized basic process knowledge highlighted the five following applications 
(figure 2): (i) the knowledge model is used to design the Information System (data 
storage, basic data, ERP), [11]; (ii) the knowledge model is used to design decision-
making applications (Advanced Planning and Scheduling, optimization models, simu-
lation models) [13] ; (iii) the knowledge model is used to design the performance 
assessment system (Management Control systems as part of SC Costing), [14,15]; (iv) 
the knowledge model is used to design and validate the current or future corporate 
organizational process through interaction with target system players [3]; (v) the 
knowledge model is used for organizational process certification purposes under the 
quality management approach. 
 

 

Fig. 2. Multiple uses of knowledge model systems. 
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Research by [14] showed that a given model may be used by different users; one 
may suppose that the productivity of the formalization process would be greater if it 
were centralized and performed once and for all, since the knowledge model draws on 
the same basic knowledge regardless of use. Indeed, this single process mapping per-
formed as part of the modeling exercise of a complex system may be used, for our 
purposes, indifferently to design the information system, the decision-making rules 
and the process valuation/optimization system [7]. In light of SC complexity, intro-
ducing a BPM approach serves to formalize the logistical process between and within 
the systems making up the SC [12] and serves as a pre-requisite for operational colla-
boration in the long run. As shown in figure 2, BPM activity, which consists in forma-
lizing process system knowledge, also involves producing a documented model useful 
for different purposes. Nevertheless, in light of our objectives of design of SC Man-
agement decision-making support applications, we will focus on use of the knowledge 
model geared to the routing concept of an SC, and to the creation of a DMS integrat-
ing economic metrics. 

3 Knowledge Use: Routing Based Modeling of SC Processes  

The gathering of the technical information yields multiple items of different forms 
and formats, from which one has to extract the relevant information for model-
ing/simulation purposes. Methodological considerations lead to a detailed analysis of 
the notion of routing (§3.1) and to to generate the relevant information from the de-
tailed information gathered (provided one relies on properly defined aggregation rules 
(see §3.2)). One must also achieve the relevant level of detail by keeping the number 
of objects created in the model down to a minimum (§3.3). 

3.1 Routing Components and Routing Breakdown 

Routing is central to technical information. Generally speaking, production routing is 
defined by use of one or several products matching the required characteristics, com-
bined in predetermined quantities, to obtain, after a certain time (processing time), 
with the help of multiple material (equipment, machinery…) and human resources 
(operators), all being viewed as components of a processor, the desired product (or 
products in the case of linked productions). Figure 3 shows the components of a 
Routing and their « combination ». To every reference i of an input is associated a bill 
of materials coefficient qi; symmetrically, to every reference j of an output is asso-
ciated the quantity qj produced by the operations. These quantitative data (qi and qj) 
are structurally consistent. 

 

 

Fig. 3. Representation of a Routing 
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The above general definition helps to breakdown production operations into the 
different elementary steps, each characterized by an elementary routing. This is re-
ferred to as a detailed routing. These elementary steps are connected by logical rela-
tionships of precedence (a downstream step may not start until the upstream step has 
been completed), in which a product made upon completion of an elementary up-
stream step is used by the next elementary step downstream. These different routings 
are generated to satisfy different needs (real time order, ordering, scheduling). De-
tailed routings may be viewed as a description of the production process. Detailed 
routings gathered in the field generally do not match the required level of detail for a 
dual modeling/simulation of the SC under review. They, however, enable one to gen-
erate the relevant information from the detailed information gathered, provided one 
relies on properly defined aggregation rules (see §3.2). One must also achieve, in the 
required model, the relevant level of detail by keeping the number of objects created 
in the model down to a minimum (§3.3). 

3.2 Aggregation Rules  

Aggregated activities encompass all of the elementary steps of the detailed routing, 
together with the products exchanged between these elementary steps. Four rules are 
relevant to the elementary routing aggregation: 

(i) The rule of legacy as to time sequence: The time sequence relationship linking the 
different elementary steps that are merged into an aggregated activity will disappear, 
as does any trace of the products exchanged between these elementary steps. The 
aggregated activity inherits the time sequence relationship linking an elementary step 
to another lying upstream or downstream, but that are not included in the aggregated 
activity (figure 4). 

 

 

Fig. 4. Rule of time sequence relationship legacy 

(ii) The rules of consolidation duration: The above analogy with project manage-
ment helps define the duration of aggregated activity as equal to the duration of the 
critical path calculated on the flowchart of the detailed routing, where cycles are not 
noted. This duration consolidation rule is subject to the following three constraints: 

(1) In discrete production, the processor which performs an activity handles a single 
batch (or unit) at a time and only processes the next one once the first has been com-
pleted. A transposition of this principle to aggregated activity distorts the representa-
tion of reality, since the processor performing the first elementary activity of the  
aggregated activity is in a position to handle a new batch as soon as it has finished the 
previous batch, without having to wait for the batch it has processed to leave the pro-
cessor performing the last elementary activity of the aggregated activity.  
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(2) adaptation to line production is straightforward if one considers that the line pro-
duction process can be approximated by a discrete process handling small batches (for 
example, a batch corresponding to product volume manufactured in k minutes by the 
processor, k being the number of minutes).  

(3) The duration of aggregated activity is only valid provided there is no interruption 
in supplies, preventing an elementary activity on the critical path from being  
performed  

(iii) The rules of resource consolidation: The resources mobilized by every elemen-
tary activity are all mobilized by the aggregated activity. Application of this principle 
in project management poses a problem as it is obvious that the mobilization of a non-
storable resource by an aggregated activity does not imply its use throughout the ac-
tivity. In the context of modeling/simulation of a production process, this objection 
should be dropped if the proposal described above to allow the process to handle si-
multaneously n batches is adopted as, at any time, all the non-storable resources are 
simultaneously consumed by the n batches.  

(iv) The flow conservation rules: The aggregation method should respect the prin-
ciple of flow conservation: at cruising speed, what enters the plant (expressed in 
weight or otherwise…) is necessarily equal to what goes out, knowing that some out-
put may be waste. 

3.3 Definition of the Granularity Level 

The risk of modeling is that of adopting too fine a level of detail. Two principles 
should guide this effort: define a model that is relevant for the decisions to be taken 
(i) and limit the number of model components to a minimum (ii).  

(i) Modeling relevant for the decisions to be taken: The level of detail of each of the 
two M / S should be consistent with the objective of the DMS using it and enable the 
exchange of relevant information between the two DMSs. Note the issue of a possible 
decoupling between certain SC sub-systems which serves to circumscribe in time and 
space the scope of analysis of the consequences of certain decisions. The economic 
aspect will be looked at subsequently with reference to the management accounting 
scheme, which is linked to the second DMS. Its aim is to globally minimize overall 
costs. The tactical management goal of the first DMS is to maximize the margin gen-
erated by the new orders, through a contribution to the negotiation process, and, in 
particular through provisional production capacity, possibly subject to availability of 
certain raw materials. This corresponds to a wider scope and different missions which 
may call for the mustering of other approaches, such as mathematical scheduling, to 
complement the simulation approach. The level of M / S detail for management con-
trol purposes is clearly different than that geared to operational management. The 
complementarity of the two DMSs implies that the basic production unit used for 
modeling is not shared by other units of the model on which the operational manage-
ment DMS is based.  
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(ii) Limitation of the number of components consumed in the modeling: To facili-
tate comprehension and maintenance, the proposed model should be as dense as  
possible (for a required level of detail). The M/S applications enable the design of 
components from basic components (processors, inventory…), which may be used as 
new basic components to be reused to build new components. M/S applications also 
enable use of parameterized routings that may be used in a particular productive sub-
system to describe its use by different types of production. Finally, these enable pin-
pointing a single processor to describe multiple identical processors working side by 
side. These different possibilities shall be leveraged, taking into account the different 
aggregation rules proposed.  

4 Examples of Application of These Principles in the 
Formalization of the Gathered Data 

We present below the application of the principles developed in our research with 
examples of information gathering and processing. Figure 5 describes the configura-
tion of OCP S.A.’s SC and offers a representation of the information gathered, 
processed and formalized. The primary information is made up of textual descriptions 
of the process and its resources, but excludes part of the implicit routing information. 
A flowchart with a list of additional required information is obtained. The system 
processes three types of flow; a zoom is proposed on one of these. The granularity 
level presented here is for information purposes. 
 

 

Fig. 5. Macro modeling of OCP S.A.’s Supply chain 

 The process documentation of an ore washing chain (text, tables, maps) supplied 
was quite exhaustive and we noted that the washing site comprises six identical wash-
ing chains. The documentation highlighted differences related to the type of ore trans-
formed, in terms of system and resources used as well as flow path. The first phase of 
translation of this data was the creation of a detailed routing for each type of ore in-
put, with the output (“wash concentrate”, as it is called) being always the same. Fig-
ure 6 represents one of the 4 detailed routings. It features rate and average processing 
time. The principle of flow conservation is respected. The average processing time is 
approximately of 26.1; the fact that the process is a cycle complicates the calculation 
somewhat (the result was obtained by simulation). Figure 7 illustrates the aggregated 
routing derived from the detailed routing. It should be highlighted that this informa-
tion is valid in cruising speed and that this is also true for the following examples. A 
juxtaposition of the 4 detailed routings yields figure 6, which shows a parameterized 
routing model. The numbered arcs of table 1 serve to identify the rate information (for 
example, line C2 corresponds to information of figure 6; the possible neutralization of 
an arc is noted by a dash.  
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Exhaustive detailed routing           Parameterized routing 

Fig. 6. Exhaustive and parameterized routing - C2 ore washing 

 

Fig. 7. Example of exhaustive aggregated routing - C2 ore washing 

Table 1. Rates (tons/hour) of the parameterized routing of figure 6 

 
 

Super components may be designed through recursive construction, thus appearing 
as a specific category of components. On the Jorf platform, OCP S.A. owns three 
workshops organized as a flow shop (figure 8). The phosphoric acid and fertilizers 
production workshops are each represented by a component obtained through the 
same creation process as that used to build the sulfuric workshop component. The 
sulfuric and phosphoric acid productions are shown as external inventory as they may 
be used indifferently by the OCP S.A.’s workshops and those of Jorf’s Joint Venture. 
The super-component is represented synthetically as in figure 9. Jorf’s JVs are charac-
terized by production units that are derived from OCP S.A.’s. They may be “grafted” 
onto the sulfuric acid supply, (which they do not produce) or onto the phosphoric acid 
supply, in which case, they only manufacture fertilizers, or onto both. The Jorf plat-
form, therefore, is made up of the OCP S.A. production plant onto which the JV’s 
production plants are grafted.  

 

    

Fig. 8. Example of recursive modeling         Fig. 9. Example of super-component 

 

This plug and play type configuration leads to the model described in figure 10, 
where the Indian JV (IMACID) (producing phosphoric acid), the Brazilian JV 
(BUNGE) (producing phosphoric acid and fertilizers) and a JV project under study 
are integrated, thus illustrating the modularity of the approach. In terms of modeling, 
it suffices to parameterize the OCP S.A. component to be able to describe the Jorf 
industrial complex with an adequate level of granularity for management purposes.  

Intrant  N°Flux 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

300 318 33 285 60 170 37 - - - - 37 - 23 60 18 60

300 335 30 305 73 77 60 137 60 77 42 71 18 44 122 35 122

C2

C31, C32 , C33
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Fig. 10. Plug and play configuration 

5 Conclusion 

This paper proposes a routing-based modeling approach to a complex logistics 
process. This approach forms part of a BPM but goes beyond it as the knowledge 
gathered may be used in different ways (both for management control and operational 
management purposes through a combination of the physical flows, see fig 2). It 
therefore stands out as an innovative approach with multiple scientific and manage-
ment implications. Though its relevance is clearly limited to SCs of the type under 
review (where DMS may be modeled on activities that are interconnected and where a 
single totally integrated organization exercises control), our proposed approach ap-
pears promising for a wide variety of applications: coupled modeling of “operation-
al levels” should yield decision-making applications including physical and financial 
aspects; construction of a single referential to measure logistics performance of opera-
tions throughout the production process; the construction of real time activity valua-
tion scheme feed into industrial management control referential. In short, there are 
multiple prospects for implementation of our model. 
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Abstract. Risk based inspection analysis (RBIA) on offshore oil and gas 
(O&G) production systems optimize level of in-service inspection. The poten-
tial failure risk of a system, a sub-system or a thickness measurement location 
(TML) of O&G production systems comprise the consequence of failure (CoF) 
and probability of failure (PoF). A tailor-made risk matrix supports the estima-
tion of maximum inspection intervals. When the inspection intervals are calcu-
lated using a risk matrix, suboptimal classification tends to occur as there are no 
means to incorporate actual circumstances at the boundary of the input ranges 
or at the levels of linguistic data and risk categories. This manuscript suggests a 
fuzzy inference system (FIS) to overcome the aforementioned. Membership 
functions and the rule base development have been carried out in alignment 
with a tailor-made risk matrix which has been utilized by a production plant 
owner operator organization.  A rule view and a calculation result have been 
demonstrated to illustrate the methodology.  

Keywords: Risk based inspection analysis, production system, inspection  
interval, fuzzy inference system.  

1 Introduction 

The performance of production and/or process plants are sustained by appropriate 
inspection planning and scheduling [1,2]. However, in this context, it is vital to de-
termine the optimal inspection intervals in terms of a criteria of interest [3,2]. Conse-
quently, risk based inspection analysis (RBIA) has been accepted over the last few 
years as a method for prioritizing the in-service inspection of a plant as well as for 
estimating corresponding inspection intervals [4]. These methods have been devel-
oped nationally (e.g.  American Petroleum Institute (API), a number of private organ-
izations (particularly in the petrochemical industry), etc.) [5] and internationally (e.g. 
RIMAP – Risk based inspection and maintenance procedures for European industries) 
[6].    The importance of risk was recognized principally as an important measure in 
assuring system safety [7]. However, there is a fundamental challenge in the mathe-
matical modeling of RBIA to perform optimum maintenance as a subject [8]. 

The mathematical modeling enables mitigating subjective judgments based on li-
mited information  and also, some of the inherent challenges present in the current 
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RBIA [8, 9]. Alternatively, it mitigates the significant variability and discrepancy 
present in the current inspection interval estimations.  For instance, a report published 
on a case study evaluation of an onshore process plant revealed that “subjective 
judgments based on limited information did lead to some significant differences in 
inspection periods” [5]. It also revealed that although “generally, the inspection pe-
riods reflected the assessed risk”, “considerable scatter was apparent in the data and 
some participants exhibited greater conservatism in their assessments than others” [5]. 
The same report suggests that “software, expert systems and expert judgment all have 
merits, greater integration of these elements might be beneficial” [5]. Hence, it is vital 
to develop expert systems to support expert judgments and alternatively to develop 
sophisticated software to minimize the variability present in estimating inspection 
periods (i.e. inspection intervals).  

This manuscript proposes a fuzzy logic based expert system for estimating in-
service inspection intervals [10]. The estimation of in-service inspection intervals is 
based on PoF, CoF and currently established values of inspection intervals with re-
spect to different risk levels.   

2 Industrial Challenge 

Currently, recommended practices, standards (e.g. DNV-RP-G101), operator compa-
ny procedures, etc., provide decision matrices for estimating inspection intervals (i.e. 
time to inspect) [11]. However, when the classifications are carried out, there is no 
formal mechanism to incorporate data and information at the boundaries of the risk 
categories (i.e. alternatively at the boundaries of the ranges and levels of linguistic 
data). This is mainly due to the fact that there are no means to incorporate real data 
(qualitative or quantitative) in a consistent manner in estimating the maximum allow-
able time intervals. For instance, along a boundary, the spontaneous jumps of risk 
classification together with recommended inspection intervals (e.g. VH to H: the rec-
ommended inspection interval changes from 6 months to 48 months)  hinder realistic 
values depending on the estimated PoF and CoF, leading to suboptimal inspection 
interval estimations (see Fig. 1).    Fig.1 illustrates such a risk matrix along with rele-
vant maximum inspection intervals that have been utilized for piping RBISIA (i.e. in 
an operator organization which owns a production and process plant).  

Due to the lack of a consistent approach, the inspection interval recommendations 
made are mostly confined to the PoF intervals, CoF intervals, and corresponding in-
spection interval values in an ad hoc manner dependent on the person who is involved 
in the analysis.  Hence, it is vital to have a consistent approach to incorporate PoF, 
CoF and inspection intervals. 

3 Methodology 

In order to cater for rapid changes (in inspection interval) at the boundaries of each 
risk level (see Fig.1), fuzzy membership functions have been introduced for each PoF, 
CoF and inspection interval. The introduction of fuzzy membership functions enables 
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the inspection interval estimation to be made more realistic. Furthermore, a fuzzy 
inference system (FIS) enables the mitigation of discrepancies that may occur during 
the risk assessment process as a result of simultaneous consideration of different PoF 
and CoF ranges of values for estimating maximum inspection intervals.  

3.1 Risk Matrix  

During the detailed risk analysis process, the static mechanical pressure systems are 
subject to an investigation of PoF and CoF according to the categorization presented 
in Fig.1. This is a 5x5 matrix, indicating levels of both PoF and CoF whilst providing 
five risk levels (i.e. VL, L, M, H and VH). These risk levels represent a combination 
of PoF and CoF based on the relevant numerical value ranges. The numerical value 
ranges for PoF and CoF have been retrieved from the documentation pertaining to the 
case study plant operator’s organizations (see Fig. 1).  In addition, the corresponding 
maximum inspection interval (in months) has been indicated within the parenthesis 
under each risk level.   
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Fig. 1. RBI matrix (maximum inspection interval in months) 

3.2 Probability of Failure Assessment 

In essence, the piping equipment is organized into corrosion groups which can contain 
several degradation mechanisms. Two models have mainly been used for evaluating 
the probability of failure (PoF) of piping equipment due to degradation: I. a suscepti-
bility model for stainless steels; and II.  a rate model for carbon steels. 

Susceptibility models are used when the PoF is related to operating conditions. In 
this context, for a given set of conditions that are constant over time, the PoF also 
remains constant over time. This indicates that it is not easy to monitor the develop-
ment of damage mechanisms by using inspection. Hence, actions are related to the 
monitoring of key process parameters, which are used as a trigger for inspection. 
DNV-RP-G101, Appendix A [11] provides guidance about typical materials and  
environmental conditions where this model is expected to be applicable and suggest 
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values for PoF for typical conditions. For the susceptibility models there are two go-
verning conditions required for degradation: I. wet environment; and II. temperature. 
The results from the monitoring of these conditions are the most important in setting 
the probability. 

Rate models have increasing probability over the time, which makes it difficult to 
express as one probability value. Even though ‘time to release’ is itself not a probabil-
ity expression, it explains the speed at which the probability increases, and therefore 
represents a useful profile of the probability. Hence, the development of degradation 
is measured by inspection. Then, the PoF is documented as an estimated ‘time to re-
lease’, based on the wall thickness and degradation rate on the area found to have the 
shortest time to release. In corrosion loops, both stagnant and varying flow conditions 
indicate very different estimated time to  release (leak). Hence, the time to inspection 
is split among them in order to obtain the optimal time to inspection and this is re-
flected in the RBI analysis.   

This manuscript provides a knowledge based engineering approach with the help 
of a fuzzy logic based inference system for estimating the inspection interval using a 
tailor-made risk matrix. 

3.3 Fuzzy Logic Based Inference System 

A ‘pure fuzzy logic system’ consists of a fuzzy rule base, which comprises a 
collection of fuzzy IF–THEN rules. These rules are utilized by the fuzzy inference 
engine to determine a mapping from fuzzy sets in the input universe of discourse U ⊂ 
Rn to fuzzy sets in the output universe of discourse V ⊂ R based on fuzzy logic 
principles. The fuzzy IF–THEN rules follow the form below: 

 

R(1) : IF x1 is  and … xn is  THEN y is G1                          (1) 
 

where  and Gj are fuzzy sets, x = (x1,x2,…, xn)
T ϵ U and y ϵ V are input and output 

linguistic variables which belong to the input and output universes, respectively, and 
j=1, 2,…, m. Practical experience reveals that these fuzzy IF–THEN rules provide a 
convenient framework to incorporate human expert knowledge. In Eq. (1), each fuzzy 
IF–THEN rule defines fuzzy set , …  => Gj for i = 1, 2,…,n, in the product 
space U × V. Expert opinions and data/information retrieved from different sources 
are taken into the mathematical model using the aforementioned rules.  The main 
focus is to enhance the discerning power in the risk analysis process, whilst minimiz-
ing the uncertainties that may occur in dealing with the linguistic variables of the risk 
levels (i.e. H, VH, VL, etc.)  at the boundaries of quantitative ranges. Essentially, 
membership functions (MFs) are developed with experienced personnel who are fa-
miliar with the risk analysis process [12]. Then, along with a rule base, MFs provide 
the possibility of recycling experts’ knowledge in a consistent manner.   

In 1975, Mamdani built one of the first fuzzy systems which used a set of fuzzy 
rules supplied by experienced human operators to control a steam engine and boiler 
combination [13]. To date, Mamdani’s approach has been successfully applied to a 
variety of industrial processes and consumer products [14]. Fig. 2 illustrates the work 
process of the proposed fuzzy inference system. 
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Fig. 2. An expert system for estimating maximum inspection intervals 

The PoF, time to release (TTR), safety consequence of failure, which is estimated 
by potential loss of life (PPL) (i.e. CoFPPL) and economic consequence of failure (i.e. 
CoFEcon) have been selected as the input variables. The inspection interval has been 
selected as the output.  These variables consist of quantitative, qualitative and judg-
mental (i.e. linguistic) data. For each of the aforementioned variables, there is an as-
sociated membership function, which is established with the help of data, information 
and expert opinion [13]. The fuzzification process aids fuzzifiying the inputs by de-
termining the value of the membership functions corresponding to the different in-
puts. Furthermore, instead of restricting the user to a single, crisp, input value, this 
process allows an interval of values to be given, with values near the center of the 
interval being assumed to be ‘more certain’ than those near the edges, and the width 
of the interval indicating the amount of uncertainty present in the different input va-
riables. The aforementioned has been achieved by associating appropriate member-
ship functions (MF) for the input variables. Using an appropriate MF, the user has 
‘more confidence’ that the input parameter lies relatively closer to the center of the 
interval than at the edges. In this study the author has incorporated triangular mem-
bership functions [15].   

The fuzzy inference system (FIS) parameters were selected as follows: ‘And’ me-
thod with ‘minimum’, ‘Or’ method with ‘maximum’, ‘Implication’ with ‘minimum’, 
‘Aggregation’ with ‘maximum’ and ‘Defuzzification’ with ‘centroid’ algorithm.  
Fuzzy rule bases were developed using the table-look-up approach (see Fig. 1). The 
toolbox simulator of the MATLAB (R2011a) tool was utilized to implement a fuzzy 
criticality ranking system [16]. 

4 Fuzzy Logic Based Modeling  

4.1 Membership Functions for PoF 

In essence, the PoF per year has been related to degradation mechanisms in the sus-
ceptibility model. At the same time, the TTR has been utilized in the  rate models to  
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express the speed at which the probability increases (note:  the  probability related to 
rate models is a variable with time). The PoF is also subjected to an analysis for both 
external and internal failure mechanisms. The membership functions (MFs) for inputs 
PoF and TTR have been developed based on data, information and expert opinions 
(see Fig. 3 and Fig. 4).  

 

 
Input variable: Log(PoF) 

 

Fig. 3. MF for PoF 

Input variable: TTR 
 

Fig. 4. MF for TTR 

4.2 Membership Functions for CoF 

The CoFPPL values are estimated by quantitative risk analysis.  The COFEcon values are 
determined based on the inputs from relevant operation and process personnel (pro-
duction loss) and from piping/vessels discipline engineers (repair costs). Fundamen-
tally, COFEcon covers costs related to loss of production and costs for repair in the case 
of a leak. Consequence of loss of functionality is also considered as an economic loss 
due to reduced or lost production and/or major repair cost, not necessarily given a 
leak or shutdown of equipment. For instance, typical loss of functionality is mostly 
related to failure of internals in vessels and coolers. However, in this manuscript the 
values of CoFPPL and COFEcon have been retrieved from the tailor-made company 
specific topside inspection manual of the case study operator company.  The MFs for 
inputs CoFPPL and COFEcon have been developed based on data, information and ex-
perts’ opinions (see Fig. 5 and Fig. 6).  

 

 
Input variable: Log(CoFPLL) 

 

Fig. 5. MF for CoFPPL 

Input variable: Log(CoFEcon) 
 

Fig. 6. MF for COFEcon 

The membership function for maximum inspection interval (MII) is illustrated in 
Fig. 7. 
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Output variable: MII  

Fig. 7. MF for MII Fig. 8. Calculation of MII when PoF=1E-1.5 
and CoFPLL=1E-3 (i.e. MII = 4.07) 

5 Analysis and Results 

PoF and CoFPLL have been utilized to illustrate the calculation of MII (see Fig. 8). 
Using the table look-up approach (see Fig.2) to estimate MII in relation to different 
PoF and CoFPLL levels, 45 rules have been generated. Fig. 8 illustrates approximately 
29 rule views and the corresponding calculation of  MII (i.e. MII = 4.07) for PoF=1E-
1.5 and CoFPLL=1E-3.  

It is possible to use a similar approach for PoF & CoFEcon vs. MII; TTR & CoFPLL 

vs. MII; and TRR & CoFEcon vs. MII. All the combinations can be merged into a sin-
gle workspace using the ‘Simulink’ facility available in ‘Matlab’ (MATLAB, 2011). 

6 Discussion 

The suggested approach enables the quantitative values in a range to be distributed in 
relation to their significance. For instance, the left-hand side and right-hand side of a 
quantitative range have more relation to the previous and following qualitative cate-
gory (i.e. VH, H, M, etc.) respectively. In the suggested approach, the aforementioned 
relationship is consistently established with the help of MFs. Using a rule base, the 
different MFs are consistently interrelated incorporating the practical significance of 
the PoF and CoF in calculating the MII.  

7 Conclusion 

The suggested method enables gaps present to be mitigated, for instance in-between H 
to VH (i.e. 48 to 6 months), L to M (i.e. 120 to 72 months), etc.  In addition, the sug-
gested method enables the experts’ knowledge to be recycled. Such recycling pro-
vides the opportunity to reduce variability present in the analysis due to human error, 
inconsistency of awareness, lack of experience, etc. Alternatively, the use of the sug-
gested approach facilitates the improvement of the quality of the MII calculation 
process in terms of time and accuracy. However, special attention should be paid  to 
developing the MFs.  

Future research should be carried out to investigate the effect of triangular vs. 
Gaussian MFs on the accuracy of the MII analysis process. 
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Abstract. This article presents a multi-agent based algorithm for personnel 
scheduling and rescheduling in the dynamic environment of a paced multi-
product assembly center. Our purpose is, on the one hand, to elaborate daily as-
signment of employees to workstations to minimize the operational costs as 
well as the personnel dissatisfactions and, on the other hand, to generate an al-
ternative planning when the first solution has to be rescheduled due to distur-
bances related to operators' absenteeism. The proposed approach considers the 
individual competencies, mobility and preferences of each employee, as well as 
the personnel and competency requirements associated with each assembly ac-
tivity given both the current master assembly schedule and the line balancing 
for each product. To benchmark the performance of the multi-agent approach, 
we use solutions obtained through a simulated annealing algorithm. Experimen-
tal results show that our multi-agent approach can produce high-quality and ef-
ficient solutions in a short computational time. 

Keywords: Personnel shift scheduling, Multi-agent systems, Coalition, Kernel 
stability, Cross-training, Flexible assembly lines. 

1 Introduction 

Personnel scheduling problems are particular cases of resource allocation problems 
(Hao et al. 2004). They aim to construct a working timetable for each employee by 
defining start time periods, duration of work, break intervals, as well as the tasks to be 
fulfilled. The objective is for the timetable to optimize one or several criteria while 
respecting a set of constraints such as labor requirements, individual preferences, or 
specific competencies (Thompson, 1995; Ernst et al. 2004). Typical classifications of 
personnel scheduling problems tend to separate problems in three categories (Ernst et 
al. 2004): shift, days-off and tour scheduling problems. 

In this article, the focus is on shift-scheduling problems in a large assembly line 
environment where the pace setting takt time between individual product units is pre-
set, equal to at least a few minutes. We consider an assembly line with multiple 
workstations responsible to sequentially assemble different product-models. Each 
assembly task requires one or several employees with a specific competency profile. 
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In addition, concerning the manpower pool, we take into account individual compe-
tencies, mobility and preferences. Specifically, we consider that: 

• Each worker has a specific degree of cross-training, enabling them to carry one or 
several types of assembly activities during a work shift.  

• Workers are allowed to move between workstations in order to fulfill specific as-
sembly activities according to the product assembly schedule.  

• Workers can be assigned to secondary activities, which can be either productive, 
administrative or learning, when the employees are not assigned to an assembly 
workstation. 

• Each worker has a set of individual preferences related to (1) the shift duration, (2) 
the assignable activities and (3) the number of transfers between activities.  

Due to product changeovers and the specific manpower competency requirements 
associated with each product at each station, there are often large waves of personnel 
moves among stations. This causes significant disruptions to operations, deterring the 
overall productivity of the line and causing dissatisfactions among the personnel (Sa-
bar et al. 2008, Sabar et al. 2012). Also, this paper considers that if a disturbance re-
lated to operators' absenteeism occurs at a given time period, the variables 
representing the personnel’ scheduling up to this period are fixed to the matching 
values from the original plan and, the disturbance’ parameters are considered for the 
remaining time periods. Then, a new rescheduling has to be performed on the global 
level through complete regeneration of personnel schedule. Concerning the operators’ 
absence, we distinguish full absenteeism (operator absents from work during the en-
tire shift) from partial absenteeism (operator arriving late to work or leaving work 
during working hours due to sickness or personal affairs). In both cases, the resche-
duling aims to generate a new allocation plan which replaces absent operators by 
transferring activities to the available and on-call workers. 

In this context, we present a multi-agent based approach that aims to tackle the 
complexity of our targeted personnel scheduling / rescheduling problem through dis-
tributed problem-solving. The proposed approach is based on cooperation among 
several rational agents which encapsulate individual competencies and preferences of 
employees. In this approach, the agents negotiate to form coalitions which allow them 
to improve their individual schedules, and consequently to iteratively improve the 
global solution of personnel scheduling problem. To benchmark the performance of 
the multi-agent approach, we use solutions obtained through a simulated annealing 
approach.  

The remainder of the article is organized as follows. Section 2 defines multi-agent 
settings and presents in detail the multi-agent architecture and principles retained to 
sustain our scheduling/rescheduling approach. Section 3 presents the formal descrip-
tion of the proposed multi-agent approach. The experimental setup and results are 
discussed in section 4. Finally, section 5 presents conclusive remarks. 
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2 Multi-agent Architecture Proposed for Personnel Scheduling 
and Rescheduling Problem 

In this research, the real environment to model is an assembly line system. It is made 
up of several workstations which constantly require a mix of skilled employees. In 
order to model such a system, we developed a multi-agent system composed of hete-
rogeneous and autonomous agents, which cooperate with one another to produce a 
personnel schedule. Each agent represents a physical entity of the assembly system, or 
encapsulates a planning and decision making function. Our multi-agent system in-
cludes four categories of autonomous agents: a production-agent; a station-agent for 
each workstation; a coordinating agent; and an employee-agent representing each 
employee. These agents are autonomous, rational and able to communicate with each 
other. 

(1) Production-agent:  elaborates and manages the production planning. It deter-
mines the dynamic sequence and quantity of the product models to be assembled. The 
production plan is then communicated to stations-agents. The Production agent uses a 
set of priority rules to decide which job orders are to be planned. Its objective is to 
optimize criteria such as the maximization of the workstations’ utilization or the mi-
nimization of delays. In this article, we consider that the production planning deci-
sions are independent of the influence of human resources management.  

(2) Station-agent: manages and controls the assembly activities of a workstation. 
Based on the production planning, this agent defines the needs of the workstation 
concerning number of employees and their required competencies, which it sends to 
the coordinator-agent. 

(3) Coordinator-agent: is responsible for coordinating the employee-agents. First, it 
elaborates an initial solution of personnel scheduling. Then, it takes the active role of 
mediator in the negotiation process among the employee-agents who will try to im-
prove their initial work plans through activities swapping. 

(4) Employee-agent: represents the individual interests of an employee. It encapsu-
lates the state as well as the main characteristics of the matching employee, in particu-
lar his competencies, his preferences and his allocation history. These agents can 
negotiate and cooperate among them in order to maximize their profit and their satis-
faction. In the proposed architecture, they are coordinated by the coordinator-agent 
which plays a mediator's role. 

In our approach, the personnel scheduling process is supported by the Coordinator-
agent and the Employee-agents. In the first step, the coordinator-agent uses priority 
rules to produce an initial solution taking into account employees ‘needs and compe-
tencies. Next, the initial work plan of each employee is transmitted to the correspond-
ing Employee-agent. Considering that the initial solution is often mediocre quality in 
terms of total cost and employees' satisfaction, we use coalitions to improve the per-
formance of the schedule. The issue of coalition formation has been studied in the 
game theory literature in the context of cooperative N-person games (Rapoport, 
1970). 

In our approach, coalitions are formed among Employee-agents who negotiate a 
potential mutual agreement on what activities to swap in order to increase their  
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individual profits and ultimately improve the global personnel scheduling solution. 
Each Employee-agent is rational and self-interested. It has interest in forming coali-
tions which releases him from less satisfying assembly activities and/or allows him to 
get a more satisfying set of activities. The proposed coalition approach is round based. 
In each round at most one coalition is formed. Each round involves two phases:  

- Phase 1 aims to generate a stable coalitional configuration, which consists of a 
partition of the set of employee-agents into disjoint stable coalitions. To maintain 
polynomial complexity of the formation process, we restrict our research on coalitions 
of size two. At the beginning of each round, each employee-agent contacts other em-
ployee-agents with whom it has common competencies. It seeks to identify whether 
there are assembly activities that can be swapped and sends coalition offers. In the 
scheduling case, all activities’ exchange possibilities are tested. However, in the  
rescheduling case, only activities which are not carried out yet are taken into consid-
eration. A coalition offer contains the list of tasks that may be switched, and the cor-
responding payoff. For each received coalition-offer by an employee-agent, it uses the 
Kernel stability concept (Davis and Maschler, 1965) to test the coalition equilibrium. 
The Kernel is based on the idea that the members of a coalition should be in an equi-
librium concerning their power to object to each other’s payoff. If an employee-agent 
finds that it can outweigh the other according to the initial payoff, it uses the Transfer 
Scheme proposed in Streans (1968) to demand a side payments transfer. Using a sta-
ble payoff distribution, the employee-agents can compare different coalition struc-
tures. In fact, each employee-agent compares the payoff of all received proposals. It 
chooses the coalition which is most beneficial for the employee it represents (i.e. the 
one that maximizes his utility function), and informs the Coordinator-agent about the 
accepted coalitions. 

- Phase 2 proceeds to select the coalition to enact. Once all accepted coalitions 
have been received by the Coordinator-agent, it randomly selects a coalition among 
the group of coalitions that have a bilateral acceptance of the two members. In a re-
scheduling case, the priority is given to a coalition among those which disengage 
completely or partially an agent-employee of his activities during his absence periods. 
Next, the Coordinator-agent informs the two coalition’s members about the agree-
ment. These two agents complete the process by exchanging tasks. Based on the new 
task distribution, the employee-agents start a new round of coalition formation.   

These two phases are structured within the framework of an anytime algorithm. 
Such a type of algorithm improves gradually the quality of its solution as computation 
time increases and can be interrupted at any time during computation to provide a 
solution (Russell & Zilberstein, 1991).  

3 Multi-agent Approach for Personnel Scheduling and 
Rescheduling 

In this section, we formally present our multi-agent approach for personnel schedul-
ing. We describe on one hand the algorithm for initial solution generation, and on the 
other hand, sequentially the algorithm to generate coalitions with K-stable payoff 
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distributions and the algorithm for coalition selection. It should be noted that whenev-
er the process of solution improvement by coalition formation is stopped, it produces 
the best currently available solution. This process is generally interrupted when the 
desired state is reached or when having to answer an immediate need of assembly 
lines about some employee’s allocation, for example when an employee becomes out-
of-kilter. 

The initial solution of employee allocation is performed at the coordinator-agent 
level based on a priority dispatching rule. Using the production planning, each sta-
tion-agent has a view of local requirements concerning the number of employees and 
their competency profile. The used dispatching rule involves the selection, period by 
period, of the workstation with the least extra number of employees that have the 
required competency profile.  At a given period, the extra number of employees is 
equal to the difference between the number of available employees and the required 
number of employees. For each selected workstation, the coordinator-agent assigns 
the least cross-trained employee available among those who have the required compe-
tency profile.  

At the end of the first stage, each employee-agent { }nNi ,...,1=∈  possesses a 

vector of activities to perform [ ]i
tkl

i
nm

i aa ,0, ,...,=ρ , where i
tkla ,  is the activity k  to 

execute on station l  in the period t by the employee-agent i . To evaluate the utility 

of each employee-agent { }nNi ,...,1=∈ , we use a linear function:

)()( i
i

i
i fSV ρρ −= , where S  is a constant which corresponds to an initial 

amount allocated to each employee-agent, it represents an artificial gain that each 

employee earns if it succeeds to totally release himself from duty. if  is an increasing 

linear function of work duration and dissatisfaction of employee i . In fact,

87654321 FFFFFFFFfi +++++++= , where1, : 

• 1F :  Salary cost of employee i ; 
• 2F  : Activity assignment cost of employee i; 
• 3F  : Idleness penalty cost of employee; 
• 4F  : Cost savings generated by the assignment of employee i  to secondary activ-

ities; 
• 5F  : Transfer cost of employee i ; 
• 6F  : Penalty cost associated to the deviation from the number of transfers pre-

ferred by employee i ; 
• 7F  : Penalty cost associated to the deviation from the total work duration pre-

ferred by employee i ; 
• 8F  : Penalty cost (positive or negative) associated to the dissatisfaction or satis-

faction of employee i   for its assignment to a set of activities. 

                                                           
1 For more details concerning the function if , see Sabar et al. 2008. 
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The algorithm to generate coalitions with K-stable payoff distributions (Phase 1) is 
as follows: 

Each agent-employee i  

1. Maintains a register concerning the references of the employee-agents with whom 
it can exchange certain activities. 

2.  For each employee-agent j indexed on its register, i  tests all possible permuta-

tions of activities and calculates the value of each potential coalition
)()()( j

newj
i
newiij VVCv ρρ += . In case of several permutation possibilities with an 

agent j , i  retains the one which generates the highest coalition value. In resche-

duling case, the coalitions are based on the exchange of the activities which are not 
carried out yet (i.e. activities planned between the periods of absence’ notification 
and the shift-end). Activities carried out are considered fixed and cannot be 
changed. However, they are taken into account in assessing the total cost of per-
sonnel staff scheduling. 

3. If )()()( j
j

i
iij VVCv ρρ +≥ , then i sends a coalition proposal ijPR  to j . The 

proposal encapsulates the set of activities to be permuted; the coalition value 

)( ijCv  and the initial proposed payoff 
2

))()(()(
)(

j
j

i
iijj

jj

VVCv
Vu

ρρ
ρ

+−
+=  (i.e. Di-

viding the profit generated by the coalition into two equal parts). 
4. Receive coalition proposals from the other employees-agents. 
5. Evaluate the received coalition proposals: 

(a) Use the Kernel concept to test the proposals coalitions equilibrium; 
(b) If employee-agent i dominates any other agent, it uses the Streans’ transfer 

scheme to evaluate the side-payment demand and informs the concerned agent. 
6. For each instable coalition, send or receive a part of payoff equal to the side-

payment demand. 

The utility function iV  is designed so as to generate more profit for an employee 

who succeeds to release himself from duty or acquire a set of activities which creates 
a higher satisfaction. 

Given a pair of employee-agents ( i , j ) with the activity vectors iρ and jρ , we de-

fine the potential value of the coalition jiC , as: )()()( ,
j

newj
i
newiji VVCv ρρ += , where 

i
newρ and j

newρ are the new activity vectors of  i  and j  if they agree to form the 

coalition by permuting a part of their initial activities. To accept a coalition, the 
payoff of each agent after the redistribution of the coalition value must be at least 

equal to its initial self-value, i.e. ;)( jiij uuCv += )( i
ii Vu ρ≥  and )( j

jj Vu ρ≥ . 

Each employee-agent uses the Kernel concept to evaluate the offered payoff and to 
assess its power to object to its partner’s payoff. A general strategy used by em-
ployee-agents for coalition formation and payoff distribution is defined as follows. 
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3.1. Initialization of the regression coefficient : 1=η  

3.2. Each employee agent { }ni ,...,1∈ : 

- Elaborates the list η,iΛ of K-stable coalitions that give  him a payoff at least 

equal to max,iu×η ; 

- Sends the list to the coordinator-agent. 
3.3. Based on all the received lists, the coordinator-agent selects the set of 

coalitions which have a bilaterally acceptance from the two members i.e. the coali-
tions );()(| ηη jijiijij CCC Λ∈∧Λ∈  { }nji ,...,1, ∈∀ . At this level, there are two 

possible scenarios : 
• φ≠BC : several coalitions have a bilaterally acceptance of their two mem-

bers: 
- In scheduling cases, the Coordinator-agent randomly selects a coalition 

from BC . In rescheduling cases, it selects in priority a coalition among 
those which release completely or partially an agent-employee of duties 
during his absence periods. Then, informs the two coalition’s members 
about the agreement. 

- These two agents finalize the process by exchanging tasks. Based on the 
new tasks distribution, the employee-agents start a new round of coalition 
formation (return to Stage 2). 

• φ=BC : no consensus is reached, then the regression coefficient will be 

decreased  εηη −←  : 

- If 0≥η  return to 3.2. 

- If 0<η  the global solution has reached a local optimum (i.e. given the 

current activities distribution, employee-agents have no benefit by forming 
coalitions), then we introduce an artifice for fictitious payoffs distribution. 
This artifice randomly generates and attributes factitious profits to a certain 
number of employee-agents in such manners as to incite them to form coa-
litions. Return to stage 2 in order to generate new K-stable coalitions. 

Fig. 1. Algorithm for coalition selection (Phase 2) 

At the end of this stage, we obtain a set of potential coalitions with stable payoff 
distributions. Each employee-agent may have several offers of coalitions with various 
profits. Since each employee-agent i is rational, it tries to form the coalition, among 
all possibilities, in which it earns the greatest payoff max,iu . However, if an agent i

chooses to form a coalition with the agent j , nothing guarantees that agent j  will 

accept because j may earn more by forming another coalition with a third agent k . In 

case of conflicts of interest between employees-agents, we introduce a regression 
function regf which allows agents to reduce the value of their aimed payoff in order to 

reach a consensus. For an employee-agent i , this function is defined as 

max,max,:),( iireg uuif ×→ ηη , where [ ]1,0∈η  represents the rate of payoff’s  

BC
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decreasing. Considering the reduced payoff, each employee-agent { }ni ,...,1∈ chooses 

among its K-stable coalitions those which give him a payoff at least equal to 

max,iu×η . After that, it communicates the results to the coordinator-agent which ran-

domly selects a coalition among the group of coalitions that have a bilaterally accep-
tance of the two members. The detailed procedure for coalition’s selection is defined 
as detailed on Figure 1.   

4 Computational Experiments 

In this section, we present experimental results concerning several shift scheduling 
problems in the context of a paced multi-product assembly center. A set of five prob-
lems is conducted to test the performance of the proposed multi-agent approach. For 
each problem, the production planning is spread out over 60* 9-hour shift. Experi-
ments have been performed in an assembly line consisting of 40 workstations. The 
takt time between two product units is preset equal to 15 minutes. For each worksta-
tion, the employee requirements in a given period are determined according to the 
assembly activities to be fulfilled on the scheduled product according to the preset 
line balancing. Concerning the staff, we consider that the offer and the demand per 
shift for employees vary between 150 and 200 employees. The daily absenteeism rate 
varies according to the shift number, from a minimum of 1% to a maximum of 5% of 
total employees. 

To evaluate the quality and the efficiency of the proposed multi-agent approach, 
we report solutions obtained on the same problems through the simulated annealing 
approach (SA). A detailed description of the proposed simulated annealing algorithm 
and its use for resolution of personnel scheduling problems can be found in (Sabar 
2008, Sabar et al. 2012). For each shift s, we report the cumulated deviation CDs be-
tween the best solutions founded by these two approaches for a computation time 
equal to 10 minutes for scheduling and 3 minutes if rescheduling is required. 

CDs=
(s)at cost  cumulatedSA 

(s)at cost  cumulatedSA -(s)at cost  cumulated MAS . 

Figure 2 exhibits the evolution of this deviation between SMA and SA results. It 
shows clearly that for the five test problems the proposed SMA approach leads to 
high quality solutions in comparison with the SA approach. It is interesting to observe 
that SMA systematically outperforms SA for all shift results. Indeed, we notice that 
the deviations of the SMA approach solutions from SA range between -4.2 % and -0.7 
%. These results demonstrate that the proposed multi-agent approach for personnel 
scheduling is effective and can generate high-quality solutions fast and reliably. 

5 Conclusion 

In this article, we developed a multi-agent approach for the personnel schedul-
ing/rescheduling problem in the context of a paced multi-product assembly center. 
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The proposed approach is based on cooperation among several rational agents which 
encapsulate individual competencies and preferences of workers. The experiments we 
have performed demonstrate that the multi-agent approach can produce high-quality 
and efficient solutions in comparison with simulated annealing approach. 

Our future research will focus on the impact of dynamic random events such as 
product quality issues on the line, and probabilistic operation times potentially de-
pending on the operator’s skill level. In addition, we will investigate the impact of 
modeling employee preferences on the quality of the scheduling solutions obtained. 

 

 

Fig. 2. Deviation between MAS and SA results 
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Abstract. This paper introduces i-DESME, an interdisciplinary framework for 
the design of IT scheduling Decision Support Systems in small-sized SME in-
dustrial environments. The proposed framework adopts a structured software 
engineering design approach, which has been suitably modified in order to ex-
plicitly identify and model the interdisciplinary characteristics that dictate the 
implementation of scheduling processes within an SME industrial environment. 
The framework aims to help practitioners design support systems which are not 
only effective, but are also being trusted and adopted for use by human schedu-
lers. An overview of the framework’s application within the environment of a 
typical micro-sized food manufacturing company is provided. 

Keywords: Scheduling, Decision Support Systems, Function Allocation, Inter-
disciplinary Design, Case Studies. 

1 Introduction and Background 

The implementation of scheduling processes in realistic industrial environments con-
sists of a large number of interpersonal, interdepartmental tasks, which are carried out 
dynamically by a human scheduler (or a team of human schedulers) in cooperation 
with other human or non-human ‘actors’, including IT systems [1]. These actors ex-
change information in various formats (electronic, printed, hand-written, verbal),  
in a manner which is not necessarily standardised or coordinated. In addition, this 
implementation is subject to various organisational, cognitive, psychological, and 
sociological characteristics, which cannot be readily incorporated within a typical 
mathematical process model. 

Since 1992, when Kerr published his seminal article on a failed implementation of 
a production scheduling system [2], the research community about human and organi-
zational factors in scheduling paved the way for successful implementations of inter-
disciplinary DSS. More precisely, during the last decades a considerable number of 
researchers have questioned the usability of scheduling algorithms and the level of 
trust placed to off-the-shelf IT scheduling decision support systems (DSS) within 
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realistic industrial environments. In addition, IT decision support is rarely provided to 
human schedulers in micro and small-sized SME (Small to Medium Enterprises)  
industrial environments, even though SMEs (and especially micro-sized SMEs)  
constitute a large part of the financial basis of the industrialised world. As a result, 
significant research efforts in the area of scheduling are currently devoted to the  
investigation of the following questions: 

i. Can we design scheduling DSS which provide effective support to human schedu-
lers in realistic industrial environments? (including micro and small-sized envi-
ronments) 

ii. Can we design scheduling DSS which are adopted and trusted by human schedu-
lers during the implementation of scheduling tasks? 

iii. Can we design scheduling DSS which efficiently exploit the operation of produc-
tion research algorithms for the benefit of the human scheduler? 

Various approaches have been suggested for improving the efficiency, usability 
and adaptability of scheduling DSS in realistic industrial environments. However, a 
structured software development framework for their implementation which simulta-
neously addresses the previous considerations is considered as scientifically challeng-
ing [3] and has yet to be proposed. The research presented in this paper provides a 
contribution towards this goal by introducing i-DESME (i-nterdisciplinary DEsign for 
SMEs), a structured interdisciplinary framework for the design of scheduling DSS in 
micro and small-sized SME manufacturing environments. The intuition behind the 
development of the i-DESME framework has its origins in the works of [1] and 
[4,5,6,7]. 

The remainder of this paper is organised as follows: The activities of the proposed 
i-DESME framework are described in detail in Section 2. The application of the i-
DESME framework for the case of a typical micro-sized manufacturing SME is over-
viewed in Section 3. Finally, the conclusions of this research effort are discussed in 
Section 4 of the paper. 

2 The i-DESME Framework 

2.1 Overview 

The i-DESME design framework introduces a case-based structured approach to the 
design of scheduling DSS in micro and small-sized SME industrial environments. The 
main features of the i-DESME framework are the following: 

i. Structured, modelled-driven software engineering approach to system develop-
ment. 

ii. Interdisciplinary modelling and analysis of the scheduling environment (organisa-
tional, technological and cognitive modelling). 

iii. Function allocation between the support system and the human scheduler. 
iv. Interdisciplinary evaluation of the suitability of scheduling algorithms for the sup-

port of specific scheduling tasks / subtasks. 



 Designing Interdisciplinary Scheduling Decision Support Systems 357 

 

v. Modelled-driven specification of the system’s functional, non-functional and data 
requirements 

vi. Modelled-driven specification of the system’s architecture 

The main operational phases and the information flow of the i-DESME framework 
are presented in figure 1.  

 

 

Fig. 1. Overview of the i-DESME framework 
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Standardised software engineering phases are defined for the development of the 
scheduling DSS. These phases have been suitably modified and enhanced in order to 
explicitly consider the interdisciplinary characteristics of the scheduling environment, 
the presence of the human scheduler, the possible algorithms which can provide sup-
port on the implementation of scheduling subtasks, and the allocation of functions 
between the human scheduler and the support system. The intuition behind this ap-
proach is that the resulting support system will provide meaningful support to the 
human scheduler by “fitting” the interdisciplinary characteristics of the particular 
scheduling environment, while simultaneously exploiting the efficiency of research 
scheduling algorithms that exist (or can be designed) for her / his scheduling tasks. 

2.2 i-DESME Phases: Analysis 

The analysis phase of the i-DESME framework covers and extends the conventional 
scope of a typical SDLC analysis phase by suggesting the implementation of a com-
prehensive set of modelling, evaluation, and specification activities. In particular: 

The proposed framework introduces a 3-dimensional layered approach to the mod-
elling of the scheduling environment. The modelling of the scheduling processes 
starts from the external organisational layer and progress towards the inner layers 
utilising modelling information which is progressively generated. Organisational 
modelling activities primarily aim to identify the scheduling processes implemented 
by the company, the stakeholders of their implementation, and the flow of scheduling 
information in and out of these processes. Organisational charts and context diagrams 
are employed for this purpose. Modelling activities continue with the technological 
modelling of all the company’s scheduling processes which have been identified dur-
ing the organisational modelling layer activities. Technological modelling activities 
provide an unambiguous (to the largest possible extend) description of the scheduling 
processes’ implementation using UML Activity Diagrams, mathematical program-
ming models, and data flow diagrams. The framework’s modelling activities conclude 
with the implementation of cognitive modelling activities, which provide a detailed 
examination of the company’s scheduling processes from the human scheduler’s 
perspective. Typical hierarchical task analysis and cognitive task analysis methodolo-
gies are employed for this purpose. An analytical description of i-DESME’s model-
ling activities can be found in [8]. 

At the culmination of the interdisciplinary modelling activities an interdisciplinary 
representation of the current (‘as-is’) implementation of the scheduling processes 
within the environment of the micro / small-sized SME company has been generated. 
This modelling information provides the basis for the implementation of function 
allocation and algorithm selection studies on the future (‘to-be’) implementation of 
the scheduling processes based on the suggestions of van Wezel et al. [9]. The pro-
posed studies initially evaluate the interdisciplinary characteristics of the tasks  
which are carried out by the decision maker during the current implementation  
of the scheduling processes. This evaluation leads to a description of the suggested 
control mode for the future (‘to-be’) implementation of these tasks. In addition,  
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scheduling algorithms which ‘fit’ the characteristics of scheduling tasks are identified 
and their interdisciplinary characteristics are evaluated. The result of the function 
allocation / algorithm selection studies is a task allocation set for the future implemen-
tation of scheduling processes.  

The final stage of the analysis phase shifts the focus of the framework’s efforts 
from the current (‘as-is’), to the future (‘to-be’) implementation of the scheduling 
processes within the micro / small-sized SME industrial environment. This is 
achieved through the iterative development of the software requirements specification 
document which describes unambiguously how the future implementation of these 
processes will take place with the aid of the scheduling DSS. The specification is 
generated by explicitly considering the interdisciplinary modelling characteristics of 
the particular micro / small-sized industrial environment. The finalized requirements 
specification document describes the new system’s objectives, potential benefits, as 
well as its anticipated users and stakeholders. In addition, it specifies the system’s 
functional (through UML Use Case Diagrams) and non-functional requirements.  
A detailed description of i-DESME’s requirements specification process can be found 
in [10]. 

2.3 i-DESME Phases: Design 

The requirements specification document provides the basis for the development of 
the design specification of the scheduling DSS. The design specification document is 
developed in an iterative way, using draft artifacts as communication tools between 
the system developers, the system analysts and the system stakeholders. This specifi-
cation focuses on generating an architectural representation of the scheduling DSS 
which will be able to offer the services outlined in the requirements specification 
document. In particular, it specifies the topological, structural, algorithmic, data and 
user interface (UI) parameters of the system to be implemented. 

2.4 i-DESME Phases: System Implementation and Testing 

The specification of the support system’s requirements and architecture provide the 
necessary input for the initiation of the framework’s implementation and testing 
phase. Coding and documentation activities lead to the construction of the system’s 
operational software version which will be deployed within the industrial environ-
ment of the micro / small-sized SME company. While coding activities do not directly 
benefit from the interdisciplinary artifacts of the proposed framework, the develop-
ment of the user documentation is founded on the support system’s analytic use-case 
descriptions, as these are outlined in the requirements specification document. The 
same descriptions provide the basis for the validation and verification of the DSS’s 
functional and non-functional specifications, through the implementation of alpha-
testing activities. 
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2.5 i-DESME Phases: Deployment 

The smooth deployment of the scheduling support system within the company’s envi-
ronment is a crucial step towards its successful adoption by the human scheduler. The 
generation of trust (from the human scheduler’s point of view) requires a gradual 
introduction of its functions within the manufacturing environment. The i-DESME 
framework employs the topology diagram design model for the installation and dep-
loyment of the support system within the environment. The system functions are  
subsequently beta-tested in off-line mode by the human scheduler using realistic  
production data from past production periods and the corresponding use-case descrip-
tions. After the implementation of improvements and corrections based on the results 
of the beta-testing process, the scheduling DSS is ready to enter its first operational 
phase in the company’s environment. 

3 The i-DESME Case-Study 

The i-DESME framework was applied in the industrial environment of a company 
which specialises in the manufacturing of food products. The target company was a 
family-run micro-sized SME, which has been in operation since the beginning of the 
20th century. The company produces various types of traditional sweets in a purpose-
built manufacturing facility. The company employs 10 workers for the implementa-
tion of its manufacturing processes.  

The presentation of the full case study results is not possible within the size con-
straints of this paper; however, it is interesting to note some of findings of the inter-
disciplinary modelling process which can be considered typical for the scheduling 
environment of a micro-sized industrial SME. In particular: 

─ No long-term scheduling processes (aggregate production planning, material re-
quirements planning) are implemented by the company in an organised manner. 
Raw materials are ordered and stored in adequate quantities whenever they are 
available, due to the peculiarities of the local supply chain   

─ The principal actor during the implementation of scheduling processes is the com-
pany’s CEO, who is also responsible for the implementation of most other compa-
ny’s business processes, facing an extremely heavy daily cognitive load  

─ The CEO does not employ any form of IT support for decision-making purposes. 
─ All scheduling information is communicated on a hand-written, non-standardised 

format  
─ The company has not developed any cost models for the implementation of its 

manufacturing processes 
─ The human scheduler (the company’s CEO) utilises information during the imple-

mentation of the scheduling processes which is not readily available in a ‘visible’ 
format. The scheduler calculates this information cognitively, based on his  
experience  
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A scheduling DSS was subsequently specified, based on the previous findings. The 
developers and the system stakeholders agreed on a support specification with clearly 
articulated objectives and anticipated benefits. In particular, the aim of the new sys-
tem would be to help the human scheduler make informed, reliable scheduling deci-
sions, with a lower cognitive load, through the interactive generation and evaluation 
of potential scheduling solutions. The system would provide an electronic repository 
of all scheduling information, allowing the long-term improvement of scheduling 
processes. In this way, the system would offer effective support to the human schedu-
ler for the future (‘to-be’) implementation of scheduling processes, while ‘fitting’ the 
characteristics of his environment and exploiting the efficiency of scheduling  
algorithms. 

The specification of the support system’s requirements provided the necessary in-
put for the realisation of the system through the implementation of the framework’s 
subsequent phases, namely the design, system implementation and testing phases. The 
final phase of i-DESME’s framework concerned the deployment of the support sys-
tem within the company’s scheduling environment. The system was beta-tested for a 
limited amount of time using realistic scheduling information, operating in parallel 
with the existing manual system of the scheduling processes’ implementation. The IT 
scheduling DSS has since become an integral part of the implementation of the sche-
duling processes within the company’s environment. From a usability perspective, 
this stresses the usefulness of the proposed approach in order to design an adopted 
DSS. 

It should be noted that a proper scientific evaluation of the applicability and bene-
fits of the proposed framework will require its application on multiple industrial  
environments of various types and sizes, as well as the long-term operation of the 
developed support systems within these environments. However, the implementation 
of the IT scheduling decision support system for the case of a typical micro-sized 
SME company provides encouraging indications on the usefulness of the proposed 
approach in similar environments especially in relationship to the three highlighted 
questions, as well as valuable information for the improvement of its suggested activi-
ties in future applications. 

4 Conclusions 

While there are many publications about scheduling DSS, they tend to focus on the 
mechanical process of generating a schedule and are too limited to provide compre-
hensive solutions to real-world problems [4]. Indeed standardized software engineer-
ing phases have already been separately adapted for the interdisciplinary development 
of scheduling DSS (e.g., [5] for interface design, [9] for function allocation). But an 
integrated framework had yet to be proposed and unrolled in a realistic industrial 
environment. In this way, the i-DESME framework introduces a structured interdis-
ciplinary model-driven approach to the development of scheduling Decision Support 
Systems in micro / small-sizes SME industrial environments. The application of the 
proposed framework leads to the development of IT scheduling decision support  
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systems which ‘fit’ the environment of the human scheduler and can therefore be 
trusted and adopted for use during the realistic implementation of scheduling 
processes. 
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Abstract. We propose optimum arrangement of taxi drivers’ working hours. In 
Japan, income of taxi vehicle is decreasing about 11 thousand yen in the past 15 
years. Then some taxi companies are investing to gain more customers. But 
there are many small taxi companies that are difficult to invest with much mon-
ey. Therefore we have been researching the other method to gain more custom-
ers by little investment for small companies. In this paper, we analyze present 
situation of the Taxi Company which we research, research optimum arrange-
ment of taxi drivers’ working hours so as to increase sales amount using ma-
thematical model, and verify validity of our method with numerical calculation. 

Keywords: optimum arrangement, mathematical model, taxi company, staff 
scheduling, Weighted Constraint Satisfaction Problem. 

1 Introduction 

Financial condition (ex. Income of taxi vehicle per day) of taxi companies in Japan 
from 1995 to 2011 is shown in Fig.1. The annual number of customer is decreasing by 
about 800 million people, the annual transportation income is decreasing by about 860 
billion yen, the number of taxi vehicle is decreasing by about 13 thousand cars, and 
income of a taxi vehicle per day is decreasing about 11 thousand yen. It is thought  
 

 

Fig. 1. Financial condition of taxi companies [1] 
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that this factor is in the collapse of the bubble economy and the failure of Lehman 
Brothers. Then taxi companies introduce various methods to gain more customers. 
Some companies begin to introduce new taxi operation system using GPS and smart-
phone to shorten taxi waiting time. But there are many small taxi companies that are 
difficult to introduce above system. So we have been researching the other method to 
gain more customers by little investment for small companies as follows [2][3]. 

• Rearranging taxi drivers’ working hours using computer simulation so as to work 
many taxis with many taxi delivery demands by telephone requests. 

• Optimum allocation of standby taxis at taxi stands so as to minimize total millage 
between taxi stands and the place where customer takes a taxi. 

In this paper, we analyze present situation of the Taxi Company which we research 
(we call Company A in this paper), research optimum arrangement of taxi drivers’ 
working hours so as to increase sales amount using mathematical model, and verify 
validity of our method with numerical computation results. 

2 Present Situation of Company A 

2.1 Taxi Drivers’ Working Hours of Company A 

Taxi drivers’ working hours  according to service pattern of Company A is shown in 
Table 1. Taxi driver’s service pattern consists of four groups, such as Shift, Day, 
Fixed time, and Night. Details of each service pattern are described in [2]. 

Table 1. Working hours 

 

2.2 The Sales Amount of Company A 

We get sales data between 2011/12 and 2012/11 from Company A. We calculate 
average sales amount according to time by the day of the week shown in Fig.2, by 
week shown in Fig.3, respectively.   Average sales amount values are normalized so 
that the minimum value is equal to 1.0. From Fig.2, the characteristics of average 
sales amount are as follows. 

• Fhe sales amount differs by the day of the week. The Sales amount of Friday and 
Saturnday are high. That of Sunday is low. 

• The sales amount according to the week is the almost same. 

Start End Total working hours
Shift 1  7:00  1:00 18hours

2  8:00  2:00 18hours
3  8:00  3:00 19hours
4 12:00  8:00 20hours

 7:00 19:00 12hours
 7:00 21:00 14hours
20:00  4:00 8hours

Service pattern

Fixed time
Night

Day
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• The sales amount from 8:00 to 9:00 and from 17:00 to 24:00  is high, from 2:00 to 
7:00 is very low, from 10:00 to 11:00 and from from 13:00 to 16:00 is low. 

The sales amount is different depend on time and the day of the week. We research 
optimum arrangement of taxi drivers’ working hours so as to increase sales amount 
using mathematical model. 
 

 

Fig. 2. Average sales amount according to time by day of week 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Average sales amount according to time by week 

3 Formulation 

There are differences in the sales amount by time, the day of the week. This reason is 
because the number of customers and the taxi operation number vary according to 
time and the day of the week. Therefore we research optimum arrangement of taxi 
drivers’ working hours so as to increase sales amount using mathematical model. 
Basic idea for arrangement of taxi drivers’ working hours is putting the belt of conti-
nuous working time in the day under the following constraints (Fig.4).  
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• Taxi drivers must work working hours for each service pattern continuously. 
• Working hours for every service pattern is the same every day. 
• There is at least one service pattern “Shift” in every time zone. 
• Service pattern “Night” differs in the day of the week which works in odd weeks 

and even weeks. Therefore we formulate two week model. 

 
 
 
 
 

 

Fig. 4. Example of working hours 

3.1 Notation 

The following notations are used to formulate this problem. 
i:time zone (i = 0, 1, 2, …, 335) 
j:service pattern (j = 0, 1, …, 7) 

0; Shift 1,  1;Shift 2,  2;Shift 3,  3;Shift 4,  4;Day,  
5;first half of Fixed time,  6;second half of Fixed time,  7;Night 

Ci:Sales amount in time zone i 
     Ci is calculated as follows 

 C A       A       

Nij;The number of taxis which can work in time zone i for service pattern j 
Tj:Continuation working hours for service pattern j 
xij:0-1 integer variable which denotes taxi operation in time zone i for service pat-

tern j 
    1 (working) 

    xij =  
         0 (not working) 

3.2 Formulation 

The objective is to maximize total sales amount.  Problem is formulated as follows: Maximize ∑ ∑ C N x .                          (1) 

Subject to ∑ x 1,                           (2) 
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 ∑ x 14 T , (3) ∑ x x , 14 T  1 ,                             (4) x  x ,  (n=1,2,…,13).                                (5) 

Constraint (2) shows that at least one service pattern “Shift” exits in each time zone. 
Constraints (3) and (4) shows service pattern j continues Tj hours. Constraint (5) 
shows taxi operation in each time zone is the same every day.  

3.3 Solution Method 

This model is nonlinear programming problem. It is difficult to calculate the optimum 
solution in short time. We reformulate the problem as Weighted Constraint Satisfac-
tion Problem (WCSP) because variables are 0-1 integer, and solve WCSP by taboo 
search. WCSP is a problem which assigns a value in order to satisfy important con-
straints as much as possible [4]. In WCSP, the importance of constraints is set up as 
weight parameter. Therefore it is possible to calculate solution in which the model 
maker's intention was reflected about the sufficiency condition of constraints. An 
optimization problem is formulated as WCSP by changing objective function f(x1, x2, ⋯, xn) into the constraints introducing the target value μ as follows:  

• In case of Minimization problem  

 µ f x , x , ⋯ , x   0 

• In case of Maximization problem 

 f x , x , ⋯ , x  µ 0 

An objective function is treated as soft restrictions. Although soft restrictions must not 
necessarily be satisfied, they are satisfied as much as possible. In our problem, objec-
tive function (1) is changed constraint (6) in WCSP. 

 ∑ ∑ C N x µ  0 (6) 

WCSP will end calculation, if one of the following conditions is satisfied. 

(1)The solution which satisfies all the constraints is solved. 
(2)The specified iteration count is exceeded. 
(3)The specified computation time is exceeded. 

We choose (3) and computation time is made into 3600 seconds. The solution proce-
dure is as follows. 

Step 1  Set up of computation time. 
Step 2  Set up of target value μ. 
Step 3  Solve WCSP using taboo search. 
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Step 4  When a solution comes out within computation time, a target value is in-
creased and back to Step 3. 

Step 5  When it exceeds computation time, calculation is ended. The solution at the 
time is adopted. 

4 The Application Result to Company A 

4.1 Numerical Computation Case 

We calculate quasi-optimum solution using procedure in chapter 3. We compare the 
solution result of the problem in chapter 3 and the problem added constraints includ-
ing heuristics to which sales amount may become high based on data analysis. Com-
pany A requests us to study the new service pattern which become the sales amount 
high not adhering to the present service pattern. Therefore we compare the solution 
result of the problem added the constraints with new service pattern (Table 2). 

• Pattern 0 

[Method] Solve problem in chapter 3. 
[Purpose] Calculate quasi-optimum solution, and compare with the present condition   

• Pattern 1 

[Method] Add the constraints which change working hours “Fixed time”. 
[Purpose] Increase the number of taxi operation after 20:00 with high sales amount.   

• Pattern2 

[Method] Add the constraints which divide working hours of “Fixed time”. 
[Purpose] Increase the number of taxi operation after 20:00 and decrease the number 
of taxi operation between 14:00 and 16:00 with low sales amount.  

• Pattern 3 

[Method] Add the constraints which change the day of the week of “Fixed time”. 
[Purpose] Increase the number of taxi operation on Friday and Saturday with high 
sales amount. 

4.2 Computation Results 

Numerical computation results using sales data between 2011/12 and 2012/11 from 
Company A is in Table3. The annual sales amount of  case 17 of pattern 3 is the 
highest. On the whole, the sales amount of the pattern 3 are high. Furthermore, it is a 
result of the tendency which reduces the number of taxi operation in time zone of low 
sales amout (9:00 to 16:00) , and increases the number of taxi operation in time zone  
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Table 2. Numerical computation case 

 

Table 3. Computation results 

 
*) Contract with  “ case now“. 

Pattern Case Working hours
0 0 No changes
1 1 From  8:00 to 22:00

2 From  9:00 to 23:00
3 From 10:00 to  0:00
4 From 11:00 to  1:00
5 From 12:00 to  2:00

2 6 From   7:00 to 14:00, From 17:00 to  0:00 

7 From   8:00 to 15:00, From 17:00 to  0:00
8 From   8:00 to 14:00, From 18:00 to  1:00
9 From   7:00 to 13:00, From 16:00 to  0:00
10 From   8:00 to 14:00, From 16:00 to  0:00

11 From   8:00 to 14:00, From 17:00 to  1:00
3 12 A:Mon, Fri, Sat,  B:Tue, Fri, Sat

13 A:Mon, Fri, Sat,  B:Wed, Fri, Sat
14 A:Mon, Fri, Sat,  B:Thu, Fri, Sat
15 A:Tue, Fri, Sat,   B:Wed, Fri, Sat

16 A:Tue, Fri, Sat,   B:Thu, Fri, Sat
17 A:Wed, Fri, Sat,  B:Thu, Fri, Sat

Change working hours
of “Fixed time”

Devide working hours
of “Fixed time”

Change the day of the
week of “Fixed time”

case Day Night Sales rank

1 2 3 4 ammout
*)

Now 7:00 8:00 8:00 12:00 7:00 20:00 base 15

1:00 2:00 3:00 8:00 19:00 4:00

0 8:00 12:00 6:00 6:00 18:00 20:00 106.0% 5

2:00 7:00 1:00 2:00 6:00 4:00

1

2 8:00 8:00 7:00 17:00 14:00 17:00 102.3% 13

2:00 2:00 2:00 13:00 2:00 1:00

3 3:00 7:00 7:00 8:00 14:00 13:00 99.2% 16

21:00 1:00 2:00 4:00 2:00 21:00

4 8:00 16:00 8:00 8:00 15:00 20:00 105.9% 6

2:00 10:00 3:00 4:00 3:00 4:00

5 7:00 14:00 1:00 5:00 17:00 23:00 105.5% 9

1:00 8:00 20:00 1:00 5:00 7:00
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2:00 2:00 3:00 12:00 20:00 15:00 0:00 2:00

8

9 8:00 8:00 7:00 13:00 13:00 7:00 16:00 19:00 103.8% 11

2:00 2:00 2:00 9:00 1:00 13:00 0:00 3:00

10 15:00 8:00 10:00 7:00 14:00 8:00 16:00 20:00 105.9% 7

9:00 2:00 5:00 3:00 2:00 14:00 0:00 4:00

11 5:00 9:00 9:00 1:00 14:00 8:00 17:00 15:00 102.4% 12

23:00 3:00 4:00 21:00 2:00 14:00 1:00 23:00

12 2:00 20:00 8:00 16:00 20:00 15:00 107.7% 2

20:00 14:00 3:00 12:00 8:00 23:00

13 14:00 22:00 6:00 4:00 14:00 7:00 106.5% 4

8:00 16:00 1:00 0:00 2:00 15:00

14

15 0:00 7:00 14:00 23:00 15:00 20:00 104.9% 10

18:00 1:00 9:00 19:00 3:00 4:00

16 8:00 8:00 11:00 5:00 18:00 20:00 106.7% 3

2:00 2:00 6:00 1:00 6:00 4:00

17 7:00 10:00 21:00 6:00 16:00 20:00 108.7% 1

1:00 4:00 16:00 2:00 4:00 4:00 2:00
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of high sales amount (18:00 to 0:00). We get some hints which consider new working 
hours as follows. 

• The number of taxi operation from Monday to Thursday is reduced, and it from 
Friday to Saturday is increased. 

• The number of taxi operation from 9:00 to 16:00 is reduced, and it from 18:00 to 
0:00 is increased. 

5 Conclusions 

We research optimum arrangement of taxi drivers’ working hours to gain more 
customers by little investment for small companies. For the above purpose, we 
analyze present situation of Taxi Company A using sales data, and formulate 
mathmatical model so as to increase sales amount. This model is nonlinear 
programming problem and difficult to calculate the optimum solution in short time. 
Therefore we reformulate the problem as WCSP, and solve WCSP by taboo search. 
We verify validity of our method with numerical computation results. As a result, it 
turns out that it is effective strategy to reduce the number of taxi operation in time 
zone of low sales amout (9:00 to 16:00) , and increases the number of taxi operation 
in time zone of high sales amount (18:00 to 0:00).  
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Abstract. Supply chain management is concerned with decisions related to the 
physical perspective of the enterprise and how the flow of goods and services is 
arranged. A wide set of strategies have evolved over time to provide guidelines 
for the decision makers but many of these strategies share a common founda-
tion in process management that is based on decoupling points and decoupling 
zones. The strategies concerned here are segmentation, leagility, customization, 
postponement, servitization, sustainability, outsourcing, and visibility. 

Keywords: Decoupling points, segmentation, leagility, customization, post-
ponement, servitization, closed-loop, outsourcing, visibility. 

1 Introduction  

Several concepts related to strategies for production and supply management, hereaf-
ter referred to as supply chain management strategies, have been developed over the 
years covering a wide range of scenarios. As the market requirements change  
the concerned businesses have to evolve to stay competitive. Through this process the 
concept of supply chain management (SCM) has become fragmented and created a 
need for a more knowledge on fundamental properties that are shared between differ-
ent concepts and strategies. A monolithic approach to SCM covers a wide range of 
issues that are complex and challenging to handle simultaneously. The decisions in-
volved can be categorized from a transformation perspective into three layers as  
suggested by Wikner [1]. At the company layer a legal perspective is dominant since 
this involves the issue about who is actually the sponsor of the transformation. This is 
the layer where the financial transactions are in focus. The financial transactions are 
however a consequence of activities being performed at a physical layer where the 
type of transformation, such as manufacturing, transportation or distribution are han-
dled by SCM. The physical layer does, however, rest on a generic process foundation 
represented by a logical layer based on generic transformations. This generic layer is 
the foundation for process management and consist of four decision categories [1] 
that can be used at the logical layer and this is the foundation below. First a short 
summary of the logical layer is provided based on process management. Thereafter 
eight SCM strategies are outlined and finally the SCM strategies are interpreted in 
terms of the generic decoupling framework. 
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2 Process Management Decoupling Framework 

Process management as used here refers to a generic approach to managing flow 
based on some fundamental and generic decision categories. Four flow based decision 
categories are used below based on [1]: 

1. Flow driving involving the separation of speculation from commitment to customer 
order through the customer order decoupling point (CODP) and the customer order 
decoupling zone (CODZ). 

2. Flow differentiation related to the uniqueness of the product ranging from standard, 
market unique, product to customer order unique special product which are sepa-
rated by the customer adaptation decoupling point (CADP) and the customer adap-
tation decoupling zone (CADZ). 

3. Flow delimitation concerns the reach of controllability. The flow can be separated 
into logical entities and the separation interface is related to the purchase order de-
coupling point (PODP) and the purchase order decoupling zone (PODZ). 

4. Flow transparency is the fourth category and covers the availability of information 
where the demand information decoupling point (DIDP) limits the extension of 
demand information and the supply information decoupling point (SIDP) limits the 
extension of supply information. 

These four categories are illustrated in Fig. 1 in combination with the strategic lead 
times that are critical for positioning these decoupling points and decoupling zones. 

3 Supply Chain Management Strategies 

The physical perspective is related to the physical transformation performed in the 
supply chain. The intention here is not to give a comprehensive and all-encompassing 
view of a set of SCM strategies but rather to outline some insights on key properties 
in preparation for the discussion about how they can be interpreted in terms of the 
generic process management layer. 

I. Segmentation 
Segmentation is related to that the supply chain should be designed to fulfil specific 
customer requirements [2], which may require that separate supply chains are de-
signed for different markets. This has been an important part of supply chain design 
since the early days of materials management and this field of research has evolved 
over time to segmented supply chain design [3] 

II. Leagility 
Whereas segmentation mainly targets the customer service aspect of SCM a separate 
stream of research has put more emphasize on the properties of supply. Leagility is 
focusing on the fundamental issue of how to combine lean, with emphasis on heijunka 
and levelled flow with agile, with emphasis on flexibility and speed. The combination 
has been referred to as “leagility” [4, 5]. Leagility in this context basically represents 
how to balance efficiency with responsiveness.  
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III. Customization 
Leagility is a concept that decouples the supply chain but does not include any ex-
plicit consideration of customization, i.e. to which extent the product is made unique 
for a specific customer. Lampel and Mintzberg [6] provided a comprehensive frame-
work for categorization of customization. Note that this strategy encompasses a wide 
range of customization related strategies ranging from mass-customization [7] to en-
gineer-to-order [8]. 

IV. Postponement 
In parallel to segmentation, leagility, and customization a separate stream of research 
has progressed and is referred to as postponement where decisions are postponed to as 
late as possible for better decision support. In the literature, postponement dates back 
to the 1950’s when the concept was introduced [9]. The concept of postponement was 
then developed further [10] in terms of time, form, and place. Pagh and Cooper [11] 
outlined a framework emphasizing speculation and postponement in terms of manu-
facturing as well as distribution to identify a set of strategies. 

V. Servitization 
The four strategies outlined above all originates in the context of physical goods. 
Goods only has turned out to be a difficult strategy for many companies with limited 
access to low-cost manufacturing. An alternative strategy is to deliver a package of 
goods and services to the customers [12]. This approach has also been termed serviti-
zation [13] and is a subset of the more general concept of services.  

VI. Sustainability 
By including services in the SCM strategy it is possible to take a more comprehensive 
approach to supply chains and to involve the whole life cycle of a product. SCM 
strategies are generally based on the forward supply chain but also a closed-loop per-
spective has emerged involving reverse flows. This topic originates in recycling 
which has evolved into product recovery management and the integrated supply chain 
[14]. This is also referred to as the closed-loop supply chain [15] which encompasses 
both forward flows and reverse flows and in addition is closely related to the topic of 
sustainability [16]. 

VII. Outsourcing 
Considering the resources performing the processes in the supply chain it is relevant 
to make a strategic choice related to the ownership of the resources. Originally the 
logical choice was to obtain vertical integration [17] to obtain control but in many 
cases this is not possible, nor desirable. Instead the emphasis on core competence [18] 
grew stronger and as a consequence the intent was to outsource activities not consid-
ered as based on the core competence of the business [19]. This approach creates a 
better focus in each individual business but also contributes to the overall complexity 
of the supply chain as more actors are involved in the supply network. 

VIII. Visibility 
Competitive SCM requires access to information about the actual state of the supply 
chain. The information basically concerns information about demand that creates 
requirement for resources and information about supply and the available resources. 
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In the SCM context the main focus has been on demand information where demand 
visibility has turned out as an important factor for e.g. mitigation of the bull-whip 
effect [20]. Visibility for resource capacity, i.e. supply, has evolved over time from 
simple sharing of information to a strategic element [21] where visibility across sev-
eral dimensions can be important [22]. 

4 Supply Chain Management Strategies Interpreted in Terms 
of the Process Management Decoupling Framework 

The eight SCM strategies outlined above have been associated with decoupling re-
lated aspects by different researchers and below follows a summary of this work. Fig. 
1 illustrates the connection between the physical perspective represented by the SCM 
strategies and the logical perspective represented by the decoupling framework based 
on [1]. Each strategy is expressed in terms of “level of” since the decoupling frame-
work is based on positioning of decoupling points and decoupling zones across a lead-
time based scale. 

I. Level of segmentation 
The explicit connection to market segments was emphasized by Hoekstra and Romme 
[23 p. 65] when they introduced the concept of “product-market combination”. They 
also introduced the concept of decoupling points for designing integral logistics struc-
tures and consequently they early realized the critical link between segmentation and 
decoupling points. Thereafter segmentation using decoupling points have emerged as 
a separate path of research, see e.g. [24]. In particular the aspect of flow driver (re-
lated to CODP and CODZ) is emphasized but implicitly this is also closely connected 
to how to create offerings that are adapted to specific market requirements and hence 
there is also a strong dependence on flow differentiation (related to CADP and 
CADZ). 

II. Level of leagility 
Leagility was coined by Naylor, Naim [5] and was basically defined using the CODP 
as a point of reference. Over time this idea has been further developed but still it is 
mainly the flow driver that is used as a point of reference (related to CODP and 
CODZ). The CODP has been emphasized by different authors in both lean and agile. 

III. Level of customization 
Customization involves making a product unique for a particular market or even an 
individual customer. The topic of customization is broad but in particular two distinct 
approaches can be identified. First, it has been suggested that the flow driver should 
be considered from both a production perspective and an engineering perspective 
[25], which has also been interpreted from a mass customization perspective [26]. 
Second, the issue of customization and uniqueness provides additional complexity 
when the perspectives of customer and supplier are treated separately [27]. Hence 
customization is mainly concerned with flow differentiation (related to CADP and 
CADZ). 
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IV. Level of postponement 
Postponement is a successful model for reduced risk exposure in both production and 
distribution. Central distribution and postponed product differentiation enables critical 
decisions to be postponed and to a larger extent become customer order driven. This 
provides an obvious connection to the flow driver (related to CODP and CODZ) as 
pointed out by e.g. [28]. Postponement is however also related to flow differentiation 
(related to CADP and CADZ) which is explicitly stated in [29] as point of product 
differentiation and by [30] as differentiation point. 

V. Level of servitization 
The level of servitization was, until relatively recently, not interpreted in terms of 
decoupling points. This is however appropriate when considering that there are many 
similarities between customer-order-driven activities and services. This analogy was 
first noted by Fließ and Kleinaltenkamp [31] and later further developed by [32] and 
[33]. In both these cases the emphasis were on flow drivers (related to CODP and 
CODZ) but obviously a fundamental aspect of services is the uniqueness of the offer-
ing and that it is differentiated for the customer (related to CADP and CADZ). 

VI. Level sustainability 
Recycling, reverse flows, product returns, and closed loop supply chains are all termi-
nology related to sustainable supply chains. To a large extent the theory development 
for this field has been separate from theory for forward flow supply chains. Reverse 
flows are usually more prone to stochastic events and consequently of much more 
uncertain character. Blackburn, Guide [34] did however highlight that many concepts 
used in forward flow supply chains have a great potential also for reverse flows. One 
area they mentioned was postponement and [35] developed this line of thinking in 
terms of decoupling points and in particular the flow driver was considered (related to 
CODP and CODZ).  

VII. Level of outsourcing 
The first inclusion of purchased material into a decoupling point framework was by 
Hoekstra and Romme [23] when they identified Purchase and make to order (PMTO) 
as a separate product-market combination. In this sense they considered purchasing as 
something taking place before production activities and hence included this in flow 
driving (related to CODP and CODZ). An alternative was developed by [36] that used 
two-dimensional CODP with production and engineering dimension and extended this 
approach to also include purchasing as a separate dimension making it into a three 
dimensional flow driver. An additional approach was suggested by [37] that instead 
focused on if resources are within or outside the scope of control. In this sense they 
combined the flow driver with flow delimitation (related to PODP and PODZ) to 
more explicitly capture the controllability of the flow. In this context different scenar-
ios of customer-supplier interaction can be defined by combining flow driving and 
flow delimitation. 

VIII. Level of visibility in demand and supply 
Visibility is a supply chain strategy with a slightly different approach compared to the 
above. Instead of focusing on the decision maker and how to use information when 



376 J. Wikner 

 

making a decisions, visibility is focused on the availability of information for the 
decision maker. For demand visibility Mason-Jones and Towill [38] introduced the 
concept of information decoupling point. Since different types of information are 
involved in visibility this is here referred to as demand information decoupling point 
(DIDP). Supply visibility has not received the corresponding interest from a decoupl-
ing perspective since availability of this kind of information is usually assumed. A 
corresponding decoupling point for supply information was suggested by [1] and is 
referred to as supply information decoupling point (SIDP). 
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Fig. 1. SCM strategies and the decoupling framework 

This short overview of how the eight SCM strategies can be interpreted in terms of 
decoupling points and decoupling zones has highlighted some key similarities be-
tween the SCM strategies and also illustrated that the decoupling framework represent 
some fundamental aspects of SCM. It is, however, important to note that even if the 
analogy identifies some fundamental similarities between the different SCM strategies 
there are still many other aspects of the SCM strategies that are not covered here. 
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Abstract. The aim of this work consisted in applying the Analytic Hierarchy 
Process (AHP) by considering the generic criteria and sub-criteria to select 
logistic operator to store and transport frozen products. The outcome of the 
AHP analysis is a preference priority for each alternative operator describing 
the expected performance level.  Results pointed that the proposed model could 
be considered as a good alternative to this problem, thus contributing to achieve 
the goals of the organization. 

Keywords: Selection, Logistic Operator, Multicriteria decision, Analytic 
Hierarchy Process. 

1 Introduction 

The analytic hierarchy process (AHP) is a structured technique for organizing and 
analyzing complex decisions, The AHP method was developed during the 70’s by 
Thomas Saaty [1] to solve complex problems that involves multicriteria decisions [2] 
and has been extensively studied and refined since then. The applications of AHP to 
complex decision situations have produced extensive results in problems 
involving planning, resource allocation, priority setting, and selection of logistic 
operators, among alternatives.  

AHP’s use for logistic operator selection consists in an important aspect to identify 
and consider the criteria [3, 4, 5, 6], by knowing the contractor demands in order to 
achieve the main goal [7, 8], and evaluate alternatives and contract logistic operators 
that are more efficient [9] adding value to the supply chain [10], by using a evaluation 
method of analysis before the contractual formalization [11, 12, 13], to verify whether 
it is worth to outsource or internalize the activities [8].    

Usually the focus is on selecting a service provider that has the relational capacity 
to facilitate the business integration, operation and quality treatment [14], that turns 
out more feasible to collaboration [15], including establishing common goals to 
control the performance and the strategic alignment of the partnership [16] to manage 
the service level [17]. 
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Regarding the quality analysis, it was developed a model based on SERVQUAL 
(quality dimensions), taking into account the criteria utilized for logistic operator 
selection [18].  

It has been found some works, in which the AHP method was used to select logistic 
service providers to operate reverse logistic that could be considered a complex 
decision, once it is a recent operation, that needs reliability [19, 20, 21,22], with 
contractual renegotiation guaranteed politics [22] and mainly, really contributes with 
sustainability by reducing waste on transport and storage [15]. Other researchers used 
the AHP to select logistic operators to act on manufacturing of contractor [23, 24]. 

In Table 1 it is shown the logistic operator selection generic criteria and sub-
criteria developed by action research in logistic services outsourcing processes on 
Brazil in the last six years. But, with a deep revision in literature it was possible to 
identify the researches that corroborate with the criteria and sub-criteria established 
on practice, making it possible to assure that it is made of a 15 criteria and 67 sub-
criteria basis consolidated on theoretical research field. 

In the literature review it wasn’t identified researches that utilize the AHP to select 
logistic operators that storage and transport frozen refrigerated products and it was 
noted that it misses a more complete criteria and sub-criteria basis to apply the 
multicriteria analysis in outsourcing processes. Some researches produced fragmented 
results [3, 8, 9, 14, 18, 22] that makes it impossible to make decision.  

In this context, the aim of this work consists in applying the AHP with support of 
the generic criteria and sub-criteria basis of logistic operator selection of storage and 
transport of frozen products. 

2 Methodology 

At first, the literature revision [25] was performed in the following data bases: 
Proquest, Ebsco, Science Direct, Emerald, Capes and academic Google, with the 
following keywords: (i)"Analytic hierarchy process" AND "outsourcing" AND 
"logistics"; (ii) "Analytic hierarchy process" AND  "selection" AND  "third party 
logistics"; (iii) "Analytic hierarchy process" AND  "selection" AND  "third-party 
logistics" e (iv) "Analytic hierarchy process" AND  "selection" AND  "service 
provider"  with the objective of electing the articles that utilized the AHP to select the 
logistic operators, summarizing 24 researches, that were submitted to content analysis 
to categorize the data in a spread sheet [26] of the main themes and criteria utilized. 

The utilized method was action research, in which the researcher is involved, along 
with the members of the analyzed organization, to deal with a problem, specifically in 
the appropriate selection of a logistic operator of storage and transport of frozen load 
[27], with that, the researcher participates in the process [28, 29, 30]. 

The process of action research involves five stages [28, 29, 30]: 

(i) Action research planning: – in this step,  it was identified along with the 
contractor, the insecurity in selecting a logistic operator to move and transport 
frozen products, which brought up the following research’s question: how to 
select a logistic operator appropriate to store and transport frozen products.  
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(ii) Instruments to collect field data:  – active participation in meetings, focal groups 
and documents analysis. The focal groups or observation groups generate 
important lessons about the observed phenomenon [30]. 

(iii) Action Plans: - the decision making relative to logistic operator selection 
inevitably includes a consideration and evidence based in multiccriteria for the 
decision making [3, 4, 5, 2, 6]. With that in mind, we adopted 16 criteria and 67 
sub-criteria of logistic operator selection [31]. 

Table 1. Criteria and Sub-criteria of logistic operator selection 

Criteria Sub-criteria Corroborating 
Researches 

Cost Transport; Storage and handling; Delay on supplying and Devolutions. [23, 21, 7, 17, 9, 8] 

Financial 
stability 

Investment Capacity; Financial Health and Indebtedness.  [3, 14, 22, 9, 8] 

Adaptability Logistic Operator in lócus with the Contractor; Flexibility in the 
treatment, Cultural Compatibility and Common Planning.  

[17, 8] 

Operation 
Infrastructure 

Distribution Centers Location; Facilities Adequacy; Work Security; 
Loading; Truck Conditions; Equipment required for loading; Receipt 
in JIT without fault in the Logistic Operator; Equipment required in 
receipt; Equipment required for Moving; Handling Pallets without 
fault; Storage and Stacking in the warehouse; Equipment required in 
the warehouse; Separation to dispatch without fault; Uniting and Own 
cars; Equipment required to transport and dispatch of the order 
without fault in JIT. 

[18, 3, 22, 16, 17, 8, 
20, 6] 

Operation 
Management 

Management of: people; loading; receipt; storage; transport; quality 
and information. 

[14, 22, 19] 

Flexibility Treatment capacity; Negotiated nuances and Treatment Service to the 
Clients. 

[23, 3, 21, 15, 9, 19, 
8]  

Credibility Business Reputation; Logistic Partnership and amount of Contracts 
per year. 

[3, 14, 22, 6] 

Experience 
 

Service efficiency; Product’s amount of experience; Amount of time 
in the market and Clients range. 

[14, 7, 20, 6] 
 

Quality 
 

Quality Certification; Physical Integrity Compatibility; Logistic 
Operator seeks improvement in the process and Traceability. 

[23, 14, 21, 22, 9, 8 

Information 
Technology 

Easy Communication (Electronic Data Interchange - EDI); (Enterprise 
Resource Planning - ERP); (Warehousing Management System-
WMS); (Transport Management System TMS) and Routing (Global 
Positioning System - GPS).  

[23, 9, 19, 17, 20] 

Human 
Resources 

Employees Qualification; Capacity of Working in Group; Capacitation 
and practical test, Clothing and neatness of the employees. 

[14, 21, 22] 

Reliability Complete Order Dispatching; Classified Information Leaking; 
Security against load stealing and Fines due to no-treatment. 

[18, 8] 

Responsibility 
 

Operation in JIT and Dispatch in short term. [18, 23, 21, 22, 15, 
16, 17, 8] 

Empathy After-Sell and Commitment [18, 14]. 

Environmental Certification ISO 14000; Cleaner Production; Reverse Logistic and 
Training in environmental education 

[3, 22, 15, 16, 19, 
20] 

Source: [31, 32] corroborated with some researches. 
 

In fact the process of decision making is commonly complex. The multiccriteria 
Decision Analysis could support  the decision maker to solve problems in which there 
are many goals to be reached at the same time. Three sets are initially considered in 
the formulation of multiccriteria decision problems: the set of alternatives, the set of 
criteria and the set of consequences [33]. The process consists of the following stages: 



382 G.C. de Oliveira Neto, A.H. Librantz, and W.C. de Sousa 

 

(1) Define the alternatives; (2) Define the relevant criteria to the decision problem; (3) 
Evaluate the alternatives related to the criteria; (4) Evaluate the relative importance of 
each criteria and (5) Determine the global evaluation of each alternative. 

Along the methods developed in the Multiccriteria Decisions research, the most 
well-known is the Analytic Hierarchy Process – AHP, developed by Thomas Saaty [1] 
to identify the relevant criteria through binary correlation, which allows to associate a 
priority value above other elements in a numerical scale, merging an hierarchical 
structure of the problem of decision with support of the mathematical modeling.  

As an example, when using the decision matrix A, the AHP method calculates the 
partial results of the A set inside each criteria vi(Aj), j = 1, …, n, called impact value 
of the j alternative in relation to the i alternative, in which these results represent 
numerical values of the given data by the decision maker in each alternative 
comparison. The results are standardized by the expression 1:  

Σi=1 vi(Aj) = 1, for j = 1, ..., n;                  (1) 

where n is the number of alternatives or compared elements. Each part of the sum 
consists in:  vi(Aj) = aij / Σi=1 aij , for j = 1, ..., n.  

This expression relates the priority vector of the alternative i in relation to the Ck 

criteria be: vk(Ai) = Σj=1 vi(Aj) / n , for  i = 1, ..., n     
After having the priority vector or the impact value of the alternatives under each 

Ck criteria, the next step is the criteria levels. In this case, we adopt again the verbal 
scale to the classification pair-to-pair of the criteria, that are standardized by the 
expression 2:  

      wi(Cj) = Cij / Σi=1 Cij ,  for j = 1, ..., m;                     (2) 

where m is the number of criteria in the same level. The priority vector is obtained by:  

      wi(Ci) = Σi=1 w(Cj) / m , for i = 1, ..., m;                 (3) 

Finally, the final values of the alternatives are obtained through an aggregation 
process, standardized by the expression 4, in which:  

       f(Aj) = Σi=1 w(Ci) * vi(A ) , for j = 1, ..., n;                             (4) 

where n is the number of alternatives 
(iv) Implanting Actions – scale selection for decision making to identify the most 

relevant contractual criteria. The Table 2 shows the scale. 

Table 2. Criteria Evaluation Scale 

Value Definiton Explanation 
1 Same Importance Both criteria contribute in the same way to the objective. 
3 Little more Important The analysis and experience prove that a criteria is a little 

more important than the other. 
5 Much more Important The analysis and experience prove that a criteria is much more 

important than the other. 
7 A lot more Important The analysis and experience prove that a criteria is a lot more 

important than the other. 
9 Hugely more Important Without doubt, a criteria is predominant over the other one. 

Source: based on Saaty [1]. 
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(v) Discuss Results – the final stage implies in learning through reflection among the 
results of the action of the participants [29] to verify which logistic operator can 
successfully fulfill the operational capacities (criteria) required as described in 
the following stage.  

3 Results and Discussion 

The main focus of the corporation is the product industrialization. Thus, they decided 
to outsource its storage and frozen product transport processes, taking into account the 
dispatching capacity of the operators. So, three logistic operators have been chosen to 
be analysed by AHP method. 
 
Numerical  Application 
In this section, the multi-criteria group decision model is applied to a procedure for 
selecting logistic operators.  In order to obtain the Multicriteria numerical application 
it was used the AHP method based on the 16 criteria and 67 sub-criteria, allowing an 
identification of seven more critical criteria. The main criterion to be observed in the 
logistic operators’ evaluation is the transport responsiveness. However, to make the 
responsiveness capacity better to the market, it was required criteria of infrastructure 
(physical resources) to improve the storage capacity, that was missing physical space 
in the appropriate floor to allocate 134 tons a day – 4 freezing tunnels that allocate 26 
docks and infrastructure criteria (physical resources) to improve the transport capacity 
– strategic localization near the beltway to deliver the products quickly. 

This way, the main concern of the contractor was the complementation of storage 
and transport capacities, variables associated to the responsiveness and infrastructure 
criteria. It is important to note that the contractor was not only worried about 
analyzing the physical resources to store and transport, as well,  but the managing 
capacity of the logistic operator within these activities, by considering the efficiency 
indicators implantation required integrated with fee applications in case of non-
effectiveness.   

The results pointed that the qualitative analysis should precede the AHP 
application with the objective of knowing the demands of the contractor regarding the 
capacities. In most published works, decision makers applied the multicriteria 
analysis [3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 21, and 32], neglecting the qualitative 
evaluation. Many authors pointed out the need of relational capacity without a deeper 
analysis of the other required capacities [14, 15, 17, and 28]. The relational capacity 
and the quality capacity can be considered generic, because this is a common 
necessity in any outsourcing process, being required a deeper analysis on the 
operational routine of the contractor to identify specific capacities, as shown in the 
results.  

Table 3 shows the consequence matrix with critic criteria obtained after the model 
application. The numbers were normalized to obtain the relative importance (pair-
wise comparison). 
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Table 3. Consequence Matrix 

Criteria Operation 
Infrastructure 

Operation 
Management

Quality Tech- 
nology 

Human 
Resources

Relia-
bility 

Respon-
siveness 

Operation 
Infrastructure 

1,000 1,000 0,111 0,111 0,111 0,111 0,111 

Operation 
Management 

1,000 1,000 0,111 0,111 0,111 0,111 0,111 

Quality 3,000 1,000 3,000 0,333 0,333 0,333 0,333 
Technology 3,000 1,000 0,600 0,333 0,333 0,333 0,333 

Human 
Resources 

3,000 1,000 0,600 0,333 0,333 0,333 0,333 

Reliability 3,000 1,000 0,600 0,333 0,333 0,333 0,333 
Responsiveness 9,000 1,000 1,800 1,000 1,000 1,000 1,000 

 
Based on the seven critical criteria, the three logistic operators were analyzed. 

Table 4 presented the decision matrix and the results obtained for each alternative. 

Table 4. Decision Matrix 

Alter- 
native 

Operation 
Infrastructure 

Operation 
Management Quality Tech-

nology 
Human 

Resources 
Relia-
bility 

Respon-
siviness 

LO 1 0,195 0,210 0,397 0,162 0,302 0,250 0,203 

LO 2 0,520 0,519 0,503 0,543 0,397 0,491 0,593 

LO 3 0,284 0,271 0,101 0,295 0,302 0,259 0,203 

 
Once obtained the decision matrix, it was possible to evaluate the score and 

classify the logistic operators, indicating which of them was considered more able to 
store and transport frozen products. 

The logistic operator 2 (score 0.41) was considered more able to improve the 
dispatch responsiveness of the contractor in the metropolitan region of São Paulo, 
because it is in a strategic localization near the beltway, allowing better product 
outflowing, among having better consolidated infrastructure concerning equipment, as 
for an example, term kings to control the temperature, and freezing tunnels in the 
warehouse.  

The second-best (score 0.23) was the logistic operator 1 that presented low 
capacity of infrastructure that could prejudice the dispatching responsiveness. 

Finally, the logistic operator 3 (score 0.21), that presented lack of control in the 
efficiency of the provided services, making it impossible to analyze the punctuality 
indicators of dispatch.  

Both logistic operators 1 and 3 were not localized near a beltway, which was 
considered, by the contractor, a crucial aspect. 

This results corroborate with the researches of [19, 20] related to the  development 
of a ranking to avoid the opportunist behavior of logistic operator regarding the 
possibility of offering sets of generic services that do not meet the contractor demands 
and could lead  to the outsourcing failure.  
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4 Conclusions 

In this work, the AHP technique was used in the selection of logistic operators to 
store and transport frozen products. The AHP is a structured technique for organizing 
and analyzing complex decisions, and coub be useful, especially in complex decision 
processes, once it enables people to make decisions involving many kinds of concerns 
including planning, setting priorities, selecting the best among a number of 
alternatives, and allocating resources. Complex problems or issues involving value or 
subjective judgments are suitable applications of the AHP method.  Its approach of 
division in hierarchical criteria and alternative correlation with criteria, allows an easy 
comprehension and better evaluation of the problem. Taking into account that many 
strategic decisions, such as logistic operator selection, are many times, made without 
any methodical support, the proposed model can be considered as a good alternative 
to the investigated problem, since it can support the decision process, which can 
contribute to increase efficiency of the supply chain of the organization.  
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Abstract. Future production systems, if they want to remain competitive, need 
the capability to autonomously adapt to new challenges, to learn new behavior 
and to solve complex problems. This leads to a changing role of the employees 
as part of sociotechnical (production) systems, because it’s mainly their capabil-
ity to cope with complex problem situations that determines the capabilities of 
the whole system. The paper presents a multidisciplinary, holistic approach to 
model and to design production systems from a problem solving perspective. 
The modelling architecture comprises of three interacting levels. Those are de-
scribed in detail as well as the propositions which could be derived from the 
model and its parts. 

Keywords: production system, modelling, simulation, problem solving. 

1 Introduction 

Industrial companies, and therefore production and logistics systems, face new chal-
lenges such as an increasing level of globalization and networked production, a re-
duced and diversified workforce potential, shorter product lifecycles, etc. This leads 
to a changing role of humans in production systems – they need to continuously adapt 
to new situations, new technology, new processes and new organizations [1]. There-
fore, production systems need to be designed in a way that they facilitate learning 
processes and that they foster the motivation and competence of workers to cope with 
changes, deviations from normality and disturbances. Beside cognitive capabilities, 
emotional factors like anxiety or confidence also play a decisive role. As a conse-
quence certain design strategies for work systems, working processes and for the 
whole production systems have to meet the aforementioned requirements.  

As a prerequisite a sound understanding of the basic psychological processes and 
their interactions with system’s characteristics is absolutely necessary. Therefore, 
qualitatively improved models of production systems are needed to support the  
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analysis and design of sophisticated solutions. In this paper we present a conceptual 
framework for such an integrated model by which it will be possible to map and to 
integrate the problem solving and learning capabilities of workers in production sys-
tems based on basic emotional factors and psychological mechanisms. This extended 
sociotechnical model will also be able to close a transaction gap between planning 
and reality. 

The paper is organized as follows: First we will discuss briefly the state of the art 
of production system modelling. In a second part we will refer to the basics of prob-
lem solving and problem solving capability. In the main part of the paper we will 
explain our concept of a multidisciplinary, integrated model of production systems. 
After a short overview of the model’s architecture we will unfold its single compo-
nents. Finally we will draw some conclusions and we will give an outlook on future 
research, also addressing some hypotheses about the behavior of the extended  
model. 

2 Modelling of Production Systems 

The planning of production systems as well as operations management is usually 
based on a system modelling approach, i.e. the analysis, evaluation and design of such 
systems is done with the help of models [2]. Such models normally cover the ele-
ments of the system (like technical equipment, products and material, workers) and 
their interaction (material flow, processing time etc.). Often the models are used for 
simulations [3] where experiments are conducted to test for example different para-
meter settings. Simulation-ready models can be found in a multitude of applications in 
production systems planning, e.g. in supply chain management and for the optimiza-
tion of logistics processes [4], for transportation processes in micro- and macro-
logistics [5], for planning and scheduling problems [6], for the configuration of  
production networks and for ramp-up processes [7, 8], etc. 

Usually such models cover mainly technical aspects and mirror the modelled sys-
tem at its normal operation mode. Although recent approaches of artificial intelli-
gence [9] make use of certain concepts of human information processing, the human 
itself as an autonomous subject and the dynamic interaction of such subjects has not 
yet been addressed. Also other sophisticated approaches like the person oriented si-
mulation [10], the analysis of decision systems [11], the integration of human perfor-
mance models (circadian rhythm) in simulation tools [12] or learning-capable and 
communicative agents in socio-cultural processes [13] have not been able to fill the 
gap. 

It can be concluded that the demand for integrating human behavior into produc-
tion system’s models has already been identified [12] [14, 15]. However, there are 
only a few concrete modelling approaches so far and even fewer approaches with a 
profound psychological background which can be used for predicting human behavior  
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in such systems. Emotional regulation, complex problem solving processes and the 
interaction of several subjects haven’t been included in production systems models so 
far. 

3 Problem Solving and Problem Solving Competence 

The main challenge in integrating human behavior in production systems emerge 
from modelling human behavior, which is able to solve the complex problems de-
scribed above. The ability to solve complex problems refers to several demands. E.g. 
the most accurate test for cognitive sub-functions in complex problem solving is 
about “decision making”, “system analysis” and “searching for mistakes” [16].  
Moreover it is basic knowledge in psychology that success in problem solving is not 
only based on cognitive abilities and skills. In critical situations coping with problems 
depends highly on the actual level of subjective control [17, 18]. If problems are in-
creasingly new, opaque and complex, the chance to derive plans and decisions from 
consolidated knowledge becomes more and more improbable and this itself is a stres-
sor by reducing the level of control. Because of that typical mistakes were found in 
experiments simulating complex situations. These mistakes are far beyond the intel-
lectual level of the actors and their probability is high [19]. Generally a lower perfor-
mance occurs in decision making under stress [20]. However, empirical studies show 
that a general high level of self-efficacy improves the performance of problem solvers 
[19], [21, 22]. Erpenbeck & Rosenstiel [23] have the hypothesis that a high level  
of self-efficacy is also improving the tendency and ability to act autonomous in diffi-
cult situations. Self-efficacy in work situations is not a personal trait. It depends on 
learning in problem solving situations. In work context it depends on several  
aspects [24]: 

• knowhow in the specific domain 
• general problem solving experience 
• integration in well performing organizational processes 
• social support. 

Studies by Starker [25] show that successful entrepreneurs have the ability to develop 
strategies for emotion regulation in complex situations. Students who have the ability 
to change actively their mood in problem solving situations have significantly better 
results in a computer simulated management game. 

The interaction of emotion and cognitive processes in problem solving behavior 
was also tested in cognitive science research about action regulation. Basing on the 
PSI-model of Dörner [26] virtual agents have been programmed to develop strategies 
for survival in a fictitious micro-world [27, 28]. Different types of computer programs 
(emotional vs. non-emotional) and real subjects have controlled the agents in the mi-
cro-world. Artificial agents with simulated emotional functions and real subjects were  
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more similar and showed a different behavior compared to non-emotional programs. 
They were also more successful. The basic principles of the emotional agents of these 
studies were used for developing an emotional problem solver in our own work  
described now.    

4 Multidisciplinary Model of Production Systems 

4.1 Architecture 

To integrate human behavior in a dynamic model of the production system we have to 
understand the processes at three levels. 

• Production model: The production system level describes the activities and interac-
tion of machines and workers as a whole. Human behavior is the central resource 
for problem solving and therefore also for innovation, change and the management 
of dysfunctional processes. Human behavior is unique, that means two persons can 
behave differently in the same situation and one person will not repeat automatical-
ly the same behavior in the same situation. The production model describes, which 
forms of organization and processes fosters problem solving activities and which 
kind of human problem solving activities are improving performance and problem 
solving capability of the whole production system   

• Incentive model: On the work system level it is described how a specific work 
situation impacts a specific individual. Which part of the reality is experienced on a 
specific work place? Which incentives and affordances exist in this work situation 
and how do they differ depending on the knowledge and the emotional state of the 
specific person? How can the work place be improved to encourage and enable 
people to more problem solving activity? 

• Behavior model: The behavior model describes how the incentives influence the 
individual regulation of behavior and how this behavior influences the perfor-
mances of the production system and changes it. The behavior model is dynamic. 
Actual control, self-efficacy, learning processes and problem solving strategies are 
changing in the process. This influences performance and the kind and intensity of 
problem solving activities. 

The model shall allow insights which organizational structures, formal processes and 
work place designs encourage workers to solve problems autonomously and which 
are the prerequisites that these autonomous activities improve the problem solving 
capability of the whole production system.     

4.2 Production Model 

The core of the extended production model covers the interaction between design 
parameters of the production system, the capability for problem solving and learning 
as well as central system indicators. The approach is presented in fig. 1. 
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Fig. 1. Extended model of production systems 

The description of problem solving and learning processes are crucial for the ex-
tended production model. Those are dependent on parameters of the situation, the task 
itself as well as the person. Those problem solving and learning processes are trig-
gered by external (or even internal) assignments. Hereby, unexpected events resulting 
from internal or external dynamics, for instance changes in the production program, 
technology changes, disturbances, etc., play an important role. The problem solving 
and learning processes themselves lead to certain results which have an impact on the 
processes and stages in the production system. The system, esp. its behavior, can then 
be evaluated by key indicators like robustness, resilience, adaptability, productivity 
etc. 

As the influence of structural and process parameters on economic and logistics 
performance indicators is already well known, the innovative core of the extended 
production model lies in the impact of system’s design parameters on indicators for 
the efficient and effective reaction on disturbances, deviations and changes – see  
fig. 2. 

 

Fig. 2. Variables in the extended production model 
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The knowledge about those interdependencies will finally lead to a contingency 
model from which the suitability of certain system’s configurations under given cir-
cumstances (characteristics of the situation, of the task, of the organization, of the 
persons) can be derived.  

The extensions of the production model need to be linked to already existing mod-
elling concepts for production and logistics like input-output-models, process chains, 
etc. The extensions are among others the availability and quality of information re-
garding deviations and disturbances, prognosis options, alternative activities and 
process structures, including alternative resource allocation, etc. as well as their im-
pact on system’s performance and adaptability. For specification and formalization 
such approaches like “what-if-then” rules, parametric models, characteristic curves 
could be applied. 

4.3 Incentive Model  

The incentive model is based upon classical work Lewin [29], Gibson [30] and Nor-
man [31]. The input for this level is both the actual data of the production system and 
the actual state and position of the respective worker. Depending on the production 
data and his actual coordinates the actual perceptual field can be computed. The in-
centives for activities which are in this field depend on his knowledge (e.g. about the 
correct use of a certain tool) and his actual plans and mood. The authors are especially 
interested in incentives for autonomous problem solving activities. The amount of 
incentive varies from person to person, depending on knowledge, problem solving 
abilities and self-efficacy. On the other hand there exist organizational restrictions 
like the amount of time, which can be used for a problem solving activity, the formal 
rules for work in the production system for the handling of incidents and dysfunc-
tions. Additional factors are the availability and motivation for colleagues´ support.   

4.4 Behavior Model  

The behavior model describes the internal processes of action regulation and how the 
external incentives and the cognitive and emotional prerequisites of the specific 
workers are computed to a behavior program. The program is an adapted version of 
the general PSI-agent described before. It is changed for the specific purposes of the 
production-system-simulation. The most important internal variable is the actual level 
of subjective control and the possible changes which occur when a worker follows the 
respective incentives of the possible alternatives. The results of his activities depend 
on his knowledge and his actual mood. There are three kinds of results: a change in 
the production system, a development of his knowledge and maybe a change in the 
workers mood. For starting problem solving activities the person needs an acceptable 
internal level of self-efficacy, knowledge and appropriate problem solving strategies. 
All these factors increase the tendency for autonomous problem solving activity for 
the specific individual. This tendency becomes even stronger when the organizational 
framework supports social interaction and mutual help.           
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5 Conclusion and Outlook 

As discussed the proposed model should be able to allow better prognoses about au-
tonomous problem solving behavior of workers in corresponding production 
processes in reality. The next important step will be to develop the validity and expla-
natory capability of the model. At the moment a real production system in a laborato-
ry setting is planned which should serve as benchmark towards the prognoses of an 
also more sophisticated simulation model. A first simulation based upon the model 
produced plausible results about fictitious workers´ behavior in a production system 
[32] and proofed the feasibility of the approach. Planned experiments will lead to 
insights on how certain configurations of production systems and workers with specif-
ic prerequisites influence the readiness for problem solving activities. By comparing 
the prognoses of the model with real human behavior in the laboratory production 
system, the model will be improved step by step (so called corner stone method). The 
long term objective of the presented and continuing research work is a better under-
standing in which way the organization of production systems and the design of work 
places, processes and working conditions influence problem solving in production 
systems. 
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Abstract. As motivating and including people is a crucial aspect in any plan-
ning, design and change process there is always a need for appropriate methods 
and tools to support this. Lego Serious Play (LSP) is such a method which was 
developed to facilitate among others communication, creativity and shared 
mental models. In this paper the application of LSP is demonstrated for the case 
of re-designing a product development lifecycle process. With the case study 
we pursue a qualitative approach to seek for support that LSP is able to support 
team building and team decision processes, to avoid typical pitfalls of group-
think which will finally lead to solutions of higher quality, to efficient processes 
and to satisfied participants. 

Keywords: Lego Serious Play, new product development, process design, par-
ticipative design processes. 

1 Introduction 

Due to current challenges from a dynamic and global economy enterprises are forced 
to maintain and improve competitiveness. This requirement for improvement is main-
ly based on effective and efficient processes as well as innovative products and  
services. The need for flexible and competitive processes encompasses not only pro-
duction and logistics but also the necessary supportive and administrative processes. 
It also extends to early activities in the product lifecycle such as product development. 
Well-established principles already exist for the efficient design of production and 
logistics processes, many of which have been developed within the Lean Management 
paradigm. With respect to supportive and administrative processes, business process 
re-engineering (BPR) and business process management (BPM) techniques are well 
supported. However, when faced with new product development and the product de-
velopment lifecycle process, greater challenges exist. Due to the inherent complexity 
of process analysis and process design, enterprises tend to follow heuristic principles. 
These principles are based predominately on the knowledge of the people involved in 
the processes. Moreover, in every process and organizational design endeavor the 
people affected need to be involved not only for their specialist know-how but they 
must identify with and accept the solution in order to guarantee a successful outcome. 
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As motivating and including people is a crucial aspect in any change process there 
is always a need for methods and tools to support this. Serious Play approaches are 
one approach to not only unleashing people’s creativity but also including them ac-
tively in the creative problem solving processes and thereby building identity with the 
developed solution. LEGO® SERIOUS PLAY ® (LSP) was developed to be an inno-
vative, experiential process and has been shown to extend players’ awareness of prob-
lems and ideas, and to enhance creativity and enable teamwork. This paper details the 
results of a case study which uses LSP as a tool to support the development of an 
effective New Product Development Life Cycle (NPDLC) process. 

2 Theoretical Background and Methodology 

2.1 Process Reengineering and Implementing Change 

Evaluating, rethinking and reengineering are increasingly seen as a way to improve 
the productivity, product quality and operations of a company [1]. Hereby, it is  
widely agreed that the implementation phase of a newly designed process is of major 
concern [2]. Solving technological and project planning issues are necessary, but not 
sufficient, preconditions for the success of a process reengineering endeavor [2]. 
Reengineering processes, especially creative and collaborative processes like product 
development or production planning, are complex, involving numerous factors  
and especially people from different, heterogeneous backgrounds [2]. The literature 
suggests that the main factors in ensuring successful change are giving ownership  
to people, providing and communicating a clear vision, empowering people, and  
leadership [3, 4, 5, 6]. 

Although there is wide agreement that empowering people, facilitating team work 
and (autonomous) team decisions are necessary in the decision-making process, many 
well-known pitfalls exist. These include self-censorship, higher risk-taking behavior, 
and stereotyping which can lead to defective decision-making and reduced  
performance.  

However, communication, shared mental models and beliefs can help to avoid 
those problems and therefore are seen as crucial aspects in team decision-making [7]. 
As a consequence, suitable methods and tools must be provided to ensure such bene-
ficial conditions when empowering teams to participate in process (re)engineering. 
One of the methods that may support team decision making in this way is LEGO® 
SERIOUS PLAY® (LSP). 

2.2 The LSP Method 

Lego Serious Play® (LSP) was originally developed to facilitate the strategy building 
process of the LEGO Company. LSP can best be described as a facilitated workshop 
where participants respond to tasks by building symbolic and metaphorical models 
with LEGO bricks and subsequently presenting them to the other participants.  The 
LSP method is built on some basic values, like “The answer is in the system”, “Eve-
ryone has to express his/her reflections” and “There is no ONE right answer”.  
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Participants are enabled to interact in a non-judgmental, free-thinking and playful way 
and can therefore work towards developing a common understanding, creative ideas 
etc. [8, 9]. LSP is founded on four main constructs: 

1. the importance of play as a way to learn through exploration and storytelling  
2. constructionism  
3. the hand-mind connection as a path for creative and expressive thinking  
4. the role of the different kinds of imagination  

In a typical LSP workshop the participants are first asked to build their perception of a 
particular problem. In the creative and spontaneous building process that follows, the 
participants give meaning to their models. Afterwards each participant explains the 
underlying story of his or her model to the others. Participants must respect the model 
and its meaning but they are allowed to ask questions to clarify details. In an LSP 
workshop the individual models can be used to build a shared model, to draw connec-
tions, and to create a landscape with so called ‘external agents’. In a concluding ref-
lection part the group creates insights [8, 9, 10]. The whole model can be the basis for 
playing, for analyzing particular scenarios, and finally extracting guiding principles 
[8]. 

The LSP method has already been applied to a multitude of problems [9, 10, 11, 
12, 13]. Considering the mechanisms and theories inherent in the method it can be 
expected that it also lends itself to positive team decisions in the context of re-
engineering any kind of processes.  

Table 1. Research design 

Component Equivalents 
The study’s questions  Is LSP a suitable tool to support also the collective / parti-

cipative reengineering of a more or less creative process 
like product development? 

The study’s proposi-
tions 

LSP supports collective decision making when reengineer-
ing a design process – typical deficiencies are avoided. 
Participants are satisfied with the process. 
Participants show a high identity with the result. 

The study’s units of 
analysis 

The reengineering of a “product development lifecycle” 
process with a certain number of participants from differ-
ent departments. 

The logic of linking the 
data to the propositions 

Observed and self-reported qualitative variables lead to 
conclusions regarding the propositions. 

The criteria for inter-
preting findings 

Number of observed groupthink events during the reengi-
neering process, self-reported satisfaction, identification 
and acceptance from the participants, tangible outcome of 
the reengineering process. 
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2.3 Methodology and Propositions 

A case study approach was chosen as the research methodology. A case study can be 
described as the “detailed examination of a single example of a class of phenomena” 
[14, p. 34]. It is useful in providing hypotheses, which may then be tested systemati-
cally later on with a broader empirical basis [15].  

A case study research design usually has the following components displayed in 
table 1 [16, 17, 18] with its equivalents in our particular case. 

3 Case Study Analysis 

3.1 Case Description 

This case study examines the impact of LSP as a tool in creating an effective Product 
Development Life Cycle (PDLC) process in which it is necessary to clearly define 
each functional role and respective responsibility. The company involved in the case 
study is a global medical device development and manufacturing business with head-
quarters in the USA and a number of operations worldwide including Ireland. The 
company had undergone a period of rapid growth and this resulted in functional areas 
roles and responsibilities both overlapping and separating from each other. The result 
of this rapid growth led to confusion around functional roles and responsibilities. 
However, development teams are required to work very closely together to support 
PDLC processes in order to reduce time to market. Of interest to the researchers was 
whether or not improvements to the PDLC process could be made using LSP tools 
and techniques. To this end, a one-day workshop was convened. The workshop was 
conducted off-site, over a seven-hour period and was facilitated by a certified LSP 
facilitator. Detailed observations were made throughout the workshop by another 
independent person. At the end of the day feedback was elicited from participants 
using group reflection exercises and an individual questionnaire survey. The work-
shop design followed the typical LSP setup as explained in chapter 2.2.  

At the outset, the participants declared that they had an open mind and no particu-
lar expectations at the start of the workshop. They were aware that the workshop  
involved the use of Lego and that the theme was defining functional roles and respon-
sibilities during New Product Development Life Cycle (NPDLC) processes. The pur-
pose was to create collaborative clusters working together towards a common goal. 
The challenge included how best to provide an authentic collaborative environment 
through learning activities to achieve a set of objectives. The Groups involved in the 
workshop were from three functional areas in the company and involved eight senior 
management participants (2 female and 6 male). The groups comprised the following: 

• Research & Development (4 personnel) 
• Regulatory Affairs (2 personnel) 
• Design Assurance (2 personnel) 

The workshop program involved (1) the introduction of participants and a brief intro-
duction to LSP rules; (2) LSP skills building; (3) the building of individual and shared 
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model(s) of the as-is- product development cycle; (4) the building of role models 
(group work); (5) the building of a shared model of a future product development 
lifecycle (aspiration) and the assignment of the different roles and their responsibility; 
(6) a final discussion with a conclusion and reflection and the agreement on further 
steps. 

Each member was allocated an LSP kit and very quickly became familiar and com-
fortable with the workshop requirements. The 3D models built by each individu-
al/group served as a communication tool and provided for a collaboration space to 
develop group responses and to trigger questions, see as an example fig. 1.  From an 
observer’s perspective this provided for peer-input and evaluation exercises and al-
lowed knowledge sharing amongst the wider cohort. Obviously the 3D models acted 
as useful representations of proposed processes and allowed areas of overlap, redun-
dancy, gaps and complications to be identified in a transparent way. 

 

Fig. 1. Shared model of the future product development lifecycle 

3.2 Evaluation Results 

The feedback from the participants provided in the questionnaire centered around the 
following themes of collaboration challenges, resolution techniques and the resulting 
benefits. In answering the question “Is LSP a suitable tool to support the collec-
tive/participative reengineering of a more or less creative process like product devel-
opment?” the following comments can support that this is the case. 

• “Getting the group to engage openly and honestly with each other”  
• “Ensuring everyone engaged openly and honestly in group discussions”  
• “A lot of conflict within the group - was aware of this before the session and 

wasn’t sure if it would work”  
• “Pre-defined opinions strongly held” 
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•  “Integrating models developed individually with the group models”  
• “Differing views on process descriptions”  
• “Definition of roles and responsibilities. Understanding of the process steps and 

stages from different departmental prospective in the PDLC”  
• “Understanding/not knowing other members needs and perspectives”  
• “Lack of clarity of roles”   
• “Not all aligned back at the day job”  

The participants explained how they resolved the challenges of working in a group: 

• “Using the Lego we built models current and future that facilitated very good dis-
cussion”  

• “Open communication, respect the viewpoint of others, spoke about the model and 
addressed questions to the model and not to the person presenting”   

• “Through sharing ideas through building and discussing ideas through the models”  
• “Rotated the presentation role, ensured everyone spoke to the model so that it 

wasn’t personal”  
• “Everyone respected the others opinion within the context of the exercise”  
• “Model was independent of personalities and functions/departments”  

In answering the study’s proposition that LSP supports collective decision making 
when reengineering a design process and hence typical deficiencies are avoided, the 
following comments were made with respect to group/team engagement.  

• “Having the three groups working together without any disruption and focused on 
one objective”   

• “Developed closer ties between individuals and teams”.  
• “Building on the existing relationship between all members of the team”  
• “Establishing group views for later discussion”  

Those comments are supported by the independent observer who didn’t identify any 
deficiencies in the group decision making process.  

With respect to understanding roles and responsibilities, the participants rated un-
derstanding of each other’s roles and responsibilities as a benefit and also highlighted 
the positive aspects of the experience. In terms of shared understanding for future 
growth, the participants recognized the need for growth and progress and felt this 
could be achieved through LSP. Benefits gleaned from the LSP experience included: 
“Listening to current state of affairs and preferred future state”; “Hearing other ideas 
and perspectives”; “Individuals take visual ideas from one another”; “Discussing 
ideas and challenges”; “Agreeing that future/continued actions are necessary to create 
an agreed strategy”; “More focus on the bigger picture”; “Bonding and alignment of 
views”; “Shared understanding was developed”. 

3.3 Advantages and Disadvantages 

Whilst the participants appreciated working with visual tools and clearly identified the 
'real-world' relevance of replicating industry scenarios and problem-solving activities 
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through 3D models they were aware of the time required by this process. They also 
stressed the need for follow-up to implement the new model in the form of a written 
plan of action. It was also suggested that non-attendees may not take the process se-
riously so translating the output to the organization in a suitable manner would be 
important. 

All the participants were satisfied with the workshop experience and agreed that 
working with LSP provided them with a deep learning experience and engagement 
with the group. The positive dynamic and confidence of all grew and they came to a 
shared understanding on the team goals as a result. The reasons for the positive out-
comes fit with former research results proofing that the LSP methodology gives own-
ership to people, provides the possibility to express clear visions and leads to a shared 
understanding by an easy modelling technique.  

4 Conclusion and Future Research 

The responses from the participants indicate that incorporating LSP as a support tool 
for NPDLC resulted in extremely engaged and creative managers who became ab-
sorbed in a process of improvement. The responses also highlight that the objectives 
set at the start of the workshop were achieved.  The results suggest a deeper under-
standing of NPDLC roles and responsibilities than previously. Also engagement with 
the process was enhanced as participants were required to use higher level cognition. 
The groups also rotated the leadership role and this facilitated group problem solving, 
communication and improved leadership skills.  Perceived disadvantages of LSP 
were minimal.  

The company intends to address and resolve gaps and misconceptions in the cur-
rent PDLC process with respect to roles and responsibilities. It was agreed that an 
action plan would be developed and that a follow-up LSP workshop and review 
would take place in 12 months’ time to determine what process improvement if any 
was achieved. 

Further research will focus on evaluations on whether or not teams can function 
more effectively under different conditions. Variables to be considered may be prob-
lem’s complexity and tangibility, group’s heterogeneity, individuals’ background, 
experiences and attitudes, situational parameters etc. 
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Abstract. Differentiated planning is one of the means for today’s companies to 
accommodate the increasing needs for product variety, delivery responsiveness, 
and cost-efficiency. Even though, product segmentation is the foundation for 
such planning, planning nervousness has not yet been addressed from this 
perspective. This paper seeks to establish a relation between planning 
nervousness and segmentation by analyzing the current body of literature with 
the objective of identifying overlaps between the two areas. The literature 
characteristics are assessed and directions for future research are provided. 

Keywords: Planning, Nervousness, Product Segmentation. 

1 Introduction 

In today’s business environment, one of the means to achieving competitive 
advantage is to offer a wide range of differentiated products in a cost-efficient and 
responsive manner, as customers have increasingly different needs [1]. As a result, 
companies need to design supply chains that can cope with conflicting demand, e.g. 
the need for providing both low-cost and customized product solutions, which means 
that supply chains must operate different setups simultaneously. The key to this is 
differentiated planning and control, where products are assigned to relevant product 
segments, which are subject to different planning methods, e.g. make-to-stock or 
make-to-order. The underlying foundation for practicing differentiated planning is the 
segmentation of products and items flowing in the supply chain. When this process is 
managed properly, a stable basis for securing product and item availability at the right 
levels of inventories is secured. In contrary, if the segmentation process contains 
instability, uncertainty is likely to ramify throughout the supply chain and through 
planning levels.  

Thus, the purpose of this paper is to identify current state-of-art knowledge and 
unravel critical points on planning nervousness, in order to identify possible relations 
to item segmentation that can broaden knowledge of how to manage uncertainty in 
differentiated planning.  
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2 Literature Review Methodology 

The objective of this literature review is to identify major tendencies in current 
literature on planning nervousness and possible connections to segmentation. 
Relevant research concerning nervousness was identified by searching the Web of 
Knowledge, Science Direct, Scopus, and Google Scholar databases. In order to ensure 
that relevant studies were not missed, four rather broad search terms were used: 
nervousness, planning nervousness, scheduling nervousness, and re-scheduling. 
Publications for the review were included if a) the study included one of the search 
terms in the title or abstract and if b) planning nervousness was included as a central 
element in the research. Through a qualitative assessment of these criteria, studies that 
primarily use nervousness as a term for uncertainty in general was excluded, as well 
as studies in which a specified planning level was not the primary context for the 
research or planning nervousness was only a minor parameter addressed. A total of 21 
publications from 1979 to present were included and used as primary research in the 
review. In the following section, a brief review of the concept of planning 
nervousness is presented, followed by an assessment of the nervousness influencers 
that have been identified in literature.    

3 Planning Nervousness 

Planning nervousness is a term that has existed in research since the late 70’s and was 
initially established for describing instability of plans on MRP level. MRP 
nervousness is defined as instability and frequent rescheduling of orders in terms of 
timing and quantity [2] [3] [4]. Later studies extend the concept of nervousness to 
MPS level, highlighting that nervousness propagates in the planning hierarchy [5] [6] 
[7]. Most recently, the concept of planning nervousness is broadened and covers 
multiple planning levels as well as multiple entities within supply chains [8] [9] [10]. 
In this sense, planning nervousness can be defined as the counterpart to planning 
stability, which is defined as the situation where plans do not change and equal the 
actual requirements imposed on the system [11]. Moreover, recent studies point out 
that nervousness has both vertical propagation in the planning hierarchy and 
horizontal propagation within the supply chain, which makes the phenomena highly 
critical to multiple performance aspects [12] [9] [13]. In connection to this, planning 
or system nervousness can be defined as a specific planning performance parameter, 
which magnitude should be evaluated when determining planning policy, e.g. 
inventory control policy or lot size policy [14] [15] [16].  

Nervousness can be described as a consequence of planning flexibility and the 
ability to continuously respond to changing customer requests, where an essential 
trade-off between responsiveness and nervousness exists [17] [18]. However, this 
trade-off is primarily dealt with in the discussion of how often to re-plan, where 
frequent re-planning results in more updated parameters and ability to respond to 
urgent and changing customer needs, while nervousness increases in relation to the 
transition from the original plan to the updated plan. This relation emphasizes that 
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planning nervousness cannot be approached in a vacuum, as it is a direct consequence 
of the applied planning policy and decisions within the planning system and therefore 
is interrelated with other planning outcomes e.g. service, responsiveness, and cost.   

As the definition of planning nervousness has broadened, so has the discussion of 
its impact. In early works the consequence of MRP nervousness is primarily described 
as being confusion in shop floor priority, fluctuations in capacity utilization and 
incurring high rescheduling cost [19]. However, gradually the outcome of 
nervousness has been related more and more to the bullwhip effect, resulting in the 
two phenomena being used virtually as synonyms [9] [10] [12]. The bullwhip effect 
can basically be described as demand amplifications throughout the supply chain, 
where upstream links experience more fluctuating demand than downstream links, 
even when actual sales is rather stable [20]. The results of this are increased inventory 
buffers throughout the chain, fluctuating inventory levels, low capacity utilization, 
and delivery problems [12]. The similarities with nervousness are evident, as both the 
bullwhip effect and planning nervousness result from uncertainty generated by actions 
and policies applied within the planning system. However, when relating planning 
nervousness and the bullwhip effect, only the horizontal propagation of nervousness 
is considered, even though planning nervousness propagates both horizontally in the 
supply chain and vertically through planning hierarchies and product structure levels 
[10] [12]. Therefore, planning nervousness is in this paper considered as the broadest 
applicable term for system and planning uncertainty, defined as instability of plans in 
terms of timing and quantities requiring frequent rescheduling activities.  

Some of the currently most addressed consequences of planning nervousness are 
disruptions in production plans and deliveries, increased inventory buffers, and 
increased planning cost [19] [11] [12]. Moreover, as plans become more and more 
unstable and predictability decreases, both planners and operators have reduced 
confidence in the planning system [2]. When the planning system does not reflect 
actual requirements on the operating system, humans are compelled to make manual 
adjustments in order not to damage customer service. However, such human planning 
adjustments and manipulations have actually proved to reinforce rather than mitigate 
planning nervousness, which creates a vicious circle of increased nervousness [10].  

4 Planning Nervousness Influencers 

Planning nervousness is addressed in various different planning contexts, which 
implies that various different influencers of nervousness are addressed as well. In 
Table 1, nervousness influencers addressed in central research are listed and divided 
as being either operational or environmental. The operational variables are directly 
controllable as they are internally generated and can be managed through planning 
policies, while the environmental variables are set by the operating environment and 
incontrollable by the planning system [19]. Some of the influencers included here are 
discussed primarily as means to dampen nervousness in the specific papers. However, 
recognizing a variable’s dampening effect on nervousness is highly related to 
recognizing it as an influencer on nervousness.  
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In Figure 1, the influencers are classified under relevant groups that cover the 
meaning of the specifically mentioned influencers in Table 1. The aim of this is to 
unravel critical points in current knowledge and identify potential connection with 
product segmentation. In line with this, the findings suggest that there are currently 
two major tendencies in nervousness literature. The first is the discussion of how 
demand uncertainty and demand characteristics, e.g. in the timing and quantity of 
orders, influence the degree of nervousness experienced in the planning system. 
However, despite the inevitable impact of demand uncertainty, research in this area 
focuses solely on parameters that are difficult to control by companies. The second 
tendency in nervousness literature is the discussion of the impact of planning horizon, 
planning frequency, and lot-sizing rules on planning nervousness. The great main part 
of current research focuses on these parameters in inventory or MRP contexts. 
Despite the relevancy of such research, it has limited relevancy to product 
segmentation processes, where nervousness is believed to have as severe 
consequences as in the already treated planning contexts. 

Table 1. Overview of Nervousness Literature 

 Operating Variables Environmental Variables Context 
[2] Lot-sizing, planning horizon  MRP 

[15] Lot-sizing, order releases Demand Variability MRP/LRP 

[4] Planning frequency, planning horizon, 
lot-sizing 

Demand Uncertainty 
Cost Structure 

MRP 

[21] 
[22] 

Rolling horizon (planning frequency 
and planning horizon), lot-sizing, 
reordering method  

 Inventory 
Control 

[19] Lot-sizing, length of lead-time, length 
of planning horizon, component 
commonality  

Demand variability, capacity 
utilization, cost structure in 
regards to delivery performance 

MRP 

[12] 
[23] 

Planning horizon, planning frequency, 
varying planning processes  

Demand variability, supply 
chain integration/collaboration, 
delay in information flow 

Supply 
chain 
planning 

[9] 
[10] 

Planning Frequency, ease of 
representation (e.g. complexity of 
planning system), 
intervention/adjustments made by 
human planners, planning horizon 

Number and structure of 
(organizations) planning levels, 
planning inertia (e.g. time to 
react), degree of interrelations 
in planning system 

Planning 
hierarchy 

[11]  Changes in customer orders, 
availability of raw materials, 
capacity/production uncertainty 

MPS 

[7] 
[6]  
 

Length of planning horizon, length of 
frozen schedule, re-planning frequency, 
non-frozen interval strategy 

Natural order cycle length, 
vendor flexibility, demand 
range, demand lumpiness 

MPS 
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operationalization of the nervousness concept. In the following, tentative connections 
between the two areas are proposed, which indicate future research directions as well.   

In terms of defining segmentation nervousness, the trade-off between planning 
nervousness and responsiveness applies, as it is not related to a specific planning level 
or context. In this definition, nervousness is essentially planning uncertainty and 
shocks created by shifts and changes in plans, while responsiveness covers the ability 
to reflect the reality and react timely to changes in the requirements imposed on the 
system.  

Thus, in the context of segmentation, nervousness can be defined as shifts in the 
assigned groups for specific products, while responsiveness relates to immediately 
and continuously updated segmentations based on changes in segmentation criteria 
e.g. demand variability, demand volume, etc. With this definition, planning 
nervousness in the context of segmentation is directly assessable, as it can be 
quantified by the number of shifts made in the segmentation between to successive 
runs. As a result, planning nervousness can be approached as a parameter under 
planning performance. It is a topic for further research, to investigate and empirically 
test if this relation between nervousness and segmentation holds. Moreover, studying 
the exact consequences of nervousness in segmentation should be on future research 
agendas, as literature on neither nervousness nor segmentation explicitly addresses 
this issue. It is expected that segmentation nervousness has both direct consequences 
as well as ramifications to other planning levels. A direct consequence is that stocking 
strategies for specific products change frequently, which causes either excess 
inventories or material unavailability. Olhager [24] describes both the negative and 
positive effects of shifting customer-order-decoupling point (CODP), which is related 
to the overall segmentation. However, he discusses CODP shifts solely from the 
perspective of strategic positioning and not from the perspective of frequent shifting 
caused by the planning processes. The strategic CODP shift effects are reduced or 
prolonged lead-times, increased or decreased production efficiency, and reduction or 
increases in WIP and inventory levels. In the context of frequent shifting, uncertainty 
in all of these areas is expected, which should be subject to further research.  

In the literature review, rolling horizons were identified as one of the major sources 
of planning nervousness. The rolling horizon can be assessed through planning 
frequency and planning horizon, which are directly controllable parameters within the 
planning system. As the impact of these is highly acknowledged and they are both 
directly related to how segmentations are carried out, investigating their impact on 
nervousness is considered a viable first step in making a quantitative connection 
between the two areas. This will constitute a useful quantification and 
operationalization of key segmentation parameters in relation to planning 
nervousness.  

6 Conclusion 

Even though planning nervousness has existed as a research term for more than three 
decades, it is still limited to a few research contexts, being primarily MRP and 
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inventory systems. However, planning nervousness is a relevant attribute of planning 
performance in general, meaning that other planning contexts should be considered in 
relation to nervousness as well.  

In this paper, attention is drawn to the area of differentiated planning where a 
theoretical and tentative relationship to planning nervousness is established. The 
importance of such relation is based on the notion that companies are required to offer 
an increased variety of products, where differentiated planning and control is the key 
in terms of operating different supply chain setups simultaneously. Currently, there is 
no explicit connection between the two areas, which has two consequences. First of 
all, with no directly assessable connection, companies have to rely on subjective 
intuition when battling nervousness in planning systems. Secondly, as the connection 
between nervousness and segmentation is currently not emphasized sufficiently in 
research, companies are likely to treat symptoms rather than the root causes of 
nervousness, as nervousness ramifies through planning levels where segmentation is 
the overall differentiated planning foundation. Therefore, a quantification and 
verification of the relationship between nervousness and item segmentation should be 
subject to further research.  
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Abstract. Previous research presents a theoretical relation between planning 
nervousness and product segmentation and indicates that the concept should be 
subject to further research. This paper seeks to empirically confirm this relation, 
by developing hypotheses and testing these on a specific case. Three hypotheses 
related to historical planning data, planning frequency, and demand variability 
are developed and tested using data from three-echelons in a case company. A 
key finding is a confirmation of the relationship, providing operational tools 
that can assist organizations in battling planning nervousness. 

Keywords: Planning, Nervousness, Product Segmentation. 

1 Introduction 

In response to increased need for variety in products, supply chains need diverse op-
erating strategies that can provide these responsively and cost-efficiently [1]. The 
variety of products is controlled through differentiated planning, where items are 
planned and controlled according to their characteristics. The segmentation of items is 
the core in differentiated planning, and thus the foundation for securing stable and 
effective planning processes. The objective of this paper is to investigate planning 
nervousness in relation to item segmentation, which is treated only to a limited extent 
in current research [2]. Existing research on planning nervousness relate to specific 
planning contexts, primarily MRP and inventory systems, where nervousness is eva-
luated in connection to determining planning policy [3]. However, as nervousness is a 
property of planning systems in general, this paper seeks to quantify a relationship 
between segmentation parameters and nervousness. This constitutes an improved 
foundation for decision-making, rather than merely relying on subjective intuition 
when handling nervousness problems in companies.   

2 Planning Nervousness in Product Segmentation 

Planning nervousness was introduced in the late 70’s in order to describe instability 
and rescheduling of MRP plans in terms of quantity and timing [4] [5]. Later,  
the discussion of nervousness has broadened to cover multiple planning levels and 
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entities, highlighting that nervousness propagates horizontally within supply chains 
and vertically within planning systems [6] [7] [8]. As a result, nervousness can be 
defined as the counterpart to planning stability, which is defined as the situation 
where plans do not change and equal the actual requirements imposed on the planning 
system [9].  A trade-off between responsiveness and nervousness exists, where fre-
quent re-planning results in more updated parameters and ability to respond to chang-
ing customer needs, while nervousness increases in relation to the transition from the 
original plan to the updated plan [10]. 

As nervousness propagates throughout planning levels, it is important to assess 
how product segmentation affects planning stability and provides a solid foundation 
for differentiated planning. In recent research, a tentative relationship between the two 
areas is proposed, based on the nervousness-responsiveness trade-off, where nervous-
ness is defined as shifts in the assigned groups for specific products between two 
successive versions of the segmentation [2]. In contrary, responsiveness relates to 
immediately and continuously updating segmentations based on changes in segmenta-
tion criteria e.g. demand variability or demand volume. The aim of this paper is to 
further investigate this relation and develop an assessable connection between three 
key segmentation criteria and nervousness. More specifically, historical planning 
data, planning frequency, and demand variability in relation to threshold values in the 
segmentation will be tested, as all three parameters were recognized as main influenc-
ers of nervousness in previous research [2].  

3 Hypotheses 

Three hypotheses are developed to test the relationship between nervousness and 
segmentation. In all hypotheses, nervousness is defined in the context of segmenta-
tion, referring to the number of shifts in the assigned segments. 

The first hypothesis is built on planning horizons, which is recognized as a key in-
fluencer on nervousness [9]. However, as existing research focuses on MRP, MPS, 
and inventory contexts, planning horizon refers to the number of future time periods 
determined in the plan. The key notion is that when the planning horizon is pro-
longed, nervousness is mitigated [5]. In a segmentation context, this concept of plan-
ning horizon do not apply, as it is merely a foundation for planning rather than an 
actual time-phased plan. Nevertheless, the planning horizon has a direct link with the 
length of historical data periods included, as longer planning horizons require more 
historical data as the planning foundation [11]. This means that if the objective is to 
forecast or plan only on a short horizon, less data should be included than for longer 
horizons [12]. In a segmentation context, planning horizon can thus be compared to 
the number of periods in the segmentation data foundation. Therefore, the first hypo-
thesis focuses specifically on the data foundation and its relationship to nervousness. 
The data foundation can be selected based on various reasons, but a relationship 
where the planning period constitutes a larger period when rolling the plan forward is 
expected to be more vulnerable to nervousness. This means that the more data that is 
included, the more nervousness is mitigated. This notion is encapsulated in the first 
hypothesis.  
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Hypothesis 1: As the number of historical data periods included in the segmentation 
is increased, nervousness is decreased. 

 
The second hypothesis relates to the frequency of continuous segmentations. How 

often the segmentation is run, is expected to have a direct effect on nervousness in 
terms of segmentation changes. The notion of planning frequency impacting planning 
nervousness is already established and acknowledged in research on nervousness [13] 
[], but as in the former hypothesis, not in relation to segmentation. In this context, 
planning frequency refers to how often products are segmented and planning parame-
ters re-calculated. A relationship is expected, as the possibility of excessive re-
scheduling is anticipated to increase with planning frequency.  

 
Hypothesis 2: As the time between re-planning is increased, planning nervousness 
decreases.  
 

The third hypothesis focuses on demand variability, often measured by the coeffi-
cient of variance. This is one of the most commonly used segmentation criteria and is 
expected to have an effect on nervousness in relation to the selected threshold values 
set through the segmentation. These values are the limits that separate segments from 
one another. Demand variability have been frequently mentioned in relation to nerv-
ousness [4], but not considered in relation to the chosen threshold values. However, a 
relationship with low nervousness for both low and high values of demand variation 
and high for medium values is expected. This is based on the reasoning that low val-
ues of demand variability are stable enough to produce stable planning results with 
few shifts. Likewise, unstable products will also have few shifts, as they will always 
be treated as make-to-order.  

 
Hypothesis 3: Nervousness peaks if demand variability corresponds to the threshold 
values selected in the segmentation method. 

4 Methodology 

In order to test the hypotheses, demand data from a case company is applied. The case 
company is a Danish utility company with global reach that serves a variety of market 
segments ranging from domestic use to industrial application. Currently, the case 
company is introducing new supply chain planning processes, including a new 
process for item segmentation and assignment of control methods. The aim of this 
process is to balance inventories and secure product availability in response to pres-
sure of reducing cost and increasing customer service.  

The segmentation process at the case company consists of a classification of prod-
ucts to three different groups, two make-to-stock groups and one make-to-order 
group. More specifically, the three groups are denoted plan-based (P), consumption-
based (C), and order-based (O) and are named in accordance with their planning  
method. The segmentation is based on the number of order lines and the monthly 
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demand coefficient of variance (CoV) of products, where P products have a CoV less 
than 0.3, C products have a CoV between 0.3 and 0.6, and O products have a CoV 
above 0.6. For simplicity, only the CoV’s as a determinant for the segmentation is 
considered here.  

In order to be able to empirically test the hypothesis, a specific supply chain at the 
case company is selected as the unit of analysis. This supply chain consists of three 
echelons: two supplying factories producing parts and assembly-ready-components, 
and one assembly site. All of the echelons are internally owned companies, but are 
separated in terms of management and planning activities.  

In each of the three sites, 3-years of historic sales data is extracted for three part 
numbers belonging to different part types. The selection of part numbers is based on a 
combination of their initial segmentation and ranking on share of total sales volume. 
For instance, in the collection of a specific component type, the part number 
representing the median of the sorted sales volume data in both the P, C, and O group 
is selected, in order to increase how representative the tested part numbers are. For the 
finished products, part numbers are selected based solely on sales volume being high, 
medium, or low, due to lack of data foundation in regards to segmentation of finished 
products, but medians were likewise chosen. Median sampling is chosen to increase 
the generalizability of the results despite a relative small number of data points. In 
total, 24 part numbers representing different levels and types of sales is selected for 
the quantitative testing. 

In order to test the three hypotheses, different assumptions are made. First of all, in 
all hypotheses nervousness needs to be quantified. As mentioned, nervousness is in 
this context defined as the number of shifts in overall segmentation, that is when a 
products shifts from being a plan-based (P) product to consumption-based (C) and 
order-based (O) product and vice versa.  

In order to determine the category of each product, the CoV’s are calculated on 
monthly buckets, with a specific number of months of historic sales included in the 
calculation and a varying planning frequency. Initially, hypothesis 1 and 2 regarding 
historical data periods and planning frequency are tested, as they represent a founda-
tion for testing hypothesis 3. In each hypothesis, all part numbers are tested indivi-
dually, but only the average results are presented and discussed in the following. 

5 Results 

5.1 Hypothesis 1 

In order to test the relationship between the number of historical data periods and 
nervousness, varying amounts of historical data periods are tested with a constant re-
planning frequency of 1 month. In Figure 1, the average result for all part numbers is 
depicted. The expected relationship is a decreased number of shifts with an increased 
amount historical data periods.  
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Fig. 1. Test Results For Historical Data Periods 

As seen in Fig. 1., this hypothesis has strong empirical support. Moreover, there 
are indications that the relationship is exponentially decreasing, which mean that the 
benefits from increasing the amount of included historical data periods are considera-
ble in the beginning and then decreases as more periods are included. 

5.2 Hypothesis 2 

In order to test the relationship between planning frequency and nervousness, varying 
planning frequencies are tested with a constant number of 6 months historical data 
points. In Figure 2, the average result of the testing is depicted. Again, there is empir-
ical support for the hypothesis concerning a decrease in nervousness when planning 
frequency decreases. It may seem that planning frequency do not impact nervousness 
as strongly as the included historical data. However, the absolute number of planning 
shifts would have been considerably higher, if less than 6 months of historical data 
was applied. In other words, the absolute number of shifts is not as interesting as the 
relationship between the two tested parameters, which indicates an approximate de-
creasing exponential relation. 

5.3 Hypothesis 3 

In order to test the impact of the chosen threshold values in the segmentation, all the 
tested part numbers and their respective number of shifts and monthly CoV’s are plot-
ted in Fig. 3. The shifts are computed, as the average results for each part number that 
were used in Fig. 1 and Fig. 2. 

In the segmentation approach applied in the testing of the hypothesis, the limits for 
the three different segments are CoV´s of 0.3 and 0.6. In the empirical test, it is seen 
that nervousness peaks for products that has demand variability similar to these thre-
shold values. In particular, a peak in nervousness is indicated around a CoV of 0.6, 
which is the limit between consumption-based and order-based segments. In other 
words, products that have a natural demand variability close to the chosen threshold 
values is expected to have the highest number of shifts between segments. A natural 
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consequence of this is that in order to reduce nervousness, threshold values that se-
cure that the main part of products stays in between limits and not across and around 
the limits should be selected. This idea corresponds to the idea of clustering, where 
maximum between-segments variability and minimum within-segment variability is 
the goal, in order to make the segmentation as effective as possible [15]. 

 

 
Fig. 2. Test Results For Planning Frequency  

 
 

 

Fig. 3. Test Results for Threshold Values 

6 Discussion and Managerial Implications 

With the data foundation from the case company, it is concluded that the three hypo-
theses can be accepted for this specific case. However, when considering the sparse 
data foundation and the fact that only one specific case supply chain is tested, the 
need for further testing is stressed. For instance, only 24 different part numbers have 
been tested, which even though they are selected as median representatives, only 
make up less than a 1 ‰ of the total number of part numbers in the tested supply 
chain. Therefore, it is suggested that future research should focus on empirically  
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validating these hypotheses on a broader data foundation cutting across both organiza-
tions and industries. 

Another point that should receive more attention is the criticality of shifts. In this 
paper, the number of shifts in the segmentation quantifies nervousness, where the 
criticality of shifts is overlooked. This criticality is perceived to have larger conse-
quences if a product changes directly from being a P product to an O product, without 
transitioning through the C group. Therefore, it could be argued that some shifts are 
more intense than others, thereby causing increased nervousness. This should be ad-
dressed in future research, where it is suggested that e.g. inventory limits in relation to 
segment changes are considered.  

Validation of the three hypotheses implies that some degree of planning nervous-
ness can be mitigated through changes in the product segmentation processes. As a 
result, it is expected that for this specific case, nervousness can be battled through 
changes in the segmentation setup. However, the objective of reducing nervousness 
by all means should be questioned, as this may create an inflexible setup with little 
emphasis on responsiveness. Therefore, nervousness reductions should always be 
considered in relation to the desired level of operational responsiveness. In this paper, 
only the mitigation of nervousness is considered, without measurable connections to 
responsiveness.  However, nervousness should not be approached in a vacuum but 
must be addressed with emphasis both to the desired goals and the environment of the 
organization. 

The confirmation of the hypotheses examined in this paper has led to findings on 
how the relationship between the amount of historical planning periods and planning 
frequency affects nervousness, and how it can be accelerated or alleviated through 
changes in the segmentation process. Additionally, the selection of threshold values 
poses a direct consequence on nervousness. A negative consequence is experienced if 
these threshold values are improperly chosen around the values. This outcome is seen 
as an initial step in operationalizing the measures causing and possibly mitigating 
planning nervousness within the process of segmentation. Nevertheless, no generaliz-
able conclusions can be derived from this analysis, as the empirical evidence should 
be broadened, but indications strongly suggest a direct and controllable relationship 
between segmentation and planning nervousness. 

7 Conclusion 

The contribution of this paper should be seen as an initial step in the direction of ex-
plaining the relationship between nervousness and planning processes on a general 
level. Three hypotheses concerning key decision parameters within product segmenta-
tion have been established and tested for a specific case. The hypotheses are indented 
to operationalize the concept of nervousness, by allowing for quantitative evaluation 
of the amount of data periods included in the segmentation, the frequency of the seg-
mentation, and the segmentation limits. In conclusion, it can be stated that for the case 
tested here, a relation between these segmentation parameters and planning nervous-
ness exists. Evidence suggests that planning nervousness can be minimized through 
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changes in the segmentation process. In other words, the degree of nervousness and 
planning instability experienced in companies can be controlled and is not solely de-
termined by the incontrollable environmental factors.  Though, it should be empha-
sized that in order to generalize the findings, these hypotheses should be tested on 
different cases in alternate environments. This paper therefore strengthens the field of 
knowledge-based production planning by operationalizing the concept of nervousness 
through establishing a direct relation between nervousness and product segmentation. 
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Abstract. Considering a multi-echelon system, the bullwhip effect is recog-
nized as a significant factor with regards to the inventory management. This pa-
per focuses on the effect of stochastic dependent lead time on the bullwhip  
effect. Simulation based approach is used to quantify the bullwhip effect with 
different demand and lead time distributions. The experiment results show that 
the dependent lead time has much effect on the 2nd echelon (from the down-
stream to the upstream) and bullwhip effect decrease significantly if the  
variance of this echelon decreases. 

Keywords: bullwhip effect, multi-echelon supply chain, dependent lead time, 
reorder point, inventory management. 

1 Introduction 

The bullwhip effect occurs when the demand variance in the supply chain is amplified 
as demand prorogates up the supply chain (Lee et al., 1997). The variance of demand 
increases upstream in the supply chain. In general, to deal with the variance of de-
mand, safety stock is used. The level of safety stock is proportional to the demand 
variance and the service level. This means that the safety stock increases toward the 
upstream of supply chain due to the amplification of demand variance. Higher level of 
safety stock has to be carried with consequently more investment, extra production 
capacity, and increased storage space (Chatfield et al., 2004). Therefore, bullwhip 
effect reduction can bring benefit to the supply chain. 

Several studies have been focused on the variation of demand. Nielsen et al. 
(2010b) considered the time dependent demand and the interdependent of demands of 
multiple products and developed a method to model the time dependent demand rate 
profiles by using the estimations of multivariate density distributions, and then to 
evaluate the interdependence of demand rates of products. Many studies have been 
investigated on the bullwhip effect and a number of these studies identify the causes 
of bullwhip effect, for example Lee et al. (1997). Some studies analyze the bullwhip 
effect by using simulation and show the causes of variance amplification (Forrester, 
1958 and Bhaskaran, 1998). Croson and Donohue (2003) concluded that the bullwhip 
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effect can be decreased by information sharing. Several papers focus on quantifying 
the bullwhip effect in a more analytical framework. Chen et al. (2000) quantified the 
bullwhip effect of a multi-stage supply chain with constant lead time and stochastic 
demand and concluded that the variance of orders of a retailer will be greater than 
variance of demand when that retailer updates the mean and variance of demand 
based on observed customer demand data. Moreover, they also pointed out that the 
customer demand information sharing can significantly reduce the bullwhip effect. 
The impact of lead time is considered in some studies. Wickner et al. (1991) noted 
that a twenty percent reduction in peak amplification can be achieved if lead time is 
reduced. Metters (1997) identified the magnitude of the bullwhip effect by establish-
ing an empirical lower bound on the profitability impact of the bullwhip effect and 
found that eliminating the bullwhip effect can increase product profitability by 10–
30% and significantly save inventories and other costs. Chen et al. (2000) showed that 
the increase in lead time will increase the variability of orders from retailer to manu-
facturer. 

Nielsen et al. (2010a) offers an approach to improve supply chain planning through 
the use of RFID technology to track and thus be able to provide higher quality infor-
mation, while Sitek and Wikarek (2013) offers approaches for improving planning 
through optimization. The main issue in applying optimization methods for supply 
chain management is the quality of the information available for the methods. 

Most research to date has considered deterministic lead time and two echelons sys-
tems. A few papers have been investigated on stochastic lead time and multi-echelon 
system, for example Chatfield et al. (2004). Nielsen et al. (2013) considered the re-
order point inventory management models sensitivity to demand distributions, de-
mand dependencies and lead time distribution with four different versions of service 
level and concluded that the skew of demand distribution is the most significant with 
regards to the service level. However, no paper has been focused on the effect of sto-
chastic lead time of the upstream echelon to that of the downstream one. All papers 
assumed that the lead times of echelons are independent. This is not practical because 
the variance of lead time of a downstream echelon can be longer due to the variance 
of lead time of an upstream echelon. Moreover, the variance of lead time affects the 
amount of safety stock of an echelon. Therefore, the reorder point (ROP) of an eche-
lon is adjusted based on the historical data of lead time. 

In this paper, the impact of stochastic lead time on the bullwhip effect of a multi-
echelon system using an inventory policy is investigated. This paper differs from the 
previous studies that the dependence of lead times of echelons is considered. The 
problem description is presented in Section 2. Numerical experiment is shown in Sec-
tion 3 and Section 4 points out the conclusions. 

2 Problem Description and Methodology 

2.1 Problem Description 

A multi-echelon system is considered as in Figure 1. Li denotes the lead time of  
the echelon of order i. The variance of lead time is assumed unchanged. The lower 
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echelon will place an order to the next upper echelon when the inventory level lower 
than or equal the ROP. The ROP is computed as the sum of expected demand during 
expected lead time and the safety stock. The safety stock is calculated based on the 
variance of lead time and service level. It is assumed that the continuous review poli-
cy is applied for the inventory system of each echelon. The ROP is updated when a 
new lead time is recorded. Order-up-to is used to determine the order quantity. This 
means that when the inventory level downs to the ROP, the order quantity can full fill 
the inventory level up to a desired value. The incoming replenishment and total de-
mand which is not satisfied are considered when review the inventory level. In details, 
an order will be made when current inventory level + total incoming replenishment – 
total unsatisfied demand < ROP 
 

 

Fig. 1. The description of considered system 

If the left hand side of the above inequality is denoted as the relative inventory lev-
el, then the order quantity will be 

order quantity = desired up-to-value – relative inventory level       (1) 

To decide when an order should be placed, the manager of a lower echelon needs 
to know the ROP. However, the ROP is calculated based on the expected lead time. If 
the expected lead time is higher, the ROP is higher. Unfortunately, in practice, the 
manager cannot know exactly the expected lead time of the next order. Therefore, the 
manager estimates the expected lead time based on historical data of lead times of 
previous orders. In our experiment the expected lead time is estimated using a moving 
average with n = 3. This means that the expected lead time is the average of actual 
lead time of three consecutive orders which is closest to the time point to estimate the 
expected lead time. For example, at a certain time in planning horizon, an echelon 
placed N orders to the next upper echelon. The actual lead time of order i is denoted 
as LAi. The expected lead time is estimated by using the following formula 

expected lead time = (LAN + LAN – 1 + LAN – 2) / 3 (2) 

Because the expected lead time is changed when a new order is made, the ROP of 
an echelon is also changed. As a result, the order quantity also changes in each order 
of an echelon. Due to the variance of order quantity, bullwhip effect will be expected 
to occur. The aim of this paper is to answer two questions. First, is there a bullwhip 
effect when the lead time of a lower echelon depends of that of the next upper eche-
lon? In this paper, the bullwhip effect is defined as the ratio between the variance of 
order of the upper echelon and that of the next lower echelon. If all ratios are greater 
than 1, meaning that the variance of order of the upper echelon is higher than that of 
the next lower echelon, then the bullwhip effect exits. Secondly, if the bullwhip effect 
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exists what is its size? Furthermore, through quantifying the bullwhip effect, we can 
see the effect of variance of lead time on the bullwhip effects of each echelon and the 
supply chain as a whole. 

2.2 Methodology 

To answer the two mentioned questions, Monte Carlo simulation is implemented on 
this multi-echelon system. Firstly, the possible events for each echelon are analyzed. 
The events at an echelon include: 

• Order placing: when the relative inventory level is lower than or equal the ROP, an 
order is placed at the next upper echelon. The order quantity is calculated by equa-
tion (1). The information sent to the next upper echelon includes order ID and or-
der quantity. Following this, information about the lead time of this order is sent 
back from the next upper echelon. The information about this order is recorded in-
cluding order ID, release date, lead time, and order quantity. 

• Order receipt: when the echelon receives an order from the next lower echelon. 
The lead time for this order is generated and sent back to the next lower echelon. 
Information about this order is recorded including order ID, order quantity, and de-
livery date. 

• Order delivering: an order is considered to be delivered when its delivery date 
comes or is over and the current inventory level is higher than the quantity of this 
order. The upper echelon will sent information about order ID and actual delivery 
date. Current inventory level is updated and the order is removed out of the list of 
order receipt. 

• Order replenishment: when the lower echelon receives the information about order 
delivery from the next upper echelon, the replenishment quantity is added to the 
current inventory. The lead time of this order is updated (in case it is different from 
the estimated lead time). Following this, the expected lead time is updated. 

• Inventory review: investigates whether the relative inventory level is less than or 
equal to the ROP or not. 

• Delivery check: to check whether an order in the list of order receipt is delivered or 
not. The condition for an order to be delivered includes delivery date of this order 
comes or is over and the current inventory level is higher than the quantity of this 
order. 

For practical purposes there are some differences for the first and last echelon.  

• Order receipt at the first echelon (echelon 1 in Figure 1): when the demand is re-
ceived, the information is recorded to the list of order receipt following which the 
order delivery happens instantaneously.  

• Order placement at the last echelon (echelon k in Figure 1): the lead time is gener-
ated when placing the order. 

• Order replenishment at the last echelon: the order is replenished at the delivery 
date. This means that the order is replenished at the time which equals release date 
plus lead time 
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The simulation is terminated after the last day of planning horizon has been consi-
dered. After that, the variance of order of each echelon is calculated. Finally, the 
bullwhip effect of each echelon is computed. 

3 Numerical Experiment 

Some scenarios are conducted in the numerical experiment. Four echelons are consi-
dered. The scenarios are the combination of the different cases of demand and lead 
time shown in Table 1. It is assumed that all echelons have the same lead time. The 
target service level is 90%. All echelon will order up to 1000 units. The initial inven-
tory level follows a uniform distribution U(0,500). The planning horizon is 365 days. 
There are 30 runs for each scenario. The result of the experiment is shown in Tables 
2a, 2b, and 2c. 

Table 1. The cases of demand and lead time 

 Constant Normal Exponential Uniform 

Demand D = 50 N(50, 102) - U(40,60) 
Lead time L = 2 N(2,1) Expo(2) U(1,3) 

Table 2. a. Average and std. deviation of bullwhip affect when demand is constant 

  
L = 2 days L ~ N(2,1) L ~ Expo(2) L ~U(1,3) 

Avg Std Avg Std Avg Std Avg Std 

Echelon 2 219.1721 0.8834 141.1904 120.0914 4.1726 0.9078 161.6278 
127.303

4 

Echelon 3 4.4194 0.0011 1.9649 0.4869 1.8175 0.3010 2.4348 1.2051 

Echelon 4 2.1398 0.0001 1.7096 0.6015 1.4620 0.2013 1.7175 0.4353 

Table 2. b. Average and std. deviation of bullwhip affect when demand follows normal 
distribution 

  
L = 2 days L ~ N (2,1) L ~ Expo(2) L ~U(1,3) 

Avg Std Avg Std Avg Std Avg Std 

Echelon 2 107.6928 52.0421 121.3375 65.2603 5.0435 3.5167 93.0544 67.9523 

Echelon 3 6.6632 16.3278 2.2906 1.6281 2.1476 1.0915 2.6482 2.3497 

Echelon 4 2.2414 0.6832 1.7408 0.4810 1.5531 0.3856 1.8278 0.6581 
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Table 2. c. Average and std. deviation of bullwhip affect when demand follows uniform 
distribution 

  
L = 2 days L ~ N (2,1) L ~ Expo(2) L ~U(1,3) 

Avg Std Avg Std Avg Std Avg Std 

Echelon 2 88.4235 57.4673 97.0613 80.6057 5.1346 3.4074 155.8594 102.6469 

Echelon 3 28.9540 63.5392 2.4675 1.2501 2.0744 0.7872 1.8746 0.6705 

Echelon 4 2.3754 0.8439 1.6630 0.4460 1.7812 0.5060 1.6923 0.4614 

 

 

Fig. 2. Variance of order of each echelon 

It can be seen from the experiment result that the bullwhip effect exists when lead 
time is stochastic and dependent. The different cases of demand do not affect the 
decrement in bullwhip effect when moving to the upstream (upper echelon) of  
the multi-echelon system. It shows that the second echelon has big bullwhip effect. 
The bullwhip effect becomes smaller when moving to the upper echelon. This shows 
that the bullwhip effect tends to have the value of 1 when more echelons are consi-
dered. Figure 2 shows the variance of order of each echelon 

Figure 2 shows an interesting result. In echelon 1, the echelon closest to the de-
mand and hence the natural demand, variance is very low. This seems reasonable as at 
this echelon the demand should be easy to observe and thus estimate. However, the 
orders sent to echelon 2 has an effect on the variance of order of echelon 2. Due to the 
amplification of demand variance, the upper echelon will have higher variance on 
demand. Figure 3 shows the direction of the increase of demand variance for a 4-
echelon system where echelons 1 and 2 are considered as retailer and manufacturer 
and other echelons are the subsequent material suppliers. On the other hand, the cu-
mulative effect of the lead time variance seems to directly impact the upper echelons, 
specifically the manufacturer. This is shown as the increase of lead time variability in 
Figure 3. The result is that the manufacturer experiences a very large bullwhip effect, 
much more so than any other echelon to echelon combination. The conclusion must  

Demand Echelon 1 Echelon 2 Echelon 3 Echelon 4

Variance
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Fig. 3. Effect of the variances of lead time and demand on a 4-echelon system 

be that the manufacturer especially absorbs the variance effect due to both the va-
riance of lead time and demand. This underlines that the bullwhip effect of this  
system can be significantly reduced if the inventory policy of the manufacturer is 
carefully investigated. Furthermore, it can be concluded that the effect of lead time 
variation dominate that of demand variance in a multi-echelon system with dependent 
lead time. This means that decision making relate to inventory management is much 
different when lead time is uncertain and dependent. The study on inventory man-
agement with dependent lead time is very promising and can be put in future research. 

4 Conclusion 

In this paper, the stochastic and dependent lead time is considered in a multi-echelon 
system. The lead time of downstream (lower) echelon is assumed to be affected by 
that of upstream (upper) echelons. A simulation based experiment is run to determine 
and quantify the bullwhip effect in this type of system. Some scenarios are proposed 
for numerical experiments. The result of experiments shows that there is bullwhip 
effect in the system and the bullwhip effect is significantly decreased if the bullwhip 
effect of the 2nd echelon decreases. Several issues can be investigated for further 
study. Studying an optimal inventory policy for the 2nd echelon with considering sto-
chastic and dependent lead time is very promising to decrease bullwhip effect of the 
whole system. Information sharing in the system is another issue which can show how 
much bullwhip effect can be reduced. The study also underlines that lead times and 
their variations are in fact critical for supply chains, especially if the lead times to 
some extend are dependent on each other.  
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Abstract. The pharmaceutical industry is undergoing a change. Different future 
developments such as the increasing amount of biopharmaceutical products and 
even stricter regulations increase the need for a reliable long range warehouse 
capacity planning. Results from a literature analysis indicate that managing 
these operations will mainly remain the responsibility of the pharmaceutical 
company itself and may not be outsourced. Hence, the capabilities must be built 
up within the pharmaceutical companies itself, too. However, none of the mod-
els identified in the literature can fulfill all requirements of a reliable and de-
tailed long-range planning process in the pharmaceutical industry. Providing 
suggestions for further research areas, the paper contributes to the further de-
velopment of more reliable planning processes. 

Keywords: Supply Chain Management, Pharmaceutical Industry, Long-Range 
Warehouse Capacity, Strategic Planning, Outsourcing. 

1 Introduction 

Global medicines spendings will increase from $965Bn in 2012 to $1Tn in 2014 and 
exceed $1.17Tn by 2017 according to IMS Health showing the size of the pharma-
ceutical industry [1]. The industry can be divided into the market segments of ethical 
(prescription) and “over-the-counter” products [2]. This paper focuses on researching 
pharmaceutical companies (RPC) which are making most of their revenue from ethi-
cal products. 

Due to various future trends, supply chain managers in this industry will increa-
singly face challenges: The market of biologics (complex macromolecules with some 
form of polymer structure) will grow above average and amount to approx. 19-20% of 
the overall pharmaceutical market in 2017 [1]. These products are generally more 
sensitive to environmental changes (e.g. temperature) on transports and in the ware-
house than traditional solid products (e.g. tablets). With the BRIC markets (Brazil, 
Russia, India, China) being key growth drivers, these capacities are needed at differ-
ent locations than before, in sometimes challenging settings [3]. All this has to be 
done under the umbrella of the highly regulated pharmaceutical industry where most 
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process changes require new approvals of different authorities and warehouse security 
(anti-counterfeiting) is becoming more and more important [4]. The new European 
“Guidelines of 7 March 2013 on Good Distribution Practice of Medicinal Products for 
Human Use (2013/C 68/01)” further increase the requirements for qualification, tem-
perature control and traceability in the distribution [5].  

Increasing supply chain transparency by better monitoring warehouse capacities 
and their development in the long-term seems one answer to better cope with these 
challenges. Expert interviews indicated that several pharmaceutical companies lack 
this capability. To exploit the reasons of this discrepancy, this paper firstly analyzes 
whether there can be a trend identified that capacities are outsourced and, consequent-
ly, warehouse planning will not be an issue anymore in the future. This is reviewed in 
a semi-structured interview series within 11 out of the 2012 TOP20 pharmaceutical 
companies (according to revenue) [6]. Secondly, the paper summarizes the findings of 
a literature analysis identifying relevant planning processes and models in academic 
publications. 

2 Methodology 

Originating from a case study with supply chain experts of a leading pharmaceutical 
company, different alternatives to increase transparency for warehouse capacities 
were evaluated. A basic question that arose was whether the company should estimate 
capacities on its own or whether the general trend is to outsource it in the industry. 
The derived hypothesis was that companies outsourcing this task to logistics providers 
face less limitations with regards to warehouse capacities. To answer this, a semi-
structured interview series with supply chain managers from 11 out of the 2012 
TOP20 researching pharmaceutical companies was used [6]. The interview guideline 
used contained both qualitative and quantitative questions. The interviews were con-
ducted between 04’13 – 05’13. All interviewees were senior managers in a Supply 
Chain Management position. For reasons of validation, the survey results were sent to 
all participants with the request of approval. All results were approved. If a company 
differentiates between business units (animal health, generics branch, etc.), our study 
focused on the research-oriented pharmaceutical branch whenever possible to ensure 
comparability of the answers. 

Secondly, to answer the question whether good models and practices exist to plan 
warehouse capacities in the pharmaceutical industry, the state-of-the-art is evaluated 
by a literature analysis. Scopus (www.scopus.com) was used as the main database. 
The findings of this literature search were further analyzed using scientometrics ([7], 
see [8] for an application example). 

3 Pharmaceutical Supply Chains 

The American Production and Inventory Control Society (APICS) define supply 
chain management as the design, planning, execution, control, and monitoring of 
supply chain activities with the objective of creating net value, building a competitive 
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infrastructure, leveraging world-wide logistics, synchronizing supply with demand, 
and measuring performance globally [9]. 

Drug development can take around 15 years before it comes to the market. These 
phases can be divided into discovery-phase, clinical (exploratory) and registration 
(full development) phase ([2]). The earlier the stage in the drug development process, 
the bigger the uncertainty for a supply chain manager on whether to consider this 
product in the corresponding long-range capacities (i.e. how probable it is that it 
passes on to the next stage) and which logistics requirements this drug will actually 
have (i.e. temperature range, volume, special characteristics).  

Within the product life cycle of a drug, the development phase is followed by an 
introductory, growth, maturity and decline stage. Production / capacity planning and 
inventory management becomes especially important in the growth and maturity stage 
[10] as products at these stages consume most of the warehouse capacities. 

The general pharmaceutical manufacturing supply chain (Fig. 1) consists of the 
stages primary manufacturing where the active pharmaceutical ingredient (API) is 
produced, secondary manufacturing formulating the drug (e.g. producing a tablet), 3) 
packaging and 4) finished product distribution [11]. These stages are globally distri-
buted. 
 
 

 

Fig. 1. General pharmaceutical supply chain structure (material flow) 

4 Outsourcing at Research-Focused Pharmaceutical Companies 

Interviews with experts of one case study company in a TOP5 researching pharma-
ceutical company ([6]) indicated that no high-level process is in place to monitor 
global warehouse capacities. Limitations happened in the past and are expected to 
increase in future due to previously mentioned developments. One argument not to 
spend resources on capacity planning might be that the operations tend to be further 
outsourced in future. Outsourcing means that parts of the value-added chain are 
turned over to other companies [12]. 

Fig. 2 illustrates the results of a semi-structured interview series with 11 out of the 
TOP20 pharmaceutical companies. It shows the mentioned level of outsourced activi-
ties (in percent and in terms of volume) throughout the supply chain indicated by the 
interviewees. It also expresses whether this percentage is expected to change in future 
(absolute value indicated by the black arrows). 
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Fig. 2. Percentage of outsourced operations in the various stages of the Supply Chain and future 
change in percentage points (in terms of volume) 

As one can notice, nowadays especially distribution centers are mostly outsourced 
(79% on average). Here the trend is to outsource even more. At the other stages of the 
supply chain, the level of outsourcing is generally lower. Outsourcing in general is 
expected to increase throughout all stages of the Supply Chain. 

One hypothesis to check was especially whether companies with higher percentag-
es of outsourced operations encountered less warehouse capacity limitations in the 
past. The underlying reason is that logistics providers with greater process knowledge 
and multiple customers are able to better balance warehouse utilization and therefore 
encounter fewer limitations. But, as the interview results show, most limitations (e.g. 
not enough capacity available when needed) occur at the distribution centers. Hence, 
the hypothesis cannot be confirmed. The explanation can be manifold. One reason 
might be that there are different characteristics in the pharmaceutical industry (long 
lead times, high equipment costs and corresponding high utilization) that make plan-
ning difficult downstream the supply chain.  

The degree of outsourcing within the packaging stage seems to be the lowest. Rea-
sons for this might be the complexity e.g. with regards to product variety or counter-
feiting risks at this stage. Anti-counterfeiting is still a very important topic in the  
industry. 

As outsourcing reasons, the most common answers were 1) strategic decision - de-
cide based on strategic importance of the product, 2) not core competence - outsource 
when the operation is not a core competence, 3) risk mitigation - outsource production 
and distribution to ensure supply and increase flexibility, 4) external know-how - 
outsource when internal competence is not available. 

Overall, it can be stated that even though outsourcing seems to generally increase, 
it will still be on a comparably low level at the production facilities from drug  
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substance production until packaging making it necessary for pharmaceutical compa-
nies to establish a reliable process in order to estimate the required warehouse capaci-
ties and therefore ensure supply chain reliability. At a next step, the literature is  
analyzed for corresponding processes and models to help the pharmaceutical industry 
in this matter.  

5 Warehouse Capacity Planning in the Pharmaceutical 
Industry 

To identify streams and applicable literature in the field of warehouse capacity plan-
ning, keyword combinations 1) "supply chain", 2) "supply chain" AND "capacity", 3) 
"supply chain" AND "planning" and 4) “warehouse” AND “planning” were used in 
the Scopus database. Whether or not pharmaceutical supply chains should be treated 
with different tools than other industries is discussed in a controversial manner. Nev-
ertheless, one can acknowledge that the pharmaceutical supply chain is more regu-
lated than any other industrial sector and decisions can become ethical if a failure of 
the supply chain may have a severe impact on patients’ lives, especially when dealing 
with ethical (prescribed) medicines like in this paper [2]. This imposes specific re-
quirements on pharmaceutical supply chain planning. To identify the documents men-
tioning pharmaceutical issues, the keyword “pharmaceutical” was added to the  
previous keyword combinations. The number of results and especially the relation 
between general and pharmaceutical-specific literature is illustrated in Fig. 3.  

The primary y-axis (n=1 to 6000) with the corresponding dotted lines show the re-
sults of a generic keyword search. The secondary y-axis (n=1 to 90) with the corres-
ponding continuous lines show the same keyword search limited to papers mentioning 
the pharmaceutical industry. 

A first interesting finding is that the relation between general literature and litera-
ture mentioning pharmaceutical keywords is more or less continuously around 1.5 % 
(1.6%, 1.3%, 1.5% resp. 0.9% for the keyword searches mentioned before) over the 
given timeframe. Some literature is stating that many papers concentrate on a handful 
of industry sectors, automobile being among them [13]. So repeating the keyword 
search for the automotive sector, using “automotive” instead of “pharmaceutical” as a 
keyword, doubles the overall number of papers found (factor 2.0 – 2.5 for all keyword 
combinations compared to the previous search). It leaves the conclusion, that pharma-
ceutical supply chain planning tends indeed to be underrepresented compared to other 
industries. The reasons for this were not further analyzed and might be a good area for 
further research. 

When analyzing collaboration of authors in the pharmaceutical field using the 
scientometrics method ([7]), the area seems rather fragmented. Two groups identified 
are L. Patrono, Mainetti, De Blasi et al. publishing about RFID-tracking in the phar-
maceutical supply chain or Westenberger, Buhse et al. dealing with quality monitor-
ing throughout the supply chain ([14], [15]). 
 



432 F. Friemann, M. Rippel, and P. Schönsleben 

 

 

Fig. 3. Keyword search, timeframe 1990 – 2013 (shown: 1996-2013). Source scopus.com/. 
Updated: 04/2014 

From the above streams, exemplary papers can be highlighted that deal with capacity 
planning in the context of supply chain managament. Gu et al. provide an extensive 
literature analysis with regards to warehouse operation planning whereas they do not 
discuss the global context within supply chain planning [16]. Heragu et al. discuss intra-
warehouse improvements of the functional areas and propose an algorithm [17]. Susarla 
et al. or Levis et al. discuss integrated planning for a globally operating pharmaceutical 
companies, not considering warehouse requirements specifically though [18], [19]. 
Chen et al. discuss a simulation-optimization of the clinical trial supply chain [20]. Ag-
hezzaf  generally discusses strategic capacity and warehouse location planning includ-
ing uncertainty and proposes a model [21]. For production capacity planning, several 
models exist. A profound general overview is provided by Mula et al. [22].  

However, literature dealing with warehouse capacity planning in the context of a 
global supply chain and specifically fulfilling the requirements of pharmaceutical 
capacity planning (e.g. pallet spaces within different temperature zones) could not be 
identified by the literature research. 

6 Discussion and Conclusion 

This paper has introduced the reasons why warehouse capacity planning in the phar-
maceutical industry will gain relevance in the future. The main production steps are 
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still performed in-house at the interviewed pharmaceutical companies and this will 
stay mainly in-house in the future. Different developments will make it more difficult 
for supply chain managers to correctly plan the warehouse capacities in the long-
range in order to get the right products to the right place in the right condition. With 
emerging markets getting more and more important in future, warehouse capacities 
will get even more difficult to correctly estimate.  

Analyzing the current literature, this paper states that specific, highly automatable, 
readily applicable models for long-term warehouse capacity planning in the pharma-
ceutical industry could not be identified.  

Further research has to be done in specifying requirements of such a model in the 
pharmaceutical industry, analyzing in greater detail how warehouse capacity planning 
is done in other industries and whether this can be leveraged for the pharmaceutical 
industry. 
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Abstract. This paper proposes a methodology for analyzing lead time behavior. 
The method focuses on identifying whether lead times are in fact identically in-
dependently distributed (i.i.d.). The method uses a combination of time series 
analysis, Kolmogorov-Smirnov’s test for similar distributions and data sam-
pling to arrive at its result. The method is applied to data obtained from a manu-
facturing company. The conclusions are that while the lead time to customers 
can for some products be assumed to be i.i.d. this is not uniformly true. Some 
products’ lead times are in fact neither independently nor identically distributed.   

1 Introduction 

Supply chain management has long been one of the leading topics in both manage-
ment and academia. The focus is the management of activities a cross a chain of com-
panies and thus partitioning the supply chain into a number of echelons. As with all 
fields there are number of assumptions build in to the way supply chain management 
literature addresses the planning and control activities (Otto and Kotzab, 2003). This 
paper investigates lead times and the associated assumptions found in Supply chain 
literature.  

In practice most research into supply chain management assumes that lead times 
follow one of two forms. Either lead times are assumed to be constant (see e.g. Chen 
et al. 2000) or they are assumed to be i.i.d. (Kim et al., 2006; Michna et al., 2013). 
Rather than attempt to model the impact of a given type of lead time behavior on a 
supply chain, this paper investigates the actual lead time behavior in a manufacturing 
company. The aim is to identify the actual lead time behavior and subsequently in 
further research model this behavior and its impact on supply chain performance.  

The remainder of the paper is structured as follows. First, a brief literature review 
of the current-state of supply chain management with regards to modeling lead time 
behavior is presented. Second, a method for analyzing the distributions of lead times 
is presented before it is applied to data from a company. Finally implications from the 
case investigation and future avenues of research are presented.  

2 State-of-the-Art 

Otto and Kotzab (2003) define six specific approaches to address supply chain man-
agement with varying focus. This paper focuses on the perspective Otto and Kotzab 
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(2003) would term Systems Dynamics and papers related to this perspective. Systems 
Dynamics is characterized by focusing on distortion of demand patterns for various 
reasons (demand forecasting, non-zero lead time, supply shortage, order batching, and 
price fluctuation (Duc et al., 2008) and typically this distortion is quantified by the 
bullwhip effect (variance of downstream orders / variance of upstream demand e.g. 
Chen et al. (2000)).   

This research is narrowly focused on lead times and the assumptions build into 
analytical or simulation based models for determining the bullwhip effect in a given 
supply chain. It is also based on the notation that IT can be used to estimate and regis-
ter lead times in real supply chains (Arshinder and Deshmukh, 2008). Chen et al. 
(2000) is one of the main contributions to quantifying the bullwhip effect in supply 
chains. However, in the work of Chen et al. (2000) lead times are actually assumed to 
be constant. The same goes for the control theory approach used in Dejonckheere 
(2003). This is not the case in the more recent work of Duc et al. (2008). Here the 
bullwhip effect is quantified for a system with stochastic lead times. The lead times 
are assumed to be stationary and i.i.d.. The same assumption is found in the work by 
Kim et al. (2006), who in their work use a similar analytical approach to Chen et al. 
(2000) and Duc et al. (2008). This is very significant as Chattfield et al. (2004) note 
that stochastic lead times are major source of bullwhip effect. Kim et al. (2006) 
choose another approach by assuming that both demand and lead times are stochastic, 
but rather than predict demands and assume stochastic lead times they choose to pre-
dict lead time demand. Another interesting aspect addressed by Chaharsooghi and 
Heydari (2010) is determining for a specific supply chain what has the largest effect; 
reducing the average lead time or reducing the variance of lead time? Chaharsooghi 
and Heydari (2010) use simulating and multivariate models to conclude that lead time 
variance is in fact a major cause of bullwhip effect. This underlines the importance of 
determining actual lead time behavior to reduce the bullwhip effect in supply chains. 
If lead times are not in fact i.i.d. the bullwhip effect will in all likelihood be higher 
than expected, and also higher than standard models will be able to explain.  

Nielsen et al. (2010a) offers an approach to improve supply chain planning through 
the use of RFID technology to track and thus be able to provide higher quality infor-
mation, while Sitek and Wikarek (2013) offers approaches for improving planning 
through optimization. The main issue in applying optimization methods for supply 
chain management is the quality of the information available for the methods.  

It is interesting to note that there is very limited research that actually investigates 
lead times, regardless the fact that quite some research has been conducted assuming 
a given lead time behavior. This research addresses this gap and suggests a method 
for determining whether lead times are in fact i.i.d..   

3 Method of Analysis  

The method for analysis is composed so that it addresses both the independence of 
observations (in this case only investigated as Li is independent of Lj, where Lj is a 
lead time observations lagged arbitrary to Li) and whether any set of observations 
stem from the same distribution as any other set.  
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The data used is from a manufacturing company and represents the sales for the ten 
most frequently sold (in terms of number of order lines) make-to-stock products over 
a two year period. The most frequently sold product has 6,967 orders in the period 
and the tenth most sold has 2,158 orders. So no testing is done on less than 2158 ob-
servations. Data is only cleaned in so far that any lead time that is more than six stan-
dard deviations from the mean are removed as the tests methods tend to over fit to the 
few extreme distributions. The outliers are removed in one step.  

The analysis methodology addresses both the aspect of identical distributions and 
independently distributions. From literature two combined assumptions have been 
identified and thus the analysis methodology must address both these aspects. This 
means that there are two hypotheses that must be tested:  

1) Lead times are identically distributed, i.e. for any given practical purpose it is 
possible to assume that for a given planning horizon the lead time distribution is the 
same for the whole period.  

2) Lead times are independently distributed. This may have different implications, 
but is typically taken to mean that any lead time observation does not depend on any 
previous observed lead time value. It may however also be taken to mean that lead 
times is not dependent on any other variable. In this research only the first aspect is 
investigated.  

To investigate both these aspects the analysis methodology shown in Figure 1 is 
used.  

 

 

Fig. 1. Analysis methodology for investigating whether lead times are i.i.d 

Kolmogorov-Smirnov’s (KS) test is used to determine whether or not the lead 
times stem from identical distributions. The KS test is a widely used robust estimator 
for identical distributions (Conover, 1971) and does not suffer from some of the 
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weakness of other tests such as Chi-squared. The method (as seen in Figure 1 and 2) 
relies on comparing samples of lead times and using KS test to determine whether not 
these pairwise samples are identical. In this research a 0.05 significance level is used 
and the ratio of pairwise comparisons that pass this significance test is the output from 
the analysis. Different sample sizes are used to determine if the lead times can be 
assumed to be similar distributed in smaller time periods, and thus if it is fair to sam-
ple previous lead time observations to estimate lead time distributions for planning 
purposes.  

 
 

Fig. 2. Sampling for pair-wise comparison of similar lead time distributions 

For the (in)dependence tests Box-Jenkins autocorrelation function is used (Box and 
Jenkins, 1976). In this case the test of independence is run on the mean lead time 
achieved on any given actual delivery date. The mean value is used as it makes no 
sense to chronologically order lead times for individual orders in smaller time inter-
vals than one day. It is for all practical purposes not reasonable in most manufacturing 
environments to discuss manufacturing lead time in smaller intervals than whole days, 
as the data is not sampled with that level of detail. Only the first lag is considered as 
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no systematic behavior is expected beyond piecewise increasing/decreasing lead times 
in the particular case study. In other contexts seasonality or customer order cycles 
could be incorporated and other lags should be included in the analysis.  

4 Case Application of Method  

The following section explores the results of the case study, with the results from 
applying the methodology to the case data shown in Figure 3.  
 

 

Fig. 3. An overview of first order autocorrelation  

As seen in Figure 3 the first order autocorrelation values for the ten products range 
from 0 to 0.4. For practical purposes it would reasonable to assume that lead time set 
that have first order autocorrelation values below 0.2 is in fact independently distri-
buted. Out of the ten products, six products have first order autocorrelations less than 
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0.2, while the remaining ten products have first order autocorrelations in the interval 
0.25-0.42 indicating some form of dependence in the mean values of the lead times. It 
is also interesting to note that all the first order autocorrelation values are positive, 
indicating that to some extend large average lead times are follow by large average 
lead times. This clearly underlines that the average lead times may be linked to capac-
ity issues, despite the products being purely make-to-stock. If capacity constraints are 
periodically present, one would expect to find that the average lead times are in fact 
dependently distributed, with positive autocorrelation values for a number of lags. In 
this aspect it is also interesting to note that the four products that are not independent-
ly distributed are in fact the third, fourth, seventh and tenth most sold products. So 
there is no indication that the number of observations is a relevant criterion when 
determining whether a product is in fact independently distributed. Furthermore it 
should be noted that the products are all produced on the same production line, with 
very similar components and process times. This could indicate that the company in 
periods of constrained capacity / material shortages chooses to deliver specific prod-
ucts, e.g. caused by prioritization of certain customers.   

As can be seen from Figure 3 there is a clear tendency that the larger the sample 
size used for the pairwise comparison with the KS test for identical distributions, the 
less of the samples are significantly identically distributed. However, to determine 
whether the distributions can reasonably be considered to be identical one needs a 
benchmark. For this reason a benchmark study is conducted. In the benchmark study 
10,000 pairs of distributions in sizes 50, 100, 150 and 200 (the same samples sizes as 
shown in Figure 3) are generated and compared. Three distributions are chosen for the 
experiment; normal, exponential and uniform distributions, and the sample values are 
rounded to nearest integer (as lead times are integers). The benchmark value is then 
how many of these samples are actually for a given distribution and sample size found 
to be similar when they are known to be sampled from the same distribution. The 
benchmark values can be seen in Table 1.  

Table 1. Benchmark overview of three different distributions, with four different samples of in 
each case 10,000 pairwise comparisons 

 Exponential Normal Uniform 

Sample of 50 0.962 0.964 0.960 

Sample of 100 0.961 0.964 0.961 

Sample of 150 0.959 0.962 0.961 

Sample of 200 0.960 0.962 0.961 
 

The indication from the values in Table 1 is that even for small samples (50 obser-
vations) more than 95% of the comparisons should be significantly the same using a 
KS test. None of the sampled lead times achieve this high level of confidence. It is 
noteworthy that the KS test performs equally well for all three benchmark distribu-
tions, so no bias can be expected in the test due to the shape of the lead time distribu-
tion. It would be fair to conclude that most of the products exhibit a behavior that 



 An Empirical Investigation of Lead Time Distributions 441 

indicates that for reasonable sample sizes the lead times actually stem from the same 
distribution. The data covers around 500 work days of observations, meaning that 
even the product with the highest order frequency only has approximately 15 or-
ders/day, assuming a lead time of 7 days, that would mean that on average 105 orders 
can be observed during a normal lead time and thus in c. 80% of the cases the lead 
time distribution for the next 7 days would be the same as for the previous average 
lead time period. This means that for most of the products it is actually fair to assume 
that the lead time distribution for the next lead time period can be estimated from the 
lead times observed during the last lead time period. It however also means that lead 
time distributions should be updated with relatively high frequency, which can lead to 
nervous planning systems. It is also interesting to note that the products with high first 
order autocorrelation values exhibit the poorest performance on the test for identical 
distributions as well. This is not unexpected as the KS test for similar distributions 
also tests the mean of the samples. If there is a tendency that lead times increase 
/decrease systematically, it is also fair to assume that the distributions change. Here it 
is critical to note that the shape of the lead time distribution may actually be the same, 
an obvious subject for further research. Taking together with the knowledge that de-
mand distributions may exhibit similar time dependent distributions even within a 
planning period (Nielsen et al., 2010b) the planning problem is very much more com-
plex that the assumptions allow for.  

5 Implications and Further Research  

There are a number of implications that can be inferred from the presented analysis 
for both academia and practitioners. First, it is obvious that lead times are, in the pre-
sented case, not constant as assumed in most supply chain models (see e.g. Chen et al. 
(2000)). Second, some of the products exhibit lead times that neither stem from iden-
tically nor independently distributions, while a number (six out of ten) can in fact 
reasonably be assumed to be i.i.d. For research purposes this indicates that even as-
suming that lead times are i.i.d. may be an oversimplification compared to real-life 
conditions. It also underlines the folly of assuming that lead times are constant, as this 
is a gross oversimplification. For practitioners there is also a significant implication. 
Specifically that lead times are in all likelihood not constant and thus that this uncer-
tainty should be included in the planning and control approaches used. Another  
interesting implication is that the more information used to estimate the lead time 
distribution, the worse the estimate of the distribution in fact becomes. This is due to 
the pairwise comparison of identical distributions indicating that large sample sizes 
seldom lead to the same lead time distributions. In practice this means that companies 
should update their lead time information frequently and disregard old observations. 
This is completely contrary with the conclusions in e.g. Chen et al. (2000) and Mich-
na et al. (2013) when stationary behavior is assumed on demand.    

Future research will focus on investigating lead time distributions dependence on 
other parameters, specifically whether lead times depend on order sizes.   

Acknowledgement. The presented research is partly supported by the Polish National 
Centre of Science under the grant UMO-2012/07/B/HS4/00702. 
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Abstract. Process planning and scheduling are one of the most im-
portant functions to support flexible planning in a manufacture. The
planning and scheduling should be solved simultaneously and not se-
quential for productivity improvements in manufacturing. In this paper,
we propose an optimization tool based on genetic algorithm (GA) ap-
proach to help person in charge of process planning and scheduling to
find the most promising sequence of operations considering a choice of
machines on which to perform the operations. Minimizing makespan is
the evaluation criteria.

Keywords: Process planning, Scheduling, Genetic algorithm.

1 Introduction

Many industries are trying to best optimize the whole system to deal with a
global manufacturing industry more competitive. This will require to reconsider
the supply chain. As a result, companies must migrate from separated plan-
ning processes toward the integrated planning process to provide competitive
products while reducing costs and / or production time.

We define the problem as an integrated problem of process planning and
scheduling (IPPS). A lot of work has been done on this subject and various
approaches have been used to solve the problem.

Chryssolouris (1985) [1] is a precursor domain. He develops projects that are
the basis to study the problems and interactions within a factory.

Tan (2000) [7] presents a review of the research in the process planning and
scheduling area and discusses the extent of applicability of various approaches.
They show that the efficient planning considering the alternative machines re-
sults in reduced lead-time and in improved overall machine utilization.

Moona and Seo (2005) [5] develop an evolutionary algorithm (EA)-based to
solve some flexibility problems on shop floor.

Yuan and Xu (2013) [8] show an heuristic algorithm to figure out large-scale
shop floor problem.

Li, Shao, Gao and Qian (2010) [4] develop a hybrid algorithm (HA) based-
approach has been developed to facilitate the integration and optimization of
process planning and scheduling in same time.
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Kim and Choi (2014) [3] propose to solve the backward on-line job change
scheduling problem, a production system-based simulation methodology.

However, the main weakness of the models introduced from this two decades
is that they consider alternative machines for each operation for a fixed assembly
sequence. The originality of this paper is to consider a set of alternative assembly
sequences and to provide the best one optimizing multiple criteria (Processing
time, processing cost, both, ...). These criteria values are obtained through the
resolution of the IPPS based on genetic algorithm method. In this paper, we
consider a IPPS problem for a plant composed of a set of alternatives machines,
multiple product flows and various assembly sequences. The alternative machines
have different capabilities and require unequal processing time for an operation.
Section 2 is dedicated to the problem definition. Section 3 gives details of our ap-
proach. The paper ends with a conclusion where our contribution is summarized
and planned future work is discussed.

2 Problem Definition

In many manufactures, operations have a different possible way to be done with
a set of alternative process plans. Fig. 1 shows an example of different flow to
produce in a shop floor.

Fig. 1. Production flows in a shop floor
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Shoop floors include several machines, which have different functions, pro-
cessing time, and capabilities. Therefore, actual optimization should be done
by considering the available machines and their ability. Fig. 2 shows the differ-
ent steps of our proposed methodology for determining process planning and
scheduling.

Fig. 2. Proposed Methodology

Our study is based on previous work done by ROBERT [6] concerning the
tool "Orasse Product". This tool aims to guide the users during the definition
of the assembly sequence of the generic product of a family. It goes from the
concept with its list of components and the modular product architecture (from
the adaptation of the FAST diagram) to the assembly sequence defined by the
assembly planner thanks to Orasse Product features. From an assembly and kine-
matic scheme (first quarter of Fig. 2), "Orasse Product" helps assembly planners
to build promising assembly sequences. In this tool, physical contacts and prece-
dence constraints between components are modeled by a directed graph and
algorithms based on partitioning matrix and graph theory are developed in or-
der to guide the assembly planner during the constitution of the best assembly
sequence. Based on the same methodology, we intent to develop "Orasse Process"
(Fig. 3). In case of "Orasse Process", we consider an operations graph deduced
from an assembly sequence generated by "Orasse Product". Next step consists in
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determining a process planning and a process scheduling associated to this oper-
ations graph regarding to specific criteria. Due to beta version we will work only
on processing time : the makespan, and we will duplicate algorithm to others
criteria in the future works. Once the method validated with the makespan, we
will consider the processing cost, and the ability to maximize the processing cost
and time, by delimiting the solutions from the algorithm by a Pareto efficiency.

Fig. 3. Aims of Orasse process

3 Algorithms to Solve IPPS

Genetic algorithm (GA) is well suited to deal with optimization problem with
a large searching space as in the IPPS (several assembly sequences, alternatives
machines, mutli selection criteria, multi machines criteria). As we can see with
Fig. 3, we can add a lot of criteria to each machines of the set (ergonomics,
series, rentability, ...) the GA is the best way to find the better solution in short
time by considering all input data. Moreover GA produces a set of near optimal
solutions compared to other optimization methods which give only one solution.
This can be useful for a person in charge of the shop floor production to select
a solution among a reduced number of acceptable solutions taking into account
particular criteria. A theoritical foundation of GA and their convergence to an
optimal solution can be found in [2].

In this work, each chromosome is represented by a string of priorities: one
distinct priority value for each operation. This string of priorities induces a
specific order to derive a feasible schedule. The Makespan algorithm (AF)
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explains in details how the schedule is constructed and how the assignment of
machines on operations is determined. The value of the resulting makespan is
used as the fitness of the chromosome in the Genetic Algorithm.

3.1 Makespan Algorithm

The Makespan algorithm (AF) computes the fitness function by considering
the priorities Pi assigned to each operation i. Input data is a directed graph of
operations denoted by G = (O, E) where O is the set of nodes and E is the
set of arcs. Each node corresponds to an operation and a precedence constraint
between two operations is modeled by an arc. The set of machines and their
processing time for each operation are assumed to be known (filled or modified
by the user) and data are saved in a matrix T where T (i, j) is the time to
operation i on machine j and T (i, j) = 0 if operation i is not feasible on machine
j. The Makespan algorithm (AF) processes the operations in the order given
by the priorities and assign a machines with the minimum time among available
machines for the corresponding operation. An unique sequence with a given
makespan σ is generated.

3.2 Genetic Algorithm

Genetic Algorithms (GAs) are stochastic, population-based search algorithms
to deal with multiobjective optimization problems. GAs start by initializing a
set (population) containing a selection of chromosomes (individuals). A fitness
associated to each individual allows to distinguish between better and worse
individuals. A GA iteratively tries to improve the average fitness of a population
by construction of new populations. A new population consists of individuals
(children) built from the old population (parents) by the use of re-combination
operators (crossover and mutation operators). Better individuals have higher
probability to be selected for re-combination than other individuals. After some
criterion is met, the algorithm returns the best individuals of the population.

In our case, each chromosome is represented by a string of priorities (an
integer between 1 and the number of operations). Figure 4 gives an example of
chromosome. The initial population contains individuals randomly generated.
The crossover and mutation operators are represented in figure 5. The fitness
(here the makespan) of each chromosome of the population is evaluated through
the execution of algorithm (AF). After a given number of iterations without
improvement of the average fitness of the population, the algorithm stops and
provides the best individuals.

As we consider a set of alternatives assembly sequences and consequently a set
of alternatives operations sequences, we have to repeat the optimization process
for different populations. At the end, our optimization tool will provide a set of
promising schedules to the person dealing with the shop floor production.
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Algorithm 1. AF Algorithm
Input:
G: Operations Graph (with O : set of nodes, and E set of arcs)
M: Set of Machines
T: Operating time

Machine 1 Machine 2 ... Machine j ... Machine M
Operation 1 T(1,1) T(1,2) ... T(1,j) ... T(1,m)
Operation 2 T(2,1) T(2,2) ... T(2,j) ... T(2,m)

... ... ... ... ... ... ...
Operation i T(i,1) T(i,2) ... T(i,j) ... T(i,m)

... ... ... ... ... ... ...
Operation N T(n,1) T(n,2) ... T(n,j) ... T(n,m)

P: set of priorities; Pi = priority associated with operation i

Output:
Process scheduling
Si: Starting time of operation i
Fi: Ending time of operation i
Dj : Date of availability of machine j
Assignment A(i, j) = 1 if operation i is assigned to machine j else A(i, j) = 0
σ : Makespan

1: Initialization :
2: G′(O′, E′) ← G(O, E)
3: for all machine j ∈ M do
4: Dj = 0
5: for all operation i ∈ O′ do
6: A(i, j) = 0
7: end for
8: end for
9: Process scheduling :

10: while O′ �= ∅ do
11: if all nodes ∈ O′ have predecessor then
12: Impossible assignment
13: else
14: Select i ∈ O′ with no predecessor and with the highest priority (minimum

value of Pi)
15: Select machine j with smallest T (i, j)
16: A(i, j) = 1
17: Si = Dj

18: Fi = Si + T (i, j)
19: Dj = Fi

20: O′ ← O′ \ i
21: E′ ← E′ \ (i, v), v ∈ O′

22: end if
23: end while
24: σ=max

j∈M
Dj
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Fig. 4. Chromosome representation

Fig. 5. crossover and mutation

4 Conclusion

In this paper, a methodology based on genetic algorithm is proposed to solve
IPPS problem by considering various assembly sequences for a same product
and a set of machines for a same operation.

We intent to enrich our model by introducing many other criteria as trans-
portation times for all pairs of machines, set-up times between operations, er-
gonomy and so on. Subsequently we will incorporate specific knowledge of the
IPPS in the GA, so which generally improves its efficiency. A software "Orasse
Process", proposing users the whole method, is under development. Orasse pro-
cess will be test as beta version in Technifen, a company of Saint-Gobain, to
help in the development of new products.
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Abstract. In this paper, the considered system corresponds to a spe-
cific equipment proposed for leasing. This equipment is leased to several
lessees who use it under various working conditions. The aims of this
paper consist in determining optimal maintenance plans which minimize
maintenance costs. Two maintenance policies are compared : systematic
policy (imperfect preventive maintenance actions are performed, with
the same effectiveness factor, after each mission) and “sporadic” pol-
icy (imperfect preventive maintenance action can be performed after a
mission with its optimal effectiveness factor).

Keywords: Leased equipment, Working conditions, Maintenance
policy, Finite horizon.

1 Introduction

In this research area, the first work on the themes of maintenance is usually at-
tributed to Barlow and Hunter [1]. In this work, these authors were interested in
determining an optimal time for replacement equipment thanks to the develop-
ment of two major strategies known under the name “Age-Based Maintenance”
and “Block-Based Maintenance”. Subsequently, many authors have determined,
for these periods of renewal, maintenance policies in order to minimize main-
tenance costs. Also, we can refer to the work of Nakagawa [7] who has made a
very significant contribution in this area with periodical and sequential policies.
Periodic policies are characterized by preventive maintenance actions performed
at constant time intervals. Sequential policies consist in determining the optimal
interval between each preventive action. Generally, for these policies, preven-
tive maintenance actions are considered perfect (the equipment is restored to a
state “As Good As New”). Corrective actions are considered minimal (the fail-
ure rate of equipment remains unchanged “As Bad As Old”). In 1988, Kijima
et al. [5] proposed a first model for imperfect maintenance. It is characterized
by an age reduction of the system.This reduction corresponds to a proportional
amount of the time elapsed since the previous preventive maintenance activity.
Nakagawa [8] proposed an alternative approach to modeling imperfect mainte-
nance. It is characterized by an intensity increase in the failure rate after every
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preventive maintenance. However, after each imperfect action, the failure rate is
reduced to zero ; the system can be considered new. All these models assume that
the working of the studied system is constant over time. Alas, in reality, an equip-
ment can operate under different operational conditions (e.g. production rate) or
environmental conditions (e.g. temperature). Therefore, the degradation of the
system depends on these conditions and the equipment can thus degrade faster
or more slowly. In the literature, two models are used to represent the degrada-
tion variations. Accelerated Life Model (ALM) and Proportional Hazards Model
(PHM) influence the reliability function (or hazard function) by adding a risk
function [6][3]. The ALM changes the age of the system while the PHM defines
a variation of the failure rate proportional to the working conditions.

Thanks to over half a century of research work and considering many impor-
tant economic crises in recent years, recent work has sought to develop and imple-
ment maintenance policies for leased equipment. In recent work, the most notable
contributions are those of Jaturonnatee et al. [4], Pongpech and Murthy [9] and
Yeh et al. ([11], [12], [13], [14]). In these works, we find the usual policies such
as sequential and periodic ones with imperfect maintenance based on the age
reduction or failure rate increase. In 2007, Yeh and Chang offered an innovative
policy where preventive maintenance actions are realized when the failure rate
reaches a preset threshold.

Based on these observations, the aims of this paper consist in determining
optimal maintenance plans which minimize maintenance costs for a leased equip-
ment. This equipment is leased to several lessees with various working conditions.
The remainder of this paper is organized as follows. Section 2 gives a studied sys-
tem description, notations and working assumptions. In section 3, mathematical
formulations of the maintenance policies and resolution methods are proposed.
A numerical example is presented in the section 4. Finally, section 5 gives the
conclusion and the future work.

2 Problem Description

In this paper, the considered system corresponds to a specific equipment pro-
posed for leasing. Lessees are placed in a queue and obtain equipment for the
desired period (duration of the mission) as it becomes available. Between two
missions, this equipment can undergo imperfect preventive maintenance actions
(based on age reduction) performed by the lessor (owner). These actions do not
have negligible durations unlike the minimal corrective maintenance activities.
The duration to perform preventive actions is a time percentage α of the length
of all missions. The minimal corrective maintenance actions are performed dur-
ing the missions by the lessor, when the system fails. The effect of working
conditions, for a mission m, is based on the proportional hazard model (PHM)
where they are modeled by a risk function gm [2]. So, the hazard function is
given by gm · λ (t).



Optimal “Sporadic” and Systematic Preventive Maintenance Policy 453

2.1 Notations

Throughout the paper, the following notations will be used:

– M: Missions Vector to perform
– δm: Duration of the mission m
– λ (t): Hazard function for nominal conditions
– Γ (·): Total cost of maintenance policy
– Φ (·): Average number of failures
– ρ: Effectiveness factor of preventive maintenance action
– CCM : Corrective maintenance action cost
– CPM (ρ): Preventive maintenance action cost based on effectiveness factor ρ

Other notations used in this document are defined below equations.

3 Mathematical Formulation

3.1 Minimal Maintenance Policy

The purpose of this policy consists only in maintaining the system in a state
of working to assess the contribution of preventive maintenance policies. This
maintenance policy consists solely of minimal corrective maintenance actions.
These activities are carried out to overcome the immobilizing failures that arise
over time. Maintenance total cost is given by:

Γ (M) = CCM · φ (M) (1)

Usually, when the system operates under constant working conditions during
a period [0, T ], the average number of failures corresponds to the cumulative
hazard function at the time T . However, in this research, the missions have
various operating conditions and the failure rate evolves with the latter. So,
the reliability of the system depends also on the working conditions but with
minimal maintenance activities, the reliability must be continuous over time. In
Schutz et al. [10], a functional age was defined to ensure a continuous reliability.
To illustrate this functional age, let’s consider two consecutive missions i and j.
The reliability at the end of the mission i (at time νi+δi) under condition zi must
be equal to the reliability of the functional age (denoted νj) under condition zi.
The functional age is given by:

νm = R−1
(
[R (νm−1 + δm−1)]

zm
zm−1

)
(2)

where R (·) and R−1 (·) respectively denote the reliability function and its in-
verse. Therefore, from the equation (1), the average number of failures can be
expressed by:

φ (M) =

dim(M)∑
m=1

(
zm ·

∫ νm+δm

νm

λ (t) dt

)
(3)
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3.2 Systematic Preventive Maintenance Policy

The first improved maintenance policy consists in planning preventive main-
tenance activities systematically after the completion of each mission. More
precisely, the same preventive maintenance actions must be achieved after the
(dim (M)− 1) first missions. Indeed, after the last mission, a perfect preventive
maintenance action is carried out. For this policy, total maintenance costs are
specified by the following equation:

Γ (M, ρ) = CCM · φ (M, ρ) + CPM (ρ) · (dim (M)− 1) (4)

where the average number of failures is given by:

φ (M, ρ) =

dim(M)∑
m=1

(
zm ·

∫ νm,ρ+δm

νm,ρ

λ (t) dt

)
(5)

From the equation (5), the average number of failures may seem identical
to the equation (3) (minimal maintenance policy). However, the difference is in
functional age expression. As preventive maintenance (system age reduction ac-
cording to the effectiveness factor ρ) are carried out after the missions, functional
age is expressed by:

νm,ρ =

{
(1− ρ) · R−1

(
[R (νm−1,ρ + δm−1)]

zm
zm−1

)
if m > 1

0 else
(6)

Determination of the Optimal Effectiveness Factor
The effectiveness factor “plays” a role in the quality of preventive action imple-
mentation. Due to this factor, preventive maintenance is considered imperfect
and the system is returned to a state between ABAO (As Bad As Old) and
AGAN (As Good As New). Therefore, it seems logical that this factor may also
be involved in modeling the costs and lengths of preventive maintenance. For ex-
ample, the competence of the operators can influence the quality of maintenance
activities, but the maintenance action cost also depends on these skills.

Although costs may depend on the effectiveness factor, they are not necessarily
proportional to the latter. Consequently, the cost of preventive action is based on
a fixed one (e.g. parts and products used) and a variable one (qualification level,
experience, etc.). Similarly, the length of preventive maintenance is composed
of a fixed and a variable duration based on ρ. In this research, the cost and
duration are modeled by:

CPM (ρ) = CPM,F + CPM,V
(ρ) (7)

μPM (ρ) = μPM,F + μPM,V
(ρ) (8)

where CPM,F and CPM,V correspond respectively to the part of fixed and vari-
able costs. Similarly, the fixed and variable durations are μPM,F and μPM,V .
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As mentioned in section 2, the total time allocated to preventive actions is a
percentage (noted α in the equation (9) of cumulative duration of all missions.
For this systematic maintenance policy, the effectiveness factor is the same for
all preventive actions. Thus, the maximum value of rho is obtained from equa-
tion (8) and its interval is given by:

ρ ∈

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
0,min

⎛
⎜⎜⎝1,

log

(
−CPM,F ·(dim(M)−1)−α·∑dim(M)

m=1 δm
(dim(M)−1)

)

log (CPM,V )

⎞
⎟⎟⎠

︸ ︷︷ ︸
maximum value of ρ

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(9)

Integral limits of the function φsys (M, ρ) are too complex to analytically
determine the ρ factor. The latter will be determined by a numerical resolution.

This maintenance policy, compared to the minimal maintenance policy, can
be further improved by determining the optimal value of the effectiveness factor
for each preventive action.

3.3 “Sporadic” Preventive Maintenance Policy

This preventive maintenance policy is called “sporadic” because after each mis-
sion, preventive actions can be (or not) performed with diverse effectiveness
factors. Basically, this model expression is very similar to the previous model.
The total maintenance cost is given by:

Γ (M, P ) = CCM · φ (M, P ) +

dim(M)−1∑
m=1

CPM (ρm) · �ρm� (10)

with P the effectiveness factors vector of the first (dim (M)− 1) missions and
�ρm� represents the ceil of the factor ρm. So, if the effectiveness factor is equal to
0, no preventive maintenance is performed (one of type ABAO has no interest).

The average number of failures, for this policy, is expressed by:

φ (M, P ) =

dim(M)∑
m=1

(
zm ·

∫ νm,ρm+δm

νm,ρm

λ (t) dt

)
(11)

and the expression of the functional age remains unchanged (cf. equation (6))

This model resolution is more difficult. Indeed, there is not one decision vari-
able but... dim (P ) decision variables. Here again, the determination of these
effectiveness factors cannot be computed analytically. Given the duration
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allocated to preventive maintenance actions, effectiveness factors must satisfy
the following relationship:

dim(P )∑
m=1

μPM (ρm) ≤ α ·
dim(M)∑
m=1

δm (12)

Unlike the systematic maintenance policy, the ρ factor can take any value in
the interval ]0, 1[.

The next section presents a numerical example where the objective consists
in determining the effectiveness factor of preventive maintenance in the case of
systematic and sporadic policies.

4 Numerical Example

Let’s consider the following arbitrarily chosen input data to illustrate our model:

– λ (t) = 2.5
300 · ( t

300

)(2.5−1)
(Weibull distribution, shape = 2.5, scale = 300)

– CCM = 500 mu (money unit)
– CPM = 300 + (600)

ρ
mu

– μPM = 2 + (8)
ρ
tu (time unit)

– α = 0.05

Various missions are presented in Table 1.

Table 1. Missions to perform during the lease period

Mission 1 2 3 4 5 6

δm 106 107 82 104 108 121
gm 1.24 1.48 1.41 1.42 1.28 1.12

When maintenance actions performed are only of minimal type, the average
number of failures is about 6.66 and the total cost of maintenance activities is
3331.5 mu. With this cost, it will be possible to estimate profit from the two
preventive policies described in the previous section.

4.1 Systematic Maintenance Policy

As the total duration of all missions is 628 tu, the duration for preventive main-
tenance actions is 31,40 tu (α · 628). After each mission, preventive activities
can last, at the maximum, 6.28 tu (α·6286−1 ). During this period allocated to (im-
perfect) preventive maintenance, the maximum value of effectiveness factor is
0.69. Based on maintenance costs given above, the total cost of maintenance
activities amounted to 2289,7 mu with ρ = 0.58 and an average number of fail-
ures about 1.17. This first improved policy generates a profit of 31 %. When the
effectiveness factor is less than 0.19, this maintenance policy is less interesting
than the minimal policy. This is due to the slight decrease in the number of
failures compared to preventive actions cost.
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Fig. 1. Evolution of the total maintenance cost based on the effectiveness factor

4.2 “Sporadic” Maintenance Policy

As this preventive maintenance policy is more flexible, results are even better.
From the numerical resolution, the best choice is to perform preventive main-
tenance activities after the second mission (with ρ = 0.74) and after the fourth
mission (with ρ = 0.78). With these optimal decision variables, total mainte-
nance cost is reduced by 46 % compared to the minimal maintenance policy.
The average number of failures is 1.87, the cumulative duration of preventive
maintenance actions is 13.72. In this case, extra time (31, 4 − 13.72) can be
used to add preventive maintenance actions to reduce the number of failures.
However, total cost will be higher.

5 Conclusion and Prospects

In this paper, we considered a leased equipment for a defined horizon. During
the lease period, the system was used in various working conditions. The latter
affected the system, which degraded differently. To maintain a continuous relia-
bility, functional age was introduced to generate equivalences between different
operational conditions and working times. Thanks to this functional age, three
maintenance policies have been studied. The first maintenance, minimal, is used
to assess preventive maintenance policies benefit. Systematic preventive mainte-
nance policy, characterized by the same preventive activities after each mission,
give the best economical result. However, this result depends on the ratio be-
tween preventive and corrective costs (in the section referring to the numerical
example, if ρ < 0.19, this policy should be avoided). The “ sporadic” policy
allows preventive maintenance action after the chosen missions. It is therefore
more flexible but the determination of the decision variables requires much more
time. It would be interesting to use a meta-heuristic for solving this problem
when the number of missions increases.
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Among possible perspectives, it would be interesting to study the case where
the maximum duration after each preventive mission depends directly on mission
duration. These maintenance policies may also be more realistic considering
imperfect corrective actions and no negligible duration for these activities. The
lessee can impose criteria such as equipment availability. In this case, preventive
actions could be performed during missions. Another perspective would be to
consider a set of different possible missions (with time windows). The aim would
be to select missions to perform and to determine an optimal maintenance plan.
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Abstract. In this paper, we extend the general assembly line balancing problem 
by designing an integrated assembly line and addressing the number of worksta-
tions and simultaneous assignments of skilled and unskilled workers. We  
develop a mixed integer program that minimizes the sum of total annual 
workstation costs and annual salaries of skilled and unskilled workers within a 
predetermined cycle time. Because this problem is NP-hard, we also develop a 
genetic algorithm to obtain efficient solutions for large problems. Numerical 
experiments demonstrate the efficiency of the random key-encoded genetic  
algorithm. 

Keywords: assembly line balancing, genetic algorithm, skilled/unskilled  
workers. 

1 Introduction 

Most manufacturing companies employ workers based on their experience or skill set 
while also trying to reduce production costs. Therefore, assembly line problems have 
been widely researched during the latest period of industrial development. In his 
graduate thesis, Bryton (1954) introduced the idea of line balancing, and many studies 
have undertaken this subject over the subsequent 60 years. Various new assembly line 
balancing problem types such as two-sided, parallel, mixed-models and others, have 
emerged as have effective solution algorithms. Hoffmann [5] presented optimal line 
balances by operation on a matrix of zeros and ones called a precedence matrix. 

Because the installation of an assembly line requires large investments, assembly 
line balancing problems can be distinguished based on objectives addressed through 
such as cost- or profit-oriented models. One of the cost-oriented models involves 
selecting equipment specific to the tasks assignments to workstations. The manufac-
turing of a product depends on resources such as equipment and manpower as well as 
processes. The term assembly line design problem is frequently used where these 
decisions are related. Pinto et al. [7] considered a model that combines the balancing 
problem with process alternatives that reduce task time. Bukchin and Tzur [2]  
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suggested a model of equipment alternatives that minimizes the total equipment costs 
for a given cycle time. The cost-oriented model can be extended by considering. 

Since Salveson [8] formulated the assembly line balancing problem (ALBP) ma-
thematically, numerous heuristic methods and procedures have been introduced. Co-
rominas et al. [4] considered the process of rebalancing the line at a motorcycle  
assembly plant. They suggested a mathematical model based on a binary linear  
program to minimize the number of unskilled workers required. Chong et al. [3] com-
pared a heuristics-treated initial population and a randomly generated initial popula-
tion of genetic algorithm for solving ALBP. Moon et al. [6] introduced the integrated 
assembly line balancing problem with resource restrictions. They considered multi-
skilled workers as resources and formulated a mixed integer linear program. 

In this paper, we deal with the problem of designing an integrated assembly line 
with simultaneous assignment of skilled and unskilled workers. Although Corominas 
et al. [4] considered labor, they did not consider integrated assembly line balancing at 
the same time. Their objective was to minimize the number of unskilled workers for 
each workstation. Moon et al. [6] studied an integrated assembly line balancing prob-
lem, but they did not consider reducible task times through cooperation, a problem 
that arises when limited resources affect the operation time for every task. The selec-
tion of both skilled workers, whose salaries depend on their competencies, and un-
skilled workers, who can reduce operation time to perform tasks, is addressed in this 
study. In addition, the assignment of tasks to workstations with precedence restric-
tions is also considered as the resource issues are evaluated.  

2 Mathematical Model 

For the integrated assembly line balancing with skilled/unskilled workers, the follow-
ing assumptions were made: 

(1) The skilled workers are multi-skilled with different salaries. 
(2) The skilled workers must be assigned to one workstation. 
(3) The skilled workers can be assigned to tasks depending on their skills. 
(4) The unskilled workers cannot be assigned alone to any workstations. 
(5) The task time can be reduced by assigning an unskilled worker to a 

task. 
(6) An unskilled worker can be assigned to only one task. 
(7) A skilled worker can be assigned to a single workstation. 
(8) The precedence constraints determine the sequence in which the tasks 

can be processed. 
(9) There is a limitation for assigning tasks at a station. 

Using these assumptions, we present a mixed integer linear program for an inte-
grated assembly line balancing problem with skilled and unskilled workers. The fol-
lowing notation is used to explain the model: 
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 Notation 
,i j  indices of tasks (i,j = 1, 2, …, I, J) s index for workstations (s = 1, 2, …, S) 

w  index for skilled workers (w=1,2, …, W) 

C  cycle time 

io
 

operating time for task i when performed by a skilled worker 

 reducible time for task i when performed by a skilled worker and a un-
skilled worker together 

( , )i jP
 

set of task pairs (i,j) such that there is an immediate precedence relation 
between them 

 set of available tasks that can be assigned to skilled workers 
F C  operating costs of a workstation 

 salary for skilled worker w 

LA salary for unskilled worker n upper bound of number of tasks that can be assigned to a workstation 

M  a sufficiently large number 
 
 Decision Variables 

F  Number of workstations to be used in the assembly line 
1,  if task is performed by skilled worker at workstation

0, otherwiseisw

i w s
X





 

1,  if sk illed  w orker is assigned to w orkstation

0, o therw isesw

w s
Y





 

1, if task is performed by an unskilled w orker w ith  skilled w orker
at w orkstation

0, otherw ise
isw

i w

sZ






 

 
 Objective function 

 1 1 1 1 1

W S I S W

w sw isw
w s i s w

Min FC F LC Y LA Z
= = = = =

 ⋅ + + ⋅ 
 

  
 

(1) 

Subject to 

1 1

1
S W

isw
s w

X i
= =

= ∀ (2) 

, ,isw iswZ X i s w≤ ∀ (3) 

1

1
S

sw
s

Y w
=

≤ ∀ (4) 

( )
1 1

( ) 0 ( , )
S W

isw jsw ij
s w

s X s X i j P
= =

⋅ − ⋅ ≤ ∀ ∈  (5) 

1 1

( )
I W
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= =

⋅ − ⋅ ≤ ∀ (6) 
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1

,
I

isw sw
i

X M Y s w
=

≤ ⋅ ∀ (7) 

1, 1

0
w

I S

isw
i i A s

X w
= ≠ =

= ∀  (8) 

1 1

( )
I W

isw isw
i w

X Z n s
= =

+ ≤ ∀  (9) 

1

,
S

isw
s

s X F i w
=

⋅ ≤ ∀ (10) 

,iswX ,swY {0,1}iswZ ∈ (11) 
 

The objective function (1) is to minimize the sum of the total annual workstation 
costs and the annual salaries of the skilled and unskilled workers. Constraints (2) 
ensure that every task is performed by one skilled worker at exactly one workstation. 
Constraints (3) restrict that an unskilled worker might be assigned to task i when a 
skilled worker is assigned to task i. Constraints (4) restrict that a skilled worker is 
assigned to exactly one workstation. Constraints (5) ensure the implementation of the 
precedence relationships between the precedence task sets identified by , ; for 
example, if task i is the immediate predecessor of task j, it must be assigned a higher 
operating index than task j. Constraints (6) represent that the total maximum operating 
time of each workstation within a given cycle time. Constraints (7) define the task 
assignment at the workstation with a worker.  can be greater than zero when 
skilled worker w is assigned to a workstation. Constraints (8) guarantee that a skilled 
worker cannot be assigned to a workstation with a task that the worker cannot per-
form according to the skilled worker's available task set . Constraints (9) restrict 
the number of skilled and unskilled workers to the predetermined number for the 
workspace. Constraints (10) determine the total number of workstations to be used. 
Constraints (11) express the binary nature of the variables. 

3 Genetic Algorithm 

We developed a random key-encoded genetic algorithm with a procedure that slightly 
differs from the general one. The suggested genetic algorithm is summarized in fol-
lowing sentences. 

Step 1. Generate an initial population of randomly constructed chromosomes with 
random keys for task and unskilled worker assignments that represent solu-
tions to the problem.  

Step 2. For the task arrangement chromosome, the offspring is generated using the 
convex hull crossover.  

Step 3. Subject the offspring to mutation based-on probability to create slight 
changes in offspring structure. This mutation procedure can avoid premature 
convergence to a local optimum. 

Step 4. Reorder the offspring to obtain fitness values, which are used for measuring 
the quality of each chromosome in comparison with others. 
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Step 5. Apply a selection procedure. The chromosome with the best fitness value 
joins the population and the one with the poorest fitness value is removed 

Step 6. Terminate the algorithm when predetermined generations were reached or 
when the best individual does not improve more than 0.01% for predeter-
mined generations. 

3.1 Representation Chromosomes 

The proper representation of a solution plays a key role in the development of a genet-
ic algorithm. A string that consists of real integers is a solution (a chromosome).  
Traditionally, chromosomes are simple binary strings; however, this simple represen-
tation is not well suited for reproduction and other procedures. In this study, we use a 
chromosome that consists of two parts to represent task precedence and unskilled 
worker assignments. One of these offers solutions for assigning the tasks to the 
workstations through a random key, while the other offers solutions for unskilled 
worker assignments through randomly generated binaries as shown in Figure 1. 

We used a random key to the task assignment for maintaining precedence relation-
ships. If tasks do not have any predecessors, then their random keys are compared for 
selection and assigned to a workstation. For example, because Tasks 1 and 2 do not 
have any predecessors, as shown in Figure 1, they are candidates for selection. How-
ever, Task 2 is selected for a workstation assignment because the random key of Task 
2 is larger than that of Task 1. After selection, the value of the random key is assigned 
a negative value to prevent it from being selected again.  

For the skilled worker assignment, we used a simple heuristic that sorts on the ba-
sis of task precedence restrictions and the skilled workers’ available task sets. The 
steps for the simple heuristic are as follows: 

Step 1. Calculate operating time of cumulative tasks by observing the chromosome 
and divide workstations using the predetermined cycle time. 

Step 2. Arrange the skilled worker candidates for each workstation. 
Step 3. Select the workstation with the fewest candidates. If a tie occurs, select a 

workstation arbitrarily. 
Step 4. Select the worker with the lowest salary. 
Step 5. If the index of skilled worker candidates is empty for any workstations, 

find the appropriate combination of skilled workers. 

 

Fig. 1. Representation and initialization for a sample problem 



464 I. Moon, S. Shin, and D. Kim 

 

3.2 Objective and Fitness Functions 

The evaluation function in a genetic algorithm plays a role similar to that of the envi-
ronment in natural evaluation. Each individual in the population represents a potential 
solution to the problem. A fitness function is computed for each string in the popula-
tion and the objective is to find the string with the minimum fitness function value. 
For a given string, one can locate the minimum relevant cost. Equation (1) is used as a 
fitness function in the proposed genetic algorithm.  

3.3 Reproduction, Crossover, and Mutation 

The genetic operators such as crossover and mutation produce a second generation 
population of solutions. The method of the genetic operators -reproduction, crossover, 
and mutation- can change the set of the next population.  

Reproduction is the biological process of producing new offspring from parents. In 
this study, parents are chosen by a rank mechanism. Unlike other reproduction ap-
proaches, a ranking approach offers a smoother selection probability curve. This pre-
vents organisms from being dominated at early points in evolution. The crossover 
operation is a diversification mechanism that enables the genetic algorithm to ex-
amine unvisited regions and generate a solution. In this paper, we show the convex 
hull crossover operator for the task assignment and the one-cut point crossover opera-
tor for the unskilled worker assignment. We select two relative chromosomes for the 
crossover. Figure 2 shows an example to illustrate it. For the unskilled worker as-
signment, the position of the cut point is randomly generated from the range [1, 
(length of the chromosome – 1)]. We generate the offspring simply by exchanging the 
appropriate parts of their parents. 

 

Fig. 2. Example of the convex hull crossover procedure 

In a genetic algorithm, mutation is a background operator that produces a sponta-
neous random change in various chromosomes. Mutation plays the crucial role of 
replacing genes lost from the population during evolution so that they can maintain 
diverse populations, thereby preventing the population from being too rigid to adapt 
to a dynamic environment. In this paper, we used a swap mutation operator for  
the task assignment and a random point mutation operator for the unskilled worker 
assignment. The random point mutation selects a random point from the range [1, 
(length of the chromosome – 1)] where the gene is subsequently changed.  
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3.4 Termination 

The terminating condition was determined when 50,000 generations are produced or 
when individual fitness was not bettered by more than 0.1% over 2,000 generations. 
For the parameters of the proposed genetic algorithm, the crossover and mutation 
operators were employed with the parameters listed in Table 1. A pilot test was con-
ducted to find appropriate parameter values. 

Table 1. Parameters of genetic operators 

Parameters Value 
Population size 100 

Convex hull crossover probability 0.7 

One-cut point crossover probability 0.6 

Swap mutation probability 0.4 

One point mutation probability 0.4 

4 Computational Experiments 

The mixed integer linear program was implemented and solved using LINGO version 
10.0. The proposed random key-encoded genetic algorithm was developed using C# 
with .Net framework version 4.0. Both numerical experiments were conducted on a 
Pentium IV 3.2GHz processor with 2GB RAM on the Microsoft Windows XP  
 

Table 2. Comparison of mathematical model and proposed genetic algorithm 

No Examples 
Mathematical Model Genetic Algorithm 

Objective Time(sec) Objective Time(sec) 

1 9 Tasks   8 Workers (1) 390,000 105 390,000 30 

2 9 Tasks   8 Workers (2) 406,000 110 406,000 33 

3 9 Tasks   8 Workers (3) 358,000 201 358,000 25 

4 11 Tasks   8 Workers (1) 523,000 190 523,000 21 

5 11 Tasks   8 Workers (2) 473,000 85 473,000 63 

6 11 Tasks   8 Workers (3) 476,000 187 476,000 52 

7 12 Tasks   8 Workers (1) 578,000 153 578,000 68 

8 12 Tasks   8 Workers (2) 509,000 221 509,000 96 

9 12 Tasks   8 Workers (3) 572,000 427 572,000 111 

13 21 Tasks   15 Workers (1) 746,000 2,807 746,000 155 

14 21 Tasks   15 Workers (2) 746,000 3,848 746,000 109 

15 21 Tasks   15 Workers (3) - - 756,000 91 

16 32 Tasks   15 Workers (1) - - 1,191,000 434 

17 32 Tasks   15 Workers (2) - - 1,118,000 598 

18 32 Tasks   15 Workers (3) - - 1,148,000 572 

19 61 Tasks   29 Workers (1) - - 3,188,000 1,533 
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operating system. The mathematical model requires significant time to find an optim-
al solution. Moreover, this model was not able to solve problems as large as those 
with 32 tasks. To validate results, the mathematical model was compared with the 
proposed genetic algorithm for small problems.  

The experiment was conducted for large problems: 61 tasks and 29 workers. The 
predetermined cycle time is 350 minutes and the annual operating cost for each 
workstation is $180,000/year. This assembly line is composed of 12 workstations, 23 
skilled workers, and 23 unskilled workers. The total operating cost, which combines 
expenses of workstations as well as those of skilled and unskilled workers, is 
$3,188,000. The average computational time of 10 evaluations is 1,533 seconds. In 
addition, we solved 19 different examples. The result of the mathematical model and 
proposed genetic algorithm is shown in Table 2. 

5 Conclusions 

Moon et al. [6] proposed the concept of integrated assembly line balancing problem, 
and this study extends the idea by considering skilled and unskilled worker assign-
ments. The skilled workers have multiple competencies and commensurate salaries, 
and unskilled workers, with lower salaries, are assigned to help them. We developed a 
mathematical model as an MILP for the integrated assembly line balancing problem 
with skilled and unskilled workers based on a task precedence relationship. Further-
more, we developed an efficient genetic algorithm based on random key-encoded 
chromosomes. The proposed genetic algorithm overcame the computational burden of 
the MILP. Therefore, the genetic algorithm has been shown to be a more helpful al-
ternative than an MILP for designing a cost-effective assembly line with suitable 
worker assignments.  
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Abstract. This paper deals with the problem of the joint optimization of the 
master production schedule and maintenance strategy for a manufacturing 
system. An efficient production planning and maintenance policy will allow to 
minimize the impacts of the potential random failures and will let the plan to be 
feasible. We present a modelisation where we take into account a feasibility 
constraint; the optimization problem is formulated as a linear program. We 
propose a heuristic algorithm to solve it and we show the impact of the 
feasibility constraint on different criteria. 

Keywords: production planning, maintenances, feasibility. 

1 Introduction 

To be sustainable, a manufacturing company should take the right decisions to satisfy 
on time the customer demands, while minimizing the production costs. Thus, the 
production planning should be determined: the production goals are fixed according 
to the estimation of the available resources for a midterm horizon. That involves to 
determine the lot-sizes to produce: the aim is to calculate in function of the estimated 
production capacity the quantities which should be produced for each item and for 
each period of the given horizon to satisfy the customer requests, at the lowest cost 
(including the production, holding and setup costs). Many mathematical models can 
be used to solve this problem, [5] gives a classification of these ones. 

However, some authors [3] shown that the production capacity of the system is 
often wrongly estimated: there is a difference between the estimated capacity and the 
real available capacity during the production process. This gap can lead to the 
infeasibility of the production plans. The authors identified several factors for this 
problem, and underline the main one: the consumption of capacity by maintenance 
actions. They consider two kinds of capacity loses: the capacity consumed by the 
preventive maintenance actions (the system should be maintained regularly) and the 
one consumed by the corrective maintenance actions, which are carried out every time 
that a breakdown occurs during the production. The figure 1 illustrates how the 
failures which occur during production (so the corrective maintenances) turn the 
production plan to be infeasible. In order to minimize and to anticipate the impact of  
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Fig. 1. Failures during production turn the production plan to be infeasible 

the failures and of the maintenance actions on the production plan, making a joint 
planning of the production and the maintenance planning seems to be a reliable 
solution. 

2 Review of the Literature 

Tactical planning problems are usually classified according to several criteria: the 
number of items (single or multi items), the nature of the capacity (limited or 
unlimited), or the typology of the demand (constant or variable) [5]. This last criterion 
is known to be the most structuring one. Indeed we can sort the literature models into 
two categories: 

 
- the Economic Production Quantities (EPQ) based models (where the demand 

is constant). The main objective is to find the fixed quantity to produce 
periodically which minimizes the total cost (including the storage costs and the 
setup costs) to meet the customers' demand. Generally, the production is 
resumed periodically when the concerned stock is empty, 

- the Lot-Sizing Problem (LSP) based models (where the demand is variable, 
but known). Here, the temporal horizon is split in several periods, and the 
demand varies at each period. The aim is to find the quantities to be produced 
at each period in order to meet the customer demands while minimizing the 
total logistic cost. 
  

We propose to focus on the study of the integration of maintenance concerns in the 
production planning when the demand is assume to be variable. 

We found only nine papers devoted to the integration of maintenance into LSP-
based models. [7] presents a model with an infinite production capacity with only one 
item, and a constant failure rate which implies no preventive maintenance. He studied 
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two failures modes for which the price of the resuming of the production varies, and 
proposed a dynamic programming model to study the two cases and to provide a 
dynamic production plan. All the others authors [1, 8, 10, 12, 4, 9, 6, 2] propose to 
determine jointly a production plan and a preventive maintenance policy. 

[1, 8, 10] propose a policy of periodic maintenance where preventive maintenances 
can only be carried out at the beginning of the periods. This strategy is basic and takes 
into account only a single criterion: the time. The main advantage of the use of this 
method is its simplicity when applied: preventive maintenance dates are determined in 
advance (when the production plan is established), and not dynamically. However, the 
fact that this policy is periodic can lead to several problems: the lack of flexibility of 
the planning of the preventive maintenance does not allow to carry-out them at the 
optimal times, either maintenance are planned too often, that will generates a 
significant maintenance cost ; or not often enough, that will let the system degrades 
and will generate many failures during production. [12] propose a periodic 
maintenance policy, but this one is based one the produced quantities. [9] uses a 
similar policy: the preventive maintenances are planned into time windows, and these 
ones are periodical in the time. Even if this policy has the same drawbacks than the 
previous presented ones, it is more flexible and allow to profit a little bit more of the 
opportunities of the production plan for maintenance. For [6, 2] maintenance could be 
planned only at the beginning of the periods, but not necessary periodically. Finally 
[4] propose a model, where the failure rate depends of the degradation of the system, 
which increases randomly with the amount of produced quantities. They propose a 
method to determine jointly a degradation threshold for which a preventive 
maintenance is applied, and a production planning which the feasibility probability is 
parametrizable. 

The proposed maintenance policies are based only on a single criterion, and most 
authors do not consider the problem of feasibility of production plans they establish. 
Developping new models taking into account a feasibility constraint, with a 
maintenance policy based on several criteria seems to be a interesting solution to 
answer to our problem. 

3 Problem Statement and Mathematical Formulation 

We consider a time horizon of  periods. The production system can produce  
items, noted . A the end of each period , a quantity ,  of each item  should be 
available to satisfy the customer demand, shortages are not allowed. The production 
system, which is composed of only one machine, has a production capacity of  at 
each period . The production of an item  consume  units of capacity. The various 
setup operations which are needed to launch the production of the item  consume  
units of capacity. 

The system is ageing when it produced, the consequence of this ageing is the 
increase of the failure probability during the production. The age of the system 
increases by  units when one item  is produced. We note  the age of the system  
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at the end of the period . The failures are assumed to be Weibull distributed, with the 
parameters ( , ). The cumulative failure rate is noted . We consider it increases 
with the system age, so 1. During the production, the system is ageing from  to 

 (the capacity consumed by the production is therefore  ), the cumulative 
hazard rate function is: 

 ,                                  1  

 
When a failure occurs, the production stops. A corrective maintenance should be 

carry out to resume the production. These corrective maintenances are classified as 
minimal: they do not affect the system age, which remain the same than after the 
failure. We assume that a corrective maintenance consumed  units of the capacity. 
When a period starts, a preventive maintenance can be carry out, these ones are 
considered perfect: they restore the age of the system to the new condition, so the 
failure rate becomes zero. The capacity consumed by these maintenances is . 

At the end of each period, the manufactured products which are not dedicated to 
answer the demand of the current period can be stocked.  In this case a unitary 
holding cost  should be payed for each unit of the item . The stocked quantity of 
item  at the end of the period  is noted , . The setup operations involve a cost  
each time that the production of items  is launched. A preventive maintenance 
involved a cost of , and we consider that corrective maintenances are costless.  
The aim of the problem is to minimize the sum of the production and maintenance 
cost. 

We consider a feasibility constraint for the production plan. A period will be said 
to be -feasible if and only if the probability that the capacity consumed by all the 
production actions and by the maintenance actions (preventive et corrective) will be 
less than or equal to the available capacity of the period, is greater than or equal to a 
threshold .A production plan will be said to be -feasible if and only if each of its 
period is -feasible. 

 
Objective 

 
The decision problem is the joint determination of a production plan -feasible 
(therefore the determination of the quantities ,  to produce and the quantity ,  to 
stock for each product for each period) and a preventive maintenance policy  (ie to 
determine when preventive maintenance should be carry out). The production plan 
and the maintenance policy should minimize the total cost of the production,  
which is the sum of the holding costs, the setup costs, and the preventive 
maintenances costs: 

 min  ,  ,                                     2  
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Main constraints 
 

Our model consists the classic constraints of the CLSP [11]:  
 
- the material balance equation (the stock of a period is equal to the previous 

period one, plus the produced quantities and minus the demand), 
- the requirement of the setup operation to produce one item, 
- the capacity constraint is included in the -feasibility constraint that we present 

further. 
 
The following constraints ensure that  is equal to the age of the system at the end 

of the period :   ,        1,                          3  

  ,  1  ·        1,                    4  

 
Modelization and linearization of the -feasibility constraint 

 
As the failures follow a Poisson distribution with parameter  and if we set  ∑  ,  the probability that  failures occur when the system is ageing from  to 

 during the production is: ,  , ·  Λ , !                            5  

For a period , the maximum number of failures that could occur is: 
   ∑  ,  ,                       6  

 
The -feasibility constraint for a period can be expressed as follow: 

 ,  ,     , ,    7  

We can rewrite this probability as a function of the maximum number of failures 
allowed for the whole production (in terms of capacity): 

 , ,                             8  
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And finally we have: 
 

∑  , , ·  Λ ∑  , ,!                   9  

4 Resolution of the Model and Sensitivity Analysis 

We linearised the previous constraint and tried to solve our linear program with 
CPLEX. We could not solve any data sets: the memory consumed by CPLEX was too 
huge. Therefore we chose to develop an heuristic algorithm to solve it. In this section 
we will describe the heuristic resolution method we developed. 

 
Creation of an heuristic algorithm for the resolution 

 
As we do not allow shortage product, for some cases the problem can have no 
solution, or maybe a few number. We developed an heuristic algorithm which try to 
found those solutions. It carries out those three tasks until that a -feasible production 
plan will be found or that no production plan can be determined in the first task: 

 
-  calculate a production plan (not -feasible but including preventive 

maintenances), to do that we choose a simple but efficient preventive 
maintenance policy: the age of the system must not exceed the value  ; 
the solver calculates jointly the production planning and the maintenance one 
whom minimize the costs, 

- determine if the production plan is -feasible and calculate the violation of the 
constraint (in terms of capacity for each period) if it is not, 

- change the capacity of periods of a plan in order to try to make it -feasible 
 

This algorithm is carried out for several values of : we divided the set 1, ∑  (which is the set of the possible values for ) into several partitions 
(the number of partitions is a parameter of the algorithm). The bounds of the 
partitions are the values that we tried for . When no -feasible production plan 
can be associated to a value, we divided the partition where the best solution was 
found and we launch again the algorithm for the new values. In this way we tried to 
find the values of  from which we deduce low cost production plans. 

 

Sensitivity analysis 
 

We present in this section the experiments we done with the developed method. As 
we cannot find any dataset in previous researches we decided to build our own ones. 
We propose to study the influence of the parameter  on different critera: 

 
- the total cost, 
- the mean number of preventive maintenances, 
- the feasibility of the problem. 
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The cost of the production increases with the value of the parameter  (because of 
the production levelling which makes the plan to become feasible). The sharp increase 
in the cost function presented in the figure 2 that occurs from the value 0.8 is 
interesting: the cost increases linearly until this point, then to obtain a better 
feasibility level for the production plan will be very expensive. The number of 
preventive maintenance also increases with the parameter : it is necessary to 
regularly perform preventive maintenance to reduce the probability that failures occur 
and so increase the feasibility probability. The number of solutions decreases fast with 
the increase of the parameter , then the problem becomes impossible to solve 
because the -feasibility constraint becomes to strong. 

 
 

 
 

Fig. 2. Variation of the total cost of the production with the parameter  

5 Conclusion and Perspectives 

In this paper, we discussed about the problem of the integration of maintenance in the 
tactical planning process under a feasibility constraint. We presented a linear 
mathematical model, and explained why a classic solver could not solve it. Then we 
suggested an heuristic algorithm, this one used an age based policy which consist to 
apply a preventive maintenance before that the system reach a maximum age. Besides 
the interest of ensuring a feasibility level for the production plan, the joint 
optimization algorithm ensures a certain optimal aspect in terms of cost by the a priori 
allocation of capacity for the best suited maintenance according to the expected 
production levels. We test this algorithm on different benchmarks in order to evaluate  
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the influence of the feasability parameter on different criteria, and shown that the 
insurance to have a good feasibility threshold for the production plan generate a 
significant cost. 

References 

1. Aghezzaf, E.H., Jamali, M.A., Ait-Kadi, D.: An integrated production and preventive 
maintenance planning model. European Journal of Operational Research 181, 679–685 
(2007) 

2. Aghezzaf, E.H., Najid, N.M.: Integrated production planning and preventive maintenance 
in deteriorating production systems. Information Sciences 178, 3382–3392 (2008) 

3. Baglin, G., Bruel, O., Garreau, A., Greif, M., Kerbache, L., van Delft, C.: Management 
industriel et logistique. Economica (2005) 

4. Castanier, B., Lemoine, D.: A preliminary integrated model for optimizing tactical 
production planning and condition-based maintenance. In: International Conference on 
Industrial Engineering and Systems Management (2011) 

5. Comelli, M., Gourgand, M., Lemoine, D.: A review of tactical planning models. Journal of 
Systems Science and Systems Engineering 18, 204–229 (2008) 

6. Fitouhi, M.-C., Nourelfath, M.: Integrating noncyclical preventive maintenance scheduling 
and production planning for a single machine. International Journal of Production 
Economics 136, 344–351 (2012) 

7. Kuhn, H.: A dynamic lot sizing model with exponential machine breakdowns. European 
Joumal of Operational Research 100, 514–536 (1997) 

8. Machani, M., Nourelfath, M.: A genetic algorithm for integrated production and 
preventive maintenance planning in multi-state systems. In: MOSIM 2010 (2010) 

9. Najid, N.M., Alaoui Selsouli, M.M., Mohamed, A.: An integrated production and 
maintenance planning model with time windows and shortage cost. International Journal 
of Production Research 48, 2265–2283 (2011) 

10. Nourelfath, M., Fitouhi, M.-C., Machani, M.: A genetic algorithm for integrated 
production and preventive maintenance planning in multi-state systems. In: MOSIM 2010 
(2010) 

11. Trigeiro, W., Thomas, L., Mc Clain, J.: Capacited lot sizing with setup times. Management 
Science 35, 353–366 (1989) 

12. Weinstein, L., Chung, C.: Integrating maintenance and production decisions in a 
hierarchical production planning environment. Computers & Operations Research 26, 
1059–1074 (1999) 

 



 

B. Grabot et al. (Eds.): APMS 2014, Part I, IFIP AICT 438, pp. 475–482, 2014. 
© IFIP International Federation for Information Processing 2014 

Optimal Storage Assignment for an Automated 
Warehouse System with Mixed Loading 

Aya Ishigaki and Hironori Hibino  

Tokyo University of Science, 2641, Yamazaki,  
Noda, Chiba, 278-8510, Japan 

ishigaki@rs.noda.tus.ac.jp, hibino@rs.tus.ac.jp 

Abstract. In this study, an automated warehouse system with mixed loading is 
considered. The majority of previous studies considered assumptions that were 
similar to those for a single-shuttle system with single loading. Due to the 
increased number of items in recent years, storage assignment strategies with 
single loading are not feasible because of the shortage of storage racks. This 
study adopts a storage policy with mixed loading for an automated warehouse 
system, which enables the use of one warehouse. Additional movement and 
transshipment operations, which involve mixed loading, are considered in this 
paper.  

Keywords: Automated warehouse, storage assignment policy, mixed loading. 

1 Introduction 

In this study, an automated storage and retrieval system (AS/RS) for multiple items is 
considered. The basic components of an AS/RS are the input/output (I/O) locations, 
storage racks, and automated stacker cranes (Fig. 1). An important measure of system 
performance is the cycle time of a stacker crane, which is the sum of the expected 
travel time and pickup/deposit time. The expected travel time is dependent on the 
storage assignment strategy. A low expected travel time is critical in the selection of 
the storage assignment strategy for an AS/RS. 

In the past 30 years, studies of AS/RSs have addressed storage policies to reduce 
the travel time of a stacker crane. Hausman et al. [1] analyzed the cycle time of a 
stacker crane in a single-shuttle system in an AS/RS using a mathematical model. 
They analyzed different storage assignment strategies (dedicated storage policy and 
randomized storage policy) and demonstrated that full turnover-based dedicated 
storage was a suitable assignment policy. Hackman and Rosenblatt [2] considered the 
allocation of items to an AS/RS when it has insufficient space to store all of them. 
Using a dedicated storage policy, a set of storage locations is reserved for each 
product for the duration of the planning horizon. While the literature deals mostly 
with dedicated storage policies. Francis et al. [3] discussed about the four storage 
policies. They are: dedicated storage policy, randomized storage policy, class-based 
dedicated storage policy, and shared storage policy. A shared storage policy, allows 
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units of different products to successively occupy the same location, and can provide 
substantial benefits when precise information is available concerning the timing of 
storages and retrievals. 

Maximal benefits of this type of system are dependent upon the optimal system 
design. Eynan and Rosenblatt [4] and Wen et al. [5] demonstrated the influence of the 
system design (e.g., the length and height of the storage racks and the horizontal and 
vertical speeds of the stacker crane) on the optimal storage assignment policy. They 
clearly showed that the system design does not influence an optimal storage 
assignment policy. 

The manufacturing industry is converting to multi-item small-sized production. 
Thus, a dedicated storage policy requires numerous storage racks because of the 
increased number of items. In addition, a dedicated storage policy may lack a storage 
rack. However, the replenishment factor for a storage rack is decreasing. In recent 
years, many companies load two or more items together to prevent shortage of storage 
racks. The influence of mixed loading on the optimal storage assignment strategy 
remains ambiguous. 

In this study, an AS/RS with mixed loading is designed. High-performing storage 
assignment strategies are analyzed using a simulation technique. 

2 The Model 

2.1 Nomenclature  

I the number of items 
N the number of orders (I/O) 
K the number of storage locations  
tf forking time 
tk      S/R machine travel time from the I/O point to the storage location k (k = 1,…, 

K) for K < I 
tp time to mix items or divide items 

kλ   the turnover of a single loading pallet in the storage location k 

kμ  the turnover of a mixed loading pallet in the storage location k 

2.2 Model 

The assumptions of Hausman et al. [1] are employed throughout the paper: 

 The analyzed single-shuttle system consists of a single stacker crane serving as a 
single one-sided aisle. 

 A “First In First Out (FI-FO)” storage strategy was implemented in this system. 
 The length and height of the storage rack and the S/R machine velocities in the 

horizontal vx and vertical vz directions (vx > vz) are known. The acceleration and 
deceleration of the S/R machine are not considered. 

 The pickup and deposit times are assumed constant and equivalent to the forking 
time. 
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 The location number is set to in the order of early arrival from an I/O point 
( Kttt ≤≤≤ 21 ). 

 

The following assumptions are added to consider mixed loading: 

 One pallet is deposited by a storage location. The replenishment factor of the 
storage location per item is less than 50%. 

 If two or more items are deposited on the same pallet, these items will be mixed 
to create one pallet. If an item is picked up from the mixed loading pallet, the 
pallet will be divided into two pallets. 

 

 

Fig. 1. Configuration of an AS/RS 

2.3 Cycle Time of a Stacker Crane with Mixed Loading 

Fig. 2 shows the movement of a stacker crane with single loading. When depositing a 
pallet with single loading, a stacker crane receives the item at the I/O point and carries 
it to a previously determined storage location (tk). After depositing the pallet in a 
storage location (tf), the stacker crane returns to the I/O point (tk). In the case of a 
pallet with single loading, the required time for depositing and picking up for 
movement to location k is 

 fkk tt +×= 2ω . (1)

Fig. 3 shows the movement of a stacker crane with mixed loading. When 
depositing a pallet of mixed loading, it is necessary to pick up a pallet with single 
loading from the storage location ( kω ) and to mix these items at an I/O point (tp). A 

stacker crane receives the pallet at the I/O point, carries it to a storage location, and 
returns to the I/O point ( kω ). Thus, the movement of the stacker crane with mixed 

loading consists of the movement of the pallets with single and mixed loading. In the 

storage rack

stacker crane

I/O location
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case of the pallet with mixed loading, the required time for depositing and picking up 
for movement to the location k is   

)( pkk t++ ωω . (2)
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Fig. 2. Movement of a stacker crane with single loading 
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Fig. 3. Movement of a stacker crane with mixed loading 

As previously mentioned, the average cycle time is expressed using kλ  and kμ as 

follows: 
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Here, if k1 is smaller than k2, 1kω  is smaller than 2kω  because the relation of 

21 kk tt ≤  is consistent with the assumption. As the first terms of Eq. (3) decrease, the 

turnover of the location near an I/O point increases for the condition of Eq. (4). 
Hausman et al. [1] proposed full turnover-based dedicated storage using an item’s 
turnover. That is, the first term of Eq. (3) can be minimized by assigning items with 
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larger turnover to the order near the I/O point. The results of a numerical experiment 
indicate that a full turnover-based dedicated storage policy was an acceptable 
assignment policy compared with a randomized policy. Items with a large turnover 
are combined and assigned near the I/O point to effectively minimize the first terms. 

The second terms of Eq. (3) decrease when the movement of a mixed loading 
pallet does not occur. However, if items with a large turnover are combined, the 
number of movements for a mixed loading pallet will also increase. 

2.4 General Model Formulation 

In the study by Housman et al. [1], the discrete function tk was approximated by a 
continuous function, and the turnover at the storage location kλ was estimated using 

the mathematical method. They considered warehouse system configurations, such as 
square-in-time (SIT), and estimated the S/R machine travel time using the following 
equation: 

jjt =)( , ( 10 ≤< j ). (5)

Here, j is the index of a pallet in a rescaled rack and ]1,0(∈j . However, when 

considering mixed loading, the travel time to the storage location k needs to be 
considered a discrete function. We can then estimate the S/R machine travel time 
using the following equation: 

22
kkk yxt += , ( Kk ,,2,1 = ). (6)

and calculate the turnover of the storage rack k ( kλ  and kμ ) using a simulation 

technique. 
The results for the different policies for different s-parameter values of the ABC 

curve are shown in Fig. 3. The ABC curve is formulated by 

siiG =)( , ( 10 ≤< s ). (7)

Assuming that the total demand = 1, a demand of item i is shown by the following 
equation: 

1)( −= ssiiD , ( 10 ≤< i ). (8)

We created eight demand patterns using different values of s (1.000, 0.748, 0.569, 
0.431, 0.317, 0.222, 0.139 and 0.065). If s increases, the demand for every item will 
be equivalent. In contrast, as s decreases, the demand differs significantly. 

3 Comparison with the Storage Policy with Mixed Loading 

In this section, the performance of the full turnover-based dedicated storage policy is 
compared with the performance of the randomized storage policy. The formulas for 
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the full turnover-based dedicated and randomized storage policies are derived from 
Hausman et al. [1]. 

In a randomized policy, every item can be deposited to the vacant rack of the 
nearest neighborhood from an I/O point. If a shortage of empty racks occurs, a pallet 
will be loaded with various items together and deposit the rack near an I/O point. In a 
full turnover-based dedicated storage policy, the storage location of all items is 
determined in advance. Thus, even when the empty rack remains, it loads various 
items together at the previously determined location. 

In Fig. 4, the average cycle time is plotted along the vertical axis, and the pattern 
number of demand is plotted along the horizontal axis. The pattern number of demand 
p was set to the descending order of s. Fig. 4 shows the results for three different 
values of tp (0.0, 1.0, and 2.0) for each policy. In this study, tp was set to 0 for 
simplification. The number of order N was set to 50,000. 

In the case of single loading, the full turnover-based dedicated storage policy is 
optimal [1]. However, in the case of mixed loading, the randomized storage policy is 
optimal when the demand of items are similar (s is small). Fig. 5 and 6 display the 
average travel time and the number of mixed loading movements when tp = 0.0 and 
2.0. If a full turnover-based dedicated storage policy is used, the average travel time 
decreases and the number of mixed loading movements increases when p is large. 
However, if the randomized storage policy is used, the average travel time and the 
number of mixed loading movements have a slight influence on the variation of p. 
Furthermore, the number of mixed loading movements is small in the case of the 
randomized storage policy, and the randomized storage policy becomes effective 
when tp is large. 
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Fig. 4. Average cycle time for different values of demand (D: full turnover-based dedicated 
storage policy; R: randomized storage policy) 
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Fig. 5. Average travel time for each policy (tp = 0.0 and 2.0) 
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Fig. 6. Number of mixed loading movements for each policy (tp = 0.0 and 2.0) 

Fig. 7 shows the comparison results for single and mixed loading using a full 
turnover-based dedicated storage policy. The mixed loading is effective when p is 
small. If p is small, many empty racks occur near the I/O point. Therefore, despite 
permitted mixed loading, the movements by single loading and the distance have 
decreased. This finding shows that a mixed loading of items is effective not only 
when a shortage of a storage location occurs but also when the demand of items is 
similar. 

pattern number of demand 
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Fig. 7. Comparison results for single and mixed loading 

4 Conclusions 

An AS/RS with mixed loading is designed and analyzed. In the case of single loading, 
the average cycle time was reduced using a full turnover-based dedicated policy. 
However, our experiments show that a randomized  storage policy is effective for 
mixed loading. In this research, the testing is done on hypothetical data. The future 
issues include a real-life implementation and improvement in storage policy. The 
method for determining the combination of items in a shared storage policy is critical 
for future operations. 
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Abstract. The aim of the innovative Physical Internet (PI) paradigm-shifting in-
itiative is to reverse the unsustainability situation existing in current logistic 
systems. In the Physical Internet, the efficient management of crossdocking 
hubs is a key enabler of quick and synchronized transfer of containers across in-
terconnected logistics networks. The paper focuses on the distributed control of 
truck loading protocols in a rail-road crossdocking hub. It proposes grouping 
strategies for truck loading based on the exploitation of active containers. The 
grouping approach, the simulation platform and the obtained results are succes-
sively detailed. 

Keywords: Crossdocking hubs, Routing, Physical Internet, Interconnected Lo-
gistics, Supply chain. 

1 Introduction 

Montreuil [1] points out that current logistic systems are unsustainable economically, 
environmentally and socially. The aim of the innovative Physical Internet (PI or π) 
paradigm-shifting initiative is to reverse this situation from three points of view: 

− The economic goal is reducing by an order of magnitude the global costs in-
duced by logistics and unlocking significant business opportunities; 

− The environmental goal is reducing by an order of magnitude the logistics in-
duced global energy consumption, greenhouse gas emission and pollution; 

− The societal goal is enhancing the quality of life of the different actors (e.g. 
truckers, logistic workers…) implied in the logistic systems, and of society at 
large through better goods accessibility and mobility. 

The PI concept is based on a metaphor of the Digital Internet. By analogy with data 
packets, the goods are encapsulated in modular, reusable and smart containers, called 
π-containers. The π-containers range in modular dimensions from large to small. The 
ubiquitous usage of π-containers will make it possible for any company to handle and 
store any company’s products because they will not be handling and storing products 
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per se. The efficient management of PI crossdocking hubs is a key enabler of quick 
and synchronized transfer of π-containers through interconnected logistics networks. 
It has been shown in a previous study [2] that truck loading activities in PI crossdock-
ing hubs are crucial activities that should be studied in depth. The aim of this paper is 
to focus on this issue and to propose an approach and strategies for pre-loading group-
ing of π-containers to reduce the overall loading time. 

The paper is structured as follows. The management issues of PI crossdocking 
hubs are introduced section 2. Section 3 focuses on the grouping approach and intro-
duces alternative strategies. The simulation platform, protocol and results are then 
detailed in section 4. Finally a conclusion and some prospects are offered in section 5. 

2 Physical Internet Context 

The specificities of the Physical Internet crossdocking hubs (denoted π-hubs hereaf-
ter) are introduced in the following sections. 

2.1 From the Classical Crossdock to π-hub 

In a usual crossdocking approach, supply and demand chains are coupled and syn-
chronized, replacing or greatly minimizing inventory buffers [3]. However usual 
crossdocking hubs are not designed for supporting the Physical Internet. Several 
points differentiate a π-hub from a usual crossdocking hub. The main difference is 
based on the foundation principles of the PI: usual crossdocking hubs are restricted to 
some suppliers and/or clients of a company, while the PI proposes an open meshed 
approach. The π-hubs are conceived by default to be open to any π-certified users and 
to handle multiple dynamically selected sources and destinations. 

From a technical point of view, several other differences can also be noticed: 

− First, existing crossdocking hubs handle all kinds of freight (e.g. cartons, 
shrink-wrapped pallets) while π-hubs are specifically designed to deal with 
modular and standard π-containers. 

− In usual hubs, depending of the type of freight, the transportation is executed 
manually (e.g. by workers using forklifts for palletized freight) or based on 
dedicated automated systems [4]. As a π-hub handles only smart, standardized 
modular π-containers, it opens the way for high automation and high reactive-
ness. An automated π-hub can be mainly composed of a flexible network of  
π-conveyors, allowing decomposition, sorting and re-composition of the π-
containers. The π-conveyors allow moving π-containers in the four directions 
(front, back, left and right) as depicted in Figure 1. 

− In a π-hub, a π-container must not be considered as only a standardized  
container with a cargo as in usual crossdocks. It has informational, communi-
cational and decisional capacities and can play an “active” role in the cross-
docking process. 

2.2 Illustration of a Road-Rail π-hub 

Different π-hub combinations may exist: road-road, road-rail, etc. In order to make 
clear the nature of π-hubs, Figure 1 presents an illustrative example of a rail→road  
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π-hub, inspired from the works of [5]. This rail→road π-hub aims to realize smooth 
interconnections between trains and trucks in shortest time. It allows the unloading of 
five wagons simultaneously and is composed of a sorting area and a manoeuvring 
area.  

 

Fig. 1. Example of a rail→road π-hub (inspired from [5]) 

The sorting area is used to sort the inbound π-containers and to route them toward 
the manoeuvring area. The sorting area is composed of a grid of π-conveyors as de-
picted in Figure 1. The manoeuvring area allows returning the π-containers and mov-
ing them towards the different gates, where trucks are located. Note that this 
rail→road π-hub can be extended into a bilateral rail-road π-hub by adding to the right 
a road→rail π-hub section. 

2.3 Current Issues in π-hub Management 

In the recent PI research field, the management of π-hubs constitutes an important 
issue [5]. The quick and flexible transfer of π-containers from one transporter to an-
other is the core activity of a π-hub. Different modal transfers (e.g., road to rail, road 
to road, ship to rail) are currently distinguished in PI networks and several problems 
must then be considered in the crossdocking process: 

− Transporter scheduling in short term horizon: the π-hub gates are considered as 
resources (used by the trucks by example) that have to be scheduled. This problem 
requires deciding on the succession of inbound and outbound transporters (trucks, 
ships, etc.) at the gates of a π-hub. 

− Allocation of π-containers to transporters: this problem consists in choosing the 
most appropriate loading of trucks with the π-containers unloaded from inbound 
train or trucks. 

− Routing of π-containers across the π-hub: Once the π-containers have been 
unloaded from their inbound transporter, they are engaged in a preparation process 
that will get them composed appropriately with other π-containers and brought in 
time to be loaded in their outbound transporter. 

The management of a π-hub as studied in this paper must concurrently deal with two 
types of perturbations: 
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− The external perturbations, taking into account the following degrees of variability 
and uncertainty: 

o The flow of π-containers to be treated can vary through time, both in terms of 
quantity, size mix and destination mix. 

o The incoming flow will normally be known to arrive a few hours ahead of 
time. Considering a train coming from a preceding π-hub, the information rela-
tive to its load is forwarded upon its departure. However in a rail→road hub, if 
a train is delayed, another train may enter the π-hub while the trucks are al-
ready positioned for the delayed train. Thus the control system should reac-
tively solve a problem that was unknown until that moment. 

− The internal perturbations concern mainly the network of π-conveyors: A part of 
the flexible conveying network can be out of order due to breakdowns or curative 
maintenance operations.  

The next part presents a literature review in the field of π-hub control. 

2.4 Short Survey of π-hub Control 

In the recent PI field, a few studies have been already done on π-hub control. In [5] 
and [6], the authors propose respectively a specific design of a rail→road π-hub and 
of a road-based π-hub. The primary goal of these studies was to produce a functional 
design that performed at an acceptable level in terms of user key performance indica-
tors and to explore its robustness with various flows. A simulation study has allowed 
to model and to validate the normal functioning of a π-hub. However, no perturbation 
on the conveying system or on the loading/unloading processes has been taken into 
account. 

Moreover, at this point of development of the PI, very few research works have al-
so addressed the routing problems in a π-hub [5, 7]. Recent works [8, 9] have pro-
posed decentralized control to prevent deadlocks on a grid of π-conveyors. However 
these previous works deal with only small-size goods located on a unique conveying 
module and do not take into account different sizes of containers.  

In [2], the authors study the routing of π-containers in a road-rail π-hub inspired 
from [5, 10]. They aimed to find the parameters that have a significant impact on the 
π-hub effectiveness. The parameters studied were the π-containers’ size, their number 
of movements in the system, the numbers of conflicts between π-containers and the 
loading time of π-containers in trucks. The works presented in the next section are in 
the continuity of [2] and focus more precisely on the grouping of π-containers. Only 
the routing problem is treated in this paper. Interested readers can refer to [11] for a 
study of the allocation problem and a proposition of a formal model for the π-hub. 

3 Grouping Approach and Strategies 

Simulations presented in [2] have shown that the loading of trucks is the bottleneck 
activity of the π-hub. Thus to optimize the transfer of π-containers, an interesting 
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solution is to assemble several small π-containers in front of the truck prior to loading 
and to load them as a single composed π-container. This section proposes a grouping 
approach using active π-containers. 

Several approaches can be adopted (i.e. distributed or centralised) to solve the 
truck loading problem in a rail→road π-hub. In this paper, the concept of active prod-
uct [12] is chosen for reactivity and adaptability reasons to face uncertainties and 
perturbations. Usually, distributed approaches can suffer from myopic behaviors [13]. 
In this case study, myopic behaviors cannot occur because each π-container already 
knows its destination truck. Moreover, for each truck a sole initiator can exist at a 
given time. In the retained approach, communicational and decisional capabilities are 
embedded in π-containers. These play an active role by creating groups of π-
containers before being loaded onto a truck to reduce the loading queue.  

The grouping approach, aiming at loading several π-containers while respecting a 
determined grouping size, is detailed below and depicted in figure 2 for a three-
container group (initiator and two other containers). 

  

Fig. 2. Example of container grouping approach 

(1) Proposal: The first π-container (the initiator) that arrives in front of its destination 
truck sends a “grouping proposal” to know the π-containers that could be grouped and 
loaded with it. 
(2) Answer: The concerned π-containers answer to it by giving their arrival time. 
(3) Decision: The initiator chooses the π-containers based on two parameters:  

- the grouping size limit (defined by the strategy chosen), that provides the maxi-
mum number of π-containers in the group, 

- the arrival times sent by the other π-containers. The initiator container chooses the 
π-containers with the earliest arrival times to form the group until the size limit. 

(4) Choice diffusion: The initiator container sends to the chosen π-containers their 
specific location in the group formed at its right. It also sends a refusal to the unse-
lected π-containers. 

Using this approach, three strategies can be used to determine the grouping size 
limit (used in step 3 of Figure 2). First, all the containers going to the same truck are 
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grouped and loaded at once (i.e. infinite limit). Second, the number of containers in 
each group is limited statically to avoid disturbing the loading of the neighbor trucks. 
And third, the number of containers in each group is limited dynamically by extend-
ing them if the gates on the right are not used (no truck allocated to the neighbor 
gates). Figure 3 presents a view of the simulator during this grouping approach and 
the location of containers within the π-hub.  

To validate our approach, the next section presents the simulation environment, 
protocol and the results for each one of these strategies. 

4 Simulation Protocol and Results 

The grouping approach is evaluated through a simulation experiment by using the 
Netlogo multi-agent environment. This environment is well adapted for rapid proto-
typing of reactive multi-agent systems and provides user-friendly interfaces. The  
behaviors of the active π-containers are represented by agents with processing, com-
municational and decisional capabilities. Figure 3 presents a screenshot of the simula-
tor during the grouping process presented in Figure 2. 

 

Fig. 3. View of the simulator describing a three-container grouping 

Four series of simulations were performed: the first one presents a basic truck load-
ing without grouping and the three others respectively concern the three grouping 
strategies presented above. Each simulation experiment contains 2000 runs of the 
simulator with a random positioning of trucks and π-containers. The train is assumed 
loaded with only small unitary π-containers that constitute the more interesting case 
study as highlighted in [2]. The different simulation experiments are as follows:  

Sim. #1: π-containers route themselves into the π-hub and are loaded without group-
ing (i.e. grouping size limit = 1). 
Sim. #2: the first π-container that reaches a truck waits for all the containers that go to 
the same truck to be loaded at once (i.e. grouping size limit = remaining space in the 
truck).  

Initiator

Grouping
position 1
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Sim. #3: the groups of π-containers are limited to three containers to avoid disturbing 
neighbor loading gates (i.e. grouping size limit = space between two gates = 3).   
Sim. #4: the grouping size limit is now dynamic and can be extended if the neighbor 
loading gate is not used (i.e. 3 ≤ grouping size limit ≤ remaining space in the truck). 

The performance indicator is the evacuation time that represents the time between 
unloading the first π-container from the train and loading the last π-container onto its 
truck. Table 1 summarizes the different simulation results.  

Table 1. Simulations results 

 

First these simulations show that the grouping of containers is efficient. The evac-
uation time for simulation experiment #2 is around 30% lower than the one for the 
first baseline scenario (without grouping). The grouping of containers greatly reduces 
the evacuation time with several containers going in the same truck. Thus the maxi-
mum value is divided by two, which implies a lower standard deviation for the simu-
lation experiment.  

However, the simulations in experiment #2 exhibit some blocking situations where 
some truck loading is delayed because the place in front of the truck is occupied by 
the π-container grouping of the truck on the left. In simulation experiment #3, these 
blocking situations were avoided because the group size limit was set to 3. The exten-
sion of the grouping size limit in simulation experiment #4 does not impact most of 
the simulations. But in some cases, the evacuation time was lowered by 120 seconds 
(i.e. one loading time). Indeed, with this modification six containers can be loaded at 
once (if the gate on the right is not used) instead of two times three containers.  

If the scenario includes a lot of π-containers going to the same truck, the strategies 
tested in experiments #3 or #4 have to be chosen. If there are some gates that are not 
used in the scenario, the strategy simulated in experiment #4 should be used to  
provide better results. So the strategies proposed consider an increasing number of 
specific cases without impacting the overall results. Indeed, the enhanced strategies 
respectively lower the evacuation time of simulation experiment #2 by 1% to 2% in 
average over 2000 runs, while taking into account the specific scenarios. 

5 Conclusion 

This paper presented a study of routing inside a π-hub and focused more particularly 
on the loading of π-containers onto trucks. The aim of this paper was to show the 

Evacuation Time
for 2000 runs (sec)

Simulations
#1 #2 #3 #4

Average 963 634 628 623

Standard
Deviation

122 46 42 43

Min 664 524 520 504

Max 1744 816 800 828
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impact of different grouping strategies using the concept of π-container activeness. 
The simulations proposed showed that the grouping of containers has significant 

value. It lowers the evacuation time of the system by 30%. The grouping of containers 
could be made using different parameters like the number of containers grouped or 
the time waited by containers before loading. This paper illustrated this with some 
grouping strategies dedicated to specific scenarios.  

Next studies should first consider other performance indicators like the departure 
time of each truck or π-container. It could make easier the evaluation of specific sce-
narios and of the corresponding strategies. Another perspective is to include internal 
perturbations to prove the robustness of the routing mechanism in a disrupted envi-
ronment. Finally, the routing approach could be extended for example by taking into 
account future states of the system in the decisional and grouping mechanism.  
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Abstract. This paper discusses an approach and a proposal of modeling socio-
technical production systems. During the analysis and the development of new 
concepts the need for suitable representation methods emerged. Especially we 
had to grasp and document varied system aspects and make these aspects un-
derstandable for our project team. Surprisingly no standardized, uniform, com-
prehensive and especially quite complete system modeling standard exists up to 
the present day. The modeling frame which we developed and which is pre-
sented in this paper corresponds first of all to the approach of General System 
Theory after which complex socio-technical systems a) can be modeled in a 
hierarchical structure (called "subsystems") and b) aspect-wise (called "aspect 
systems"). Within the scope of the project we developed several aspect systems, 
as for example the formal organization, flow of information, knowledge  
network and social network. 

Keywords: socio-technical systems, modeling, production planning and  
control, manufacturing. 

1 Introduction 

During a project in several manufacturing companies which has been supported by 
the Swiss Confederation (KTI), the need for suitable representations and a model 
method emerged in order to support our analysis and conceptual tasks. The project 
has been about decision support and the optimization of production planning and 
control tasks and related decisions. During our project work it became (once more) 
clear, that in an interdisciplinary project regarding production planning and control, 
unfortunately, one has to develop inevitably "ad hoc" and individually favored repre-
sentations and modeling technologies. Surprisingly up to the present day no standar-
dized, uniform, comprehensive and "complete" system modeling method exists as an 
established standard. It is not clear at all with which methods one has to document 
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socio-technical production systems in an integrated way, and how these systems are to 
be modeled or to be explained. That is, no real methodical certainty exists when a 
project has to deal with many system aspects. Rather originate within the scope of 
such projects - in the absence of alternatives and of necessity - more or less new situa-
tion-related visualizations. This shows an attempt to do justice to the complexity and 
diversity of the systems to be described. Meanwhile most representation and model-
ing methods lack an integrating frame, which is why one has to use different and quite 
separate representations - which lack a clear and recognizable relation between differ-
ent aspects of the system. The mental integration of different and especially separate 
representations can therefore not succeed in an optimal way.  

Modeling methods, like CIMOSA [1], ARIS [2], SCOR [3], Viable system model - 
VSM [4], UML [5], Value Stream Method - VSM [6] etc. lay their focus mainly on the 
technical or organizational side. Especially social and cognitive aspect models are not 
an integrated part of those methods, like e.g. MTO-Analysis [7], Rasmussen [8], Hie-
rarchical Task Model [9], or Knowledge Networks [10].  

2 Problem Statement 

The deficit we face in projects concerning the investigation of "production planning 
and control systems" depends in fact on our view, to sum it up, that there is no general 
accepted method to model socio-technical systems which is broad enough to deal with 
all social, cognitive and technical aspects in an adequate way - or that the methods in 
use rather negate important social and cognitive aspects. However, the success of 
projects in such a field depends on the fact, how well the project partners succeed in 
grasping all those aspects of the production system in order to form a comprehensive 
conceptual model. Today every successful project like e.g. in construction engineer-
ing would be totally inconceivable without high quality, comprehensive construction 
blueprints.  

Models and representations of a socio-technical manufacturing system are not only 
a topic in the project area. Adequate models would also be valuable for employees 
who are active in the daily business - as with adequate models they could better un-
derstand their enterprise. To eliminate a misunderstanding in advance: Business 
processes are in many ways mapped or modeled in ERP systems and furthermore 
there exist quality manuals. However, on the other hand, we found that central factors 
about the work system are not well documented neither in ERP systems nor in quality 
manuals (s. below).   

3 Goals and Requirements 

On account of the problem formulation described above and the ascertained deficits, 
from our point of view the need of a method which documents socio-technical manu-
facturing systems has arisen. The method should permit therefore in particular taking 
into account the most different aspects (aspect systems) and integrate them without 
losing the internal relations to the overall system. The goals are:  
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• a model of the system hierarchy and its respective levels (system / subsystem) 
• an integrated framework for various subsystem and aspect systems  
• suitable to model technical and social aspect systems and their interrelations 
• expansible to new aspects according to the user’s needs 
• easy navigation between different aspects and views of the system 

4 Multilayer Modeling Approach 

One purpose of the project consisted in creating an integrating representation meta 
frame in which different aspect systems at alternatively different system levels can be 
arranged, without the respective mutual relation gets lost. The system to be visualized 
must be integrated in a stable frame. As a base of the system representation and in 
analogy to an architect's plans or construction blueprint a so called "floor plan of the 
enterprise" served us here. This "floor plan" shows the overall system with his ac-
companying subsystems. Here, the possibility exists, to illustrate already several lay-
ers of the system. In support of the black box representation, known from the system 
engineering approach quite an easy representation with rectangles was chosen [11].  

4.1 System Hierarchy: Systems and Subsystems 

The uppermost representation level shows the overall system, which is called "S(0)". 
On the level "S(-1)" the system is shown with its subsystems (Fig. 2). In the example 
(Fig. 1) the system shows an overall system S(0) of our project partner. Eight depart-
ments, like painting, prototypes, logistics, etc., illustrate the according subsystems.  
With the change of the level S(0) to the level S(-1) the level of detail increases - this 
step is called "Drill-Down". The requirement of the Drill-Down has been realized in 
our software tools with the help of hyperlinks as the software tool we used did not 
support the generation of a hierarchy. In this feature is a major weakness of most 
graphic tools. Our prototype was provided in Microsoft Visio.  
 
 

Fig. 1. Example of a Level S(-1) system 

 

Fig. 2. System levels 
(s. Züst [11]) 
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4.2 Aspect Systems - Aspect Layers 

The system to be visualized has to be modeled - in order to understand its complexity 
- with its aspect systems or aspect layers (s. Fig. 3). These aspect layers should be 
integrated into the pre-existing floor plan as described above. During our project we 
have been able to derive a first set of these so called aspect layers. They emerged 
from our different perspectives of the planning and logistics system. There is no se-
quence in these layers, it is just a set which can vary according to the needs. 

 

 
 

Fig. 3. Aspect Layers of the Socio-Technical System  

Table 1. Aspect Layers 

Layer Description 

Formal Organization The formal organization is a mapping of the hierarchical lead-
ing structures of the company ("floor plan"). 

Planning and Control 
Operations & Policies 

Describes the planning and control system, especially relations 
between different elements (push, pull). 

Knowledge Network Describes implicit and explicit knowledge elements in relation 
with a concrete task or decision. 

Social Network Describes the frequency of formal and informal contacts be-
tween different people. The frequency and importance is ana-
lyzed by ratings of the interviewed person. 

Object Layer The object layer describes system elements like raw material, 
products.  

Process Layer Describes the relevant business or work processes  

 
The number of the aspect layers which can be illustrated is arbitrarily extendable, 

at least in principle (Tab 1.). Essential is not primary which symbols or which form a 
single representation uses - here personal preferences may rule. It is much more vital 
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that different aspects in any combination can be faded in and out. This helps the un-
derstanding of the system and the successive mental integration of different system 
aspects and views. 

Of course one has to determine well understandable symbols for the representation 
of these aspect layers. Besides, we tried hard not to invent new symbols or new me-
thods but to use wherever possible already well known symbolic libraries like these 
from e.g. "Value Stream Modeling" [6]. This simplifies the general intelligibility of 
the system representation. 

5 Examples of Realized Aspect Layers 

In the following section exemplarily some of the aspect representations realized in the 
project are described in a more detailed way. An entire documentation of all used 
representations is not possible, because countless combinations of levels and aspects 
are possible what leads to a very high number of visualizations of the system [12]. It 
matters for us to illustrate the basic and fundamental principles of the provided repre-
sentation method. That is to focus on the internal relation between the different aspect 
models with the underlying "floor plan". 

5.1 Aspect of Planning and Control 

An essential aspect of the analysis of the production system concerns the analysis of 
"work order relations" between different shop floors and departments. Work orders 
can be generated either from of a central planning and control department or as an 
alternative they can be initialized in a co-operative way (s. Fig. 4).  In order to under-
stand the planning and control philosophy one has to analyze the order relations be-
tween different systems. In particular we tried also to differentiate so called "push" 
and "pull" relations. As a "push relation" (straight arrows) we defined in our project 
relations, where the order-taking department has only a minimal autonomy concern-
ing the timing of the order sequence as a central planning department releases these 
orders. On the other hand in "pull" relations (circle within the arrow) the order taking 
place is autonomous. The example below shows the differentiation between several 
places and departments. According to our notation it becomes evident that some 
workshops plan with push relations while others maintain only pull relations.  We 
have defined different types of relationships concerning the work orders and have 
been relating these relations on the preexisting "floor plan". Every line could be aug-
mented by some attributes in order to describe the exact type and purpose. This has 
been one starting point to document our analysis results. It shows how we have been 
able to relate our findings into the pre-existing floor plan. 

5.2 Aspect of the Knowledge Network  

As an example of the analysis of a social aspect system, we will illustrate how the so 
called "knowledge network" [10] could have been integrated into the same "floor  
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Fig. 4. Relations concerning planning and control - Push- und Pull-relations 

 

Fig. 5. Knowledge Network in Connection with the Organization and the "Floor Plan" 

plan" as other elements without loosing the representation of the overall system. This 
analysis concerns the description of existing "knowledge items", that is, which rele-
vant knowledge elements are "instantiated" at the same time for a very specific task. 
The result is illustrated in Fig. 5. The clouds show "knowledge elements" whereas the 
lines determine which person uses a certain concept or knowledge element. 

In our specific project, the analysis of a "knowledge network" representation has 
been conducted for several selected specific tasks - in Fig. 5. the task of dealing with 
a "machine breakdown" is described. This analysis has been carried out by the work 
psychologists of our group. The results concerning the crucial knowledge and data 
items could be key to the design of the new ERP-system. This example indicates 
clearly how one can succeed in inserting a preexisting representation method - the one 
of the "knowledge network" - into a preexisting "floor plan", without the relation 
would have gone lost to the overall systems.  
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5.3 Aspect of the Social Network 

In the area of planning & control of work orders almost always a so called "secondary 
network" can be identified [13]. This secondary network is established in order to 
fulfill the task of coordination of work order as e.g. the optimal timing of work orders. 
This network maps e.g. the distribution of decision-making competencies or the flow 
of certain information throughout the company (s. Fig. 6).  It can be analyzed by 
interviews, e.g., by analyzing the frequency and the importance of bilateral relations.   

 

 

Fig. 6. Social Network 

5.4 Experiences of Practice 

The first experience concerns the software-technical implementation. The second 
category concerns the aspects of the shown content. The technical category can be 
characterized by the fact that the chosen software tool used had limited capabilities 
and supported certain demands only with considerable expenditure - the possibility of 
a hierarchical and comfortable drill-down was not supported adequately. The chosen 
software tool (Microsoft Visio) permitted it rather well, to select different aspects 
layers and to fade them in and out.  However, a bigger problem consisted in the fact 
that new information could be integrated only with quite an effort into the pre-existing 
"floor plan". The "experience of practice" showed many positive aspects as we have 
been able to integrate results of work psychologists and industrial engineers.  
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6 Conclusion 

The need for an integrated representation method which makes modeling of different 
aspects of a socio technical system on different layers possible could be fulfilled. It 
could have been shown that many - otherwise rather disjointed representations and 
models - can be integrated in an overall meta frame. Late changes of the floor plan 
can cause an effort in order to maintain the picture. 
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Abstract. The paper aims at investigating the industrial applicability of models 
for joint production and maintenance planning. Scientific community has paid 
attention to this issue for decades and more recently many researchers proposed 
models to optimize such kind of planning. Nevertheless each scientific work is 
based on its peculiarities and hypothesis, which might prevent the applicability 
within different industrial contexts. This is also due to the very theoretical roots 
of many models, often tested only within numeric or simulation scenarios. This 
paper aims at presenting a case study analysis where the industrial test-bench is 
analysed to understand how these types of model are adaptable and extendable 
to a real context. To support the case study analysis, the main literature on the 
topic is reviewed, with the purpose to provide the background for the model 
deployment and test within the selected industrial context. 

Keywords: Production Planning, Maintenance planning, Economic Production 
Quantity (EPQ), Manufacturing Industry. 

1 Introduction 

Production and maintenance management are responsibilities of different functions 
often corresponding to different departments of a manufacturing company. This could 
lead to an un-optimized management that does not seek for the overall maximization 
of operations performance, but only of production and maintenance. Conversely, a 
joint vision would allow to get an optimized management, in coherence with the 
single objectives of the two departments, but also aligned with the overall goal of the 
company. In this regard, all practices, rules and, in general, models that allow a joint 
and coordinated management are herein considered as “models” for joint production 
and maintenance planning in different time horizons; further on, within this research, 
a specific concern is given to mathematical models for optimization. 

Considering these models, it is worth pointing out that in literature many works are 
dedicated to the optimization of production and the optimization of maintenance, but 
a practical point of view on a joint approach is not so diffused. Recently, models have 
been distinguished based on the time horizon they refer to in their planning scope. In 
particular, according to [1], models are used for the (i) long term strategic and 
maintenance concept, (ii) medium term planning (i.e. tactical level) and (iii) short 
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term scheduling; besides, another category of scientific works is specifically focused 
on control and performance indicators. 

This paper deals with models supporting decisions at tactical level and it is based 
on a case study. The case allows studying the industrial applicability of such kind of 
models within a real context. This is aligned with the long-term objective of our 
research: contributing to fulfill the gap between the scientific theories and industrial 
practices with regard to the joint production and maintenance management. After a 
brief literature review (section 2), the model developed for industrial applicability is 
presented with related testing cases (section 3) and then used within a manufacturing 
industry case study (section 4); conclusions are eventually provided (section 5). 

2 Literature Review 

2.1 Brief State of the Art Analysis 

Literature background is mostly based on two papers which revise the state of the art 
[1,2], presenting a classification of models for aggregate planning and scheduling. 

According to [1], a first group of models – strategic decision models – is used 
during the system design phase, in order to identify at a high level the type of 
maintenance policy that should be applied in view of the production requirements of 
the designed system. The second group of models – tactical decision models – is 
focused on decisions over a mid-term (i.e. between one month and one year as time 
horizon). Such models support decisions for important maintenance interventions, 
deciding whether and when they should be performed based on their impact on the 
production plan for what concern the delivery of the demand of the planned period; 
this kind of models often considers the finite capacity of the maintenance crew in 
terms of hours that they make available for the activities of the maintenance plan. The 
last group of models – short term scheduling – considers a short time horizon, in order 
to schedule the interventions on lines or on singles machine based on an elaborated 
plan; this type of models takes care of deciding when a planned intervention must be 
scheduled within (often) one day timeframe. 

[2] propose to analyze the scientific works by means of three areas of interest: 
Quality, Maintenance, Production. The authors then divide the works based on how 
these areas of interest are considered, by a joint approach, within the mathematical 
models provided by the papers surveyed from literature. Focusing on the relationships 
between two areas, Production and Quality are worth to be firstly discussed. They are 
intrinsically linked, considering that a production process is imperfect. This implies 
that scraps and WIPs are generated in an un-optimized manner, thus economically 
impacting on the performances of the production process. A quality factor is then 
included in models for the Economic Production Quantity (EPQ). These models are a 
variant of models for Economic Order Quantity (EOQ), defined when a production 
process is considered (instead of acquisition process). The imperfection of the process 
is generally modelled by its deterioration as a function of time with, for instance, a 
linear or exponential model. Quality problems might be then detected by inspections, 
often considered by the models, including their cost. This approach allows to optimize 
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the EPQ and the inspection interval to minimize the overall costs. Instead, for what 
concern the joint approach on Production and Maintenance areas, the main highlight 
concerns the relationship between production and maintenance in planning, often seen 
by separated approaches, pursuing an optimal maintenance plan, given the production 
plan or vice-versa. Also in this case, the EPQ models are used, considering the trade-
off between preventive maintenance cost and the cost associated to the risk of 
corrective maintenance during the production period (in some cases also including the 
risk of defective products, that is the lack of quality). Further on, still within the 
relationship between Production and Maintenance areas, it is worth considering that 
the negative effect of stoppages might be also mitigated by the material kept on stock, 
which can be used to supply a given demand when production is not possible: in this 
regard, a good number of models considering the production systems with buffer 
capacity is proposed in literature. Eventually, the Maintenance and Quality areas are 
also sometime jointly addressed while neglecting the Production area. This is done 
basing on typical approaches as the following ones: a study of how maintenance, as 
an imperfect activity, impact on quality; an orientation towards using maintenance to 
reduce the quality gap with respect to a target value. 

2.2 Selection of Reference Models from Literature 

Starting from the literature surveys of [1,2,3], their references have been considered 
for more in depth analysis (respectively, [1] cited 88 papers, [2] 116 papers, [3] 45 
papers). The references, integrated with other papers published during the more recent 
years, allowed us to select a sample of 90 papers as background for our research. 
Firstly, the analysis of this sample allows to assert that not all the scientific works 
provide a validation or verification of the proposed model. Moreover, only few of the 
sampled papers verify the models by means of an application in real world (6 papers, 
out of 90 papers of the sample), while the large amount of works considers validation 
only through numeric example (59 out of 90) or simulation (15 out of 90). This result 
further justifies our intention to concentrate on industrial applicability. Moreover, the 
objective of this analysis was to identify some reference models to be used for the 
definition of a model candidate to be tested in the industrial case study. Thus, as  
the 90 papers present optimization models for joint maintenance and production 
planning and scheduling, models were initially classified according to 7 clusters. The 
clusters are primarily inspired by the classification of [1]. Amongst them, 3 clusters 
are grouping the tactical models, as main concern of our research: EPQ models with 
quality issues; EPQ models with failure issues, Models considering systems with 
buffer capacity. EPQ with failure issues is the cluster of models this research has been 
concentrating on: more than a quarter of papers in our sample presents EPQ models 
with failure issues; based on this simple statistic, these models can be reasonably 
considered as the most addressed by the scientific community. 

Thus, focusing only on the EPQ models with failure issues, we identified some 
decision drivers in order to fine-tune the selection of models. The linearity and easy 
understandability of the models have been considered as relevant properties for the 
industrial application, assuming that they would enable a more transparent approach 
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to the industrial user. Moreover, production and maintenance have been focused as 
main target, not neglecting necessarily models that consider also quality as third area 
covered by the model. Eventually, the type of production system assumed by the 
model was also taken into account, in order to select the joint planning models that 
apply on properly detailed systems, thus at least comparable to real industrial systems. 

3 Deployment of the Proposed Model 

3.1 Overview of the Proposed Model  

Literature analysis led to select some of the most recent models: [4,5]. [4] propose a 
model oriented to follow a given production optimization. The maintenance plan is 
subordinated to a strict constraint: the realization of the entire demand of each type of 
product. Backlog is not considered and demand must be strictly respected. The model 
considers a series of machines (a production line), introducing flexibility to represent 
both the system as a whole and the single phases and stations. Finally, each machine 
is subject to a Preventive Maintenance (PM) only once within the production planning 
bucket. [4] has been selected as good reference of a model that properly takes care of 
production priorities. [5] propose a model oriented to follow a given maintenance 
plan. Optimal PM frequency is then fixed and must be respected. Based on a certain 
maintenance behavior of the system, represented through failures’ models, the model 
optimizes the production plan of orders, provided within a given time window (i.e. 
defined by the earliest and latest time for production). Backlog is considered through 
the related backorder costs; also overtime, if needed, can be exploited. Finally, the 
system is represented as a whole, even if failures’ models provides a good lever for 
detailed modelling of the system. [5] was selected as good reference of a model that 
give adequate priority to maintenance plan. The two models are, thus, representative 
of two different attitudes, that is priority to production and priority to maintenance. 
Both models then reveal pros and contra. [4] model is good for a well deployment of 
the production system model by considering the machines / subsystems, while it lacks 
in a detailed modelling for overtime work and flexibility in the number of PM within 
a production time (only one PM is allowed). [5] model, instead, is good for its 
modelling capability of overtime work, but does not allow decomposition of the 
system and represents PM as fixed in its scheduling. Hence, this research aimed at the 
preparation of a new model as a fusion of the features provided by the two models. 
Hence, based on their pros and contra, requirements for a new model were firstly 
elicited. Requirements come from the need to support a decision maker within a 
manufacturing industry with a good flexibility to cope with both production and 
maintenance planning issues. A company producing white-goods offered a test-bench 
to this end. The company operates a mass-production. The production system of the 
test-bench is a manufacturing line; therefore, the system reliability is in accordance to 
a series logic: a stoppage of one of the machines in the line implies the stoppage of 
the entire line. This strongly requires an accurate maintenance planning, coordinated 
with production, to optimize availability of the line with the purpose to guarantee the 
production targets. Further details of the application of the model in the case study are 
proposed in section 4. Then, the following are the requirements identified for the 
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deployment of a new model: i) frequency of PM is not fixed a-priori; ii) one PM 
always occur at the first period in order to restore the system at an “As-Good-As-
New” state; iii) PM can occur more than once (generally twice) within the production 
time horizon; iv) the production system is considered divided in sub-systems, like 
machines, for quantifying the maintenance performances; v) the production system is 
considered as a whole for the production performance; vi) backlog is allowed; vii) 
overtime work is also exploitable. Overall, according to the requirements, the [4]’s 
model has been extended by the introduction of two decision variables – overtime 
work and backlog – and some new specific constraints (derived from [5]). 

3.2 Testing Scenarios  

An experimental plan was defined for a numerical validation of the developed model. 
From the literature, considering the typical variables involved in the analysis, the 
followings have been considered for the plan: production mix variability, demand 
predictability, aggregate planning strategy. Each variable can be considered with two 
levels: high (H) or low (L) value for variability and predictability, Level or Chase for 
the planning strategy. Thus, with the two levels and three variables, 23 scenarios are 
possible. Nevertheless, some key scenarios have been considered, out of all possible 
scenarios, envisioning their meaningfulness in some real industry. This led to identify 
three experimental conditions: i) Level strategy, high demand predictability, low mix 
variability; ii) Chase strategy, high demand predictability, low mix variability; iii) 
Chase strategy, low demand predictability, high mix variability. These scenarios were 
then created with numerical examples and applied to the proposed model, after 
representing the uncertainty (subsequent to demand predictability) based on Monte 
Carlo simulation. The numerical examples helped validating the new model, which 
has achieved similar or even better performances than the original models of [4,5].  

Indeed, the case study corresponds to one of the scenarios used for numerical 
testing, namely the first one featuring a Level strategy, high demand predictability 
and low variability of the production mix (like working under conditions of a “quasi-
constant” mix, with a low uncertainty for what concern the demand prediction).  In 
this scenario, it has been seen that stocking material is a solution to prefer than 
requiring overtime work. To this end, the model proposed by [5] is not able to flexibly 
manage the preventive maintenance scheduling and result in a schedule that cut 
considerably available working time, forcing than to consider overtime working (even 
in a scenario where nominal capacity can satisfy a stable demand). The new model, 
instead, manage the risk of possible stoppages, balancing such risk, creating a 
scheduling that more reasonably consider the exploitation of the production capacity 
of the system. The new model was, thus, considered ready for an application in 
industry and judged as good reference in order to further work on a test in a real case. 

4 Manufacturing Industry Case Study: Analysis and Results  

By applying the model to the case the results theoretically achieved are equal to an 
overall saving of 57% of maintenance costs, compared with the AS-IS situation.  
This seemed a very interesting result, considering that in literature models for 
optimization of maintenance and production scheduling are claimed to be able to 
provide a saving of around 30% [6]. Starting from this potential, the analysis of the 
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case was further directed to critically understand the reasons, identifying the 
hypothesis laying behind this behavior. Indeed, what is worth to be herein discussed is 
the sensitivity analysis, performed on the model with the purpose to check how it 
behaves. The methodology for case study analysis, that has been thus applied, 
followed some steps related with sensitivity analysis: i) the results given by the model 
have been compared with the actual practices of the company, ii) great differences 
between what suggested by the model and what presently ongoing as practices in the 
company were carefully checked, iii) the weaknesses of the model, namely some 
restrictive hypothesis not originally identified, were highlighted as a final outcome. 

4.1 Analysis on Production Capacity Variation 

First variable checked by sensitivity is production capacity. Production capacity has 
been intended by the company as a reduced time available for operations (shortly, in 
the remainder, operating time), resulting from either a reduction of shifts or closure 
days. This was compliant with the hypothesis of use of the model. 

As a general consideration on the model behavior, it has been observed that the 
production capacity results correlated with production system utilization: a decrease 
of production capacity corresponds to an almost linear increase of utilization. Further 
on, the proposed model considers the PMs scheduled within operating time; their 
further impact should be then measured: subsequently, when decreasing production 
capacity, it has been noted that the model suddenly proposes to use overtime work in 
order to guarantee the demand; on the other hand, the variation of production capacity 
does not show any correlation with the plan of PMs suggested by the model, that 
remains unchanged. This can be explained basically considering the ratios of costs 
adopted for experimentation: the overtime work is costing less than backlogs and 
PMs; then, the model shows a capability to adapt its planning strategy based on cost 
minimization. In other words, in order to counterbalance the decreasing capacity, the 
overtime work is the resource used because is the less costing. 

In comparison with the actual practices of the company, what suggested by the 
model was instead judged as not properly aligned. In fact, the practice of the company 
is to try to avoid the overtime work when the nominal production capacity is reduced 
and, instead, to neglect some PM interventions in comparison with the original plan, 
in order to save some operating time for production. This has been proved, based on 
experience over the years, not impacting on availability of the line. After discussing 
such a behavior, the root cause of misalignment of the model with the real conditions 
was identified: the reliability of the machines is in fact considered by the model as 
independent from the production capacity, hence the operating time of the line. More 
precisely, our model followed what normally proposed in literature: to consider the 
reliability only as a function of the calendar time. But reliability is also a function of 
the type of use, hence the operating time and other minor variables, especially true 
with electromechanical systems, as the machines of the line, that should be normally 
assumed behaving under so called Operating Dependent Failure (ODF). Thus, the 
case study highlighted how the type of use and the operating time should not be 
neglected, but instead should be taken into account by the model in order to represent 
a reliability behavior that is influenced by the capacity that the system deploys for 
achieving the production targets. 
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4.2 Analysis on Maintenance Parameters Variation 

Maintenance parameters, time and costs, are the second type of variables checked by 
sensitivity analysis, to verify their effect on the comprehensive cost of the plan, and 
the number of maintenance interventions. In this regard, it is worth underlining that 
the failure distribution model adopted for the case is a Weibull function, according to 
well-known reliability theory, while the parameters of the Weibull have been derived 
based on an analysis of the historical data recorded in the company’s maintenance 
information system at machine level. Considering an increase of cost of Corrective 
Maintenance (CM) interventions or of time needed to fix problems (equivalent to say 
that failures become more critical events), the model pushes to carrying on more PMs. 
More specifically, this trend is observed for the machines of the production system 
whose occurrence of failure is modelled by a Weibull with a form factor larger than 1, 
representing the behavior in a wear-out phase of the bathtub curve, well-known in the 
reliability theory. Conversely, for other machines, where the form factor is equal to 1 
(i.e. the failure occurs based on a memory-less phenomenon, modelled by an 
exponential distribution), the model does not suggest PM, that practically would be 
not necessary, being the failures not depending on the elapsing of time. Eventually, 
when the form factor of the Weibull is minor than 1, the model leads to reduce as 
much as possible the number of PMs, that has not positive impact on the reduction of 
failures. All in all, the behavior observed with different Weibull models, changing 
based on different form factors, is aligned with expectations from reliability theory, in 
particular, with literature on maintenance cost optimization models. 

Nevertheless, a misalignment with actual practices of the company was detected, in 
the cases of Weibull with form factor minor than 1. Further investigation then aimed 
at checking whether practices of the company might be considered wrong, or if some 
data introduced in the model were not aligned with the actual hypothesis. Indeed, the 
machines whose failures are characterized by a Weibull distribution with form factor 
minor than 1 are currently maintained with much more PMs than what suggested by 
the model. The mathematical formulation behind our optimization model, instead, 
considers that for these machines it is not worth carrying out PMs. In particular, 
according to how the model behaves based on its laying assumptions, the machines 
are considered “As-Good-As-New” after each PM and, in this case, they would start 
to suffer of more failures due to the case of infant mortality (i.e. the wear-in phase of 
the bathtub curve, correspondent to a form factor of the Weibull function minor than 
1). According to this behavior, the model thus suggests to carry out less PMs than the 
ones presently carried out in the company. Nevertheless, this is a blind application of 
the mathematical model that risks to create a bias and even errors in maintenance 
planning. The most reasonable root cause of the error is using the Weibull analysis at 
a machine level. This hides the different failure modes that the machine can suffer 
from, and how the PMs contrast such failure modes. In effect, in reality, not all the 
PMs are an overhaul intervention on the machine; instead, they are of different types 
(e.g. minor regulations, cleaning, etc…) and address only few failure modes, thus 
being far from the hypothesis of returning the machines to an “As-Good-As-New” 
condition. Therefore, the model certainly shows one of its drawback when the overall 
behavior of the machine is modelled with Weibull with factor form < 1, while some 
PMs are carried out just to contrast few failure modes that, at a detailed level, could 
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result modelled by a Weibull with factor form > 1. Making a detailed modelling of 
behavior of the machine is well discussed in reliability analysis, and, from our result, 
it seems worth of consideration within models for joint production and maintenance 
planning. Indeed, by the herein presented case study, it has been verified the strong 
impact it can have on the industrial usability of such kind of optimization model. 

5 Conclusions 

The paper introduced the topic of joint production and maintenance planning and 
scheduling by summarizing three main surveys in the research area. A new model 
based on existing scientific works has been presented by means of a brief explanation, 
neglecting the mathematical formulation, out of the scope of the present dissertation 
while focusing on its use in an industrial application. Indeed, the industrial application 
revealed some quite relevant differences between the recommendations resulting from 
the model and the actual practices carried on by the company. This has allowed to 
highlight some weaknesses of such kind of models, that we deem quite interesting in 
terms of possible future research. 

On the whole, the analysis revealed how the impact of variance or uncertainty of 
inputs related with maintenance issues can be quite serious, possibly more relevant 
than the uncertainties due to production inputs. Unfortunately, the maintenance data 
are the ones that are often less considered, hence less modelled, in the companies. The 
case study then arises a warning on a proper management of maintenance data and, in 
particular, on maintenance performance, which can be really affecting overall plant 
performance and, more specifically, a coordinated production and maintenance plan. 
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Abstract. The paper presents the results of an exploratory research based on 10 
SMEs used as case studies with the purpose to observe the state of practices 
with regard to the integration of maintenance with production management. The 
research intends to provide an evaluation of the quality of integration by means 
of a maturity assessment method. The resulting evidences allow an initial con-
cern on strengths and weaknesses of maintenance management and its relation-
ship with production management in SMEs. 

Keywords: Maintenance management, production management, integration, 
SME, manufacturing. 

1 Introduction 

The importance of maintenance in manufacturing has been increasing in the recent 
years [1] considering its effect on the long-term improvement of equipment availabili-
ty, product quality and production costs [2] and the growing concern that profit and 
productivity can be improved when maintenance potential is exploited [3]. Nonethe-
less, maintenance is not yet developed in many industries: according to [4], reporting 
a survey on 118 companies in Sweden, 55 % from the mechanical industry, relevant 
weaknesses emerge; we achieved similar evidences in Italy through a survey on 128 
manufacturing companies [5]. Nonetheless, it is worth remarking a positive issue with 
regard to the use of TPM (Total Productive Maintenance), as a good share of compa-
nies in the mechanical industry declares TPM as standard practice. Since TPM is an 
opportunity space for better integration of maintenance with production [6], the aim 
of this paper is to study the relationship between production and maintenance function 
within mechanical plants. This is discussed in a wide number of publications; even so, 
literature is still lacking attention on the integration of maintenance and production 
within SMEs. Thus the paper aims at providing the results of an exploratory research 
carried out in 10 SMEs in the wire drawing industry, a sector of the mechanical indus-
try. This industry operates downstream from the steel-making industry and, according 
to the Comité Européen de la Tréfilerie, in Europe it is composed of nearly 500 active 
companies, with about 50,000 employees. 
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The study starts with the design of the exploratory research (section 2), its imple-
mentation is then described (section 3) and the results are discussed (section 4) before 
concluding with limits and next steps for future work (section 5). 

2 Design of the Exploratory Research 

2.1 Scope and Framework 

Figure 1 summarizes research scope and conceptual framework used to drive the next 
step of research implementation. 

 

Fig. 1. Reseach scope and conceptual framework 

The framework is based on maintenance management with special regard to TPM 
practices [6, 7]; further on, due to the scarcity of SMEs-related literature, interviews 
to 2 SMEs as pilot cases have been carried on, to identify the most important matters 
perceived in regard to the integration between production and maintenance. As first 
result of the pilots, the framework includes the information system as key resource to 
support information and procedures required for the maintenance tasks and the inte-
raction with the production function. Further on, it is worth remarking the logic for 
continuous improvement as a perceived need in SMEs: in this regard, the machines 
installed in the company are the entities driving the interaction between production 
and maintenance function; the human resources are the key resources to contribute to 
its successful implementation. Other relevant activities were identified in the pilots: i) 
failure reporting and analysis, enabling the integration by capturing information and 
knowledge from maintenance and production through simple “tools” (e.g. Ishikawa 
diagram as suggested by TPM); ii) opportunistic maintenance, whenever the failure 
creates a repair “opportunity” leading to consider the possibility to anticipate some 
preventive repairs; iii) maintenance planning and scheduling, that should be driven by 
the machines’ criticality; iii) execution of maintenance activities, requiring training of 
operators, even production ones for autonomous maintenance; iii) performance mea-
surement, to assess the achievement of production targets through Key Performance 
Indicators (KPIs). 
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2.2 Target Process Area 

The conceptual framework was re-organized by defining 6 maintenance process areas 
as reference model for the implementation step (table 1). 

Table 1. Process areas and matters of interest for integration within each area 

Process area Matters of interest for integration 

Maintenance Planning and 
Scheduling 

Production and maintenance function should share common objectives and 
coordinate accordingly plans and schedules of machines’ usage, considering 
all machines and a prioritization approach to plan and schedule maintenance 
activities. Furthermore, it is opportune to consider the availability of pro-
duction operators, with the purpose to develop autonomous maintenance 
plans. 

Coordination for Mainten-
ance Execution and  

Reporting 

Production operators need the necessary knowledge to manage a failure in a 
standardized way, to solve problems by means of an autonomous mainten-
ance execution, or to identify the right person to restore the machines to the 
normal condition. Reporting is also required for the necessary recordings of 
activities, to suit further needs of failure analysis; reporting starts with the 
request issued by production operators. 

Failure Analysis and Op-
portunistic Maintenance 

When a failure happens, it is possible to allocate unscheduled preventive 
maintenance as repair “opportunity”; this requires a short-term coordination 
between production and maintenance function. 

Failure Analysis and Con-
tinuous Improvement 

Failure analysis could bring to new procedures that, inside maintenance and 
production function, promote continuous improvement. 

Human Resources  
Management 

Human resources are a lever for effective integration: production operators 
should be trained on basic functions of the machines they work in, and their 
failure modes to autonomously make some activities, and to further collabo-
rate with maintenance by sharing ideas for continuous improvement. 

Performance Measurement 
Performance measurement is needed to check the effectiveness of im-
provements: KPIs are an important “tool”, shared between production and 
maintenance function, to control the adequacy of improvements. 

3 Implementation of the Exploratory Research 

3.1 The Questionnaire 

The process areas were used to guide the generation of a questionnaire for the case 
study analysis: the questionnaire was structured with sets of questions, one for each 
area, while the pilots were helpful for transforming knowledge available from litera-
ture in questions understandable in practice. The questionnaire was then used to lead a 
discussion with target employees in each case study, allowing to gather open answers. 
Table 2 provides a sample of questions for the ′Failure Analysis and Continuous Im-
provement′ process area. Accordingly to the related tasks expected within an organi-
zation, the questions are classified by indicating the responsibilities, either only within 
the maintenance function (M) or within the interaction with production function (M-
P). The questions are also classified considering the capabilities of the maintenance  
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function that the practices contribute to: the definition of capabilities – managerial, 
organizational and technological (MAN, ORG and TEC) – is based on previous works 
of the authors, as better explained in the next section 3.2. 

Table 2. Sample of questions taken out from the questionnaire and their classification 

Question 
FUNCTION CAPABILITY 

M M-P ORG TEC MAN 

If failure analysis is done in your tasks, do you analyze 

the trends and statistical properties of past failures? 
√   √  

When you decide some improvement, who is consulted 

to finally assess the decision? 
 √   √ 

Who is in charge to check performances to monitor the 

improvements after implementing new procedures? 
 √ √   

3.2 Maturity Assessment Method 

The quality of a business process can be evaluated through the concept of maturity. 
Indeed, maturity has been proposed to assess how business processes are carried on; 
correspondingly, maturity assessment methods have been developed with the purpose 
to assess the state of practices of such processes [8]. Maturity models lead to the pro-
vision of a normative description of the good / best practices [9], which helps to  
develop a rank of practices in the target processes. In particular, making a rank of 
practices is possible through the identification of a given maturity or capability level 
[10]: a company, subject to a quality audit, is assigned a maturity / capability level 
based on the observation of its practices in the target processes. Using terms original-
ly developed for maturity assessment methods, a Maturity Level (ML) can be as-
signed to a process, or to a set of processes, so called Process Area (PA); several 
models have been used for the definition of maturity, many of which are based on the 
Capability Maturity Model (CMM) and its later integrations [10]. As such, adopting 
the MLs can be considered a way to assess tangibly – by using a score – the state of 
practices in a business process / process area. 

Some authors of this paper have already experienced the use of maturity assess-
ment: a concept of maturity assessment for maintenance management was presented in 
[11] and tested in case studies from different industries [12, 13, 14]. More recently, the 
method is presented in its theory [8], inherited in the present paper in the main assump-
tions. Summarizing them, PAs are assessed in terms of their managerial, organizational 
and technological capabilities: when making a quality audit of business processes, one 
can analyze, at the most aggregated level, the MLs reached by a company in terms of 
such capabilities; afterwards, the MLs can be split to detect the criticalities through the 
maturity profiles, firstly, of the PAs and, after further decomposition, of their compo-
nent processes. The difference of this paper, with respect to the original concept of [8], 
is due to the extended scope of analysis: the method is herein adopted with the purpose 
to study the interaction between maintenance and production management instead of 
only focusing on maintenance. Another difference is related to the intended use of the 
method: it is to support a rough analysis aimed at the identification of two MLs, high 
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and low. This rank does not achieve a precise granularity, as it would be possible when 
more established approaches are adopted – e.g., those recommended by CMMI, with 5 
to 6 levels. The limited use proposed for the present paper was sufficient for the pur-
pose of the exploratory research: the maturity assessment helps making a rough rank of 
practices in the target processes; more precise granularity is required if the aim is to 
assist companies improving their practices. 

The following procedure was then adopted for each case study: i) the case is initial-
ly analyzed through a narrative description of the interviews carried on (step 1:  
“written report of the interview”); the narrative description is the starting point to 
synthesize the state of practices in the target PAs and the emergent capabilities (step 
2: “summary of the observed practices in the target PAs and subsequent capabilities”; 
the PAs are defined accordingly with previous Table 1); comparing all the cases, and 
considering the behavior resulting from the practices currently observed, the PAs are 
classified according to two MLs, i.e. high and low maturity; this enables to make 
evident their contribution to capabilities and, more in general, the quality of interac-
tion between production and maintenance (step 3: “maturity assessment of target PAs 
and subsequent capabilities”). Table 3 provides the definition of managerial, organi-
zational and technological capabilities as used in this research; Table 4 reports a sam-
ple of result for a case study, showing the outcome of step 2 and 3. 

Table 3. Definition of managerial, organisational and technological capabilities 

Capability Definition 

Managerial Decision making capabilities within the planning and control cycle, considering also 

the responsibilities, either only within the maintenance function or involving the 

interaction with the production function. 

Organizational Definition of organisational roles and duties, organisational relationships between 

production and maintenance function, and mechanisms to support knowledge man-

agement, motivation and growth of human resources. 

Technological Support provided by ICT tools and techniques/methods for data analysis, with particu-

lar concern on their effective use in the company’s practices (i.e. it is interesting how 

tools/techniques/methods are effectively adopted, not solely their availability). 

Table 4. Sample of a case study result 

Process area Sample of evidences emergent for the company’s capabilities ML 

Maintenance Planning and 

Scheduling 

(MAN): the maintenance plan is updated every year but there are 

weaknesses in the planning process: the decisions do not result 

from any collaboration with production function, while the plan 

changes are based only on special, big events worthy of remark. 

L 

Coordination for Maintenance 

Execution and Reporting 

(ORG): the company adopts a standardized reporting process, 

with the purpose to gather all inputs from the work request issue 

to the work order execution; organizational roles are identified 

with their task responsibilities along the process. 

H 

Failure Analysis and Conti-

nuous Improvement 

(TEC): time series of past failures are not stored in electronic 

means; their trends and statistical properties cannot be analyzed. 

L 
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4 Results of the Exploratory Research 

The outcome of case study analysis is now presented focusing on main features to 
characterize each capability (Table 5): the features are synthesizing the most mea-
ningful observation of practices emerged through the maturity assessment in different 
PAs; to comply with privacy issues, the SMEs are named by an anonymous number. 

Table 5. Cross-analysis of main features emerging in the case studies 

Features / ORG 1 2 3 4 5 6 7 8 9 10 

Cross-functional communication H H H H H H H H H H 

Task standardization along the 

reporting process 

H H H L H H H H H H 

Production operator involvement 

in maintenance 

L L L H L L L L H L 

Features / TEC 1 2 3 4 5 6 7 8 9 10 

IT support to condition monitor-

ing 

L H L L H L H H L H 

IT support to opportunistic main-

tenance 

L L L L L L H H L L 

IT support to failure analysis L L L L L L H L L H 

Features / MAN 1 2 3 4 5 6 7 8 9 10 

Alignment of maintenance plan-

ning with requirements 

L L L L L L H H L H 

Decoupling of production and 

maintenance programs 

H H H H H H H H H H 

Decision criteria for opportunistic 

maintenance 

L L L L L L H H L L 

Standard KPIs driving perfor-

mance management 

L L L L L L H H H H 

 
A good maturity is evident for the organizational capability, especially in: i) the 

cross-functional communication, facilitated by the simple organizational structure; ii) 
the standardization of the reporting process, with task responsibilities of different 
functions along the process; this enables gathering all inputs required for work order 
management, from work request issue to order execution. Conversely, serious weak-
nesses regard the involvement of production operators in the execution of autonomous 
maintenance: in almost all the companies, production operators are forbidden to ex-
ecute any maintenance activity on machines; further on, training only aims at guaran-
teeing skills to correctly use the machines and to identify particular symptoms that the 
failure has occurred or is close to occur; all in all, there is a clear separation between 
production and maintenance functions at the execution level. 

A poor maturity is evident in most of the sampled companies for what concern the 
technological capability, due to a low maturity in: i) the scheduling of opportunistic 
maintenance, not relying on a tool that, based on the information of machines’  
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expected workload and maintenance downtimes, could support the planner in more 
informed decisions; ii) the storage of failure reports, kept in paper forms in case of 
non-mature companies; this causes hard consultation and analysis of past events. On 
the other hand, the IT support to condition monitoring of machines is exploited in half 
of the sampled companies: this is a promising issue for mature practices. 

Managerial capability did not result mature, except for maintenance scheduling. 
Maintenance scheduling is eased in all companies by cyclic programs in case of regu-
lar stoppages for frequent activities (every Saturday) or longer durations (once or 
twice a year): the maintenance function can manage the programs autonomously, and 
there is no real need for coordination with the production function, thanks to a de-
coupling mechanism defined through simple rules (e.g. Saturday is only dedicated to 
maintenance, and it is scheduled once every week, or every more weeks). On the oth-
er hand, many weaknesses arise, such as the followings: i) maintenance planning is 
carried on once a year, even if decisions concerning preventive maintenance frequen-
cies are not aligned with the actual requirements, being not driven neither by an anal-
ysis of failure trends nor by the production needs arising from the demand forecast; ii) 
scheduling of opportunistic maintenance is not engineered in its decision criteria, 
because the analysis of maintenance downtimes is usually missing and, further on, 
scheduling is not based on a priority list of activities, which could guide opportunistic 
decisions; iii) performance management is not currently observed; in particular, man-
agement driven by performances such as OEE is missing; as positive remarks, it is 
however opportune to point out that some KPIs – i.e. production yield and productivi-
ty –, which can be related to the OEE components – i.e. quality, availability and per-
formance –, are used in the most mature cases. 

5 Conclusions 

The exploratory research of this paper has provided first evidences on practices used 
in manufacturing SMEs to improve maintenance thanks to its integration with produc-
tion: a wide number of weaknesses, concerning managerial and technological capabil-
ities, are revealed, while organizational capabilities seem more robust. Future works 
will continue the research focusing in other districts and industries. The purpose will 
be to enlarge the sample and make a cross-analysis of different SMEs context. It will 
be relevant to identify the common weaknesses, then the correspondent gaps, to estab-
lish a further research phase aimed at technology transfer helpful to SMEs. 
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Abstract. This paper proposes a multidisciplinary framework for robust plan-
ning and decision-making in dynamically changing engineering construction 
projects. The aim is to facilitate 'optimal' levels and 'trade-offs' between the ma-
jor factors affecting decision-making throughout the project phases, to manage 
design changes and other disturbances, and to generate the maximum possible 
value. Offshore shipbuilding case analysis is applied to refine the model and to 
illustrate its value in decision-making.     

Keywords: construction project, uncertainty, lean, decision-making, behavior. 

1 Introduction and Motivation 

One-of-a-kind specialized vessel construction is specific for European offshore ship-
builders. To achieve economic sustainability and compete with price-focused ship-
builders, combining quality with cost effective productivity and agility to meet  
customer changes throughout the construction process, is key. In this context, the 
minimization of the use of resources and the reliable adherence to a tight schedule is 
challenging. The dynamic dependencies, the production processes and the involved 
resources are complex. Frequent changes in design and legal regulations lead to con-
tinuous adjustments in planning, procurement and execution, and define the grade of 
uncertainty to be dealt with on a daily basis. Deviations in judgment that depart from 
the standards of logic and accuracy [12] may also worsen uncertainty and the process 
of decision-making. These characteristics trigger the need for competences, skills and 
tools to manage the disturbances and optimize the output.  

Despite the growing number of issuant solutions, many of them ignore important 
characteristics of real systems; e.g. advanced design and engineering taking place 
concurrently with production [18]. As such, many solutions lack the flexibility neces-
sary, and are therefore perceived to be difficult to apply in practice.  Industrial state-
of-the-practice shows to be largely disconnected from the theory, and is more-or-less 
based on intelligent rules-of-thumb [6].  And even when methods are known and do 
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apply (e.g. LEAN), the success of implementation relies heavily on the human beha-
vior [14]. Lack of trust between supply chain partners, incentive misalignment, natu-
ral risk aversion, human limitations in working memory [15] and social motivations 
[29] are just a few behavioral issues that can negatively impact operational success. 
Even the most sophisticated technology requires judgment on design and input va-
riables. Finally, high performance teams often demonstrate unique solutions that are 
not visible within engineering solutions [7], and network based project organisations 
are not captured by existing project management literature [18].  These challenges 
motivate the connection of the operational element (planning & managing tasks and 
resources, utilizing control functions) and the behavioral/social elements within a 
single framework, to facilitate robustness in decision-making and planning. Although 
these two elements are intertwined, the traditions in the construction industry and 
academic literature are to treat them separately with different focus [7].  

The remaining of the paper is organized as follows. Theories to connect and rele-
vant literature is discussed in Section 2. The proposed conceptual model for robust 
decision-making is presented in Section 3. Case specific applications to prove the 
proposed model's usefulness and a list of research paths that serve to further validate 
the developed framework are given in Section 4, along with the conclusion.  

2 Multidisciplinary Literature Study 

This section highlights best practice and shortcomings in different research streams 
discussing robust planning and decision-making in engineering construction projects. 
This field is mainly steered under QMS or LEAN production principles. Most ad-
vances stop, however, at the connection of classical project management theories and 
techniques with lean production methodologies (originally established within the 
context of repetitive production), and the integration of these with innovations in in-
formation technology and ERP systems to improve information availability and quali-
ty. Despite the common understanding on 'uncertainty' and 'judgment' being major 
elements of construction projects, it is not clear how these are treated in existing 
project management literature [10].  Lean theory - as a fundamental management 
philosophy using whatever methods and tools that fit the purpose to deliver customer 
requirements with no waste [4] - attempts to treat variability on a conceptual level; as 
opposed to Earned Value Management, a second widely applied project planning 
approach [8]. It is, however, unclear how this is done operationally. Recent advances, 
suggesting improvements and the triangulation of different methodologies exist 
though; see for example [8] and [13]. Lack of a structured integration of 'uncertainty' 
and 'judgment' into the on-going discussions, however, potentially limits the success 
of existing approaches. For recent behavioral discussions in operations see [11] and 
[6].  Flyvbjerg in [9] addresses the bias of over-optimism and the planning fallacy in 
risk assessment in quality control in projects. Relevant project management and plan-
ning &control theories,  their shortcomings and potential behavioral gaps - providing 
the motivation of this multidisciplinary approach to robust planning and decision-
making in construction projects - are summarized by Table 1.  
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Table 1. Relevant theories, their shortcomings and potential behavioral gaps  

 

3 The Framework Proposed to Facilitate Robust  
Decision-Making in Dynamically Changing  
Construction Projects 

The framework is generated by an initial case study research for scope definition and 
the multidisciplinary literature study presented in Section 2. It is built around the  
typically critical factors that affect robustness in construction project planning and 
execution, and the understanding on how the behavioral element is affecting these 
throughout the project phases. The following example from the case shipbuilder at-
tempts to indicate the major aspects to be captured by a multidisciplinary framework: 
Extensive grade of tacit knowledge and collaboration networks "built on trust" impact 
strategic decisions on the design flexibility offered to the customers during the con-
struction process. Flexibility in design is, then, affecting tactical level engineering& 
production planning decisions. Flexibility in project scheduling in offshore shipbuild-
ing potentially means modeling hundreds of activities, complex dependency patterns 
and a large number of activities with uncertainty; schedules that are difficult to follow 
due to bounded rationality (even when we disregard the complexity of developing  
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such plans). The state-of-practice is more like judgmental adjustments of determinis-
tic solutions provided by some standard software. Such multilevel interactions, in-
volving both automated and judgmental processes, trigger the connection between the 
engineering and human elements. Although the importance of the human element is 
recognized, neither judgmental decision-making nor the discussion on the tradeoff 
between automated and judgmental processes throughout the project phases has so far 
become an integrated part of how project planning is commonly done.  

Having a starting point in [1], this paper assumes the major factors affecting deci-
sion-making to be information availability and solving capability. The authors in [1] 
define efficient management of logistics planning as efficient resource allocation 
across planning ability and information gathering. The authors state that if for  
instance a company enters into a supply chain collaboration which dramatically im-
proves information availability, or if the company implements new optimization soft-
ware, the production possibility curve (in a microeconomic point of view) will shift. 
The underlying motivation for such actions is to increase the overall productivity 
since a state of inefficiency arises when there is a mismatch between the level of in-
formation availability and solving capability: hence resource utilization and exploita-
tion is not optimal. The major aim of the framework is to enable the development of 
robust solutions, by ‘understanding’ and consciously facilitating optimal levels and 
tradeoffs of information availability and solving capability at all project phases.  
Information availability (IA) is defined here as objective information, factual and 
observable for the decision maker; such as, legal regulations, market and customer 
data, supplier data, production times, guidelines from the owners on the grade of risk 
to be taken, etc.  Objective information is the same for multiple reporters, close to the 
universal truth, and as such, helpful for decision-making.  Interpretation and judg-
ment transforms objective into subjective information. The authors in [1] did not fo-
cus on the human element, and hence lose the differentiation between objective and 
subjective information. While most decision-makers know that poor quality data fed 
into a computer results in poor output, few question the quality of judgments when the 
input information is good. This belief is opposed to recent research showing that there 
is substantial bias in judgments [15]. Solving Capability (SC) summarizes over ana-
lytical and critical thinking skills to evaluate problems and to make decisions, creativ-
ity and lateral thinking skills, experience, competence and tacit knowledge held by the 
individuals, 'language' as communication strategies, the ability to form high perfor-
mance teams for generating innovative solutions, organisational traditions, and the 
decision methods and tools (design, engineering planning methods& tools, informa-
tion technology, others).  

Figure 1 illustrates the conceptual multidisciplinary model proposed, summariz-
ing over the factors identified to affect robust planning and decision-making. To clari-
fy, planning and decision-making are interrelated, and to some extent discussed  
interchangeably, but with some distinction.  Decisions can be made without planning, 
but planning cannot be done without decision-making since it is an embedded feature 
of planning. In an ideal setting the aim is objectively rational decision-making (in fact 
the correct behavior for given objective information in a given situation). However, it 
cannot be assumed that humans are able to 'see and interpret' the full picture of a 
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problem. Compared to the task complexity the human-centered information-
processing capacity is limited, and humans are adaptive [15] and at best subjectively 
rational. The goal of modeling is to bring decisions as close as possible to subjective 
rationality; however, models also require human decisions on design and input va-
riables. Their appropriateness in a given situation depends on the decision-maker's 
knowledge and aspiration level.  In summary, the impact area of the human beha-
viour is substantial, as highlighted by the model on Figure 1. The objective informa-
tion is subject to interpretation and prediction. The interpretations and predictions are 
also constrained by the sophistication level of the information technology.  

 

Fig. 1. Conceptual model for robust planning and decision-making 

Concluding the section, developments of robust solutions can be summarized by 
improvements in either information availability or solving capabilities. In construc-
tion projects, decision-making & planning differ along the project phases; as also 
information availability and solving capabilities differ. It is generally known that 
information availability is low at the start of the project, while the impact of changes 
is relatively low. Towards the end of the project life-cycle uncertainty reveals, but the 
ability to influence/change is low. If the conditions for maneuverability (i.e. flexibili-
ty) are not created on a higher level, unexpected events and variation orders potential-
ly lead to process disturbance with high adaptation costs. Some of the answers to the 
challenges to be solved have embedded options on different levels of the project life-
cycle (from product architecture, to engineering, planning and execution). The in-
depth understanding on how decisions, information and solving capability changes 
during the project life-cycle is, as such, crucial for the project's success; and a central 
message in this paper.  To enable this understanding, the general framework provided 
by Figure1 is further developed to capture the project phase-specific aspects and the 
major connections across phases; not presented here due to space limitations. In the 
validation process, the offshore shipbuilding case allowed first to refine the model 
and, then, to prove the model by more-or-less known examples. A future step is to 
illustrate process improvements, by applying knowledge from the proposed model.   
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4 Model Discussion in Offshore Shipbuilding and Conclusion  

On a general level, the proposed framework facilitates adequate levels and trade-offs 
between judgmental and automated decision-making to reflect strategic orientation 
and competitive advantage. For example, recognizing that social capital is a critical 
'asset' in enabling the competitive advantage of the case shipbuilder (i.e. design flex-
ibility throughout the construction processes), extended focus is to be given to im-
proving SC; by mapping the social preconditions for operational excellence to design 
policies that enable further success,  and by integrating judgment into the decision 
processes (particularly in engineering and production planning, where judgmental 
adjustments have high impact). On the other hand, when the social capital is not criti-
cal for the competitive advantage, focus on automated decision-making is crucial.   

Below we clarify how the knowledge deduced from the proposed model contri-
butes to increased robustness in decision-making. This is done by applying shipbuild-
ing specific examples for different uncertainty handling cases - for ex. late changes in 
strategic equipment specifications, like engines. Uncertainty can be risk or opportuni-
ty, and is defined by the probability of occurrence and its impact if it occurs. IA  
directly affects probabilities, while SC drive both impact and probability.  Case 1 
handles the situation where the probabilities of a particular uncertainty are changed 
(that is, improved IA).  The probability of changes in engine specifications can be 
reduced by front-end loading supplier strategies, before basic design takes place; con-
cretely, by defining the 'minimal information' needed to release a particular engineer-
ing activity. This task is judgmental, and prone to bias in data interpretation. Case 2 
handles situations where the outcome of the different states is changed, by implement-
ing actions that affect SC. The negative impact of changes in engine specifications 
can potentially be reduced on many levels: On a strategic level, building the vessel 
differently to handle different engine types (e.g. platform based architecture); on a 
tactical level, planning the vessel differently to enable alternative sequencing in engi-
neering and execution (planning with and without embedded uncertainty gives struc-
turally different solutions); in execution phase,  search for the social preconditions 
that enable maneuverability to handle variations. Case 3 handles the situation where 
the decision process itself is changed, by affecting SC. Changed design and project 
management strategies, and explicit integration of the human element, are leading to 
changed decision processes. Case 4 is a special situation of Case 3, and refers to in-
creased decision frequency; affecting both SC and IA. An extreme situation of this 
case is when decisions are broken down to a level where the impact of taking the 
wrong decision is rather low compared to the overall wealth of the company; hence, 
the decision-maker can take a risk neutral attitude.  Such cases assume that corrective 
actions can be taken for the next decision period. The Last Planner System in [3], 
implemented in the context of a shipbuilder, can be seen as a case utilizing this oppor-
tunity. The danger of maneuvering in the wrong direction (often systematically) still 
exists, however. 

Concluding the paper, in-depth understanding of how information availability and 
solving capabilities change during the project life-cycle, what are the 'optimal' levels 
and trade-offs between these, and how the human and social elements affect these, is 



 A Multidisciplinary Framework for Robust Planning and Decision-Making 521 

 

crucial for a project's success. The proposed framework facilitates the development of 
this understanding to enable robustness in decision-making.  The following ongoing 
research activities, within the context of the case shipbuilder, aim to illustrate process 
improvements by applying the proposed model: (i)Uncertainty planning in Lean Con-
struction; (ii)Organisational network and behavioral studies  to identify how social 
capital and  micro level behaviour (like motivation, trust, risk attitudes, cognitive 
overloading) influences solving capabilities and macro-level decision-making; and  
(iii)Cognitive bias in project planning; (iv)Front-end-loading supplier strategies.   
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Abstract. This study aims to identify and assess critical factors influencing on 
the implementation of continuous improvement projects, specifically the TPM. 
This research is a quali-quanti study and collects data with managers who lead 
TPM implementation in the shop floor. In this perspective, the present work can 
contribute to production managers with an assessment of the critical factors that 
will assist in decision-making processes for implementing improvement pro-
jects and troubleshooting methods, more specifically based on the TPM and 
Autonomous Maintenance. 

Keywords: Total Productive Maintenance. Critical factors. Continuous  
improvement projects. Welded tube industries. 

1 Introduction  

Companies seek solutions to increase their profitability through eliminating losses, 
reducing time spent in models and tools exchange, setting standards of speed to pro-
ductive machines and improving the final quality of products [3,4]. With a view of 
improving operational performance, continuous improvement programs have been run 
with control and production management tools. 

It is discussed the influence of contextual factors as size, age of the plant, and the 
influence of the workmen union of the sector in successful TPM's implementation, 
and other good production practices [6,7]. 

This study aims to identify and assess critical factors influencing on the implemen-
tation of continuous improvement projects, specifically the TPM. This research is a 
quali-quanti study and collects data with managers who lead TPM implementation in 
the shop floor. 

Autonomous maintenance aims to increase operational uptime of equipment 
through training and involvement of operational staff, but this goal can be hindered if 
there is an inadequate implementation of the program, blurring in planning, coupled 
with a lack of top management support and commitment of the staff. 

Searching for better results, for the solution of recurring problems and due to fierce 
competition, the industrial sector has been striving to carry out improvement projects, 
targeting gains through the implementation of appropriate tools, among which the 
TPM stands out, but it is necessary to monitor, track and identify the critical success 
factors involving the entire staff. 
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In this perspective, the present work can contribute to production managers with an 
assessment of the critical factors that will assist in decision-making processes for 
implementing improvement projects and troubleshooting methods, more specifically 
based on the TPM and Autonomous Maintenance. 

The present work is structured into sections. Section 2 presents a theoretical ex-
ploratory review that discusses continuous improvement, TPM and Critical Success 
Factors. In Section 3, it is presented the used research method. Section 4 discusses the 
case study on the metallurgical industry and the Critical Success Factor for the im-
provement project are consolidated. Section 5 presents the final considerations, fol-
lowed by references. 

2 Theoretical Basis  

Critical factors for a successful implementation of TPM are need for training, alloca-
tion of necessary resources, definition of workload and an autonomous working group 
focused on the TPM [4]. It was registered gains of 83% increase in productivity, and a 
reduction in the rate of 517 machine stops for 89 times [4]. 

The literature analysed indicates a methodology that uses computational resources 
through a system developed to compare the losses of different machines and equip-
ment by the OEE and identify the hidden times that saddled the process [5]. There are 
applications of Single Minute exchange of dies (SMED) methodology added to 
Method Time Measurements (MTM) to preserve the best arrangement through stan-
dardization to be incorporated by the TPM [3]. 

It is also explores the use of the SMED and its relevance in studying tools ex-
change, particularly the reduced-time ones [2]. The present study did not use the 
SMED, but notes the importance of attention in quick exchanges. Next, it is going to 
be demonstrated significant gains revaluating and redefining operation routines, but 
the author goes further and emphasizes that it must be applied during the development 
and design of equipment. Table 1 presents the definitions for the Critical Success 
Factors adopted in this paper. 

Table 1. Definition of the Identified Critical Success Factors 

Critical Success Factor (CF) Description

1. Top Management 

Commitment 

Full support by Top managers of the company in following, participating 

and monitoring actions for the result. 

2. Project Financing 
Financial contribution that must be measured and invested in the program 

for fulfilling all steps necessary to achieve the expected results [4]. 

3. Responsibilities Defini-

tion 

Definition of the ones who are directly responsible for the project, with 

autonomy and authority to assign responsibilities to the staff [4],[6]. 

4. Adopted Methodology 

and Scope 

Tools and methods defined for the project implementation, the way in which 

it was sectioned a more comprehensive program in relation to the initially 

defined scope [4]. 

5. Steps Planning 
Fulfillment of the previously established steps, respecting necessary time 

and sequence for the project success [4]. 
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Table 1. (continued) 

6. Leadership 

The needed profile of the Leader for conducting teamwork, with influence 

and motivation to seek results, assumptions which are fundamental for the 

project success. 

7. Training 
Personnel training, knowledge dissemination, and information level equali-

zation among all those involved [2,3,4]. 

8. Supporting areas 
Support and assistance that should be given by the support areas that are not 

directly involved in the project. 

9. Management Dedication 

Attention that must be devoted by a part of the Managers in the actions 

defined by the group that are not associated to routine activities, giving them 

due importance and providing necessary resources [4]. 

10. Workload 
Definition of the activities and an association of routine with the dedication 

needed by the whole staff in relation to the project [3]. 

11. Goals and Indicators 

Definition of indicators that are aligned and have an interaction with busi-

ness objectives. Bold targets, but compatible with projects underway 

[2,3,4,5] . 

12. Staff Motivation 

Recognition of the achieved work and applicability of developed projects in 

order to contribute to the growth of the company and generate gains for the 

staff [4]. 

13. Staff Commitment Commitment of each staff member with a continuous improvement [6]. 

3 Research Method 

This study was developed in two metallurgical industries of São Paulo, the most in-
dustrialized State in Brazil, which are manufacturers of carbon steel products for the 
industrial, oil and gas sectors for the national and international markets (Table 2). 

Table 2. Companies Description 

 Company 1 (E1) Company 2 (E2) 
Employees 350 450 

Annual Turnover R$ 60 and 110 million / year R$ 40 and 90 million / year 
Productivity 110 thousand ton / year 70 thousand ton / year 

Time in operation Over 50 years Over 50 years 

 
The sectors defined for carrying out these projects were conformation and welding, 

involving a group of professionals of different levels and areas of expertise. 
The open questionnaire was comprised of questions as follows. It sent by email to 

5 leaders who held leadership positions in the company's structure.  
a) In your opinion, what does it take for an implementation project of Autonomous 

Maintenance to succeed? Why? 
b) Given the assessment made on question (a), answer: what was missing and/or 

undermined the implementation of Autonomous Maintenance and TPM in the unit? 
Why? 
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c) What do you expect from the TPM implementation in the unit? Which results? 
Why? 

The respondents are Project Leaders of implementation. They are professionals 
with technical training dedicated to shop floor management, all with years of experi-
ence in the metallurgical industry. Open interview responses were obtained with pro-
fessionals in the following profiles: 4 Improvement project Leaders in company 1 
(E1) and 1 improvement project leader in company 2 (E2). The open interview was 
analyzed according to the method of Content Analysis defined [1]. 

A closed questionnaire was elaborated in order to obtain the opinion of each of the 
respondents on the order of importance of each of the 13 Critical Success Factors 
obtained in the open interview. 

Respondents were asked to indicate the most important factor with the number 1, 
and so on until the number 13, the least important, in the column called "Rating" on 
the Survey Form of the Critical Success Factors. The closed questionnaire was con-
ducted with 12 leaders with 83% return of responses.  

Both companies launched their programs with embryonic projects. As mid-size 
companies, they invested in continuous and manufacturing processes improvement 
within possible. The need to establish a position on the market and modernize the 
plant significantly reduced investment aid in modern management tools that require 
more extensive programs. However, the quest for better results has led these compa-
nies to adopt some programs of continuous improvement in a fragmentary form. In 
this study, it was adopted the Autonomous Maintenance that represents only one of 
the pillars of the TPM. 

Data management and ordering Critical Success Factors aims to highlight those 
that were considered of utmost importance. Table 3 presents the weightiness assigned 
to each of the 13 factors. 

Table 3. Importance Indication and assigned weight for indication 

Importance 
Indication 

1 2 3 4 5 6 to 13 

Assigned 
Weight 

100 75 50 25 10 1 

4 Results Analysis 

Detailed data on respondents and companies can be found in the Appendix. Accord-
ing to Leaders of company E1, the CSF1 (Top Management Commitment) was ap-
pointed as being the most important factor, which was also appointed by Leaders of 
company E2. Another coincidence was the CSF11 (Indicators and Targets) were 
ranked as the fourth most important factor in both companies. However, other rated 
factors follow their own characteristics. CSF9 (Management Dedication) appears in 
second, CSF5 (Steps Planning) in third, and CSF3 (Definition of Responsibilities) 
was ranked as the fifth most important factor. 
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It is noted that the most important critical factors presented by Leaders of company 
E1 demonstrate its structural and sizing needs, i.e. it is not clear what resources are 
available and the adopted standardization through measurements and targets for 
achieving project success, pointing also to financial aid, staff motivation and leader-
ship profile, basic factors that must be previously defined. 

The result of the assessments made by Leaders of company E2 show needs for 
planning, organization and defining responsibilities for the project to succeed. 

By comparing the results of assessments carried out by Leaders of companies E1 
and E2, it is possible to observe that company E1 lacks basic structural definitions, 
while leaders of company E2 direct their actions towards activities organization and 
project participant assignments. 

Note that in a joint evaluation of the results obtained between E1 and E2 compa-
nies, as shown in Figure 8, the ratings of Critical Success Factors changes again.  
Figure 1 presents the ratings of factors with a joint assessment. Top Management 
Commitment (CSF 1) is indicated as the most important factor to both companies. 
Some results of the TPM implementation were identified along the survey, as Table 4. 
In these projects, even though it has been an attempt of partial implementation and 
despite the flaws in program structure, it was found that the analyzed companies had 
significant gains. 

The reduction in time of tool exchange generated gains of R$42,835.06/year to 
company E1 and R$10,162.60/year to company E2. The improvement work in pro-
ductivity involved other actions focused on machines performance that go beyond the 
work conducted on non-detailed Machines Stops. However, reducing time span and 
considering the productivity achieved after the improvements indicated a potential 
annual savings of R$723,644.23 to company E1 and R$333,959.81 to company E2. 

 

 

Fig. 1. Assessment of Critical Factors  
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Table 4. Gains (2007-2009) 

Item Before After Gain Company 

Tool Exchange [h/month] 
43,08 28,54 33,75% E1 

12,68 10,52 17,03% E2 

Machine Stops "minor events" [h/shift] 

1,47 0,51 65,31% E1 

2,51 1,27 49,49% E2 

Production Availability [h/ shift] 
 

7,53 8,49 12,75% E1 

6,49 7,73 19,09% E2 

5 Conclusion  

This study aimed to identify the determining factors for the success of implementing 
the TPM from managers’ perspective. Top Management Commitment, Leadership, 
Management Dedication, Indicators and Targets, and Steps Planning were identified 
and assessed. 

Furthermore, this study is also proposed to present positive results, but warns that 
savings could have been greater if the program had been restructured, even if abiding 
by a prior decision to be implemented just under the pillar of Autonomous Mainte-
nance, being reoriented by factors herein indicated, though. 

There is coherence among the results and the literature by presenting similar fac-
tors. This indicates that the factors analyzed are similar independent the sector re-
searched. 

This paper presented coherence between the analyzed companies in relation to the 
Critical Success Factor of greatest importance, both pointing to the lack of commit-
ment by Top Management as being determinant for success. 

It is noteworthy that positive and proven results that are routinely divulged in sev-
eral specialized communication media induce companies’ managers to adopt, even 
without preparation or pre-planned improvement programs, however, often by igno-
rance and/or being poorly advised, a partial implementation of a complete and exten-
sive program as the TPM, as it was highlighted in this work into which two companies 
had adopted only the Autonomous Maintenance which is just one of the TPM pillars, 
without following the steps and adequately predicting necessary investments. 

There are no impediments to adopting partial programs, regardless of the reasons 
for the decision, even if it were a strategic definition, steps must assessed and sized. It 
is crucial to define and present clear objectives in order not to generate expectations 
on the team, and avoid losses and disrepute if the program is extended or resumed in 
the future. 

This work showed that the competitive differential between capital goods  
companies that act with commodities, which are goods with prices (pre)defined by the 
market, lies in continuous improvement, and that programs which are properly  
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implemented with support from Top management could mean the survival of the 
business. 

Staff participation and contact with the culture of continuous improvement,  
necessary to introduce the concepts of Autonomous Maintenance, brought changes in 
behaviour for all those involved in both companies, in the form of seeing and partici-
pating in results in a more active way, in the perception that it actually adds value to 
product, and even in their attitude towards safety. 

As proposal for further work, it is suggested the use of decision making methods 
with multiple criteria, such as the Analytic Hierarchy Process (AHP) for assigning 
weights that were arbitrarily set, aiming to highlight the 5 most important critical 
factors, as shown in item Section 3 (Table 3). It is also recommended the use of statis-
tical methods and software for evaluating results. The AHP can give more accuracy in 
the weights set for each factor. 

It would be interesting to deepen in performance results, extending to sales lead 
and measuring profit, not only comprising savings that reflect in production costs, as 
presented in this study, but going beyond the definition of the Critical Factors and 
introducing boundary conditions and delimitations in order to effectively restructure 
the adopted program, and make a comparison between a complete program and a 
partially implemented one. 
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Abstract. Recent development of computer network technologies is realizing 
highly-distributed manufacturing systems from the hardware point of view, 
where each facility is computerized and manages itself autonomously by com-
municating with other facilities. For this new type of manufacturing systems, a 
new discrete event simulation paradigm has been discussed, in which sorting of 
events is performed by exchanging messages about their occurrence times 
among the facilities. To make this paradigm beneficial enough, it is desirable 
that re-scheduling process performed after the simulation is carried out in a sim-
ilar paradigm. We have developed some production scheduling methods for 
flexible flow-shop production of only one kind of products with just one stage. 
This paper presents an improved method which can be applied to flexible flow-
shop of multiple kinds of products with multiple stages. 

Keywords: production scheduling, distributed method, agile manufacturing. 

1 Introduction 

Production scheduling is one of the key issues for achieving sophisticated design, 
management and operation of manufacturing systems. Numerous works have been 
conducted for a long time and various approaches have been discussed such as ma-
thematical programming [1], heuristic dispatching methods [2], and so on. For  
detailed evaluation of a production schedule, simulation needs to be performed. Simu-
lation techniques for manufacturing has been also discussed and many methods has 
been proposed [3]. Most of those researches have been conducted with the centralized 
concept in which the whole manufacturing system is modeled and then the optimal 
schedule is generated or simulation is performed based on it. 

These days, it has been desired to realize agile manufacturing, which can adapt to 
change of situation flexibly and quickly. The centralized concept should not meet this 
requirement, since it would be hard to re-model the whole system and find the optimal 
way of management and operation for each new situation. From this point of view, 
distributed manufacturing systems have been discussed, where each production area is 
managed by a computer and the whole system is controlled by communications 
among the computers. In the research field of production scheduling, distributed me-
thods using auction mechanisms [4], active databases [5], etc. have been actively 
discussed. Also in the simulation area, high-level architecture was proposed and dis-
tributed methods based on it have been discussed [6]. 
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Recent development of computer and network technologies is achieving highly-
distributed manufacturing systems (HDMSs) from the hardware point of view, where 
each facility is computerized and manages itself autonomously by communicating 
with other facilities. This point has been discussed in the field of manufacturing simu-
lation, and a new discrete event simulation paradigm for HDMSs was proposed [7]. In 
this paradigm, events, each of which is simulated in one of the facilities, are sorted by 
their occurrence time and this sorting is performed by exchanging messages about the 
occurrence times among the facilities. To make this paradigm beneficial enough, it is 
desirable that re-scheduling process performed based on the simulation result is car-
ried out in a similar paradigm. From this point of view, we have proposed a highly-
distributed scheduling method [8-10] in which priority of each facility based on the 
shortest processing time (SPT) rule is dynamically updated with indirect decision 
making and information control performed by message exchanges. This method was 
applied to an example and its fundamental feasibility was proven. However, this me-
thod was developed only for a very simple flexible flow-shop production where only 
one kind of products that require only one process are produced, and should be en-
hanced so that the method can be utilized in real manufacturing. This paper presents 
an enhanced method which can be applied to flexible flow-shop production of mul-
tiple kinds of products which require multiple processes. 

This paper is organized as follows: Section 2 provides a brief explanation about the 
key concept of the simulation method and the conventional scheduling method for 
HDMSs. Section 3 describes an enhanced scheduling method which can be applied to 
flexible flow-shop production of multiple kinds of products that require multiple 
processes. In Section 4, feasibility of the proposed method is shown through a case 
study, and Section 5 presents conclusions. 

2 Concept of the Conventional Scheduling Method for HDMSs 

In the new discrete event simulation paradigm for HDMSs [7], the following simple 
algorithm was proposed for sorting events to be simulated in each simulation model 
implemented on each facility. Let assume that there are N computerized facilities 
(agents) each of which has its own simulation model. Each model has its own event 
whose occurrence time and priority are Ti and Oi. Sorting of these events can be per-
formed by the following three steps: 

1. Values of Oi of all the events are set to 1, which means the highest priority. 
2. Each agent (facility) broadcasts Ti as a message. 
3. When an agent Aj, receives a message from another agent Ai, Aj compares its own 

value Tj with the received value Ti. Next, Vj is set to 1 if Tj > Ti, and to 0 otherwise. 
Then Oj is updated to Oj +Vj. 

 
Figure 1 shows an example with four agents, and proves that the initial priority se-
quence (Oi = 1, i=1,…,4) can be updated to the correct one by the proposed algorithm. 
Since each model has several events and a new event is generated after the simulation  
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Fig. 1. Example of event sorting by the sorting algorithm proposed in [7] 

for the prior event in the model, it is necessary to update the priority sequence. This 
dynamic determination can be also achieved by algorithms based on the same con-
cept. Therefore the whole simulation can be performed just by message exchanges. 

To make this simulation method beneficial enough, it is desirable that re-
scheduling process performed based on the simulation result is carried out in a similar 
way. A major approach for production scheduling is using heuristic dispatching rules. 
In this approach, a schedule is generated by determining the priority sequence of fa-
cilities by the given dispatching rule and then assign a material to the facility with the 
highest priority. This priority sequence determination is regarded as a sorting process 
of the facilities according to the rule. Therefore it is expected that a distributed me-
thod of production scheduling can be established by applying the above concept and 
sorting algorithm to this sorting process. We have developed some methods for sim-
ple flow-shop production of one kind of products which require only one process, and 
fundamental feasibility of those methods was proven [8-10]. In order to make those 
methods practical, it is necessary to develop them further so that they can be applied 
to real complex production. In the following sections, an enhanced method for flow-
shop production of multiple kinds of products with several processes is discussed. 

3 Enhanced Scheduling Method for Flow-Shop Production of 
Multiple Kinds of Products with Multiple Processes 

In this paper, flexible flow-shop production of multiple stages shown in Fig. 2 is con-
sidered. Multiple kinds of materials are transported to the buffer (or automated sto-
rage/retrieval system) of the first area one-by-one at various time period. There are 
several same kind of machines in the area having different performance, and an ar-
rived material is assigned to one of the machines by the shortest processing time 
(SPT) rule. The material whose first process has completed is transported to the 
second area and then assigned to one of the machines in the area in the same way. 

Each assignment of materials to one of the machines by the SPT rule in each area 
can be achieved by sorting the machines according to the rule. Therefore, the assign-
ment can be performed by message exchanges among the buffer and the machines by  
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Fig. 2. Considered production scenario 

 

Fig. 3. Materials assignments by message exchanges 

applying the algorithm described in Section 2 to this sorting process (Fig. 3). We have 
proposed scheduling methods based on this idea by defining procedures for message 
exchanges among the buffer and the machines and also for updating internal states of 
them [8-10]. It is possible to enhance the conventional methods so that they can be 
applied to the production scenario shown in Fig. 2 by improving those procedures. 

The improved procedures for the buffer and each of the machines in each area are 
shown in Figs. 4 and 5, respectively. The parts described by red symbols and arrows 
are new components for applying this method to the production scenario in Fig. 2. 
Variables P and S were introduced so that each facility can distinguish received  
messages by the ID number of process and by the kind of materials, respectively.  
In addition, variables Bi and Si, which specify static and dynamic priority value of a 
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machine, are defined for each kind of materials. Enhancement for considering mul-
tiple processing areas can be easily achieved just by introducing message filters so 
that a facility execute its own processes only if the received message is for the pro-
duction process which the facility is in charge. Enhancement for considering multiple 
kinds of materials can be also achieved easily just by adding the same processes for 
arranging priority values for each kind of the materials. (Unfortunately, detailed ex-
planations have to be omitted due to page limitation. To understand the processing 
flows, we would like the readers to read also [8-10].) 

 

Fig. 4. Processing flow of a buffer for material assignment 
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Fig. 5. Processing flow of a machine for material assignment (This flow is for the case the 
number of machines in the area is 3) 
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Fig. 5. (continued) 

4 Case Study 

The proposed method was applied to an example of flexible flow-shop production of 
three kinds of materials with two processes. There are three machines in each area and 
their performance are given as in Table 1. The number of materials is 3 for A, 4 for B, 
and 3 for C. These materials arrive at the buffer in the first area in each 2 minutes 
with the order of “AABCCBBBAC”. Figure 6 shows the Gantt chart of the schedule 
obtained by the SPT rule. The method was implemented on one computer by coding 
in the C language and performed by using interprocess communication, due to equip-
ment constraints. The same schedule as in Fig. 6 was successfully generated. 
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Table 1. Processing times of the machines (unit is min.) 

 1-1 1-2 1-3 2-1 2-2 2-3 
Product A 5 6 7 5 6 7 
Product B 7 5 6 7 5 6 
Product C 6 7 5 6 7 5 

 

Fig. 6. Gantt chart of the schedule for the example obtained by the SPT rule 

5 Conclusion 

In this paper, the conventional production scheduling method for HDMSs have been 
enhanced so that it can be applied to flexible flow-shop production of multiple kinds 
of materials with multiple processes. Its feasibility was proven by an example. In 
future works, validness and advantage of this method will be discussed further by 
illustrations with complex scenario and comparison with conventional methods. 
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Abstract. This paper presents an approach to production resource allocation. 
The approach is applied to a real-world problem within the construction equip-
ment manufacturing industry. A multidimensional knapsack problem formu-
lated; was the proposed model being based on an evolutionary algorithm using 
a three-dimensional binary-coded chromosome. Various tests were carried out 
to show the appropriateness of the solution.  The experiment results suggest to 
be satisfactory  from the manufacturing company perspective. 

Keywords: Multidimensional multiple-choice knapsack problem, Evolutionary 
Algorithm, Combinatorial Optimization, Resource Allocation, Heuristics. 

1 Introduction 

This paper presents a real-world existing problem, which occurred in a construction 
equipment manufacturer. A variety of complex products is produced sequentially on 
the high-variety assembly line; the components are added as the semi-finished prod-
ucts move from station to station. Component specifications are dependent upon the 
products being assembled. Component assembly is made on-site on dedicated ma-
chines and requires specific manpower competencies. While the demand for compo-
nents in number is stable, the workload of the component assembly department is 
subject to high variations; this causes dissatisfaction among the personnel, increased 
overtime work and delays on the main production line.  

In the context described above, the optimization of the assignment of personnel to 
the different components, so as to level the workload and minimize operational dis-
turbances on the main assembly lines, is addressed using an evolutionary algorithm. 

The described assignment problem is known as the generalized assignment prob-
lem (GAP). The problem has been and is of acute interest for researchers as it has 
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various applications in a wide range of areas from vehicle routing, to assigning jobs to 
computers in a network and it is known to be NP-hard [1, 2].  

Researchers are thus interested in finding, in an efficient way, feasible and near op-
timal solutions. A wide range of techniques have been developed to solve the prob-
lem. Cattrysse et al. [3] provided a survey of branch-and-bound techniques and LP 
relaxation used to solve the GAP. However, the size of this combinatorial optimiza-
tion problem makes it well suited for meta-heuristics solution methods. Various tech-
niques have been applied such as meta-heuristics based on a single solution approach 
(tabu search [4], greedy heuristics [5])  or meta-heuristics based on a search within a 
population of solutions (genetic algorithms [6], bees algorithms [7]). Hybrid ap-
proaches combining exact and heuristics methods have also been developed to solve 
this combinatorial optimization problem [8]. 

Multiple variants of the GAP [9] exist, which differ from objective functions, con-
straints and dimensions (or indices). The efficiency of the pre-listed methods is de-
pendent upon the characteristics of the problem.  

In this paper, the problem described is characterized as a three-dimensional (3D) 
assignment problem [10, 11] to which we apply an evolutionary algorithm. Section 2 
contains the definition of the (real-world) problem, based on the operators’ allocation 
of jobs. The evolutionary algorithm proposed to solve the resource allocation problem 
is presented in Section 3. The results analysis is presented and discussed in Section 4. 
Finally, conclusions and directions for future work are outlined in Section 5.   

2 Multidimensional Multiple-Choice Knapsack Problem 

The objective of the proposed model, elaborated in collaboration with a construction 
equipment manufacturer, is to minimize the longest completion time. 

A final product is composed of /  types of components; the component assem-
bly department is composed of  machines 1, . . , ; each machine is dedicat-
ed to the assembly of one type of component. Every day, the main assembly line  
produces  construction equipment (excavators). As a result, the demand for the 
component assembly department on the previous day is  components. For 
instance, if 6 products are being produced on day d+1 on the main assembly line and 
the component assembly department is composed of 7 machines, the component as-
sembly department must have assembled 6*7 components on day d. The number of 
components constitutes the items to schedule. The assembly time of component  of 
product  on machine  is denoted as ; which can then be further simplified as 
the processing time of component  on machine ,  (the component m of prod-
uct e can only be produced on machine m). 

The number of employees available in the component assembly department is 
fixed to . Each operator  1, . . ,  possesses different competencies on each 
machine, which depends on his level of training, . The processing time of com-
ponent  of product  on machine  (or component ) by operator  is denoted 

  and is equal to . Each operator  can be reallocated and transferred 
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from machine to machine in order to fulfil assembly activities according to his com-
petencies, as long as it does not exceed a maximum number of working hours, . 

The generalized assignment problem can be described using the terminology of 
knapsack problems [12]. It has therefore been decided to model this allocation prob-
lem as a multidimensional multiple-choice knapsack problem (MMKP). The MMKP 
is a variant of the 0-1knapsack problem which is an NP-Hard problem [13]. Table 1 
presents the MMKP notation used in this model. 

Table 1. MMKP Notation 

Sets  Indices  
 Set of operators in the com-

ponent assembly department
o A operator 

 Set of machines m A machine 
 Set of components c A component 

Parameters    
 Assembly time of component c on machine m 
 Competencies of operator o to work on machine m 
 Processing time for component c being produced on machine m by 

operator o 
 Maximum number of working hours of operator o 

Variable  
 1 if operator is selected to produce on machine  componen0 otherwise

 
The mathematical formulation of the MMKP with the objective of minimizing the 

longest completion time is as follows: ∑ ∑                        (1) 

Subject to ∑ ∑ , 1, . . ,                               (2) ∑ ∑ 1 , 1, . . ,                        (3) 0, 1  

Where equation (2) represents the constraint that operators cannot work longer 
than  hours per day. Equation (3) represents the constraint that only one operator 
can be assigned to one machine at a time.  

Figure 1 presents a schematic representation of the binary-coded chromosome, 
considering o different operators, m different machine and c different components. 
This representation is similar to the representation proposed in [14]. 
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Fig. 1. Binary-coded chromosome for the MMKP  

3 Evolutionary Algorithm 

Evolutionary algorithms (EAs) are instances of algorithms that work with evolutio-
nary principles. An EA is a search algorithm, inspired by natural selection and genet-
ics that uses a population of possible solutions (candidate solutions) instead of a  
single solution. The candidate solutions are usually represented as strings (chromo-
somes) and they are evaluated by an objective (fitness) function. The search is itera-
tive, where better solutions are generated in each iteration after applying certain  
genetic operators (selection, recombination, mutation etc.) [15]. 

Due to the problem formulation and especially due to constraint (3), it was decided 
to propose an EA where only a mutation operator is applied without using recombina-
tion in order to keep constraint violations to a minimum. As demonstrated by Hesser 
and Manner [16], the mutation operator can be considered as a search operator  
in itself. Hence, Figure 2 shows the EA’s pseudocode with selection and mutation 
operators: 

begin 
 t ← 0 
 initialise P(t) 
 evaluate P(t) 
 while (not termination-condition) do 
 begin 
  t ← t + 1 
  select P(t) from P(t - 1) 
  mutate P(t) 
  evaluate P(t) 
 end 
end 

Fig. 2. EA’s pseudocode 
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The EA’s initial population is generated making sure that all individuals are feasi-
ble (i.e., meet constraints (2) and (3)).  

To determine the position of undergoing mutation a uniform random choice is 
used, so each position has the same probability of mutation pm; where, pm is defined as 
the probability of independently inverting the value assigned to operator o from 0 to 1 
or from 1 to 0. Once the inversion is performed, a repair algorithm is applied to make 
sure that only one operator is allocated a value of 1 as shown in Figure 3. 

 In this way, the mutated offspring meets the constraint that only one operator can 
be assigned to one machine at a time eq. (3) but might generate infeasible solutions 
with respect to the constraint that operators cannot work longer than  hours per 
day eq. (2).  

  
Fig. 3. Mutation operator for the MMKP 

In most applications of population-based search methods (such as EA) to constrain 
optimization problems the penalty function approach of handling constraints is used. 
In this way comparisons between two feasible solutions, one feasible and one  
infeasible solution, and two infeasible solutions are possible.  In this paper, it was 
decided to use the constraint handling approach presented by Deb [17]. Therefore, a 
tournament selection operator is used where two solutions (mutated offsprings) are 
compared enforcing the following criteria: any feasible solution is preferred to any 
infeasible solution; from two feasible solutions the one with the better objective func-
tion value is preferred; and from two infeasible solutions the one with the smaller 
constraint violation is preferred. Consequently, in the comparison of two infeasible 
solutions only the constraint violation is used without having to compute the objective 
function value [17].  

if  is feasible
                         (4) 
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where  represents the objective function value given by eq. (1),  is the 
objective function value of the worst feasible solution in the population and  
represents the constraint violation defined as follows:  ∑ ∑ ∑                                       (5) 

4 Results Analysis 

The problem under consideration is a real-world production resource allocation prob-
lem defined in collaboration with a construction equipment manufacturer. In this 
problem, 18 operators with different skills are to be allocated to 7 machines in order 
to produce 7 different excavators per day.  

Table 2 presents the results obtained when running the EA using the approach pre-
sented. The initial parameter specifications of the EA are as follows: 

Population size (. . . : 50,  
Tournament size (T): 2, 

= 8 hours a day, 

Table 2. Results found by the EA 

Number of simula-
tion runs A 

Operator number with con-
straint violations  
(Constraint (3)) 

Violation constraint value 

100 1,2,4,5,8,9,12,14,15 8.4714 
300 6,7,8,12,13,18 7.4206 
500 1,4,5,16,17,18 4.296 
800 2,6,11,12 3.1923 

1000 2,16,18 1.63205 
1500 3,15,18 1.50405 

 
From Table 2, it can be observed (as expected) that the violation constraint value 

decreases as the number of simulations increases. It is also shown that the number of 
operators which have a constraint violation may decrease, because the constraint vi-
olation is related to the fact that operators cannot work longer than  hours per day. 
This, in economic terms, means that the company has to pay overtime to those opera-
tors with a constraint violation, having a direct impact on the company’s profit.  

Furthermore, when comparing the algorithm run 300 and 500 simulations, it is 
possible to see that the number of operators with a constraint violation remains the 
same. However, the violation constraint value for 500 simulations is almost 50% low-
er than the value found for 300 simulations. This shows that the EA has not been de-
fined to decrease the number of operators with a constraint violation but to decrease 
the violation constraint value. In future work, the minimization of number of operator 
with a constraint violation can be considered as a second objective resulting in a mul-
tiple objective optimization problem. 
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Finally, when comparing the violation constraint values between 1000 and 1500, it 
can be seen that the difference between them is not as big as in other instances. This 
suggests that it may not be advisable to run the EA for a bigger number of simulations 
since the results might not improve after a certain number of iterations. 

5 Conclusions 

In this paper, an approach to solve the MMKP is presented. The approach is applied 
to a real-world problem of a construction equipment manufacturer with the aim of 
allocating different operators to different components to be processed on different 
machines. The main characteristic of the problem is that the operators’ different skills 
and competences need to be considered in the operators’ processing times.  

The MMKP is an NP-complete problem therefore an EA was developed to solve 
the problem. The MMKP coding considered is a 3D binary-coded chromosome which 
is then transformed to a 2D representation in order to apply 2D crossover and muta-
tion operators. The EA’s fitness function is represented by the sum of the objective 
function and a penalty term.  The proposed EA seems to have good performance. 

Future work should include the variant where two or more operators can be allo-
cated to the same component and the problem solution when more than one objective 
is simultaneously considered. Another aspect to analyze is the uncertainty related to 
the processing time definition since no historical data is available. The use of fuzzy 
sets for modeling this uncertainty could also be interesting for future research.  
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Abstract. This paper explores human and organisational factors (HOFs) related 
to access and scheduling (A&S) of Healthcare services. Here human factors re-
late to the ‘processed’ (patients) as well as the ‘processors’ (people working in 
the operation). A ‘whole system perspective’ is taken to investigate how these 
influence outcomes. The analysis differentiates acceptable demand on the ser-
vice from failure demand [1], where failure demand represents unnecessary 
demand placed on acute care (such as Accident and Emergency in hospitals) as 
well as primary care services. For eight General Practices in the UK, ap-
proaches to practice organisation, including A&S, are analysed to establish 
HOFs that influence service delivery and performance. Findings highlight 
HOFs affecting outcomes and ways in which A&S arrangements can be modi-
fied to improve them. These should inform the choice and management of  
effective A&S in a range of Health service scenarios, as well as for General 
Practices in the UK. 

Keywords: Human factors, Scheduling, Access, Primary care. 

1 Challenges in Primary Care Services 

With a major reorganisation in the National Health Service (NHS) in the UK, trans-
ferring the commissioning of healthcare services to Primary Care providers, the need 
to effectively manage Primary Care has come into sharp focus [2]. In particular there 
is currently much research on how to reduce levels of referral of patients to acute care 
in hospitals, where service costs are higher and represent a more serious intervention 
than in primary care. There have been dual and potentially conflicting responses to 
this, with multiple Primary care initiatives attempting to manage high levels of de-
mand and shortfalls in health and social service provision through a combination of 
efficiency driven initiatives (e.g. integration of services; new technologies), and those 
that rejuvenate traditional practice such as extended opening hours and greater conti-
nuity of care (where GPs regularly sees specific patients).  

                                                           
* Corresponding author. 
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Tensions between a drive towards efficiency and quality of service need to be ra-
tionalised. In previous studies on Lean initiatives in healthcare [3], throughput was 
considered the most important focus for improvement, with a qualification that this 
should be tempered by an appreciation of Healthcare specific issues (including ensur-
ing quality of care). However, this view has been challenged by Seddon et al. [1], who 
identify that for services (including healthcare), a focus on such measures lacks suffi-
cient critique because not all service activity is value-adding. A ‘system’ that may 
appear to be utilising available resources efficiently may in fact be expending effort 
on activities that are non-value adding, handling failure demand rather than what is 
required. According to their studies unrecognised ‘failure demand’, due to an inability 
of a service to absorb the variety of customer demands, represents the biggest cost 
associated with services.  

In primary care the handling of patient consultations can be operationalised in a va-
riety of ways, and there has been considerable research on appointment systems, tak-
ing a ‘scientific approach’ to optimise performance based on measures that include 
waiting times and utilisation of clinicians [4]. Such studies make assumptions on ‘sys-
tem’ performance that exclude human behaviours (of staff and patients), and do not 
recognise the varied demands and expectations placed on the service. Despite this 
shortfall, human and organisations factors (HOFs) have been extensively studied in 
the context of production planning and scheduling in manufacturing businesses and 
supply chains [5; 6]. Here the contribution made by humans in real world situations 
has been studied in detail and humans have been demonstrated to perform vital roles 
that enable flexible responses through making effective judgment in situations where 
information is limited, systems/procedures are in place but problem solving and nego-
tiation is required, and/or where constraints need to be relaxed to support competing 
demands in complex situations. In such scenarios people can act as gatekeepers, as-
sessing and routing customer requests for services [7]. Based on this, it is anticipated 
that HOFs will influence the service performance of primary care services as a whole 
and at an individual level, and HOFs should be influential in the selection of access 
and scheduling (A&S) approaches and how they are operationalised.  

Further challenges in primary care relate to specific characteristics of the operation 
inherent to services [8]. In this context they are: simultaneity (the service is consumed 
as the demand is placed on it); intangibility (the service is experienced and as such the 
quality of service is difficult to measure); heterogeneity of demand (each customer 
has a unique combination of requirements and expectations and may need to be ‘proc-
essed’ in different ways); perishability, customers cannot be stored; and ‘customers’ 
take part in the service. Additionally the HOFs that need to be taken into account (that 
influence decision making and action, and ultimately the behaviour of the whole sys-
tem) relate both to patients who experience the service and take part in it, and to the 
staff who deliver the service. This increases the complexity of A&S, as well as mak-
ing service performance measurement more problematic. 

The focus of this paper is on one aspect of an exploratory study investigating or-
ganisational aspects of General Practices (Practices) that influence levels of referral to 
acute care. The aspect of interest is the approach taken to A&S arrangements and the 
HOFs that influence their operation and performance.  
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2 Study Objectives, Scope and Methodology 

The original objective of this study was to identify and explore the HOFs in primary 
care services that influence the level of referrals to acute care. The study collected and 
analysed qualitative data from interviews in eight General Practices (Practices) in the 
UK. Practices were purposively selected to be representative, having a variety of 
characteristics such as list size, resourcing level, location, demographics and ap-
proaches to care. In total 48 semi-structured interviews were conducted with Practice 
staff in a range of roles including General Practitioner (GP), receptionist and nurse. 
These were transcribed and NVivo used to undertake a thematic analysis [9]. 

In relation to referrals, A&S arrangements emerged as a significant theme. Here, 
‘access’ and ‘scheduling’ are closely related in the way they are defined. Whereas 
access refers to how patients manage to communicate and obtain appointments with 
Practice staff including GPs and nurses, scheduling relates more specifically to the 
decisions made by staff, procedures or systems in relation to how to prioritise and 
allocate appointments to patients. It is the patients’ needs, and in some cases per-
ceived needs, that will place demand on Practice resources. This raises the issue of 
how Practices should manage the balance between urgent and routine booking of 
appointments; and in the case of urgent appointments, how the urgency of appoint-
ments should be established. Without an appropriate balance patients might be able to 
book routine appointments in advance but fail to access care in times of acute need; or 
they may be able to access same-day care but struggle to make appointments to man-
age their chronic or anticipated health needs. In either case this might lead to a need 
for hospital acute care due to service failure.  

This paper explores this theme; its aim is to scrutinise the alternative A&S ap-
proaches that are employed taking a combined operations management and HOFs 
perspective. Additional themes complementary to the analysis included: roles (of 
receptionists, nurses and GPs); referrals to acute care and reasons for them; patient 
needs, expectations and behaviour; and patient-service interaction. Data on these 
emergent themes was then analysed to better understand: the role of A&S arrange-
ments in managing demand; types of failure demand and reasons for their occurrence; 
the different A&S approaches that have been employed to meet demand, their objec-
tives, how they are operationalised, and the extent to which they appear to be effec-
tive; the influence of HOFs on the choice of approach and outcomes. 

3 The Study of HOFs and Access and Scheduling 
Arrangements 

The following sections describe findings and examine their relevance and implica-
tions on a topic by topic basis. The topics address, in order: types of failure demand; 
alternative A&S arrangements and their relationship to failure demand; HOFs and 
how they might influence A&S choices and outcomes; and the receptionist (gate-
keeper) role, and how it can be enhanced to support responsiveness.  
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3.1 Types of Failure Demand and Reasons for Their Occurrence 

The analysis identified a number of types of failure demand. The most substantial, in 
relation to cost, was patient use of acute care hospital services. This occurred through 
patient self-referral (at Accident and Emergency or ‘A&E’) or GP referral (due to a 
health crisis). Clearly in many cases these referrals may be necessary, however, in 
relation to self-referrals many do not translate into treatment or admission and are 
viewed as ‘inappropriate’. According to the qualitative data, Practice staff articulated 
the following reasons for ‘inappropriate’ self-referral: patients not being able to ac-
cess an appointment (for example, lack of GP availability or the Practice being 
closed); patients calling 111 (an NHS medical hotline) and being told to self-refer to 
hospital as a precautionary measure; convenience where access to hospital was easier 
than to the Practice (whether in terms of distance, or patients perceptions that they 
would be seen more easily). GP referral occurred mainly due to clinical reasons, how-
ever in some cases this is a failure demand should the deterioration in a patient’s  
condition be due to delayed access. Other reasons include inadequate support during 
illness from other health and social care providers. There was also evidence of con-
cerns about limited time and flexibility for patient consultation, and lack of knowl-
edge of a patient’s specific conditions (medications and response to treatments, and 
circumstances) particularly where there was limited provision for continuity of care. 
These concerns are corroborated by findings from other studies [10].  

In relation to failure demand on the Practice, lack of continuity of care is consid-
ered to be inefficient as GPs have to refer to notes and ask more questions in consulta-
tions and can miss signs of change in patients. This was particularly problematic for 
more elderly patients with multi-pathologies and medications. Other ‘within Practice’ 
forms of failure demand included: underutilisation of GPs and nurses due to patients 
missing appointments (‘did not attend’ - DNA); call back time of staff when they 
cannot respond to patients on first contact; additional consultation time due to patient 
deterioration; and patient waiting time (in the Practice and in telephone queues). 
Many of these should be addressed through effective A&S arrangements and practice.     

3.2 Alternative Approaches to A&S and Their Effectiveness 

Figure 1 shows how consultations can be booked through the receptionist via tele-
phone or face-to-face, or through online booking. The types of GP consultation avail-
able were planned appointments, urgent same day appointments, ‘sit and wait’  
sessions (where patients come at specific times to queue to see the GP), or home vis-
its. An alternative that some Practices employ was for the GP to ring the patient back 
for a telephone consultation either at a predetermined time (when the GP has pur-
posively reserved time for this), or on an ad hoc basis. Home visits were rarely pro-
vided, as they were inefficient due to the travel time involved. Appointments could 
similarly be made with nurses, who generally undertook more standardised healthcare 
activities, e.g. monitoring and support of chronic conditions; this provided more time 
for GPs to handle other priority demands that required their expertise. This and other 
variables, such as urgency, create a need to carefully channel appointments to both the 
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appropriate person and form of consultation. Bar web based appointment booking 
(most applicable to routine appointments), receptionists act as gatekeepers, and it is 
this role that needs to be understood in relation to what actually occurs regarding 
A&S.   

 

Fig. 1. Access and alternative forms of consultation 

The authority for making decisions regarding the urgency of a request from pa-
tients is problematic. Clinical triage can be used to alleviate pressure on the reception-
ist to make clinical judgements. GP or nurse telephone triage was used to differing 
extents to assess urgency including as a specific access stage where GPs or nurses act 
as first responder to a patient. In half the Practices receptionists were seen to have 
some level of autonomy and flexibility in also making access decisions; in others 
processes were more standardised and the receptionists’ authority more limited.  

Table 1 shows the different access arrangements available and the associated de-
mand failures. Trade-offs of different arrangements are evident from this, as choices 
made to improve efficiency may have a negative impact elsewhere. For example ar-
rangements in relation to the mix of routine and urgent appointments vary (see ‘A’ in 
Table 1). One Practice saved 'a majority' of consultation slots to same day appoint-
ments, as a way to reduce DNAs. However, as a consequence, handling of priorities is 
complex as requests pour in at the start of each day. Although this approach may 
seem to improve the utilisation of GPs, it has specific disadvantages: patient time is 
lost when making appointments; planned appointments are limited disrupting continu-
ity of care; and, prioritisation is difficult to manage. This can cause anxiety and delays 
for patients, or deterioration in condition, and may lead to self-referral or a later need 
for GPs to refer patients to acute care at a much higher cost. Similarly, whilst tele-
phone consultation (see ‘E’ in Table 1) seems to be efficient, used in the wrong cir-
cumstances it can impact on the quality of consultation as it tends to focus on obvious 
symptoms rather than holistic care. Multiple forms of service provision in combina-
tion (e.g. ‘sit and wait’ clinics alongside doctor’s triage and ring back consultations) 
were used to satisfy the specific requirements of different patient groups. For example 
elderly patients may be more able to access or prefer to use ‘sit and wait’ clinics; 
advice on medications may be managed effectively through telephone consultation. In 
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these cases Practices can be responsive to non-standard demand or situations where 
standard access arrangements are not effective for all groups. However, not all Prac-
tices had these alternatives, and in some the same arrangements acted as an overspill 
when demand was high, compensating for system inadequacy or lack of capacity. 

Table 1. Alternative access arrangements and associated failure demands 

ACCESS ADVANTAGES DISADVANTAGES FAILURE DEMAND 

A – Limited 
planned 
appointments; 
more same day 
appointments 

- Perceived reduction in 
DNAs  
- High service utilisation  

- Patients queuing to make appointments 
- Implications of FCFS approach, particularly 
on specific patient groups, e.g. patient waits  
- Continuity of care more problematic 
 

- Patient lost time  
- Reception’s lost time  
- Patient frustration/anxiety  
 

B – Pre-booked 
appointments 

- Easily managed 
- Allows continuity of 
care  
- Less stressful for GPs 

- High DNAs as patients forget or no-longer 
require appointments 
- Registrars (in training) often have to deal with 
urgent cases as experienced GPs are booked up! 
- May lengthen time to next consultation 
- Still need to slot in same day appointments 

- Under-utilisation of service 
- Potential quality issues around 
inexperienced GPs on urgent cases 

C – Web- 
booking system 

- Reduces demand on 
receptionists 

- Less accessible to non-computer literate 
(spaces filled by others), implications of FCFS 
Triage not operational!  

- FCFS approach may lead to 
referrals of others due to poor 
prioritisation  

D – Sit and 
wait 

- Same day access for all 
patients with perceived 
urgent needs 
- High service utilisation 

- Extra stress for doctors 
- Long patient waiting times  
- Potentially hasty consultations  
- Delays other activities, e.g. home visits 
- Continuity of care more problematic 

- Quality of consultation may lead 
to need for acute care 
- Lost time for patients and incon-
venience may lead to self-referral 

E – Overspill 
triage ring back 
or consultation  

- Supports urgent cases 
and improves access 
- Efficient on GP time 

- Needs informed management & processes  
- Reduced thoroughness of consultation if not 
appropriate category 

- Risk of ineffective consultation 
may lead to need for GP acute care 
referral 

F – Home visits  - Patient confidence  
- Holistic view of needs 
- Enables very ill 
patients to receive care 

- High level of resourcing; may be conducted 
by nurses to reduce this 

- Lost time for GPs in travelling to 
patients’ homes 

G – Nurse 
appointments 

- Holistic view of needs 
- Less costly resource 

- Only considered appropriate for those with 
more standard chronic conditions 

- No apparent failure demand 
associated with these 

3.3 How HOFs Influence Access Arrangement Choices and Outcomes 

The heterogeneity of the population impacts on the types of demand placed on prima-
ry care for different types of resource and interaction, the corresponding routes fol-
lowed by patients, and their ability to access the service and make use of it. Looking 
at the needs of different patient groups it is evident that the ‘first-come-first-served’ 
(FCFS) approach to scheduling can be very problematic, particularly as opportunities 
for access are not equal for all patient groups. For example, where access is through 
websites and telephone systems, this requires particular competences and equipment. 
Similarly, some groups’ attitudes and expectations may mean that they communicate 
their needs less or more effectively. Some patients will also require different lengths 
of consultation, or prefer continuity of care; physical access including transportation 
may also be more problematic. More standardised A&S arrangements may not be able 
to recognise or take this into account. There is, therefore, a need for more flexibility 
to adjust appointment lengths and reserve slots for specific categories of patient and 
types of demand on the service. Whilst some patients may overstate, others may un-
derstate or not appreciate the urgency of their need, and non-medical staff may feel 
unable to offer opinions. The type of consultation that should be offered will also vary 
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and needs to be discerned; the patient might have a new episode requiring diagnosis, 
or require general advice on chronic disease management. In these cases the appro-
priateness of nurse appointments or telephone consultation needs to also be decided. 
The heterogeneity of demand and inability to customise means that some patients may 
inadvertently be restricted in their ability to access services, due to: limited use of 
technology (e.g. telephone redial), reluctance to ‘bother the GP’, poor communication 
skills, and a perceived need to see the same GP. 

3.4 The Role of the Gatekeeper 

Patient demands are assessed, prioritised and routed in different ways dependent on 
the nature of the demand and the individual requesting the service. It was the gatekee-
per’s role to perform this relatively complex task. Their role in some Practices was 
also to reassure patients, reducing their anxiety and enabling the patient to assess and 
potentially manage their own condition. Sensitive and timely interactions can build 
the trust of patients. In these areas the human contribution in the gatekeeping role is 
particularly important. To prevent failure demand it is important to distinguish be-
tween types of demand placed on a service that can be handled in a standard way and 
those requiring non-standard attention [1]. Receptionists can attempt to differentiate 
these, in some cases supporting patients as they make an access decision. In some 
Practices this level of engagement was discouraged, with Receptionists allocating 
appointments based solely on a patient’s perception of urgency, and often without 
recourse to others. However, active assessment of patients’ situations was encouraged 
in other Practices. In these cases receptionists worked in a more autonomous and 
flexible way, frequently calling for input from GPs or handling aspects of an enquiry 
based on their own knowledge and capability (e.g. where trained to differentiate ur-
gent and non-urgent situations). It was apparent that their ability to support patients 
depended not just on this empowerment, but also on the availability of appointments 
and the choice, flexibility and responsiveness of the arrangements, e.g. in one Prac-
tice, GPs were provided with extra time for consultations (including via telephone) 
and to be more accessible to other staff in the Practice, including receptionists.  

4 Conclusion 

This empirical research has identified different forms of failure demand associated 
with A&S; where and how HOFs (related to patients and staff) impact on A&S; and, 
the implications of this on the approaches that can be taken to A&S. Although data is 
drawn solely from UK General Practices, it has identified important aspects of A&S 
that may also be relevant in other health service contexts. Findings demonstrate that it 
is both the heterogeneity and ‘non-specific’ nature of demand that makes A&S prob-
lematic, and the need to recognise this when considering alternative ways in which 
demand can be handled. Implications of not doing so are illustrated through the fail-
ure demand types associated with A&S alternatives. In relation to how A&S might be 
improved, different forms of service delivery in combination have been demonstrated 
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to address the variety of patient demands placed on them. Also, the receptionist’s 
gatekeeper role has been found to be central in effectively prioritising and routing 
patients. We can postulate that to deliver a customised response and support a variety 
of needs, distinct cohorts of patients may need to be identified and communicated 
with differently either on an ad hoc or systematic basis so that appointments can be 
prioritised and delivered in different ways. Receptionists, as gatekeepers to the ser-
vice, need to provide a range of standardised and customised responses; and their 
capabilities and organisational arrangements that support or inhibit them are pivotal to 
effective service delivery. To be flexible enough to handle heterogeneous demand and 
reduce failure demand it is apparent that complementary A&S approaches, gatekeeper 
roles, forms of service delivery, and sufficient resources need to be in place. 

The study findings question any over simplification and assumptions made that ex-
clude HOFs in the evaluation and selection of A&S approaches. HOFs provide an 
additional dimension to understand A&S arrangements and their subsequent perfor-
mance, and this dimension needs to be included when exploring system alternatives. 
Related failure demand explained by HOFs can be expensive and must be factored 
into any A&S assessment (including models and simulations) and in choices made by 
healthcare practitioners when selecting, managing and implementing A&S systems.  
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Abstract. There is a lot of focus on intermodal transportation, maritime effi-
ciency and port governance in the literature, but there is little regarding how to 
plan and coordinate activities in ports, especially in the context of small and 
medium sized ports. This paper will approach the planning tasks in port by us-
ing knowledge from the well-investigated field of planning and control in man-
ufacturing and make use of the structure of strategic, tactical and operational 
planning, but relating this to the non-hierarchical setup found in most smaller 
ports. The paper finds that the general planning functions found in manufactur-
ing planning and control can be applicable if approached as a way to align ca-
pacity and demand, and not focusing on the methods in the planning functions. 

Keywords: Port, planning, coordination, non-hierarchical, maritime. 

1 Introduction  

Historically, ports in Denmark and Europe have been owned by the government and 
have primarily operated as landlord for other companies and as provider of dock and 
crane resources [1]. Because the port authorities have operated as landlords, they have 
had little focus on developing and streamlining the operations in the ports. Specifical-
ly there has been little focus on improving the competiveness of the logistic system, 
as they have not been taking part in this aspect, as stated by the port management of 
the case port. The lack of involvement in the logistic activities has meant there is no 
systematic coordination within the port system. In the manufacturing industry, plan-
ning and control (P&C) have been used for many years to aide companies with align-
ing capacity and demand as well as coping with uncertainties and inventory [2]. When 
identifying how smaller ports operate in Scandinavia, it is clear there is no tradition 
for using P&C methods. Most planning and execution is done ad-hoc, resulting in 
non-optimal utilisation of resources. In addition, a port is a service provider, and is 
required to have certain resources, so it is important to ensure that these are utilised 
optimally.  

There is a large base of literature relating to the optimisation of larger ports, see re-
view by Stahlbock & Voß [3], however, Danish ports are small and medium-sized 
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ports, which may make the use of large port literature difficult, as the complexity of 
the methods in the literature is often on high level.  

Small and medium sized ports have not received much attention either in academia 
or in politics. One reason is that the focus in maritime transport research has been on 
globalisation. Especially the Europe/Asia container traffic have received a lot of at-
tention, with ports as Rotterdam, Antwerp, Hong Kong and Shanghai being heavily 
represented in academia. The literature regarding these ports, have focussed on large-
scale operations, with use of very advanced mathematical models and computer sys-
tems to control the container terminals [4], [5] and [6]. The problem is not the quality 
of these methods and models, but rather that smaller ports do not have the resources 
required to make use of these methods, and that introducing computer systems and 
mathematical models in ports that are not prepared for this can have negative conse-
quences. Another case for discussion is how much the methods benefit the small ports 
in terms of monetary and competitive value. With a much lower volume, the total 
benefit for e.g. a 1% cost reduction from a mathematical model does not have the 
same effect as it does in a multimillion-dollar enterprise, in terms of payback. 

Therefore, there is a need for developing the small ports both in terms of strategy, 
but also in terms of planning and coordination, inside the port and in the supply chain. 
Brooks et al. [7] defines collaboration and coordination as the two most important 
parameters in smaller ports, collaboration can be defined as the strategic frame for 
enabling tactical and operational coordination. However since a port is a non-
hierarchical system, it might prove difficult to use traditional P&C methods directly.  

This paper addresses the issue of using planning and control methods for aligning 
capacity and demand in smaller ports. This is done by defining and understanding 
characteristics the port environment and analysing the applicability of P&C functions. 
The characteristics of a small Danish port will be analysed to find the unique profile 
and thereby give the opportunity to define how the different production P&C tools 
and methods can be applied to a port system. Further, it will provide an understanding 
of the nature of a port system, which can provide the knowledge of how to optimise 
and reconfigure it. 

2 Theoretical Background 

Keeping the production data such as demand, supply, product, inventory, accounting, 
costing, lead-time, and routing in an integrated manner, these systems have become 
the central systems widely implemented in manufacturing environments. 

Manufacturing Planning and Control (MPC) is an overall approach, which control 
everything from material management, scheduling of machine capacity, suppliers, and 
human resources to find the best solution. Besides the physical material flow, the flow 
of information also needs to be taken into consideration [2]. MPC Systems are gener-
ally described as being divided into three time horizons, these being strategic  
planning, tactical planning and operational planning [8], [9]. Generally, planning and 
control (P&C) aims for matching customer demand with supply of products and  
materials in terms of timing, volume, and quality [10]. Different P&C paradigms  
have been proposed in the literature. However, the hierarchical P&C paradigm has 
become an accepted P&C structure in many medium and large companies [11], by 
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coordinating the material flow and capacity for optimal outputs levels. This paradigm 
is mainly implemented with the Manufacturing Resource Planning (MRPII) frame-
work, which is the basic logic behind the Enterprise Resource Planning (ERP) sys-
tems. The majority of the modern manufacturing firms use MRP II/ ERP systems for 
production P&C activities [12]. The MRP II framework is a well-known model that 
consists of interconnected material and capacity P&C functions with hierarchical 
guidelines, in different time frames and aggregations [2]. As the purpose is to define a 
P&C system for smaller ports, this framework will be further analysed. 

The MRP II system segments the P&C tasks in to three time frames; strategic (1-12 
months), tactical (1 week - 3 months) and operational (1-5 days), [8]. The structure 
lies in both the length of the planning horizon as well as the level of data aggregation. 
The aggregation levels depends on the time horizon, and thereby the uncertainty. 
P&C is made for a hierarchical system setup, and since a port is not necessarily a 
hierarchical system, there might be some challenges in adapting this concept. Howev-
er, in P&C the central tasks or functions are generic to any environment. These differ-
ent planning tasks and functions are required to align a company’s setup to the  
demand for products and handle different parts of the planning processes according to 
when and where it is required. E.g. aligning capacity of resources with the strategic 
demand, committing actual demand to different time fences in the production sys-
tem’s capacity and ensuring correct inventory levels at required time fences. Based on 
primarily Vollmann et. al [2]: 

• The long term planning is necessary for planning the overall capacity. This include 
equipment, buildings, suppliers, and so forth. These decisions set the parameters 
for responding to current and future customer demand. In the long-term planning 
phase, Resource Planning, Demand Management, Sales and Operations Planning, 
and Master Production Scheduling (MPS) functions exists.  

• The mid-term planning in MPC combines the detailed material planning and the 
detailed capacity planning in order to create a plan to satisfy customer demand. 
This means coordinating the supply and demand with the production capacity, le-
vels of raw material and finished goods. Here the functions involves Detailed Ma-
terial Planning, Detailed Capacity Planning, and Material and Capacity Plans. To 
ensure success, it is important to communicate with the customers and the suppli-
ers about expected delivery times and quantities [2].  

• In the short-term planning the scheduling of resources (time, people, material, 
equipment, and facilities) is done on detail, which is required in the production 
plan. Here the function of the Shop-Floor Systems and the Supplier Systems exists. 

All functions have varying importance depending on the environment in which 
they are applied, and varying detail level. Any environment will therefore have a 
unique profile depending on its characteristics. 

3 Case Description from a Port System 

The port system is configured around handling cargo transformation between land and 
sea, and is made up of several companies handling different tasks. It is necessary to 
understand how the port system is organised, as this greatly influences how the  
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different tasks are planned and executed, and how information can be propagated in 
the port system. The amount of autonomous companies present in the operations is 
one of the larger challenges in attempting to plan tasks in a port. Firstly, the compa-
nies mostly operate in a craftsman’s type fashion where they go from job to job, with-
out planning the activities. This gives some challenges when coordinating the actual 
move of goods, as there is no clear responsibility as to who have the overall planning 
responsibility. This is especially true in the situations where there are several actors 
involved in the port operations, which is most bulk and special cargo transport trans-
formation operations. In the container terminal there is typically one actor, but the 
interfacing with mainly the landside and the arrival of trucks, presents some of the 
same coordination challenges, such as the timing of arriving trucks and the placement 
of containers in the container inventory. To illustrate the different planning functions 
in the port system, each actor and their involvement in the system are explained: 

• Shipping broker: A shipping broker is an agency that provides transport solutions 
for customers, either by booking transport in the market or by providing some ser-
vices themselves. In some cases, the shipping agent facilitates the booking of the 
transport activities and coordination of these activities to meet delivery deadlines 
etc. In other cases, the shipping agent is only hired to handle the cargo transforma-
tion, and the shipping line or other supply chain actor books the necessary transport 
solutions. Seen from the port system the shipping agent often have a coordinating 
role. 

• Terminal services: This is cranes, dockworkers and other equipment required to 
services ships and trucks at the dockside. Different companies own these 

• Truck transport: These operate within or in connection to the port, the owner of 
the goods or a shipping broker most often hires these. Currently they arrive when it 
fits their own plans combined with deadlines for cargo submission and withdrawal 
in the ports. 

• Shipping line: The company that owns and operate the ship. Ships are as trucks 
often hired by the owner of the cargo or on their behalf hired by brokers. Some 
ships are however also operating on regular shipping routes. These routes are con-
trolled by the shipping lines and are based on market demand. 

• Port authorities: The port authority is the owner of the land and docks. They are 
also the authority, which control and manage the waters in and around the port, 
giving permission and overseeing the ships in these waters. Further, they are lan-
dlords for most companies operating in the port system. 

• Support services: There are many different support services offered to both ships 
and companies in the port system. Ships can receive supplies, repair crews and other 
related services. Depending on the service, different companies handle this, and 
both the port authority and the shipping broker can facilitate contact for the ships.  

• Warehousing: Is an essential service in port, as it provides a possibility for creat-
ing distribution functions or a temporary storage space when sending and receiving 
large quantities of goods, which is often the case in ports. Further it also possible to 
use warehousing as a consolidation function, batching smaller quantities of cargo 
with other small shipments, so the utilisation of ship and container space becomes 
higher and the cost lower. 
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Besides the description of the different resources involved in servicing a ship, Figure 
1 gives a simple overview of the resources. The resources are handled by different 
companies, depending on the types of goods. Common for these resources are that 
they are very expensive, making resource utilisation an important factor. The re-
sources all influence each other as they are used in all operations, which also means 
that the operations are dependent on each other, underlining the need for coordination. 
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Cargo 
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Land 
transporter

& Truck

Port system

Terminal & 
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functions
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Tax / Customs
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Fig. 1. The boxes are resources and companies, and the circle represents the port system 

One major problem regarding the organisation of resources is the many different 
owners with different priorities, which means the planning and the coordination is 
segmented from the resources. Even though, some of the ports P&C system can be 
defined on a hieratical level, this is not entire the possible due to the structure of the 
port system. Furthermore, planning becomes even more challenging as most of the 
actors in the port system uses calendar based planning, where they put in ship arrivals 
and make loose plans regarding resources and personnel around these events. The 
information in the calendar is based on sales orders issued through the shipping agent, 
and the port authority’s monitoring system for approaching ships. However, the in-
formation available in the monitoring system is not actively communicated to all  
parties in an organised way, which means it is not used to keep the existing plans 
updated. Further, the knowledge about how to handle the specific orders is based on 
silent knowledge accumulated within the operational staff in the port. 

Olesen et al [13] proposes an implementation of a form of centralized platform for 
information sharing. This will improve the coordination that handles information 
about the flow of goods. In the current setting there are challenges with communicat-
ing this information to the workers early enough to plan other activities before com-
mitting resources to service an incoming ship. Also not all resources need to be 
present as soon as the ship docks. By centralising the information flow, it will be  
easier to make a feasible plan for the common resources, and thereby easier for com-
panies at the port to plan based on ship arrival and crane and dock availability. How-
ever, to ensure the correct use of such an information-sharing tool, it is important to 
have an overview of the different functions needing information. Therefore, the fol-
lowing will give a structured overview of the planning activities in the port system. 
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4 Defining the Planning Environment in a Port System 

The reason for utilising P&C is to be able to create a model that allows configuration 
of a planning environment in a port. A review of intermodal operations research have 
been done by Macharis & Bontekoning [14], where they also focus on the three time 
horizons of strategic, tactical and operational which align with the effort in this paper, 
however, in this paper the planning functions from the MPC are added to be able to 
relate operations with a planning task. Planning is necessary, as ports are very dynam-
ic environments were a lot of different transport actors come and go every day. This 
builds in an uncertainty into the system that lacks a mechanism to plan and re-plan 
activities according to demand and delivery of goods and services in a close to real-
time manner. Another issue regarding the lack of P&C in ports is the ability to meas-
ure, evaluate and compare operations in the port with other similar ports. By creating 
a structured environment with variables and functions, the performance control will 
also be structured and be comparable. 

The port system and the cases have been described to show the need for planning 
and coordination in the small to medium sized port environment. With that in mind 
the cases are related to the planning functions mentioned in Vollmann [2]. The main 
challenges found in the case port are:  

• Aligning port activity with incoming ships and trucks 
• Pushing information about activities in the port to external partners 
• Planning of shared resources and individual activities 
• Coordination and sequencing 

In reference to the case description, it is also evident that the planning functions are 
relevant in the port environment. However, the use of MRP as the engine is not rele-
vant as there is no BOM and thereby material requirements calculations. Further, the 
MPC model also implies a hierarchical setup, which is not present in most ports. 
These factors means that MPC is not directly transferable to this context. However, 
since it is a system made up of resources, processes, products and demand it is  
comparable to the MPC when looking purely at the planning functions. The MPC 
functions are translated in Table 1 to a comparable function in a port setting. It is 
important to stress that it is only the concept of aligning capacity and demand in all 
planning faces, and this approach does not expect to make use of all methods and 
tools attributed to each planning function in a P&C environment. 

The frame of the MPC model is very descriptive of what is relevant when planning 
in any type of environment, as it at simplest is a time fencing of activities segmented 
into resources, capacity and materials. In the port system, resources and capacity also 
apply and materials are the goods passing through the port.  

The MPC framework is hierarchical, which the port system is not. Therefore, this 
cannot be applied directly on the port system. However, all planning activities are still 
relevant to all industries. Therefore, only the hierarchical perspective of the frame-
work cannot be applied. Table 1 shows the function of the port system applied in a 
P&C contests, with especially focus on the MPC framework. 

Relating the port system to the planning functions and the time frames, it becomes 
evident that one of the major challenges is to assign responsibility for the different  
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planning functions. However, since the port system is fragmented, most of these func-
tions in the strategic and tactical layer would have to be handled by the port authority 
and the shipping broker, as these have contact with all partners. 

Table 1. An interpretation of the MPC system in a port context 

Port Function MPC Function Purpose 
Port System Plan-
ning 

Sales and opera-
tions planning 

The port strategy based on input from demand 
and resource planning (Strategic) 

Resource Plan-
ning 

Resource plan-
ning 

The alignment of resources to port strategy and 
forecasted demand (Strategic) 

Hinterland man-
agement 

Demand man-
agement 

Creating and finding demand in the port’s hinter-
land (Strategic) 

Port system ca-
pacity check 

Master production 
scheduling 

The aggregation of the strategic demand sorted 
into time fences with capacity check on the re-
sources. (Tactical) 

Port Data System Detailed material 
planning 

The commitment of resources to certain ship 
arrivals in a common data platform. (Tatical) 

Port capacity 
planning 

Detailed capacity 
planning 

Booking of capacity in relations to production 
orders within time fences. (Tactical) 

Arrival manifest Material and 
capacity plans 

List of ship arrivals, with details of cargo and 
actors, sorted into time fences. (Tactical) 

Coordination/ 
sequencing 

Shop floor sys-
tems 

The order and timing of actions and the execu-
tion of these (Operational)  

Port Data system Vendor systems Information sharing system between all actors 
related to specific jobs. (Operational) 

5 Discussion and Conclusion 

The paper discuss P&C as a method for coordinating activities in a port. The elements 
of the well-described MPC are used to illustrate the planning functions and the aggre-
gations levels. Because of the expectation of a hierarchical system structure in the 
MPC model, it is not entirely applicable to the non-hierarchical port system. Howev-
er, the general purpose of the planning functions is to align capacity and demand in 
different aggregations, and this is what the port system need. Therefore, the port sys-
tem should make use of the overall approach of the MPC planning functions, placed 
in the port context as in Table 1. The motivation behind this approach is to utilise a 
well-known model to create a general approach for ports to align their activities. 
Some of the elements within the MPC model are not relevant in relation to a port 
service system, such as the MRP logic, but the method for aligning capacity and de-
mand on the three different time scales, is highly relevant.  

When the timing of a ship arrival changes the information has difficulty permeat-
ing through the port system. The reason for this is two-fold, firstly is the lack of  
information sharing amongst the partners. Secondly is the lack of methods to under-
stand, plan and re-plan the activities based on the available information. This is why 
the ability to think in strategic, tactical and operational time frames are essential, as 
well as the ability to match capacity with demand and operational execution.  
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To utilise the P&C features, a method is created that will allow a structured ap-
proach to identify how to handle certain events within a P&C system. This is done by 
defining the tasks in a port, e.g. loading and unloading containers, stone or grain. The 
difference between these tasks is not large, but the demand and supply structures are 
different, and the need for equipment and resources are also different. Further, each 
type of goods going through the port have a unique requirement in terms of services 
and tools required to perform these services.  

This paper presents a new way of looking at planning and coordination in a port 
and this method needs to be tested in a port system. Further, a framework based on 
these findings needs to be created, in order to present a planning and coordination 
model that applies fully to a port system, considering the non-hierarchical structure. 
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for the Design of Manufacturing Networks  

for Custom-Made Products 
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Abstract. Efficient design of manufacturing networks is paramount for a sus-
tainable growth. The establishment of mass customization and the transition to 
personalization complicates design activities and leads to vast amounts of un-
exploited data. This research work aims to exploit existing knowledge for en-
hancing decision-making during the initial manufacturing networks design, 
which carry out custom orders of industrial equipment. A method developed  
into software is proposed, comprising a Genetic Algorithm with knowledge-
enriched operators and an intelligent initialization algorithm that exploits exist-
ing planning knowledge. The validation of the method is performed using data 
from a high-precision mold-making manufacturer and its network of first-tier 
suppliers. 

Keywords: Manufacturing Networks, Knowledge, Decision making. 

1 Introduction 

The establishment of mass customization and the gradual transition towards personali-
zation affects manufacturing network design [1]. To achieve the desired variety, quick 
adaptation and re-configuration of production networks is necessary [2]. Also, vast 
amounts of planning-related data are generated daily, which however, remain unex-
ploited. Reuse of past knowledge can improve decision-making, as design, planning, 
and operation activities of past and new projects, share numerous commonalities [3].  

This research work presents a method for the initial design of manufacturing net-
works subject to unpredictable customer requirements for custom-made products. The 
suggested approach attempts to identify near optimum manufacturing network confi-
gurations for a specific custom product, while minimizing the total flowtime. It also 
allows the timely reconfiguration of the system to adhere to actual manufacturing 
capacity and availability. The method is validated with data from the mold-making 
industry.  

2 State of the Art 

Knowledge reuse in manufacturing has yet to reveal its full potential [5] after almost 
three decades of research [4]. Numerous approaches are available for knowledge 
reuse in product design [6], process planning [7] and part family representation [8].  
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Regarding the problem of design of manufacturing networks, the identification of 
optimum multi-stage, multi-product manufacturing network or system configurations, 
under hard pre- and post-condition constraints is strongly NP-Hard [9]. Enumerative 
methods are non-applicable for such problems; instead optimization methods are 
being applied, aiming at multi- or single-objective optimization. A GA was used in 
[10] for addressing to the job-shop scheduling problem. The method included random 
input turbulences, multiple criteria and multiple job routes. A scheduling approach 
was developed in [11] using a GA, to determine the efficient assignment of machines 
and workers in order to optimize performance criteria such as the mean flow time. 
The problem of scheduling of a Flexible Manufacturing System using a GA with 
knowledge based genetic operators is included in [12]. The way that these operators 
exploit past knowledge was unclear. The authors in [13] attempt to discover know-
ledge patterns that are generated in each generation of a GA using Rough Set Theory. 
The combined utilization of knowledge-based methods directly incorporated in the 
metaheuristic optimization algorithm is missing from the literature to the best of the 
authors’ knowledge.  

The presented research work combines knowledge-based techniques with an opti-
misation engine for supporting the initial design of manufacturing networks for cus-
tom-made industrial equipment. Existing knowledge regarding past design and  
planning projects is embedded in evolutionary operators in the form of rules. In addi-
tion, the formation of the initial GA population is pre-optimised, since similarity mea-
surements against known planning cases are used. Based on successfully executed 
past planning projects, the search for optimum configurations for new problems  
becomes guided. 

3 Knowledge-Based Manufacturing Network Design 

The proposed method focuses on identifying near-optimum feasible selections of 
manufacturing nodes and suppliers, while minimising manufacturing flowtime for an 
engineer-to-order product. The structure of the manufacturing network is shown in 
Fig. 1.  

 
Fig. 1. The manufacturing network nodes 

A number of processes are performed by the mold maker, while others, such as 
hardening of metallic components, are outsourced. Also, some components, such as 
guide columns, bolts, and sealant O-rings are purchased from 1st-tier suppliers.  

Part 
Suppliers

Mold Maker (OEM) Production Facilities

S1 S2 Ss…

R1 R2

R5

R3 Rr
…

O1 O2 Oo…

Hardening

Outsourcing
Suppliers

Purchasing

Manufacturing Network Structure

Outsourcing of 
manufacturing tasks



 A Knowledge-Based Decision-Making Framework 565 

 

The facilities of the suppliers, as well as the individual machines possessed by the 
OEM, are characterised by an availability index that models manufacturing capacity 
to meet market demand. Static capacity models are widely used by industry as cost-
effective means for communicating capacity across the supply chain [17, 18]. The 
availability index values of OEM nodes and for suppliers are defined using historical 
observations. 

3.1 Formulation of the Design Problem 

Let the processing time for the task t to be performed by machine k be ptk and a task 
selection p = {p1, p2,…, pn}, where n tasks (j = 1, 2,…, n) will be processed by m 
machines (k = 1,2,…, m). Similarly, we define the setup times for machine k to per-
form task t as stk, and the waiting time of task t in the queue of machine k as wtk. The 
sum of wtk, ptk and stk for all product components, represents the flowtime of the 
product. The Total Flowtime FTtot(p) of a design p can be computed by summing all 
flow times (1): 

,  (1)

3.2 Knowledge Enriched Genetic Algorithm 

The problem is solved by a Genetic Algorithm (GA) [14], with knowledge enriched 
operators. In contrast to a regular GA, the proposed enriched GA includes an intelli-
gent initialization process and rule-based selection of genetic operators (selection, 
crossover and mutation). The steps of the knowledge enriched GA are visualized in 
Fig. 2. 

Each manufacturing process can be performed by both a machine tool family and 
by specialized suppliers. However, based on technological differences and availabili-
ty, different flow times are associated with different machines or suppliers carrying 
out the same task. Thus, each chromosome is encoded to represent alternative selec-
tions of nodes to carry out the required tasks. The encoding uses integer values  
in a matrix structure. This encoding structure is beneficial since it reduces decoding 
complexity.  

Initialization Procedure 
Instead of generating the initial population of alternative designs in a totally random 
fashion, each newly investigated planning case is compared to previously executed 
cases through a pairwise comparison of their most important attributes, i.e. number of 
components, special works, machining features, volumetric data, etc. Thus, based on 
similar past design cases, an appropriate adaptation of the task sequence and their 
mapping to processing nodes is done to best fit the new case requirements. This leads  
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to a pre-optimised initial set of individuals to be fed to the GA. The similarity be-
tween numerical attributes is computed using the Euclidean distance (2). 

1 1  (2)

where: n = no. of features, Tni, Tpi = new and past case features, wi = feature weight.  

 
Fig. 2. The workflow of the knowledge enriched Genetic Algorithm 

Selection Operators 
Selection is used in GAs to identify individuals that will carry their genes to the next 
generation. Here, the following widely used operators Roulette Wheel Selection 
(RWS), Stochastic Universal Sampling (SUS) and Tournament Selection (TS) are 
used [15]. To exploit previous knowledge coming from network and human planner, 
and to imbue it in the algorithm, a set of IF THEN rules has been developed in coop-
eration with the industrial partner of the case study. An analysis involving semi-
structured questionnaires that were filled in by employees led to defining these rules. 
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Moreover, literature findings about the performance of different operators in specific 
situations are encapsulated [15]. A rule example for adapting the selection method is 
the following:  

IF current_CPU_time < termination_CPU_time/5 
THEN Selection_method = RWS 

ELSE IF current_CPU_time > termination_CPU_time/2 
THEN Selection_method = SUS 

ELSE Selection_method = TS 

RLW is known to drive to convergence and SUS forces an even faster convergence 
by the algorithm. In case the predetermined runtime is near exhaustion, then SUS is 
assigned for deriving a solution. Additional rules are similarly implemented. 

Crossover Operators 
Crossover, handles mating between chromosomes, by selecting two (or more) parents 
in order to produce off-springs. The crossover operators used are: Single, Multi-point 
and Uniform. A rule example follows: 

IF hardening_quality = very_good 
THEN Crossover_Method = Single_Point_Crossover(n) 
Through a characterisation of hardening types (normal, good, very good) by experts, 

based on thickness quality (in μm), specific partners must be selected that can offer 
the required precision. Due to the fact that these partners are located in distant coun-
tries from the mold maker facilities, hardening may require disproportionately large 
lead times (up to 3 weeks). Thus, a single crossover point is set right before the gene 
assignment that represents the partner that carries out the hardening. This ensures a 
higher degree of exploration of alternative paths and possibly great reductions in 
flowtime. 

Mutation Operators 
Mutation is necessary for maintaining the genetic diversity in the population. Fine 
tuning of mutation operators can alter the behavior of the search from explorative 
(visit new areas of the search space by creating new individuals) to exploitative (local 
optimization by fine-tuning existing individuals). The mutation operators are: Uni-
form and Gaussian Mutation. A rule for selecting each one of these methods is the 
following: 

IF Best_of_Pop(n) < Best_of_Pop(n-1) FOR 5 consecutive gens 
THEN Mutation_Operator = Gaussian_Mutation 

In case the population stagnates to local optima and no improvement is observed in 
subsequent generations, then, a Gaussian mutation with reduced variance is selected, 
to ensure a higher probability of mutation compared to a purely stochastic sampler. 
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4 Industrial Pilot Case from the Mold Making Industry 

Mold making is technology, knowledge and labor intensive [16]. Each new mold is a 
unique product, which yet shares a number of commonalities with previous cases on 
process plan and resource level. Thus, reusing knowledge from finished mold-making 
cases can reduce overhead times required for initial network planning, decrease ramp-
up, improve response time to volatile market requirements and lead to cost savings.  

The case study for the validation of the method was an already finished mold with 
documented process plans from a company that manufactures high precision injection 
molds. The dataset included alternative machines and also operations and processing, 
setup and waiting times for similar machines to perform identical processes (Fig. 3).  

 

Fig. 3. The components of the mold and the integer encoding of the chromosome 

The resource model of the pilot case includes the characteristics of the manufactur-
ing nodes, and the required processing times of components in technologically similar 
resources, as well as the flowtimes required by suppliers for supplying the requested 
material or for performing a specialized process (e.g. hardening). Moreover, the avail-
ability of the resources and suppliers has been modelled based on historical data, as 
follows: 75% for part suppliers, 50% for outsourcing suppliers, and 35% for milling 
operations (roughing, finishing, air and water circuits cutting) performed in the manu-
facturing facilities of the OEM, 70% for wire cutting and die sinking, and 45% for 
manual tasks, such as fitting, polishing and assembly. 

The product model includes: geometric characteristics of the components, number 
of cavities, tolerance specifications, cooling mechanisms, ejection methods and other 
process plan related information. The manufacturing processes required include: 
roughing, finishing, hardening, creation of air and water circuits, drilling, wire cut-
ting, grinding, fitting, creation of electrodes for die sinking, polishing, measuring and 
assembly. 
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5 Experimentation: Results and Discussion 

A set of experiments were carried out to investigate the performance of the developed 
GA. The total number of feasible alternative configurations for this problem is 
156x1015, as a combinatorial analysis indicates. The optimal set of tuneable parame-
ters of the GA was identified through a Statistical Design of Experiments (SDoE) and 
was the following: Population Size = 50, No. of Generations = 50, Generation Gap = 
0.9, Termination Time = 20 sec and Mutation Probability = 0.009. Moreover, a cor-
rection factor is applied on the obtained flowtimes in order to take into consideration 
machine breakdowns, shortage of materials and other unpredictable factors. The cor-
rection factor was adjusted through the deviation of actual times obtained by the mold 
maker and experimental values for different mold cases. The results of the execution 
of the GA are shown in Fig. 4. The algorithm converges after 28 generations to an 
optimum flowtime of 1,211 hours requiring a total runtime of 19.56 seconds. In com-
parison, a regular GA (again with optimised parameters based on a SDoE) yielded in 
the same number of generations a globally best solution of 1,450 hours, i.e. a 17.96% 
worse solution. Most importantly, this obtained value is significantly lower (38.26%) 
when compared to the actual flowtime for the specific order, which, as reported by the 
production engineer of the mold maker was 1,784 hours.  

 

Fig. 4. Evolution of the fitness function (left) and improvement of total flowtime (FT) obtained 
by the enriched GA after 50 generations and comparison to historical data and a simple GA 

6 Conclusions and Future Work 

The presented research work investigated the initial design of a manufacturing net-
work for custom-made products. The problem was tackled by a knowledge enriched 
Genetic Algorithm (GA) and its performance was tested in a real case study coming 
from the high precision mold making sector. The results depicted an improvement 
against both a regular GA and actual historical data. The encapsulation of knowledge 
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into the genetic operators and the intelligent initialization process enhanced the ro-
bustness of the GA. The quality of the obtained solutions surpasses actual historical 
performance of the network, which was configured based on human experience and 
was therefore sub-optimal. Moreover, the small execution time of the algorithm facili-
tate the need for near real-time reconfiguration of the network for compensation to 
unforeseen disturbances. The proposed method and tool can be exploited by a plan-
ning manager in order to support the design and planning of efficient manufacturing 
networks and systems. The results obtained by the tool can be overridden by the man-
ager in cases when the proposed solution is not satisfactory and the algorithm may be 
executed repeatedly until an accepted solution is found. The low computation re-
quirements of the algorithm constitute it suitable for deployment on mobile devices 
and enables fast decisions on the go. 

Future work will focus on extending the rule-base in order to cover additional his-
torical observations and expert knowledge. Also, the method will be developed into 
an app for mobile devices. The GA will be executed into a company-owned private 
Cloud server and services will be exposed for distributing information to mobile de-
vices.  
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Abstract. The bin packing problem aims to pack a set of items in a min-
imum number of bins, with respect to the size of the items and capacity
of the bins. This is an NP-hard problem. Several approach methods have
been developed to solve this problem. In this paper, we propose a new
encoding scheme which is used in a hybrid resolution: a metaheuristic is
matched with a list algorithm (Next Fit, First Fit, Best Fit) to solve the
bin packing problem. Any metaheuristic can be used but in this paper,
our proposition is implemented on a single solution based metaheuris-
tic (stochastic descent, simulated annealing, kangaroo algorithm). This
hybrid method is tested on literature instances to ensure its good results.

1 Introduction

The bin packing problem has been introduced by [1]. It considers a set of N
items, each item with a given size wi, and several bins with a same capacity C.
The aim of this problem is to pack all of the items in a minimum number of
bins. The sum of the size of the items packed in a bin has to be smaller than the
capacity of the bin. Each item has to be packed in one bin.

This problem can be met in industrial application or computer network de-
sign and memory allocation [2]. [3] makes a state-of-the-art review about the
container loading problem: the bin packing problem can be used to pack a set
of cargo into a minimum number of containers. It can also be used to solve
assembly line balancing problems [4] or multiprocessor scheduling problems [5].

In [6] we use the bin packing problem to model the problem of activities plan-
ning and resources assignment, called the HCT problem. The problem considers
a system composed of resources and of a set of activities to assign. Each activity
needs a resource to be treated and a time slot, a period when it will be done.
Each activity has a known process time. Each activity starts in one period and
finishes in the same period. Resources have a planning defining their available
time: the resource opentime. Each resource cannot treat all the activities, there
is a list of incompatibilities between activities and resources.

The aim is to assign each activity to one resource and one period. Activities
have to be done as soon as possible, so the assigned periods have to be the
smallest possible. The aim of the HCT problem is not to make a precise schedule
of the activities but to assign a period to each activity.
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The HCT problem has to respect some constraints: resources have to be able
to process their assigned activities according to the incompatibilities; activities
have to be assigned to a resource during the opentime of this resource; each
activity has to be assigned to one resource and one period. Figure 1 gives an
example of an assignment in such an application. A couple (resource, period)
can be seen as a bin. Activities are assigned to resources during periods. All the
resources have the same opentime.

Table 1 summarizes the analogies between the bin packing problem and this
application. A new constraint in the HCT application is the incompatibility
constraint between resources and activities. The HCT problem can be seen as
an extension of the bin packing problem with incompatibility constraints.
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Caption:

Fig. 1. Example of the HCT application

Table 1. Analogies between the bin packing problem and the HCT problem.

Bin packing problem
Problem of activities planning

and resources assignment

Data
Item Activity
Bin Couple (resource, period)

Size of an item Process time of an activity

Objective To assign items in bins
To assign activities to
periods and resources

Constraints
Capacity of the bins Resources opentime

- Incompatibility constraint

Criterion
To minimize the number To minimize the number

of used bins of used couples (resource, period)

In Section 2, a brief state of the art about approximate algorithms used to
solve the bin packing problem is made. In this paper, we propose an encoding
scheme, which is used in the hybridization between a metaheuristic and a list
algorithm. The used method is described in Section 3, as its theoretical justifi-
cation. The experimental results on literature instances are presented in Section
4. This paper is ended by a conclusion and some further works.
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2 State of the Art

Given the size of the real problems that can be solved thanks to the bin packing
problem, exact methods quickly reach their limit about computational time.
Moreover, [7] shows that it is an NP-Complete decision problem. Approximate
algorithms seem to be a good way to solve this problem.

The most popular list algorithms have been developed by [1]. Items are con-
sidered one by one according to a list. Next Fit (NF ) is the most intuitive
method for the bin packing problem. The maximum number of items is packed
into the current bin. If the available space in the current bin is smaller than
the size of the considered item, this bin is closed and a new bin is opened and
becomes the new current bin. First Fit (FF ) is different from NF in that none
of the bins is closed. Each item is packed into the first bin which can contain it.
Once an item cannot fit in any bin, a new bin is opened. Best Fit (BF ) con-
sists in packing each item into the best bin which is the one with the smallest
available space after packing the considered item into it.

The use of metaheuristics to solve the bin packing problem starts in the 1990s.
In most published works, a classical encoding scheme S is used where S(i) is the
index of the bin where item i is placed. [8] proposes a hybrid metaheuristic based
on tabu search. [9] proposes a hybrid grouping genetic algorithm which uses the
heuristic FFD [1] and the dominance criterion from [10]. To a better use of
grouping genetic algorithm, it uses the classical encoding, augmented with a
group part which defines the used bins. [11] applies a new approach method: the
weight annealing. It uses the classical encoding scheme. [12] uses a hybrid ant
colony optimization, inspired by Falkenauer’s works. It does not individualize
the items, they are designated by their size and not their index: S = (wi)i∈N

with wi the size of item i. In these papers, the hybrid part consists in matching
a known metaheuristic (like genetic algorithm, tabu search method, ant colony
optimization) to an additional improvement method such a local search.

Another encoding scheme has been exploited. [13] uses a permutation coding
to hybridize the genetic algorithm. [14] uses a permutation with separators rep-
resentation: it is a list of n items and l separators of bins, integers from range
{1, ..., n} represent the item, integers {n+ 1, ..., n+ l} represent the separators.
A simplified version of the genetic algorithm is developed: a simple evolutionary
based heuristic.

Most of the works on the bin packing problem uses population based meta-
heuristics.

The method proposed in this paper uses a hybridization between a metaheuristic
and a list algorithm (Next Fit, First Fit, Best Fit). This method is performing
in two search spaces: Ω where a solution represents a list of items and S where a
solution represents the assignment of each item to a bin. The aim of this purpose
is to reduce the size of the set of solutions where the metaheuristic is performing.

3 Proposed Hybrid Method 
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3.1 Encoding of the et of olutions

The used encoding is inspired by the one used in the permutation problems. A
solution (Xi)i∈N ∈ Ω is a list of items as in a permutation problem with Xi an
item index. A list algorithm L, such as NF , FF or BF , is applied to the list
of items X to determine the assignment of the items to the bins: (Yi)i∈N ∈ S
as the classical scheme, with Yi the bin index assigned to item i. Then a cost
function H is applied to the assignment Y . The general scheme of the encoding
is the following:

X ∈ Ω −→
Heuristic L

L(X) = Y ∈ S −→
Criteria H

H(Y )

Figure 2 summarizes the considered sets of solutions.

Ω Ω
′

x
x
x

C

S

x

Fig. 2. Sets of solutions

– Ω is the set of all the lists of items. card(Ω)= N !
– Ω′ is the set of all the possible assignment of items to bins, without checking
the capacity constraint. card(Ω′)= NN

– C is the set of the admissible solutions: a solution is admissible if the capacity
constraint is respected. C ⊆ Ω′.

– S is the set of all the solutions built by the application of a list algorithm
on a list of items. S ⊆ Ω′ and S ⊆ C.

Proof that S contains the set of optimal solutions: Let be Y ∗ any
optimal solution. Y ∗ = (Y ∗

1 , ..., Y
∗

N ) with Y ∗

i the bin index assigned to item i. A
list of items assigned in each bin is deduced. By concatenation of these lists, an
ordered list of all the items is determined: X∗ ∈ Ω. By applying the heuristic
FF or NF to X∗, Y ∗ is found, so Y ∗ ∈ S. As a consequence the set of the
optimal solutions written C∗ is included in S.

The following example considers the assignment of eight items. Two different
solutions in Ω give the same element in S. In total, 2× 4!× 2 = 96 elements in
Ω give the same element in S.

S S
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Solution 1 Solution 2

X ∈ Ω = (3, 5, 1, 6, 4, 8, 7, 2) (3, 5, 1, 4, 6, 8, 2, 7)
Y ∈ S = (2, 3, 1, 2, 1, 2, 3, 2) (2, 3, 1, 2, 1, 2, 3, 2)

Let be SB the set of solutions ∈ Ω′ built by the heuristic BF , SF the set
built by FF and SN the set built by NF . We have the following assumption:
C∗ ⊆ SB ⊆ SF ⊆ SN ⊆ C ⊆ Ω′. By exploiting this encoding scheme, the search
space is reduced and it is assured that the optimal solution can be reached.

This proposition presents some advantages:

– Admissibility of the solutions is ensured by the list algorithms.
– Many metaheuristics already exist to solve the permutation problems, with
their neighborhood systems for single solution based metaheuristics and their
crossover operator and/or mutation for population based metaheuristics.

– The metaheuristic is performed on a smaller set S than the original one Ω′.
– The set S contains all the optimal solutions.

– S conforms with the property of accessibility.
– This method is a combination of simple existing methods easy to implement.

3.2 General Framework

The general framework can be used with any metaheuristic. Algorithm 1 shows
the principle of hybridization between a local search and a list algorithm where
V : Ω −→ Ω denotes the neighborhood system and H : S −→ N the cost
function.

Algorithm 1: Principle algorithm of the hybridization

1 Let be X ∈ Ω the initial solution
2 Y = L(X): a list algorithm is applied to the list X

3 while necessary do

4 Choose uniformly and randomly X
′
∈ V (X)

5 Y
′ = L(X ′)

6 if H(Y ′) ≤ H(Y ) then
7 X = X

′

8 Y = Y
′
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Neighborhood system V (X): Several classical neighborhood systems for
permutation problems can be used; Pi,j : the item at position i permutes with the

one which is at position j. |Pi,j | =
N.(N−1)

2 ; Ii,j : the item at position i is inserted
at position j. |Ii,j | = N.(N − 1). In both cases, V satisfies the accessibility and
reversibility properties.

Cost function H(Y ): The most intuitive cost function is the number of used
bins. But many solutions have the same value of cost function. To avoid it, [15]
proposes a new cost function H which characterizes the average bin utilization,
defined by Equation (1).

H(Y ) = −

∑
j∈N (Fj(Y )/C)k

M(Y )
(1)

Where Fj(Y ) =
∑N

i=1 wi.δj,Yi
, ∀j ∈ {1, N} is the sum of the sizes of the items

packed in bin j (we use the Dirac function δ, δa,x = 1 if a = x, 0 otherwise),
M(Y ) is the number of bins used by the solution Y , k > 1 is a constant which
defines how much a solution with equally filled bins is preferred over one in which
some bins are rather full and other rather empty. A good value is k = 2 [9].

4 Experimentation

Hybridization has been tested with both metaheuristics: simulated annealing or
kangaroo algorithm (iterated local search).

Originally, the inhomogeneous simulated annealing was used by [16] to sim-
ulate the physical annealing in metallurgy. Unfavorable transitions are accepted

with a probability e−
H(Y ′)−H(Y )

T . Simulated annealing converges in probability to
the set of optimal solutions if neighborhood system V satisfies the accessibility
and reversibility properties [17]. The initial temperature T0 is chosen such as all

the transitions are authorized at the beginning, i.e. e−
H(Y ′)−H(Y )

T0 � 1, ∀(Y, Y ′)
according to the algorithm proposed by [17]. The decreasing factor α is computed
by α = IterMax

√
(Ta

T0
). Ta is the latest temperature close to 0.

Kangaroo algorithm is an iterated local search. This algorithm consists in a
stochastic descent, but if there is no improvement of the current solution after
a number of iterations A ≥ |V |.ln(2) [18], a jump is made. To make this jump,
a solution is chosen in a neighborhood system W different from V . Kangaroo
algorithm converges in probability to the set of optimal solutions if neighbor-
hood systemW satisfies the accessibility property.W consists in applying several
times neighborhood system V , it satisfies the accessibility property.

We compared all the possible combinations: choice of the metaheuristic (kan-
garoo algorithm or simulated annealing), choice of the list algorithm (NF , FF
or BF ) and choice of the neighborhood system (Pi,j or Ii,j).
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All of the referenced papers in the state of the art used the same instances,
except [13]. In the instances, the bin capacity is equal to 150 and sizes of items be-
tween 20 and 100. Four sizes of problems are used: 120 items, 250, 500 and 1000.
For each size, twenty different instances have been created. ”u120” to ”u1000”
define the size of the instance. The results are about the sum of the differences
between the optimal solution and the solution found by the considered method
for all the instances of the same size. For example, for the twenty instances of
size ”u120”, [9] finds the optimal solutions + 2 bins in total.

Table 2 compares our two best methods SABFP (Simulated Annealing +
Best Fit + Pi,j) and KABFP (Kangaroo Algorithm + Best Fit + Pi,j) to the
bibliographic ones. SABFP and KABFP use the Best Fit heuristic and the neigh-
borhood system Pi,j . At the opposite, our hybridization does not work very well
with the list algorithm Next Fit or with the neighborhood system Ii,j (which
disturbs too much the current solution).

This method gives good results. Our strength is the easy implementation of
our proposition. It can be easily used on a lot of applications (resource con-
strained scheduling, assembly line balancing, multiprocessor scheduling).

Table 2. Results of the different methods to solve the bin packing problem

Prob [9] [12] [8] [11] SABFP KABFP

u120 +2 0 0 0 0 0

u250 +3 +2 0 0 +1 +2

u500 0 0 0 0 +2 +2

u1000 0 0 0 0 +3 +4

5 Conclusion

In this paper, we propose a hybridization between a metaheuristic and a list al-
gorithm to solve the bin packing problem. Some methods already exist to solve
it and perform very well. The main advantage of our proposition is its intelligi-
bility because it combines two simple well-known methods. This method allows
us to work on two different search spaces. This eases the used method. Several
reasons justify this encoding scheme: it is not useful to check the admissibility of
the solutions, many methods already exist to solve permutation problems, the
set used for the metaheuristic is reduced and contains all the optimal solutions.

This resolution method used on the bin packing problem is currently ap-
plied on real applications such a problem of activities planning and resources
assignment. We can also solve more sophisticated models thanks to this en-
coding scheme. Indeed, more constraints can be added to the list algorithms:
incompatibilities between items, between items and bins, precedence.

Hybridization between a metaheuristic and a list algorithm can be used with
any metaheuristic. In further work, hybridization will be used with population
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based metaheuristic. The use of particle swarm optimization is the next step of
our approach.
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Abstract. A production network enables a company to develop capabilities to 
respond to diversity in national or regional demand, while at the same time in-
tegrate and coordinate their activities. Many companies have implemented en-
terprise resource planning (ERP) systems to overcome problems associated with 
coordination and planning in an organization, in recent years. In addition, ad-
vanced planning and scheduling (APS) systems have emerged to address the 
planning insufficiencies of ERP systems. However, due to complexity and 
competence dependency of these systems, advantages of them are overlooked 
by large organizations, and therefore ERP systems are still in use for planning. 
ERP systems are used in production networks for coordination of various plans 
and decisions across network partners. This paper aims to assess the fit and 
alignment between ERP functions and production network requirement for sup-
porting production planning processes. Using a case study approach, the paper 
illustrates and discusses the applicability of ERP systems for planning in pro-
duction networks. The case study showed that ERP systems have limited ability 
in coordinating order allocation in the network, detailed short term production 
planning and inter network distributions. It is concluded that use of ERP sys-
tems for network planning may in fact limit the network’s ability to reap the full 
benefits associated with planning across several facilities in a network. 

Keywords: Production planning, Production network, Enterprise resource 
planning, ERP system. 

1 Introduction 

Dynamic and unstable consumer markets require more agility in manufacturing com-
panies [1]. Keeping proximity to customers to reduce response times to changes in 
demand has been a motivation for companies to spread the production sites geograph-
ically or to find industrial partners to cooperate with. This motivates the formation of 
production networks. Göttlich, Herty [2] defined production networks as “a set of 
processes utilized to efficiently integrate suppliers, manufacturers, and customers so 
that goods are produced and distributed in the right quantities, to the right location”. 
A production network enables a company to develop capabilities to respond to diver-
sity in national or regional demand, while at the same time integrate and coordinate 
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their activities to reduce costs and improve productivity. Parameters like speed, flex-
ibility, productivity and cost are improved, but the need for integration and coordina-
tion of processes and information are increased drastically [3]. 

Many companies have implemented an Enterprise Resource Planning (ERP) sys-
tem to support their internal processes. New requirements for collaboration across 
facility borders have led to increased demand for different functionalities in the enter-
prise software, such as high degree of adaptability to diverse conditions, a concise 
provision of comprehensive information, the capability to be applied across facilities 
in the network and good capabilities to support key planning processes. In order to 
fully exploit the advantages of the network setting, supportive information system 
should be capable of meeting the mentioned production network needs. ERP systems 
are designed to provide business benefits such as data visibility and task automation, 
particularly for large enterprises. ERP systems are therefore still the backbone of most 
companies’ production planning processes. However, it has been argued that ERP 
systems are ill-equipped for planning in certain environments [4, 5]. The fact that 
ERP systems are applied to support planning in production networks motivated us to 
study in more detail the particular challenges and limitations these practices impose 
on production planning for production networks. 

The paper is structured as follows: in section 2 we explain about methodology used 
in this paper, section 3 briefly presents the production network concept and produc-
tion planning processes in a network perspective. Section 4 focuses on the case study, 
describing production network characteristics and discussing how production plan-
ning tasks are executed through the use of an ERP system. Section 5 analyzes data 
from case study before Section 6 presents some conclusion and suggestions for fur-
ther research. 

2 Methodology 

A case study is used to provide a better understanding of the applicability of ERP to 
support production planning in production network and to understand the practical 
limitations and challenges. Case studies are known as a strong means for conducting 
descriptive research and help to gain insights into areas that have not been explored in 
the literature [6]. This study focuses on the production network of one company and 
studies the consequences of applying an ERP system for managing production plan-
ning processes. Data was collected through semi-formal interviews with central and 
local planners. Explanation building is used as analytic technique for analyzing the 
case study data [6]. Using this method of analysis we will explain the link between 
phenomena and reason(s) behind that, which may be complex and difficult to measure 
in precise manner. After analysis, the results were discussed with other researchers 
and verified with key resources in the case company’s supply chain department. 

3 Planning in Production Networks  

A production network consists of manufacturing plants that cooperate and share re-
sources with each other. To describe type of production network, different elements 
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need to be considered. Rudberg and Olhager [7] classified types of production net-
works based on number of organizations in the network and number of sites in each 
organization. For example multiple organization in the network and single site per 
organization is defined as supply chain while single organization and multiple sites in 
that organization is described as intra-firm network. Thus, they define different types 
of network based on number of organization/sites involved in composition. Phillis, 
D'Angelo [8], on the other hand, had specific focus on configuration of the production 
network. They stated that plants in production network may connect to each other in 
series (sequential), in parallel, or in series-parallel, where in parallel networks, all 
stations/plants operate in the same level of value adding and can work independent to 
each other, while plants/works stations in serial (sequential) networks need to work at 
the same rate and each facility is proceeded or succeeded only by one facility [9]. 
Beside organizational characteristics, which may affect collaboration in production 
network, the applied control principle plays a significant role in planning for produc-
tion network, as it to a large extent determines the flow of goods in the network. 
Wiendahl and Lutz (2002) have listed three control principles from literature, known 
as; centralized, decentralized and load-oriented control [9]. With having several plants 
in the production network, one of the key logistical challenges will be to coordinate 
deliveries and production plan accordingly. Therefore having an effective control 
principle for the network can be a challenge. In addition, Scholz-Reiter, Dashkowskiy 
[10] have listed scheduling of shop floor and planning [11] (Where to produce what?) 
of transport operations [12] (optimize intra network transportation), as other two 
planning problems in production network. 

Information systems are used widely for supporting coordination in production 
networks. Sheu, Chae [13], focused on ERP application in multisite firms, and high-
lights the complexity of module integration among facilities. Jacobs and Whybark 
[14] and Markus, Tanis [15] believe that implementation of ERP system in production 
networks can end up in failure unless differences in production methods and customer 
demand could be reconciled. 

Regardless of production network type, Wiendahl and Lutz [16] stated that intensi-
fied cooperation between manufacturing companies leads to modified tasks for  
production planning and control. 

 

 

Fig. 1. Production planning and control functions in production network [adapted from 16] 
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Figure 1 shows how the core tasks of production planning and control (PPC) are 
oriented toward synchronization between network partners. Production program plan-
ning include synchronization between plants in the network, regarding sales, invento-
ry and resource planning. Manufacturing requirements planning has to consider  
modified modes of planning for procurement, backward scheduling and capacity re-
quirements. Thus, the collective functions of order coordination, inventory manage-
ment and controlling will become more important for planning in networks than in 
conventional PPC environments, since every decision need to take to account com-
plex interrelationships between processes. Control of plan in the network and plan-
ning for transportation plays significant role in the network planning. As it discussed 
by Kanyalkar and Adil [17] and Scholz-Reiter, Dashkowskiy [10] transport and dis-
tribution need to become an integral part of PPC processes in the network.  

In general, PPC tasks in a production network are characterized by intensive com-
munication between network partners and in broader perspective, with suppliers and 
customers. The goal is to get everyone in the production network into a common plat-
form for logistics transactions and information systems [18]. This integration can 
result in significantly faster system responses to changes in marketplace events and 
patterns of demand. As a result, a highly organized network of complementary com-
panies across the supply chain can rapidly build strategic effectiveness. 

4 Case Study 

This section firstly describes the case company and its key network planning 
processes, and secondly summarizes the key insights from the case study with regards 
to the applicability of ERP for network planning.  

4.1 Introduction to the Case Company 

The case company is food producer with over 40 production facilities. The plants 
produce three main categories of products and the case study focuses on one of these. 
The products in this category are produced in three facilities, totaling over 100 prod-
uct variants with varying production volumes. Although the three plants produce the 
same category of products, the variants are partially distributed among them and each 
facility is partly specialized for producing a set of variants. However, some variants 
are produced in all three plants. The company has strategically positioned the three 
facilities in different geographical positions in order to keep proximity to both suppli-
ers and customers. Based on definition given in section 3, the case company can be 
defined as intra-firm production network (one organization with multiple plants), with 
parallel structure. 

The company uses a combination of centralized and decentralized PPC, and uses 
an ERP system for production planning. In addition, the company has recently started 
using specialized supply chain planning software for strategic planning and design of 
the production network.  
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4.2 Production Planning  

The company’s main planning and control principle is make to stock (MTS) based on 
forecasts and inventory levels. The main argument for this is that in many cases the 
production lead time is longer than customer order lead time expectations. Therefore, 
not only the tactical production planning is based on forecasts, but also short term and 
tactical planning operations [19]. The planning and control process consists of both 
centralized and local planning performed by resources belonging to different func-
tions. Below, the PPC processes are described using the framework in Figure 1. 

Production Program Planning in ERP 
Production planning (including demand management, master production schedule, 
and rough cut resource planning) [20] is the responsibility of the supply chain man-
agement department and is performed both centrally and at the individual facilities. 
As mentioned, planning and control is based on forecasts. The central forecasting 
department updates weekly sales forecasts continuously at the stock keeping unit 
(SKU) level with a horizon of 104 weeks. The central planner performs the weekly 
production planning for all three facilities. The ERP system suggests a production 
plan for each facility based on the forecasts, and this is then manually adjusted by the 
central planner for main two reasons. Firstly, more up-to-date information about or-
ders and changes in the market place needs to be incorporated into the forecast, and 
secondly, the central planner uses the forecast for subsequent weeks to bring produc-
tion forward in order to level the production for each plant over the next two weeks.  

A key drawback of the company’s ERP system is that it is not designed to automat-
ically adjust the sale forecasts based on actual orders. In addition, since there is no 
possibility to have a view of all production plants at the same time, and due to high 
number of product types, it is difficult to analyze the effect of plan adjustments on 
performance criteria such as inventory level and capacity utilization. 

Manufacturing Requirement Planning in ERP 
Replenishment planning (including detailed material and capacity planning) is also 
the responsibility of the supply chain management department and performed at both 
the central and facility level with a planning horizon of one day up to four weeks. The 
company’s ERP system uses closed loop MRP which includes capacity requirement 
planning (CPR) for evaluating the consequences of the material plan on capacity.   

Since ERP systems used by case company was not using advanced planning and 
scheduling (APS) extension, the material and production plans need several adjust-
ments before they can be executed. The reason is that the ERP system does not have 
an over view of all three plants before planning, and therefore leveling of capacity has 
to be done for every plant, individually, without taking to account the effect of 
changes in order allocation, and capacity load of other plants. The problem is ampli-
fied when the capacity of the production system has high correlation with the skills 
and availability of human resources since these are variable and have a direct effect 
on the feasibility of the production plans. Further, the lack of coordinating functio-
nality to support planning in a network of parallel production plants complicates the 
use of the ERP system for requirement planning.  
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Transportation Planning in ERP 
The company’s distribution division is responsible for transport scheduling, which 
involves planning of transport between facilities on a weekly horizon. The transporta-
tion plan is not only meant to plan distribution of finished goods based on customer 
orders, but also transportation between plants. Since the production plan is mainly 
based on forecasts, inter network transportation is important when actual demand 
exceeds available inventory volumes at each facility. Therefor planning of transport 
requirements depends on both customer orders and the central planner’s allocation of 
orders to the individual plants. 

Production Planning Control in ERP 
As it explained earlier case company uses combination of decentralized and centra-
lized control principle, where in, detailed planning is done internally by individual 
network partners and the general planning (Production program planning) is per-
formed at the network level. Using ERP system, the central planner have a good 
overview of resource used in the network, and can monitor production processes 
which are under process at each plant in the network, however any corrective action 
in the plan needs excessive communication between network partners and central 
planners. 

Data Management 
Since all plants in the production network are belong to one organization, ERP system 
gives good access to data for all members of the production network in the case  
company. 

5 Analysis  

The previous section described some of the key production planning tasks in the case 
company’s production network, including production program planning, manufactur-
ing requirement planning and transportation management. Based on interviews and 
observation of the current situation in the case company, a number of insights on the 
effect of using an ERP system for network planning were generated.  

5.1 Production Program Planning 

The ERP system in the case company is not capable of distributing orders between 
network facilities and therefore a number of manual adjustments are needed before 
volumes are allocated to each plant. As a result, the ERP system does not provide any 
support in the optimization of order allocation to plants in the network based on avail-
able capacity, inventory status, or proximity to the customer. 

5.2 Manufacturing Requirement Planning 

The ERP system’s functionality is limited in terms of taking into consideration de-
tailed planning parameters from each facility in the network such as: 
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- Coordinating material plans between all facilities 
- Coordinating capacity plans between all facilities 

This means that the local planners at the individual facilities must make decisions 
based on their own experience and rules of thumb, without support from the ERP 
system. This includes daily schedules and personnel planning. Since the ERP system 
used by case company did not have advanced planning and scheduling (APS) exten-
sion [5] details on local personnel availability is not considered in the plan, therefore 
the system provides little or no support for short term planning for production opera-
tions that are human resource dependent [21]. 

5.3 Transportation Planning 

Although ERP system is used for distribution planning, however, internal transporta-
tion is not included in the planning phase as an option for resource splitting. That 
means, potentials of the network is not used in planning phase but considered in con-
trol of the plan as a potential for support in unscheduled events, reactively.   

5.4 Production Planning Control  

Although the control principle used by the case company gives a reasonable chance to 
all plants in the network to have a control over production processes, there is still 
strong arguments in the theory for applying fully centralized planning in production 
network [17, 22]. The applicability of ERP system in production networks under fully 
centralized control principle [15] need to be studied for the case company. 

5.5 Data Management 

Being part of one organization and producing the same family of product in all three 
plants, and as a consequence using the same resources gives a good motive for plants 
in the network to share relevant data and ERP system showed to be effective in that 
regards. 

The production network context can provide advantages in terms of using network 
partners for controlling and reducing the effects of demand uncertainty. However, the 
ERP system does not support internal distribution decisions in the network and such 
decisions therefore have to be made manually and require considerable communica-
tions between the facilities. Moreover, the ERP system was found to have limited 
flexibility to cope with unforeseen events in short terms plans caused by for instance 
changes in demand and machine breakdowns that affect capacity. 

6 Conclusion 

This paper used a case study to investigate the applicability of ERP systems for pro-
duction planning in production networks. The conclusion is that the ERP system pro-
vides limited support for the major planning activities in the production network and 
prevents the company from fully exploiting the network setting.  
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The results obtained from this study may not be generalizable as findings are veri-
fied in only one case. However, we believe that the case company is not unique and 
that many other companies are also attempting to use their ERP systems to support 
planning across network facilities. Therefore, the results from our study may provide 
valuable insights for managers and executives on how the use of ERP systems for 
network planning may in fact limit the network’s ability to reap the full benefits asso-
ciated with planning across several facilities in a network. 

The paper contributes to theory by highlighting that although ERP systems are not 
designed for planning in the network context, and despite the availability of advanced 
planning systems, in practice, companies are still trying to use their ERP systems to 
support their main planning processes. This provides good motivation for future re-
search to find solutions and tools that can be used together with ERP systems to meet 
production network requirements and reap more benefits of the network context. 

Acknowledgment. The research in this paper was financed by the Norman project 
(see www.sfinorman.no) and the Research Council of Norway.  
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Abstract. The production planning and control process is performed within 
complex and dynamic organizations made up of equipment, people, informa-
tion, IT systems, and influenced by a multitude of external factors.  How to ef-
fectively schedule in uncertain and complex manufacturing environments, still 
remains a central question to academics and practitioners. In this paper, we pro-
pose a framework that can be utilized to design/enhance decision support  
systems for scheduling activities in complex and uncertain manufacturing envi-
ronments. The framework is based on the analysis of the relevant literature that 
addressed human, organizational, and technological aspects of the production 
planning and scheduling.  

Keywords: production scheduling and control, complex and uncertain manu-
facturing environments, decision support system. 

1 Introduction 

Today, a rich amount of scientific literature exists, addressing the planning and 
scheduling task in uncertain manufacturing environments by proposing advanced 
methods, techniques, and algorithms that can predict and/or react on unscheduled 
events [see for example the recent literature reviews provided by 1, 2-5]. Majority of 
the theoretical studies view this task from a technical perspective with well-defined, 
simplified and objective-driven analytical problems [6, 7], incorporating a limited 
number of events and their estimated or identified time impact on single schedules  
[1, 2, 5].  

In stable and reliable environments, these analytical tools and computerized sys-
tems can yield expected performance results, especially for the high level material and 
capacity planning decisions [3]. However, shop types with high uncertainty and com-
plexity where many factors affect the decision making process can be substantially 
challenging [8-12]. As such, very few of the advanced models and systems that ad-
dress dynamic scheduling/ re-scheduling decisions have influenced and provided 
guidelines in the industrial practice [2, 13, 14]. This results in substantial efforts for 
customizing the scheduling systems to the actual needs of the production environment 
and decision makers [15]. 
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Thus, the basic reason behind this theory and practice gap can be attributed to the 
inconsistency between the theoretical definition of the dynamic scheduling process 
and the complexity of this process in practice. Several field-based studies investigated 
and captured the important characteristics of the scheduling and control practice in 
order to reduce this gap and improve the applicability and implementation of the deci-
sion support models and tools [e.g. 9, 16-22]. These practice-based studies showed 
that the scheduling activity is driven by unscheduled events in practice; involving a 
multitude of aspects (e.g. human, organizational, and technological - HTO) in the 
decision making process to identify and solve the problems effectively, besides  
the technical aspect. These upcoming insights might flesh out a holistic view on im-
portant requirements of designing decision support systems for effective schedul-
ing/re-scheduling decisions. This view is not clear as these field-based reports and 
contributions addressed different elements of this process in isolation, based on dif-
ferent objectives, methodologies and methods (e.g. hierarchical task analysis, cogni-
tive task analysis). Depending on the objective and the chosen methodology, they 
pointed out various characteristics and requirements of the decision making process. 

The overall aim of this paper is to develop a framework for guiding the de-
sign/enhancement of a decision support system for dynamic scheduling decisions, 
utilizing the contributions and linkages in related literature. While the design of cur-
rent scheduling systems are mainly focusing on generating the initial schedules with a 
top-down approach, this framework implies that the design/enhancement of decision 
support system should start with a bottom-up approach. More specifically, we focus 
on the dynamics of the event handling and rescheduling process and emerging HTO 
aspects around the information needs to make effective informed decisions. The im-
pact of the characteristics of this process on the design of a decision support system is 
examined and reflected. As such, the applicability and practicality of the system can 
be enhanced, addressing the needs of the production control situation and decision 
makers. 

2 Dealing with Unscheduled Events in a Typical IT 
Configuration 

The majority of the modern manufacturing firms use Enterprise Resource Planning 
(ERP) systems for production planning and control activities [21]. The fundamental 
benefits of the ERP systems come from their abilities to process and record transac-
tions efficiently, rather than their inherent planning and control capabilities [23]. 
When used for production planning and control, ERP systems deploy the Material 
Requirements Planning (MRP) logic [24]. The MRP translates the MPS into time-
phased net material requirements and calculates the Planned Order Release (POR) for 
the detail scheduling and execution use on the manufacturing shop floor. At the shop-
floor, the generated POR schedule is exposed to uncertainties that the system is not 
accountable for. This creates many problems for the production execution later on the 
shop-floor, such as varying workloads and changing bottlenecks [25].  

Over the past two decades, APS systems have emerged to supplement the ERP sys-
tems and eliminate some of the major MRP assumptions [26]. APS has by far outper-
formed the planning and scheduling functionality of the ERP system by for example 
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considering the limited resource capacities simultaneously with the material planning 
function. A strong feature in APS is the ability to simulate different planning scenar-
ios before plan release [27], which leads to meeting the customer order deadlines with 
most efficient capacity planning solutions. By doing that, they prevent some of the 
shop floor uncertainties that ERP systems are bound to encounter on the shop floor. 
APS is recently standardized and presented as an advanced scheduling technology and 
how this technology can handle uncertainties is still an open research topic [12].  

Manufacturing Execution Systems (MES) have been evolved to aid production 
execution, monitoring, and control activities on the shop floor, closing the drawbacks 
of the ERP systems in real-time detailed information exploitation from the shop floor. 
MES can be described as shop floor information and communication systems that 
provide feedback on a real-time basis [28]. The functionalities of MES cover the 
manufacturing execution and control tasks in an enterprise, making the shop floor 
data available and measuring the real time performance indicators (e.g. equipment 
utilization, inventory availability, quality status).  This makes it a powerful tool to 
detect and identify the disturbances. However, MES especially lacks decision making 
capabilities, more specifically in evaluation and diagnosis of what re-planning and re-
scheduling actions should be taken [29]. 

3 The Decision Making Process and Associated Systems 

The results of number of field-based reports indicate that taking event-driven  
rescheduling decisions is an iterative problem identification and solution process, 
performed in a continuum of activities with information gathering and interactions 
between different parties in the organization [e.g. 7, 16, 17, 21]. The scope and dy-
namics (e.g. how to identify and solve the problem, what information is needed, who 
and what systems should be involved, what actions can be taken) of this decision 
making process depends on the situational factors (e.g. a machine breakdown hap-
pened on a bottleneck machine).   

As such, the basic decision making process to handle unscheduled events is to de-
tect, identify, evaluate, and response (see figure 1). Once the cause of the event is 
detected via automated systems or humans [30],  the decision maker(s) should iden-
tify the significance of the problem(s) within given situation in order to classify what 
needs an immediate attention and who should be involved [9]. At the next stage, the 
alternative re-scheduling solutions are evaluated in order to find an appropriate one in 
the given situation and constraints. This evaluation stage also involves communica-
tion and information sharing efforts across the organization (e.g. operators, schedul-
ers, planners, and even the sales department in some cases) in order to see what  
constraints can be relaxed, such as what jobs can be delayed [21]. Once the appropri-
ate solution is chosen and actions are taken, schedulers then deal with the conse-
quences. This post-analysis stage may also result in further planning adjustments (e.g. 
changes in executional priorities of jobs). 

Hence, the decision making process involves multiple functional roles (e.g. PPC, 
maintenance, quality, sales) and IT systems in the problem identification and solving 
process. There can be many different configurations, applications, and functionality of 
ERP, APS, and MES systems, supporting different functional processes and roles in 
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an organization in varying extents and contents. But, in an abstract level, possible 
support of these systems in the event handling and rescheduling process can be given 
based on the previous section where we discussed a typical setting. However, the 
realization of these benefits still suffers from the complexity of the re-scheduling 
process in practice for different reasons, in terms of an effective decision making 
process. Many of these challenges can be gathered around the paradigm of informa-
tion needs which may encompass several issues explained in the following frame-
work. The framework also indicates the HTO aspects involved to acquire the required 
information in the decision making process. 

 

Fig. 1. Decision-making loop for responding unscheduled events and major support areas of the 
systems 

4 Framework 

As mentioned above, we have formulated the requirements of the decision support 
systems around the information needs that emerge when unscheduled events occur. 
Many of the HTO aspects are involved in the problem identification and solution 
process because of the efforts to incorporate the right information into the decisions. 

4.1 Information Representation/Modelling 

This issue relates to the information introduced and represented in the modelled ver-
sion of scheduling/re-scheduling task in the APS system. With varying degrees, 
mathematical models make assumptions and define the problem space with lesser 
complexity than actually it is [10]. This results in part of the internal or external con-
straint information to be left out of the model, which leads to a perceived problem 
space. When changes are detected, the adjustments are still done in the perceived 
problem space which leads to a new perceived problem. However, depending on the 
type of event and the situation, these changes causes some of the “un-represented” 
constraints (i.e. internal or external) to be considered in the decision making process. 
As such, new information is needed to identify the problem and solve in given situa-
tion. Let’s consider a simple fictional example of machine breakdown that disturbs  
a local schedule. To take a re-allocation action, the decision maker need to get  



 Designing a Decision Support System for Production Scheduling Task 593 

 

additional information about the situation such as status of the alternative machines 
that can run the disturbed jobs, status of the required additional resources to run the 
new operation (e.g. operator, tools, other consumables), internal and external status of 
other jobs sharing the alternative machine (e.g. their schedule, inventory levels, and 
priority status). This example can be widened with much more situational information 
to identify the problem (constraints) and find an appropriate solution. 

This issue brings up different interrelated HTO aspects in the problem identifica-
tion and solution process. The human schedulers deal with this ill-defined situation by 
experience, knowledge, and communication and feedback efforts to reach at informed 
decisions [19, 21, 31]. Furthermore, during this communication and feedback process, 
they acquire part of the required information from the existing IT systems [20]. A 
related aspect is the division of the decision making autonomy. This aspect can be 
considered in two dimensions; (i) division of autonomy between shop floor personnel 
and schedulers [11] (ii) division of autonomy between humans and tools [32]. It is 
very difficult to implement the advanced scheduling rules and systems, if there is no 
agreement on the division of autonomy, namely who should decide what [11]. The 
multiple case study of Ivert [12] also confirms the importance of this issue for suc-
cessful implementation of the APS in the type of shop floors where uncertainty is 
high and many options exist to deal with them.   

4.2 Information Availability  

This issue relates to the availability of the required information in the IT systems to 
identify and solve the problem. As the occurrence of the event entails a need for addi-
tional information to solve the episode in a given context effectively, the availability 
of the information becomes a salient characteristic of this process [33]. Most of the 
information might be available in the systems, however, in this respect, the use of IT 
systems may be challenged with the availability of the information in an updated 
form. In a periodic control decision, this prerequisite wouldn’t be a problem to put in 
place as the aggregated information (e.g. inventory levels at the end of the week) is 
captured and used. However, the event-driven decision making is a demanding proc-
ess in terms of the need for detailed updated information about both the primary (e.g. 
the current inventory levels of the disturbed jobs with the machine breakdown) as 
well as the secondary constraints (e.g. the current inventory levels of the other jobs 
sharing the alternative machine) of the problem. Jonsson and Mattson [34] argue that 
accurate lead times and safety stocks are two of the most critical parameters for 
achieving high planning and control performance. Furthermore, poor data quality is 
one of the main causes of the use of specific tools and spreadsheets to complement the 
scheduling tools [33]. 

4.3 Information Accessibility 

This issue relates to the integration of the other systems with the scheduling/re-
scheduling system in order to retrieve and exploit the required information in the de-
cision making process. A key factor to implement such an event-driven control 
mechanism is providing the information at the time of perceived information need 
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[35]. In many cases the information may be available in different systems and for-
mats, which makes it difficult to access it when needed [36]. In this respect, some of 
the authors proposed automated solutions that utilizes the real time information from 
other systems and technologies [e.g. 14]. Authors that follow the practice-based re-
search stream mainly favored the human-computer interactive solutions [e.g. 32]. 
Whether it will be processed by the algorithm or visualized as a supportive function, 
the integration of the information sources to the scheduling system becomes a rele-
vant issue. In this context, Framinan and Ruiz [33] emphasize that integration of  
systems may become too complex and impossible and suggests simple and modular 
approaches such as using data exchange protocols for information exchange.  

4.4 Information Structuring and Visualization 

This issue relates to how information is presented to the decision maker. The studies 
show that most of the IT systems have drawbacks to take into consideration of the 
cognitive skills of the people. As this is an information-driven process, the effective-
ness of the decisions also relies on how quick the decision maker can make the sense 
of the situation from the available information. Today a great deal of real time infor-
mation is available with recent technological advancements [30]. However, besides 
the advantage of improved possibility for decision making with more available and 
accurate information, a challenge of dealing with the increased data in a practical way 
arises. Hence, visualization also plays an important role in the successful implementa-
tion of systems. The use of planning support computer programs is device dependent 
with psychological relevance but yet event independent [37]. In general, the person 
who needs to interact with the program and the real time information are disregarded. 
Having a better perception of the planning system for the scheduler needs a better 
availability and visibility of the required information, based on the cognitive analysis 
of the human scheduler [38]. The limits of human decision making skills should be 
well understood when designing the display content. 

5 Conclusions 

This study provided indications to the design of the decision support systems for pro-
duction scheduling task in complex and uncertain manufacturing environments. The 
motivation behind this study was to build a framework that can facilitate operationali-
zation of the important HTO aspects derived from field-based studies addressing the 
gap between scheduling theory and practice.  There is need for a further study to 
explicitly reflect the outlined requirements on the design and architecture of a sched-
uling system and test it in a real life case study for a validity check. 
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Abstract. This article proposes a method for dynamically rebalance an assem-
bly line when disturbances occur, by reassigning the tasks to the line’s worksta-
tions. The method is based on reachability analysis of an automata network that 
represents the tasks and workstations to be performed. The execution trace lead-
ing to the desired state provides one feasible solution to rebalance the assembly 
line. The method is illustrated by an industrial case study. 

Keywords: Assembly Line Balancing, Dynamic, Reconfiguration, Automata, 
Discrete Event Systems, Reachability analysis. 

1 Context 

Assembly lines are flow-oriented production systems. They are still typical in indus-
trial production systems of high quantity standardized products. In this kind of sys-
tems, the problem of properly assigning operations to workstations is called assembly 
line balancing problem (ALBP). The ALBP is older than 1960 and has been tackled 
by Operational Research over several decades as can be seen in surveys [1, 2]. Fur-
thermore, several classifications were proposed for this kind of problem, [3, 4] contri-
buting to fill the gap between real problem and academic ones [5]. 

Scholl, in 1999, [6] gives three levels in line balancing problems that correspond to 
long and medium-term decisions in case of yet-to-be-built assembly line for a 2 - 5 
years horizon, line re-engineering for 6 months - 2 years horizon (for example in [7, 
8]), and rebalancing engineering due to a market dimension change for a 1 month - 1 
year horizon. This classification does not deal with short planning horizon balancing. 
Indeed, for this horizon (less than 1 month) the decision is mainly made on scheduling 
or sequencing decisions (master scheduling or daily sequencing) rather than a line 
rebalancing. For example, the 2005 ROADEF’s Challenge aim was to find a solving 
algorithm car sequencing which better fits the existing line balancing for a daily pro-
duction objective [9]. 
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Our objective here is to introduce dynamic rebalancing for short time horizon when 
disturbances occur, such as shortage, shutdown or when the theoretic production dura-
tions differ from the realized ones. We assume that the manual assembly line is in-
itially balanced (computed by a predictive balancing process) and the sequencing is 
fixed. To face the disturbances, a modification of the tasks’ assignment will be pro-
posed in such a way that the line is kept balanced. The aim is to quickly react to dis-
turbing events with an on-line algorithm even if the new obtained balancing is not 
optimal. To initiate this kind of on-line dynamic rebalancing, real-time information 
about the work in progress must be available, leading to put this study in the intelli-
gent manufacturing systems context (IMS) where resources and products can share 
and update their own data.  

This paper explores the use of communicating automata to deal with dynamic reba-
lancing of a manual assembly line. In section 2 a formal description of the problem is 
presented. Following, the reachability analysis to resolve an ALBP is presented and 
explained in section 3. An industrial application from Trane Company and its results 
are discussed in section 4. Finally, section 5 concludes and displays some future 
works. 

2 Problem Formalization 

A well-balanced assembly line is one where all the workstation loads are smoothed 
with a working time very close to the takt time. It is defined by the available time 
divided by the number of products to do. This takt time leads to define a moving fre-
quency and synchronization events where products move from a workstation to the 
next one. The following section provides some notations for the balancing problem 
that is addressed by the paper. 

2.1 Data 

• T = {ti, i ≤ Tmax ∈ ℕ} is the set of tasks (ti is the task identifier and Tmax the 
number of tasks). 

• Dt = {dti ∈ ℕ, i ≤ Tmax ∈ ℕ} is the set of task durations. 
• W = {wi, i ≤ Wmax ∈ ℕ} the set of workstations (wi is the workstation identifier 

and Wmax the number of workstations). 
• Dw = {Dwi, ∈ ℕ, i ≤ Wmax ∈ ℕ} is the set of workstation durations, that is defined 

by the sum of task durations that are assigned to this workstation. 
• E = {ei, i ≤ Emax ∈ ℕ} is the set of synchronization events, i.e. the instants when 

the products change of workstations (ei is the event identifier and Emax the number 
of events in the studied period). 

2.2 Constraints and Objective 

Assignment is given by a surjective function A: T W that defines for each task ∈ , the workstation  ∈   where is assigned:   (one task must be 
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assigned on one and only one workstation, a workstation can host several tasks). Two 
kinds of constraints must be fulfilled for a proper line rebalancing: 

• Takt Time (C1): The assignment of the task ti to the workstation wk is possible 
only if the remaining available capacity of wk (takt time minus the sum of assigned 
task durations dwk) is upper or equal to the task duration dti. 

• Precedence (C2): this constraint is given by the precedence matrix P where Pij 
equals “1” if ti must precede tj, 0 otherwise, for a couple of tasks (ti, tj) ∈ T2. 

The reconfiguration (rebalancing of the assembly line) consists in finding one feasible 
solution (a new task assignment “Aw”) that respects the previous constraints and with 
a short computing time compliant with the workshop time scale. 

2.3 Related Works 

Dynamic rebalancing problem can be addressed by traditional constraint solving me-
thods using scheduling and operational research theories. Due to its complexity, most 
of the addressed solving approaches are based on metaheuristics ([7, 8]). Even if these 
approaches are efficient in engineering steps, their computing time is often not com-
pliant with production time scale when applied for purely reactive solutions. 

Faced to these classical approaches, methods based on Discrete Event Systems 
(DES) theory are emerging to model and solve scheduling problems. More particular-
ly, the efficiency of Timed Automata (TA) and reachability analysis techniques have 
been demonstrated by [10] and [11]. The basic underlying idea is to use reachability 
analysis and model-checking tools [12] in order to find a possible path for reaching an 
expected state (i.e. the state where all the tasks has been reassigned in such a way the 
line is kept balanced). The trace from initial state to the expected state provides one 
admissible balancing solution. Main benefits of DES approaches rely on the modular 
and parametric way of modeling, and finally, the ability to find feasible solutions with 
a computing time that is compliant with on-line constraints. 

3 Using Reachability Analysis for Rebalancing 

Our approach is based on two models using a set of communicating automata: 

• The task model TM defines the tasks that have to be assigned, 
• The workstation model WM defines the ability of a workstation to accept an as-

signment, taking into account the constraints C1 and C2. 
• The synchronization between task and machine models is supported by a compet-

ing request/answer mechanism [13]. 

3.1 Used Formalism 

Communicating Automata are a subclass of the Timed Automata formalism defined 
by Alur and Dill in 1994 [14] that share variables and are synchronized by transition 
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labels. A communicating automaton A is an N-tuple A = (D, X, L, T, Qm, q0, v0), 
where: 

• Q is a finite set of locations; 
• X is a finite set of integer variables; 
• L is a set of synchronization labels, decomposed into three separated sets: recep-

tion labels (noted label?), emission labels (noted label!) and local labels; 
• T is a set of transitions (q, l, g, m, q’) ∈ Q  L  G  M  Q where G is the set 

of guards (conditions on the variables of X) and M is the set of updates of the valu-
ations of variables; l, g and m are optional but a transition must contain at least a 
label or a guard; 

• Q  Q is the set of marked locations; 
• q0 ∈  Q is the initial location; 
• v0: X  ℕ is the initial valuation of the variables. 

A network NA = A1 || A2 || … || An of n (n ∈ ℕ ) is defined as the synchronous prod-
uct of all the Ai automata. A state of the network is defined by a couple (q; v) where q ∈ Q and v ∈ X. Two kinds of evolution of the automata network NA(q, v)  (q’, v0) 
may occur: 

• only one transition is fired in one automaton, if this transition contains only local 
label or if its guard is satisfied; 

• two transitions ,  of a pair of automata ( , ) with  containing the emis-

sion label ∈  (noted !) and  containing the emission label ∈  

(noted ?) such that  are fired simultaneously, providing that the guards 
of these transitions are satisfied. 

Note that simultaneous firing of transitions is possible only when two transitions of 
two different automata are considered; no broadcast mechanism that implies more 
than two automata is possible. Notation conventions are as follows: initial locations 
are indicated by a source arc, location names are in bold, label names are in italics and 
followed by the symbol “!” (resp. “?”) for emission (resp. reception) labels, variables 
updates are underlined, and guards are denoted by brackets. 

Task Generic Model 
The generic task model TM (Figure 1.a) defines a task ti which has to be assigned and 
is composed by three locations. 

In the initial location, the task ti is waiting for an assignment on a workstation wk. 
The transition that can be fired corresponds to the emission of an assignment request 
on the workstation wk. 

Once this request has been emitted, the model is waiting in the “waiting for a 
workstation answer” location for an answer from a workstation model that can be: 

• a refusal: in this case, the task comes back in its initial location, ready for 
another possible question; 
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Obtaining a Solution 
An acceptable solution is obtained if a trace reaches a state where all tasks are in their 
final location “task assigned” exists. If such a trace exists, the recorded assignment 
parameters constitute the searched solution. Model-checking is a formal technique 
that explores the state space of a DES model to identify some properties, expressed 
using temporal logics, is enforced (or not) in the whole or partial state space. This 
technique can easily be used for reachability issue with a depth-first strategy to avoid 
explosion. The property can be expressed using CTL expression (Computation Tree 
Logic) [12] as: EF(“All tasks are assigned”) where E is the exist path quantifier, F 
the eventually temporal quantifier. This property means: there exists a path where “all 
the tasks are assigned” will be true one day. 

4 Case Study: Trane’s Application 

4.1 Case Study Description 

This approach is evaluated using an industrial case study given by Trane Company. 
Trane is a firm selling cooling and heating air conditioning products and services. 
This firm’s particularity is that the production is organized in manual assembly mixed 
model lines according to the DFT (Demand Flow Technology) basics. Because of the 
products’ dimensions, a well-balanced assembly line is mandatory to avoid stocks 
between assembly process and its feeders. A well-balanced line must respect a pro-
duction pace, the takt time. 

The considered case study first three steps of a 14 operations assembly line are 
considered to be sure to finish a product’s part before the test mandatory performed 
on the fourth workstation. The description and the duration of some tasks are given in 
Table 1 and the precedence graph is given on Figure 2. The targeted takt time is 67 
minutes (4020 seconds). The initial line balancing is assumed to be known as depicted 
on the Figure 3 (maximum takt deviation = 228 seconds). 

Table 1. Some Tasks desciption 

 

Name Description 
Duration 
(minutes) 

Duration 
(seconds)

1 Prépa & pose Base 3,3 198 

2 Pose Evaporateur 6,4 384 

15 Pose compresseurs C1 22,55 1353 

16 Pose compresseurs C2 2255 1353 Fig. 2. Precedence Graph 
17 Brasage ligne Compresseur C1 16,2 972 

4.2 Results 

Example 1 
For the first example, the delay is detected during the task t3 on the first workstation 
(this task is longer than planned, but it can’t be moved, because it is already started). 
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The two first tasks assigned to the first workstation are already finished. As a conse-
quence, the remaining available capacity is reduced. 

With a delay of 60 seconds a new assignment is found: the task t9 could be moved 
from the first to the second workstation leading to the following balancing (Figure 4) 
(maximum takt deviation = 280 seconds, Fig.4). 

 

Fig. 3. Initial Line balancing Fig. 4. First disturbance, 60s delay, cor-
rected line balancing 

Example 2 
For the second example, the delay (120 seconds) is detected during the task t15 on the 
second workstation. The 15 first tasks assigned to the two first workstations are al-
ready finished. According to these constraints no new better solution could be found 
(maximum takt deviation = 280 seconds). With a delay superior to 165 seconds, there 
is no acceptable solution agreeing with precedence constraints and the takt time con-
straint. (In this case, we must raise the takt time constraint value to obtain a solution.) 

5 Conclusions, Future Works and Perspectives 

In this article, we have shown how the reachability analysis could be used for an as-
sembly line rebalancing. This algorithm is inserted in a predictive/reactive process in 
an intelligent manufacturing system context. It quickly gives an acceptable solution to 
adapt locally the predictive optimal balancing. 

But sometimes, if there is no free space left, delays could not be absorbed by a 
simple reassignment of tasks. That is why our future works would deal with the paral-
lelization of tasks. Furthermore, the cost of the reconfiguration would be included in 
the model. In fact, sometimes moving a task is more expensive than just dealing with 
the delay. Of course, this new approach will be compared with other methods con-
cerning its ease of initialization, and the execution speed. 
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Bäckstrand, Jenny III-51
Badets, Patrick III-124
Bak̊as, Ottar III-473
Ball, Peter David II-213
Barboza, Marinalva Rodrigues II-114,

III-19
Barni, Andrea II-466
Baron, Claude I-142, III-313
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