
123

Lazaros Iliadis
Ilias Maglogiannis

Harris Papadopoulos 
(Eds.)

10th IFIP WG 12.5 International Conference, AIAI 2014
Rhodes, Greece, September 19–21, 2014
Proceedings

Artificial Intelligence
Applications
and Innovations

IFIP AICT 436



IFIP Advances in Information
and Communication Technology 436

Editor-in-Chief

A. Joe Turner, Seneca, SC, USA

Editorial Board

Foundations of Computer Science
Jacques Sakarovitch, Télécom ParisTech, France

Software: Theory and Practice
Michael Goedicke, University of Duisburg-Essen, Germany

Education
Arthur Tatnall, Victoria University, Melbourne, Australia

Information Technology Applications
Erich J. Neuhold, University of Vienna, Austria

Communication Systems
Aiko Pras, University of Twente, Enschede, The Netherlands

System Modeling and Optimization
Fredi Tröltzsch, TU Berlin, Germany

Information Systems
Jan Pries-Heje, Roskilde University, Denmark

ICT and Society
Diane Whitehouse, The Castlegate Consultancy, Malton, UK

Computer Systems Technology
Ricardo Reis, Federal University of Rio Grande do Sul, Porto Alegre, Brazil

Security and Privacy Protection in Information Processing Systems
Yuko Murayama, Iwate Prefectural University, Japan

Artificial Intelligence
Tharam Dillon, Curtin University, Bentley, Australia

Human-Computer Interaction
Jan Gulliksen, KTH Royal Institute of Technology, Stockholm, Sweden

Entertainment Computing
Matthias Rauterberg, Eindhoven University of Technology, The Netherlands



IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

It has been 58 years since the term artificial intelligence (AI) was coined in
1956 by John McCarthy at the Massachusetts Institute of Technology USA.
Since then, after huge efforts of the international scientific community, sophis-
ticated and advanced approaches— e.g., games playing, (computers capable of
playing games against human opponents) natural languages, computers able to
see, hear, and react to sensory stimuli— that would appear only as science fic-
tion in the past are gradually becoming a reality. Multi-agent systems and au-
tonomous agents, image processing, and biologically inspired neural networks
(Spiking ANN) are already a reality. Moreover, AI has offered the international
scientific community many mature tools that are easily used, well documented,
and applied. These efforts have been continuously technically supported by var-
ious scientific organizations like the IFIP.

The International Federation for Information Processing (IFIP) was founded
in 1960 under the auspices of UNESCO, following the first historical World
Computer Congress held in Paris in 1959. The first AIAI conference (Artificial
Intelligence Applications and Innovations) was organized in Toulouse, France,
in 2004 by the IFIP. Since then, it has always been technically supported by
the Working Group 12.5 “Artificial Intelligence Applications.” After 10 years of
continuous presence, it has become a well-known and recognized mature event,
offering AI scientists from all over the globe the chance to present their research
achievements. The 10th AIAI was held in Rhodes, Greece, during September
19–21, 2014.

Following a long-standing tradition, this Springer volume belongs to the IFIP
AICT series and it contains the accepted papers that were presented orally at
the AIAI 2014 main conference. An additional volume comprises the papers that
were accepted and presented to the workshops and were held as parallel events.
Four workshops were organized, by invitation to prominent and distinguished
colleagues, namely:

– The Third CoPA (Conformal Prediction and Its Applications)
– The Third MHDW (Mining Humanistic Data Workshop)
– The Third IIVC (Intelligent Innovative Ways for Video-to-Video Communi-

cations in Modern Smart Cities)
– The First MT4BD (New Methods and Tools for Big Data)

It is interesting that three of the above workshops were organized for the
third time in the row, which means that they are well established in the AI
community.

As the title of the conference denotes, there are two core orientations of
interest, basic research AI approaches and also applications in real-world cases.
The diverse nature of papers presented demonstrates the vitality of AI computing
methods and proves the wide range of AI applications.



VI Preface

All papers went through a peer-review process by at least two independent
academic reviewers. Where needed, a third and a fourth reviewer was consulted
to resolve any potential conflicts. In the 10th AIAI conference, 41.3% of the
submitted manuscripts (62) were accepted for oral presentation. From these, only
33 (22%) were accepted as full papers, whereas 29 (19.3%) were accepted as short
ones. The authors of accepted papers of the main event come from 20 countries,
namely: Brazil, Bulgaria, Canada, Cyprus, China, Czech Republic, Denmark,
Finland, Germany, Great Britain, Greece, Iran, Italy, Pakistan, Poland, Russia,
Spain, Switzerland, Tunisia, and Turkey.

Three distinguished keynote speakers were invited to present a lecture at the
10th AIAI conference.

1. Professor Hojjat Adeli, Ohio State University, USA.

Title: “Multi-Paradigm Computational Intelligence Models for EEG-Based
Diagnosis of Neurological and Psychiatric Disorders”

• Professor in the Departments of Biomedical Informatics, Civil and Environ-
mental Engineering and Geodetic Science and Neuroscience and Centers of
Biomedical Engineering and Cognitive Science

• Director of Knowledge Engineering Lab at the Ohio State University
• Author of nearly 400 research and scientific publications in various fields of

computer science, engineering, and applied mathematics since 1976 when he
received his Ph.D. from Stanford University

• Author of nine books
• Founder and Editor-in-Chief of the international research journals Computer-

Aided Civil and Infrastructure Engineering and Integrated Computer-Aided
Engineering

• Over 100 academic, research, and leadership awards, honors, and recognition
• Keynote/plenary lecturer at 43 national and international computing con-

ferences held in 28 different countries

2. Professor Plamen Angelov, Lancaster University, UK.

Title: “Autonomous Learning Systems: Association-Based Learning”

• Chair in Intelligent Systems and leads the Intelligent Systems Research
within the School of Computing and Communications, Lancaster Univer-
sity, UK

• Founding Chair of the Technical Committee on Evolving Intelligent Systems
with Systems, Man and Cybernetics Society, IEEE

• Co-recipient of several best paper awards at IEEE conferences (2006 and
2009, 2012, 2013)

• Co-recipient of two prestigious Engineer 2008 Technology + Innovation awards
for Aerospace and Defense

• Co-recipient of the Special Award as well as the Outstanding Contributions
Award by IEEE and INNS (2013)



Preface VII

• Editor-in-Chief of the Springer journal Evolving Systems, Associate Editor of
the prestigious IEEE Transactions on Fuzzy Systems and of Elsevier’s Fuzzy
Sets and Systems

3. Professor Tharam Dillon, La Trobe University, Australia

Title: “Conjoint Mining of Data and Content with Applications in Business,
Bio-medicine, Transport Logistics and Electrical Power Systems”

• Life Fellow IEEE, FACS, FIE

• Editor-in-Chief of the International Journal of Computer Systems Science
& Engineering (UK) 1986–1991 Butterworths, 1992–1996 CRL Publishing

• Editor-in-Chief of the International Journal of Engineering Intelligent Sys-
tems (UK) 1993–1996

• Chief Co-editor of the International Journal of Electric Power and Energy
Systems (UK) 1978–1991, Butterworths 1992–1996 Elsevier

• Associate Editor of IEEE Transactions on Neural Networks (USA) 1994–
2004

The accepted papers of the 10th AIAI conference are related to the following
thematic topics:

– Artificial neural networks
– Bioinformatics
– Feature extraction
– Clustering
– Control systems
– Data mining
– Engineering applications of AI
– Face recognition, pattern

recognition
– Filtering
– Fuzzy logic
– Genetic algorithms, evolutionary

computing

– Hybrid clustering systems
– Image and video processing
– Multi-agent systems
– Environmental applications
– Multi-attribute DSS
– Ontology, intelligent tutoring

systems
– Optimization, genetic algorithms
– Recommendation systems
– Support vector machines,

classification
– Text mining

– We wish to thank Professors Harris Papadopoulos (Frederick University,
Cyprus), Alex Gammerman and Vladimir Vovk (Royal Holloway Univer-
sity of London, UK) for their common efforts toward the organization of the
third CoPA workshop.

– We are also grateful to Professors Spyros Sioutas, Katia Lida Kermanidis
(Ionian University, Greece), Christos Makris (University of Patras, Greece),
and Giannis Tzimas (TEI of Western Greece). Thanks to their invaluable
contribution and hard work, the third MHDW workshop was held success-
fully once more and it has already become a well-accepted event running in
parallel with AIAI.



VIII Preface

– The third IIVC workshop was an important part of the AIAI 2014 event and
it was driven by the hard work of Drs. Ioannis P. Chochliouros and Ioannis
M. Stephanakis (Hellenic Telecommunications Organization— OTE, Greece)
and Professors Vishanth Weerakkody (Brunel University, UK) and Nancy
Alonistioti (National and Kapodistrian University of Athens, Greece).

– It was a pleasure to host the MT4BD 2014 in the framework of the AIAI con-
ference. We wish to sincerely thank its organizers for their great efforts. More
specifically we wish to thank Professors Spiros Likothanassis (University
of Patras, Greece), Dimitrios Tzovaras (CERTH/ITI, Greece), Eero Hyvö-
nen (Aalto University, Finland), and Jörn Kohlhammer (Fraunhofer-Institut
für Graphische Datenverarbeitung IGD, Germany).

A Keynote lecture was given by Dr. Dimitrios Tzovaras in the framework of
the MT4BD 2014 workshop.
Title: Visual Analytics Technologies for the Efficient Processing and Analysis of
Big Data

The AIAI 2014 conference had a high attendance from scientists from all parts
of the globe and we would like to thank all participants for this. The organization
of the 10th AIAI was truly a milestone. After 10 years, it has been established
as a mature event with loyal followers and it has plenty of new and qualitative
research results to offer the international scientific community. We hope that the
readers of these proceedings will be highly motivated and stimulated for further
research in the domain of AI in general.

September 2014 Lazaros Iliadis
Ilias Maglogiannis

Harris Papadopoulos
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Profound Degree: A Conservative Heuristic to Repair Dynamic CSPs . . . 140
Yosra Acodad, Amine Benamrane, Imade Benelallam, and
El Houssine Bouyakhf

Agents (AGE)

A Greedy Agent-Based Resource Allocation in the Smart Electricity
Markets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Armin Ghasem Azar, Mansoor Davoodi, Mohsen Afsharchi, and
Bahram Sadeghi Bigham

Implicit Predictive Indicators: Mouse Activity and Dwell Time . . . . . . . . . 162
Stephen Akuma, Chrisina Jayne, Rahat Iqbal, and Faiyaz Doctor

Normative Monitoring of Agents to Build Trust in an Environment for
B2B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Eugénio Oliveira, Henrique Lopes Cardoso,
Maria Joana Urbano, and Ana Paula Rocha

Extending the Kouretes Statechart Editor for Generic Agent Behavior
Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Georgios Papadimitriou, Nikolaos I. Spanoudakis, and
Michail G. Lagoudakis

Hierarchic Fuzzy Approach Applied in the Development of an
Autonomous Architecture for Mobile Agents . . . . . . . . . . . . . . . . . . . . . . . . . 193
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Rafael Tormo-Molina, Ramón Gallardo-Caballero,
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1 Introduction 

Digital information within an enterprise consists of (1) structured data and (2) un-
structured content. The structured data includes enterprise and business data like 
sales, customers, products, accounts, inventory and enterprise assets, etc. while  
the content includes contracts, reports, emails, customer opinions, transcribed calls, 
on-line inquires, complements and complaints. Further, cutting edge businesses also 
using GPS tracking or surveillance monitors as well as sensor technologies for prod-
uctivity, performance and efficiency measures, and these are provided by outsourcers 
etc. Similarly in the Biomedical area, resources can be structured data say in Swiss-
Prot or unstructured text information in journal articles stored in content repositories 
such as PubMed. The structured data and the unstructured content generally reside in 
entirely separate repositories with the former being managed by a DBMS and the 
latter by a content manager frequently provided by an outsourcer or vendor [76]. This 
separation is undesirable since the information content of these sources is comple-
mentary. Further, each outsourcer or vendor keep the data on their own Cloud, and 
data are not sharable between the vendor systems, and most vendor system were not 
integrated with the enterprise systems, and leaves the organization to consolidate the 
data and information manually for data analytics. Effective knowledge and informa-
tion use requires seamless access and intelligent analysis of information in its totality 
to allow enterprises to gain enhanced critical insights. This is becoming even more 
important, as the proportion of structured to unstructured information has shifted from 
50-50 in the 1960s to 5-95 today [1]. Unless we can effectively utilize the unstruc-
tured content conjointly with the structured data, we will only obtain very limited and 
shallow knowledge discovery from an increasingly narrow slice of information. The 
techniques developed in our research will then be used to address significant issues in 
three application areas, but potential applications with significant impact are much 
more extensive. 
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2 Aims and Underlying Issues 

We develop a methodology and techniques for deriving deep knowledge from struc-
tured and unstructured information conjointly. This methodology would be useful in 
several Business Intelligence and Advanced Analytics Applications utilizing Data and 
Content (AADC), information integration applications, such as managing customer 
attrition,  targeted marketing, fraud detection and prevention, compliance, and  
customer relationship management as well as a number of fields which involve in-
formation of high complexity such as Bioinformatics, Transport Logistics, Business 
and Electrical Power Systems (EPS). The broad aims of this research are to: 

 
a) use structured data to disambiguate text segments and link them to records for 

AADC investigations 
b) use ontologies to disambiguate and annotate content segments to permit AADC 

investigations 
c) develop methods of AADC for conjoint analysis of linked structured and content 

elements 
d) apply these techniques for investigation of business problems, biomedical prob-

lems, electrical power system problems and logistics and transportation problems. 
 
To achieve the aims (a) to (c), we have a number of sub-aims that develop  

techniques for: 

1. cleansing and filtering the noisy unstructured data with respect to structured data;  
2. text annotation to enrich the unstructured data semantically; 
3. fuzzy matching and searching over structured data based on annotated values for 

deriving the correlation between data and content; 
4. discovering the linkages between data and content; 
5. representations of the conjoint information that is suitable for AADC;  
6. allowing new insights in the form of business intelligence and deep knowledge 

from the integrated data and content together. 

The applications of the techniques developed (aim (d)) help to make better decisions 
and to better understand behaviors in the field of business, biomedicine, electrical 
power systems and logistics. In regards to aim (d), we study the following: 

1. in business applications: customer experience and focused cross/up-selling and 
personalized marketing using the data and ‘the voice of customer’; 

2. in biomedical area: Use of structured information from Protein Databases such as 
Swiss-Prot and epidemiological medical databases together with information from 
journal articles in PubMed to determine their relationship to specific conditions 
and obtain diagnostic knowledge for specific diseases;  

3. In transport logistics area: movement of people, goods and services tracking for 
productivity, security and safety; trust, reputation and quality of service (QoS); 
track and trace of sub-contractor’s performance (against SLA); track and trace fuel 
and vehicle performance, track and trace carbon emission, etc. 
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4. in Electric Power Systems: (i) Determination of risk events to profitability related 
to contractual terms for supply through bi-level contracts, in conjunction with 
structured data such as inflows, maintenance, failure and spot prices; (ii) Refine-
ment of contractual terms and conditions and (iii) Remedial actions to manage and 
mitigate potential risk conditions. 

Advanced Analytics (AADC) is an automated or semi-automated process for elicit-
ing novel embedded knowledge, patterns and associations from data and information 
repositories, that is useful and understandable [2]. Thus information could be struc-
tured data and unstructured information such as freeform text. Furthermore the distri-
bution of data both in an output class or category could be relatively flat or peaky 
with a multi-modal distribution.  

Structured discrete data works well with (i) Association Rule Mining Techniques 
[3, 4], (ii) Decision Tree Methods [5, 6], and (iii) Rule Search Methods [7]. Effective 
methods for continuous structured data include Neural Net Based Rule extraction 
methods [8, 9]. Association Rules are of the form X => Y (s, c) where X and Y are 
sets of items and s, c are support and confidence respectively [10]. Association Rule 
Mining has since been extended to include efficient Apriori-like mining methods [10], 
query mining [11], constraint based rule mining [12, 13], mining correlations and 
causal structures[14] and interesting associations [15] and mining associations from 
semi-structured data [16-18]. An XML document possesses a hierarchical document 
structure, and this is frequently modelled using a labelled ordered tree. 

Our research group [17] initiated an XML-enabled association rule framework. It 
extends the notion of associated items to XML fragments or subtrees so that one finds 
associations among ordered trees rather than simple items as in classical association 
rules. Work has been proposed for mining XML documents [16-19], including a col-
lection of semi-structured objects [17]. To help with mining XML documents and 
other structures, frequent sub tree mining algorithms are being developed [20-22] 
which focus on extraction of different types of tree patterns for different applications. 
Unstructured information has no schema to describe its structure, unlike structured 
data. We will confine our attention to textual information, and particularly to text 
mining which has concentrated on two issues, namely (1) categorization of textual 
documents, and (2) information extraction from a document to elicit a collection of 
facts or named entities from text documents. The most common approach to text ca-
tegorization involves three phases:  

1.  text pre-processing;  
2. encoding key information about the document using a feature vector, which is used 

with the knowledge discovery technique in (3) below; 
3. a classification technique or a cluster technique to categorize the document.  

Encoding represents the document by a vector of features such as word or phrase or 
clause, weighted by an importance factor. Classification techniques used include 
nearest neighbor classification, decision trees, support vector machines, naive Bayes 
Classifier and clustering methods include SOM, K-means or statistical measures such 
as regression. Information Extraction essentially involves extracting factual informa-
tion or named entities from textual data of a certain type. Powerful entity extraction 
methods include support vector machines, hidden Markov Models [23], Random 
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Fields Methods [24] and Maximum Entropy Models. An application in bioinformatics 
[25], found rather poor results showing there remain challenging issues for some  
domains. 

3 Significance of Work 

Currently when deriving business intelligence by knowledge discovery from struc-
tured data sources one can often answer the questions related to patterns of what is 
happening. To answer questions related to why it is happening it will be necessary to 
derive conjoint mining of content (unstructured/) together with structured data. Thus, 
for example, a bank examining its database for patterns of customers who have de-
cided to cancel their credit cards could through Data Mining techniques determine 
some of the features of the customer who is cancelling their credit card. e.g. co-
branded cards, branches they belong to, their addresses, length of holding card etc. 
They would not be able to obtain information from the database of the number and 
nature of complaints, requests the customer may have made which would be con-
tained in unstructured content repositories holding emails, transcribed phone call in-
formation, etc. In order to carry out this conjoint mining it is necessary to link seg-
ments of text from the content repository with individual records of interest in the 
structured data base. This is the problem of semantic integration between structured 
data and content (unstructured). Considerable work has been done for semantic inte-
gration between different sources of structured data. Some work has been done on 
semantic integration of structured data sources and XML data (semi structured) for 
the purpose of querying [26, 27]. Very limited work has been done on semantic inte-
gration of unstructured data and structured data sources [28, 29], and all of these con-
centrate on semantic integration for querying these diverse data sources (whether they 
involve XML data or Unstructured Content). Almost no work to the best of the au-
thors’ knowledge has been carried out on semantic integration of unstructured content 
and structured data in a form suitable for deep knowledge discovery through AADC. 
The information integration approaches above also assume that the schema of the 
different data sources is available but this is not always possible as enterprises fre-
quently outsource supporting processes to different vendors. For example, Customer 
Contact Centers are generally outsourced to third parties, who maintain the unstruc-
tured information in isolation from the enterprise structured data creating information 
silos where the schema is not always known. Therefore, we need to develop efficient 
techniques for correlating the data (structured) and (unstructured) content conjointly, 
and this task has many technical challenges. 

The first issue is that the unstructured data is typically noisy in nature. For exam-
ple, unstructured data received from different contact channels, like calls, SMS, 
emails, is very noisy. The problems of cleaning this are somewhat different to that of 
cleaning structured data. We need to clean this data before we can correlate it with the 
structured data. The domain of noisy text correction is comparatively new, and we use 
new techniques for cleansing drawing on the field of automatic spelling corrections 
[30] and use of structured data and various ontologies to provide reference informa-
tion to clarify terms in the text and fill in missing values and terms. The second issue 
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is we need to discover the semantic knowledge/features from the text data. Typical 
information extraction tools or annotators take plain text as input and identify named 
entities and simple relations (e.g. works-for) and other text mining annotations based 
on a data dictionary or a gazetteer approach. For example, given a dictionary of prod-
uct names, one can identify the product name in the text document. However, the 
current annotation systems, like UIMA, cannot annotate the documents based on con-
cept, ontology and hierarchy. Therefore, we will extend the UIMA type techniques for 
annotating the documents based on domain ontology/concept. The third issue is to 
carryout semantic integration of content and structured data. This requires discovery 
of the entities in the text data based on the semantic knowledge, which can be 
matched with the structured entities for data correlation. One of the challenges is that 
no explicit identifiers of the entity, such as a unique transaction number, may be 
available in the document. Additionally, the document is noisy, so that a term in the 
text does not exactly match the corresponding attribute of the entity in the structured 
data. For instance a customer may mention a different transaction amount in her email 
or spell her name differently from that in the database. This naturally affects recall. It 
also affects precision when the noisy and partial information in a document leads to 
an incorrect entity being identified. We propose the use of a new fuzzy matching al-
gorithm that uses an information theoretic basis. This fuzzy matching algorithm helps 
overcome the problem of the lack of precise information that permits exact matching. 
The fourth issue is to develop an intermediate representation suitable for Data Mining. 
This intermediate representation should be capable of capturing the embedded struc-
ture in content as well as the values. It should be in a form suitable to enable the use 
of conjoint Data Mining techniques. We propose an XML based approach for doing 
this as it enables one to represent domain information in a more meaningful and spe-
cialized way. The fifth issue is the development of algorithms to carry out Data min-
ing conjointly from the content and structured data. 

There are also frequently complex and important relationships between informa-
tion that is stored in the form of structured data and content. To date the ability to find 
patterns, knowledge and relationships in unstructured text mining is aimed at docu-
ment classification or entity extraction or simple associations between entities. The 
ability to find patterns or knowledge relationships between entities that might exist 
within unstructured textual documents is severely limited. For instance, in the bio-
medical area one may wish to find the chains involved in metabolic pathways. Fur-
thermore existing techniques for document classification or entity extraction flatten 
the information structure using feature vectors, losing any structure other than the 
immediately preceding or following words that might be implicitly embedded or 
emergent within the document. These implicit or emergent structures may represent 
how the text is arranged under headings (which are semantically meaningful) or re-
flect chains of argumentation. Thus when grading an essay, the grader does not only 
look for the presence or absence of certain words or phrases but also the logical valid-
ity of the organization and the structure and clarity of the presentation; otherwise 
inserting the required words in a semi random fashion could give a good grade. More 
sophisticated AADC techniques should be capable of detecting such implicit or emer-
gent structures. The approach adopted here, which converts the unstructured text into 
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a semi structured intermediate form such as XML or RDF, will allow better represen-
tation of implicit structures. The extension of XML Mining and RDF Mining tech-
niques [26] previously developed by the present authors allows one to investigate the 
presence of patterns and associations between tree structured items (sub trees within 
the embedded structures), graph structured items (sub graphs) and sequences within 
the conjoint data and content instead of just the values of attributes or terms. Correla-
tion of data and content conjointly enables the discovery of interesting relationships 
and analytics that involve predicates and groupings and their arrangements in combi-
nations. To obtain valuable insights, it is important to find useful associations among 
concepts which could be dimensions from content and from structured data. The ap-
plications in the fields of business, biomedicine and electric power systems and logis-
tics allow one to discover innovative new insights that would be difficult to obtain 
without the use of conjoint AADC from content and data. The problems tackled in 
this proposal are very hard and complex problems that are becoming critical with the 
large proportion of content as well as data that is currently being generated. We de-
velop novel and ground breaking techniques to address each of these issues, which are 
highly innovative that have the potential to produce a paradigm shift in business intel-
ligence and deep knowledge discovery. 

4 Approach and Methodology 

Data and content are stored in repositories that are isolated from each other. Hence, 
the problem of semantic integration of data and content must be addressed in a form 
suitable for AADC. One also needs representations and techniques for AADC con-
jointly from data and content. To resolve these issues, we use two base ontologies: (i) 
a static concept relation ontology and (ii) an event, transformation ontology which 
captures the key types of transformations and events allowed. These provide a con-
ceptual framework that enforces an agreement on the organization of information, 
without losing any of the flexibility of allowing people to express and view parts in 
their own familiar expression language. An ontology, which is a shared conceptuali-
zation of some domain [31,73], captures and represents the key concepts, relation-
ships and constraints which permits coherent understanding of the meaning of shared 
information. 

The base ontologies will ensure a common ground for understanding content. One 
way to restrict the scope of disambiguation of particular content within the base on-
tology is by creating sub-ontology or specialized ontology (also known as Ontology 
Commitment [32], Ontology Version [33], Materialized Ontology View [34,74] appro-
priate for the category of information being considered. Next, we consider the ap-
proaches used for the sub aims. 

4.1 Unstructured Data Cleansing 

The unstructured content is generally noisy, the extent of which is different for each 
problem e.g. for biomedicine, the unstructured content in journal papers is cleaner. 
Content like transcribed calls or emails in customer contact centers is very noisy. We 
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need to clean this information. Processing SMS and email requires different data 
cleansing, e.g., removing spam messages, disclaimers, promotional material, and 
previous historical exchanges by the customer can be removed using heuristics for the 
domain. Even the body of the message is very noisy, using incomplete product name, 
spelling mistakes, added binary characters, etc. We will use two different approaches 
to this, (1) which borrows techniques from automatic spelling and grammar checkers 
[30] and (2) text cleansing methods which use structured data, and various ontologies 
(eg. Word Net) to provide reference data to clarify terms in the text and fill in missing 
values and terms, and deal with term variation arising from synonyms and acronyms. 
Spelling error correction is related to exact and approximate pattern matching respec-
tively. Spell checking techniques involve non-word error detection and spell correc-
tion involves isolated-word or context-dependent error correction. The task involves 
three steps: (i) morphological analysis to identify a word-stem from a full word-form; 
(ii) isolating the misspelled words using techniques such as dictionary lookup and n-
gram analysis; and (iii) offering a list of suggested correct spellings using one or more 
of six techniques, such as minimum edit distance, similarity key techniques, rule-
based techniques, n-gram-based techniques, probabilistic techniques, and neural net-
works [30]. When doing this, we compare it to structured terms in the database or 
synonyms provided from WordNet.  

4.2  Unstructured Data Annotation  

In a document, we distinguish between: 

1. Entity Extraction;  
2. Identification of a relationship between two entities;  
3. A network of relationships between entities; 
4. Associations between several entities; 
5. Associations between groups of entities such as ones arranged in subtexts and/or 

subsections.  

Most work is on Named Entity Extraction (NER) which finds terms (words or phras-
es) for a specific named entity. Measures used to judge the efficacy of the algorithms 
are precision P (classification accuracy), recall R (coverage) and the F-score (harmon-
ic mean of precision and recall). NER methods include probabilistic methods such as 
Hidden Markov [23, 35] or Conditional random fields [24], rule based methods [36] 
or Lexicon methods. Problems in NER are due to the same word or phrase referring to 
different entities, or many synonyms and/or abbreviations referring to an entity.  
To resolve these, we use an ontology for the domain of interest which maps these 
terms to concepts and relationships, recasting it as named concept recognition (NCR). 
Unlike a lexicon, which defines various items, an ontology has definitions for con-
cepts and their relationships. There are several text to XML Annotators such  
as UIMA [37], GLOSS [38], and XI [39]. We will use the UIMA (Unstructured  
Information Management Architecture) [37] back-end that uses both statistical and 
rule-based annotators for text. Typically such annotators use a data dictionary or a 
gazette for information extraction from text of named entities (persons, organizations) 
and simple relations between terms (works-for). To enhance their capability, we will 
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extend the UIMA techniques for annotating the documents based on domain ontolo-
gy/concept. This permits disambiguation of terms through concept relationships in the 
same segment of text. We use Annotators to extract relevant tokens from a document 
and map them to a small subset of the attributes for determining matches in structured 
data. E.g. by using NER in an annotator one can extract names from a document, and 
match them against the customer and product name attributes of the transaction table. 
One could also extract chunked text such as noun clauses by using a part of speech 
tagger for matching. This allows us to determine a score for an entity in a document. 
The highest scoring entity or best matching one can be found without computing ex-
plicit scores for all entities. Performing fuzzy match on each extracted token results in 
a ranked list of possible entities. Entities and relationships determined can be used to 
define the XML profiles for those documents. The Extraction Methods can be used to 
determine the values for each tag for an instance document. We use a combination 
approaches namely (1) ontology-based [40, 41] ones that extract terms from text  
and map them to concepts in an ontology to give semantics and (2) ontology-driven 
[42-44] ones that make active use of an ontology to guide or constrain the analysis. 

4.3 Fuzzy Matching and Data and Content Correlation 

Discovering the business insights conjointly requires correlation between data and 
content. How can we link information from a text document (TD) with structured data 
in a database (DB), i.e. find the best matching entities from the DB for the given TD. 
We filter the annotated TD to retain only the relevant terms while the DB is consi-
dered as a set of entity instances and their associated related information. These DB 
entities are represented for matching as a collection of entity microschematas. We 
consider a single-type entity identification problem. We define the microschemata, as 
a rooted tree with the base table as the root and the related tables as the non-root 
nodes. If any tables have a foreign key relationship in the schema, their nodes are 
linked by edges. Each row in the base table is identified as an entity, having its own 
attribute values e.Aj . Here, an entity is an instance (a row in the base table) rather 
than a class level abstraction. The entity row is connected to the appropriate rows in 
the related table through foreign keys. We also have a collection {di} of TDs (the 
content) that have references to the entities. Each TD d has a set of terms {ti}. The TD 
consists of sentences. One or more sentences taken together will be referred to as a 
segment s. Let e be the central entity for this TD, then each term ti may correspond to 
some attribute e.Aj of entity e. For instance, a TD about a transaction entity refers to 
the customer name, shop name, date attributes of a specific transaction. Given the 
terms in a TD, our goal is to identify the central entity (e.g. the Customer A/C#) from 
the structured table. No explicit identifiers of the entity, e.g. a customer number, may 
be available in the TD. Also noise in the TD means that ti does not exactly match the 
corresponding attribute of e. This may lead to (i) not identifying the entity associated 
with the piece of content – poor recall or (ii) incorrectly identifying a wrong entity 
with the piece of content-poor precision. We want to link a given segment of the giv-
en document with an entity in the DB. There may also be information related to mul-
tiple entities in the given segment and we will need to identify these. First we define 
the microschemata for the structured DB, which is a rooted tree with the base table as 
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the root and the related tables as the non-root nodes. The TD is filtered to retain noun 
phrases using a part of speech parser and annotated using the annotation techniques 
referred to above. If necessary “semantic integration within text document” tech-
niques [45] can be used to identify terms which refer to the same concept. One next 
annotates the term using the annotation techniques (say with UIMA) or alternatively 
using database look ups to identify the column it occurs in. The key idea for matching 
a term is to determine the information content contained in a term in predicting the 
entity it refers to and we use an information theoretic formulation for this purpose. 
From Information theory [46], for a finite probability distribution pi (i = 1,…, m), the 
entropy is given by 
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This measure of information content can be considered to be the uncertainty of the 
occurrence of a term corresponding to the particular entity. Let us assume that the 
term is contained in the contexts of n(t) distinct entities and there are N entities in 
total. Hence the probability of occurrence of a given entity e if ti is present is p(ti) = 
n(ti)/N. Hence the associated information content  
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Given that ti occurs f(ti) times in a particular segment d, the information content as-
sociated with ti occurring in the segment d linked to entity e is  
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A larger value for I indicates a greater predictive capability. A matching cache that 
contains a collection of pairs (e,t) (i.e term t is contained in entity e) is populated us-
ing two queries, one which returns the set of entities containing the term t and another 
which returns the set of terms contained in the contexts of the entity e. This avoids 
repetition of the queries for the same term in a new segment. This cache can be used 
with the expression above to produce a ranked list of entities that match a segment of 
text. An alternative to the above approach is to use the Zhou and Dillon Symmetrical 
Tau [6] to produce the ranked list. The unstructured text is annotated and represented 
as an XML document which is matched and merged with the structured data into 
XML documents using mapping between the concepts. These will be matched using a 
combination of semantic concept matching, online dictionaries, thesauri, schemas, 
and structure/related information, and extensions using an ontology. Then both docu-
ments will be adjusted to use common concept labels. We then find the common 
knowledge segments using our U3 mining algorithm [47], as in [48]. The additional 
information from unstructured content in XML corresponds to the unmatched know-
ledge segments and is used to augment the XML repository. 
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4.4 Techniques for Conjoint Data and Content Mining  

To obtain valuable insight, it is important to find useful associations among concepts, 
from content (unstructured) and from structured data conjointly. It is useful to pre-
identify valuable relationships. E.g. identify the top five products that experienced a 
sharp increase in complaints, common features of the customers and the nature of 
their complaints, products receiving the most inquiries and the profile of the inquirer 
and their reasons for the inquiry. Answering such questions give the enterprise timely 
insights about the customers’ concerns. We note that structured data and content (un-
structured documents) each have a very different representation. It is important for 
Integrated Data Mining to get a common intermediate form and we have chosen 
XML, as it has been successfully used for exchanging data between heterogeneous 
data sources, can capture the essentials of unstructured textual information, and it 
allows for mining of values and structures. We have the information held in a struc-
tured database with entities, i.e. E = {e1,..., en} which we represent in its XML form 
as: 

 {Ex = (ex1,..., exn), and an unstructured document repository U = {u1,..., um}.  

The corresponding XML representation of the unstructured repository is 

Ux = {ux1,..., uxn); An extended XML representation transaction is defined which 
consists of EX = {<exi, ux11> ... <exn, uxn>}  

where the tuple <exi, uxi> consists of a concatenation of the XML representations of 
the two categories of information (Ex and Ux).  

We used this approach for data records to obtain inter-transactional association 
rules [4]. As all data is conjointly represented in an XML document, the problem now 
becomes one of using the powerful XML mining algorithms to tackle mining of col-
lections of these augmented XML documents. Our recent work has demonstrated the 
feasibility of conjoint mining of structured databases and XML repositories [49]. An 
XML-enabled framework for mining of association rules in XML repositories was 
first presented in [17] where the rules extracted are more powerful than traditional 
ones in expressing association relationships at both a structural and semantic level. To 
extract such rules the most difficult task is to find all the frequent sub trees from an 
XML database. This is known as the frequent sub tree mining (FSM) problem and is 
defined as: Given a tree database Tdb a minimum support threshold (σ) find all sub-
trees that occur at least σ times in Tdb [17]. Being able to mine all different subtree 
types using different support definitions is particularly important when we work on an 
XML representation of textual information, since these concepts can be repeated 
within many fragments of text and there exist different relationships among the con-
cepts in the text, given the flexibility in its representation and expressiveness. The 
present authors have developed amongst the most powerful algorithms for mining 
XML document repositories and tree structured data.  

The current work builds on this considerable body of expertise. The performance 
bottlenecks in FSM algorithms are candidate generation and counting, and this is 
often affected by the ability to effectively represent the document structure. Our work 
in the FSM field is characterized by a Tree Model Guided (TMG) [47, 50] candidate 
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generation approach. This non-redundant systematic enumeration model uses the 
underlying tree structure of the data to generate only valid candidates which conform 
to the underlying tree structure of the data. We proposed the so called Dictionary, 
Embedding List (EL) [60] and the Recursive List (RL) structures [47] whose purpose 
is to capture the structural aspects of a document and allow for efficient access to 
necessary information. The RL is a more compact representation of the EL that re-
duces the memory and serves as a global lookup list and also encodes the embedding 
relationships of the subtrees to be mined. To enable efficient counting we use the 
Vertical Occurrence List (VOL) [50, 51] which stores a representation of a subtree 
encoding together with coordinates. Using the TMG framework with the above repre-
sentation structures we have presented FSM algorithms for mining of following sub-
trees (under any support definitions): ordered induced [52] and embedded [53,77], 
ordered [54] and unordered [51] distance-constrained embedded, unordered induced 
[55] and embedded [47]. We have also extended TMG for sequence mining [4]. An 
important aspect of this process is Trust[72,75]. 

5 Applications to the Electric Power Industry 

The deregulated market allows power consumers to purchase power from different 
generation companies (gencos) who price the power based on the system Marginal 
Price [56]. To maintain a competitive position, gencos form bilateral contracts with 
their clients (particularly large ones). These provide the clients with a guarantee of 
their required energy at a defined cost over a long period (say 5 years). These con-
tracts are in textual form with possibly different terms for each client and are stored in 
a content repository. The bilateral contracts are legally binding and the genco has to 
ensure that it can meet the required demand from all the different clients with con-
tracts and other customers who purchase power from the genco as needed. It may also 
have contracts for supply to it from other gencos. Thus, the genco has to deliver the 
expected Ensured Energy (EE) to meet its obligations. Otherwise there are many quite 
severe penalties which are normally staged according to proportion of power not deli-
vered. Uncertainty, in a hydro thermal system being able to meet this EE, is caused by 
scheduled maintenance, unplanned outages arising from equipment breakdown, pow-
er from hydro plants being uncertain due to uncertain inflows, uncertainty in non-
contract demand. Historical information related to these factors is stored in structured 
data bases together with historical spot prices for electrical energy. These will be used 
to produce forecasts for several of these factors and develop schedules for others such 
as hydro scheduling [57] and scheduled maintenance which are stored in structured 
DBs. This has led to approaches using the structured data to assess the risk especially 
the loss of load probability and expected unserved energy in the case of no complex 
contractual terms [58]. 

However what is needed is a risk assessment and management approach including 
textual contract terms. The profitability of a company will be impacted by any inabili-
ty to meet the ensured energy. In this event the genco would try either (1) to purchase 
the extra energy at spot prices which are generally much higher than from its own 
supplies (and may exceed the contract price) or (2) to not fulfil the required demand 
under some contracts, or (3) try to put in place different contracts with other suppliers 
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for the duration of any energy shortfalls, or (4) establish potential new contracts with 
new clients, or (5) renegotiate existing terms in existing contracts. To make such deci-
sions, requires the genco to extract business intelligence conjointly from (i) the con-
tent repository containing information on the different contracts with its clients and 
suppliers (perhaps with notes on the feasibility of term variations) and (ii) the struc-
tured information in the different databases on the different factors. By linking and 
analyzing this information one can find associations which could result in risky situa-
tions and also determine potential remedial actions. Examples could be maintenance 
patterns, inflow levels (say in a dry year and failure rates which result in energy defi-
cits leading to non-fulfilment of contractual obligations). This would alert the genco 
early of the need to purchase power from other gencos using supply contracts and 
refrain from certain client contracts. 

6 Applications to Business Problems 

We propose a new approach for consumer expectation-based market segmentation 
through conjoint mining of content and data. Consumer expectation has long been 
considered as an important satisfaction determinant that represents market demand 
and shapes the consumer behaviors [59, 60]. Hence, customer segmentation based on 
their expectations is of great significance for firms to predict dynamics of targeted 
markets. 

However, consumer expectations data are often unobservable and prohibitive to 
collect using traditional market research methods such as interviews, self-reported 
surveys, experiments, etc. Conjoint mining provides a new means by which marketers 
are able to understand the ‘minds’ of millions of consumers on a daily basis without 
having to physically interact with consumers (e.g. shadowing, field experiment.) or 
explicitly soliciting opinions (e.g. interviews, surveys) from them. Consequently, data 
reliability and model validity bears more substantial rigor than previous approaches. 
Using conjoint mining techniques, consumer expectation can be inferred from cus-
tomer satisfaction data gleaned from online customer reviews which include both 
structured and unstructured data, e.g. the reviews on Epinions.com hold numerical 
ratings towards each product attribute (e.g. ‘battery life’ for digital cameras, ‘memory 
capacity’ for MP3 players) as well as free text comments from consumers on their 
opinions and experiences. 

Conjoint mining allows the use of structured data to reveal latent customer expec-
tations based on unobservable concomitant variables such as consumer preferences, 
taste, values and the use of content to mine consumer opinions in free text, to (1) ex-
tract product features from the reviews, and (2) obtain consumer affects and senti-
ments towards these. We develop algorithms which augment opinion mining methods 
used in the interactive data analysis from [61] and the overall processes of opinion 
tracking from [62]. To discover heterogeneous expectations towards different brands, 
comparison-based algorithms [63] will be leveraged and redeveloped. The Web usage 
mining [64], sentiment-based algorithms [65] and opinion holder identification algo-
rithms [66] will be integrated in order to make markets segments ‘actionable’ for 
managers and produce a custom score function to classify the sentiment [66].  
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Product extraction will augment the method in [67] and borrow some ideas from 
entity-based search engines [68] to mark items from free texts. Both product and fea-
ture extraction will allow business analysts to annotate text with an ontology and  
allow the unstructured customer opinions/ complaints to be linked with structured 
customer data in internal DBs or Customer Relationship Management systems. 

7 Application in Transport Logistics Industry 

It is important to understand that today’s transport logistics providers spent 50% of 
their time on managing the physical mess and 50% on managing the related informa-
tion mess [78]. Here, intelligent transportation has enabled vehicle to driver, vehicle 
to vehicle and vehicle to infrastructure communications and emerging intelligent in-
frastructure that provides embedded un-manned situation awareness 24/7 that enables 
greater mobility, security and safety. 

It is also important to realise that over the years, the Transport Logistics sector has 
generated and accumulated much more valuable economic information than Face-
book. This informs us on Big data impacts on global financial movement and Finan-
cial forecast including financial forecasts. Logistics professionals around the world 
know that they are no longer just transport and logistics operators, they are required to 
be “Data Experts” or at least to have Data Experts in their organization. Our ARC 
(Australia Research Council) Logistics Industry Partners in New South Wales and 
Queensland have been pushing their data to the Cloud since 2009 with vendor sup-
port. However, this Big Data has not been fully utilised, due to the lack of availability 
of co-joint data and content mining technology.  

Further, many manufactured items, goods or assets today utilizing the Internet of 
Things are already Internet enabled, they have capability to talk to Internet, talk to 
each other, talk to logistics providers and talk to logistics infrastructure. This has sped 
up the automated people, goods and asset movement in logistics, transportation, 
warehouse and distribution [78] sector.  
     Intelligent Tracking powered by co-joint data and content mining is the core tech-
nology that is needed in transport logistics industry today. Tracking movement of 
people, goods and services in the entire logistics network, tracking quality of services, 
service providers performance, through entire life cycle of supply chain and asset 
management, track and trace of data and information shared over the logistics alli-
ances, coalition partners and joint forces, situation awareness and ambient intelligent, 
for productivity, security and safety.  Intelligent tracking powered by conjoint predic-
tive analytics with real time data and in real time environment is a major challenge for  
all modern transport logistics providers. We have been working with our industry 
partner to adopt conjoint predictive analytics and co-joint mining for monitoring, 
visualisation, sharing, control and management of physical mess (goods and assets) 
and information mess (data) as well as business processes for their Business Intelli-
gence including maximisation of human, transport and infrastructure performance and 
minimisation of  the costs and security risk. 
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The co-joint data and content mining on Big Data in transport logistics sector in-
cluding the combined RFID and wireless sensors data on the goods and assets han-
dling, warehousing and transportation, GPS, GPRS and position location system for 
transport vehicle and shipment tracking, Surveillance Systems for Operator Perform-
ance and situation awareness, provenance of Goods and Asset tracking. The co-joint 
data and content mining are also needed for Inter- and intra-logistics partners transac-
tions data monitoring, customers based tracking of trades data, smart phone, blue-
tooth, and black-box (on heavy vehicles and ships vessels) communication and even 
logistics social networks to support auto and semi-automated physical flow and in-
formation flow which enables business intelligent. 

We use transport logistics ontology to help manage the Big data by defining the 
meaning of data through adding context that gives information on the data. Our works 
include Ontologies, RDF annotations and contexts. We carry out mining and visuali-
zation of big data both relational data (warehouse data or 3PL data) and complex data 
includes tree structured data (Geo-data), XML documents (procedures and work-
flows), unstructured textual data (smart phone notification and web data), image data 
(positions and locations), multimedia data (surveillance data), graphical data (Asset 
tracking data).  

One of our biggest challenges in the co-joint data mining has been the assurance 
that the Big data are from trusted sources, the data services for Big data are trusted 
such as Clouds, and the Quality of Data, especially in the automated environment 
utilising Internet of Things and Cyber-Physical Systems. If the wrong decision is 
made based on the poor data set, it could result in major financial losses, high casual-
ties and possible terrorist attack through the use of  transport.   

8 Applications to Biomedical Applications 

Existing biomedical information is distributed across a large number of information 
resources and is heterogeneous in its content, format and structure. This hinders effec-
tive information retrieval. Targeted searches are very difficult with current search 
engines as they look for the specific string of letters within the text rather than its 
meaning. Use of highly expressive knowledge models such as ontologies enables the 
machines to view the text as meaningful expressions. This increases the semantics and 
forms the basis of a more efficient approach to finding the right information. An on-
tology can be used for creating metadata by semantic annotation of text through three 
steps: tokenization (splitting the sentences into tokens), matching the tokens against 
the ontology terms and matching the tokens against the ontology relationships until 
the best fit is found. New web pages created can be annotated automatically during 
their creation process. This semantic annotation allows machines to access web con-
tent, understand it, retrieve and process the data automatically rather than only display 
it. In our research work , we have developed a number of ontologies, such as Protein 
Ontology [69], Human Disease Ontology [70] and Mental Health Ontology [71]. The 
ontologies can be used to annotate target information in content sources and enable 
intelligent retrieval of specific information, analysis of it and linking with the existing 
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pool of knowledge. E.g., protein and bibliographical reference data available via 
Swiss-Prot can be linked with the related publications from PubMed and with the 
epidemiological data in medical databases. Conjoint content and data mining of the 
linked content/data provides quality knowledge that can help build effective preven-
tion and intervention strategies. Thus the presence of the protein, PSA, at a given 
level or given form (free or complex) at a certain age or ethnicity or lifestyle, might 
be indicative of a certain probability of the existence of cancer. Conjoint mining of 
the two structured databases and the textual information in PubMed will help with the 
discovery of such knowledge. There may be situations which coincide with some 
ambiguity or inconsistency. This will help researchers identify what requires further 
investigation. 

9 Conclusions 

The paper presents a methodology for conjoint mining of structured and unstructured 
information. The potential impact in industry of use of BI and AADC can be inferred 
from a 2003 IDC study of 40 US and European companies that use predictive analyt-
ics KDD who achieved a median Return of Investment of 145%, achieved higher 
investment levels and yielded higher overall returns over five years. These improve-
ments occurred in just effectively utilizing the 5% of information available as struc-
tured data. This effect would be considerably amplified if one could in an integrated 
fashion exploit the remaining 95% of content as well as the 5% of structured data. 

This research, by developing an integrated approach for BI and AADC of data and 
content, will provide a competitive edge in handling such information. This integrated 
knowledge discovery techniques could improve policy formation and effectiveness by 
Government and non-Government in such areas as compliance by companies, reduc-
tion of aberrant behavior in areas such as health benefits allocation, pension entitle-
ments etc. It will provide an intellectually rigorous approach to underpin the trend in 
electronic document handling.  
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Abstract. An ensemble of distributed neural network classifiers is composed 
when several different individual neural networks are trained based on their lo-
cal training data. These classifiers can provide either a single class label predic-
tion, or the normalized via the soft max real value class-outputs that represent 
posterior probabilities which give the confidence levels. To form the ensemble 
decision the individual classifier decisions can be combined via the well known 
majority (or plurality) voting that sums the votes for each class and selects the 
class that receives most of the votes. While the majority voting is the most pop-
ular combination rule many ties in votes can occur, especially in multi-class 
problems. Ties are usually broken either randomly where the unknown instance 
is assigned randomly to one of the tied classes or using the class proportions 
where the tied class with the largest proportion wins. We present a tie breaking 
strategy that uses soft max confidence accumulations. Every class accumulates 
a vote and a confidence for this vote. If a tie occurs then the tied class with the 
maximum confidence sum wins. The proposed tie breaking in the voting 
process performs very well in all cases of different data distributions on various 
benchmark datasets. 

Keywords: Neural Networks, distributed computing, ensemble classifiers,  
majority voting, plurality voting. 

1 Introduction 

Ensembles of neural network classifiers [1][2][3][4] are very popular tools in pattern 
recognition. Ensembles methods [5][6][7] are well known for their high accuracy and 
robustness since the combined predictions of several classifiers outperforms their 
individual predictions. In addition to the generalization performance, for which they 
are preferred, ensemble methods are usually the only choice available for other  
reasons like: (i) reduction of computational complexity by partitioning the data set 
into several smaller sub-sets, training different estimators on these sub-sets, and  
combining their predictions, (ii) modularity, by building modular systems that work 
on different input spaces, (iii) distributed learning from physically distributed data 
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repositories as well as Peer-to-Peer systems where gathering large volumes of data to 
a single location is unfeasible, (iv) their native parallelism and data scaling via the 
divide-and-conquer approach. 

Distributed data collections can usually lay either in physically distributed database 
systems, in which case a small number of locations hold large volumes of data, or in 
Peer-to-Peer systems, where a large number of locations have typically small volumes 
of data. In any case the individual neural network classifiers are independently con-
structed in parallel, based on their local training data. After this training phase is fin-
ished, the classification predictions are combined via several schemes [8] in which the 
most popular one is majority voting [9][10][11][12] or its most frequently used ver-
sion the plurality voting combining scheme. In plurality voting (for reviews see [5] 
[8] [10][11] [12]) a classification of an unlabeled instance is performed according to 
the class that obtains the highest number of votes (most of the votes). The strict ver-
sion of (majority) voting needs the agreement of more than half of the participants to 
reach a decision, although this scheme can work for binary class problems only. Thus 
in reality, to cover the multi-class problems, the commonly used voting process is 
plurality voting, which selects the candidate class that receives the most votes. That is 
why usually one do not distinguish between plurality voting and majority voting, and 
the term “majority voting” is used even if the underlining criterion is plurality voting. 
This method is also known as the basic ensemble method [6]. 

However there may be more than one class that receives the largest number of 
classifications (or votes) by the ensemble members. Hence a tie can occur. In real life 
cases a tie-breaking chairperson can resolve this problem [13]. In classification prob-
lems such ties are usually broken arbitrary by randomly selecting one of the tied 
classes [5]. This random tie-breaking receives justification by the fact that all possible 
ways that other voters can vote are equi-probable. In the case of strictly binary class 
datasets one can just use an odd number of classifiers. In the case of k-nearest 
neighbour classifiers a nearest neighbour tie-break can be used. Another common 
strategy is choosing the class that is selected most often among the tied classes or tied 
classifiers [14]. This strategy predicts the class based on the largest class proportion 
among the ties classes. Another similar strategy can use the frequencies of predicted 
classes that occur during the training phase.  

In this work we utilize confidence (soft max) accumulation as a method of break-
ing the ties in majority voting. Our motivation was the fact that a neural network clas-
sifier outputs, by default, the predicted class label accompanied by the confidence of 
this prediction given by the soft max function. Hence, we have tried to exploit further 
this extra information to improve the tie-breaking process and we have find out that it 
usually performs much better. Thus, the proposed tie-breaking method requires no 
additional computing resources other than those of simple majority voting. It works 
with classifiers, like neural networks, than in principle can accompany their class-
prediction with a level of confidence, by using the soft max function. Every neural 
network classifier simply sends the predicted class label and its confidence conf for 
this class-prediction. Thus every prediction constitutes a pair {label, conf}. When a tie 
occurs in the voting process and two or more classes get the same number of votes 
then the proposed tie-breaking method sums up the received confidences for each of 
these tied classes. The class that accumulates the maximum confidence sum wins. 
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2 The Ensemble of Distributed Regularization Networks 

We employ Regularization Neural Networks [15] [16] [17] for implementing the 
Neural Network classifiers. Regularization Networks are well known for using the 
real training data points as centers for their hidden neuron kernels. This is valuable 
when data features have discrete values, like in cases of image processing, computer 
vision and data mining. Using the real training data as kernel centers is a common 
strategy in kernel methods that can capture the data closeness approximate of any 
underlined problem distribution. These qualities elevate such type of stable kernel 
based learning methods to state of the art in modern machine learning [18]. 

We assume that each data location holds Np training examples and there are L dif-
ferent data locations. Thus location p can train a neural network classifier fp() based 

on its local training set{xn, yn} pN
n 1= . Such an ensemble composed of Regularization 

Networks is illustrated in fig. 1 for the three-class case. 
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Fig. 1. An ensemble of Regularization Neural Networks distributed in several locations  

The Regularization Network input neurons are as many as the number of data fea-
tures. The hidden neurons are as many as the number of the training instances. A loca-
tion p has Np training instances. The output neurons are as many as the classes. The 
hidden-to-output layer weights w are computed for each class-output by solving a 
regularized risk functional. Assume three classes A, B and C then for the paradigm in 
fig. 1 the class output estimations of classifier fp() for an unknown x will be given by: 

fp,A(x) =  =
pN

n 1
wA,n· k(xn, x)                                        (1a) 

fp,B(x) =  =
pN

n 1
wB,n· k(xn, x)                                        (1b) 

fp,C(x) =  =
pN

n 1
wC,n· k(xn, x)                                         (1c) 
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The class-output with the maximum value is chosen for the predicted class. The 
kernel function k(·,·) can be any symmetric, positive semi-definite function, and the 
most commonly used is the Gaussian kernel k(xn, x)=exp(–||xn–x ||2/σ2) centered at a 
particular xn point. The local kernel matrix K with entries Kij = k(xi,xj) and size Np×Np 
contains the information regarding the high density regions inside classes and the 
separating planes in between classes. To find the weights w in the Regularization 
Network (RN) [15] [16] [17] the learning problem is stated as the minimization on a 
Reproducing kernel Hilbert space (RKHS) of a regularized risk functional which has 
the usual data error term plus a regularization term that embodies the stabilizer: 







 =∈

Np

n
p

Hf NK
1

1
minarg (yn − fp(xn))

2 + 


2

Kpfγ                             (2) 

The data term is scaled proportionally to the number of data points, and γ > 0 is the 
regularization parameter. The minimization solution set is unique and the weight vec-
tors wA, wB, and wC for the three class paradigm that correspond to a regularization 
network classifier p are given by solving the linear systems [15] [1] [17] in eq. 3: 

wA = (K + Np γ I) –1 yA                                                (3a) 

wB = (K + Np γ I) –1 yB                                                (3b) 

wC = (K + Np γ I) –1 yC                                                (3c) 

where I is the identity matrix, K is the local kernel matrix (of size Np×Np) and yA, yB 
and yC are the vectors (of size Np) that hold the desired labels for each class A, B and 
C respectively, which in the hot encoding are 1 for labels of the same class points and 
0 for the others. The rescaled regularization parameter Npγ is usually small and can be 
found during training via cross validation. In the experimental runs we use a typical 
value Npγ = 0.1 for all the local Regularization Networks.  

For an unknown x the class-output responses fp,A(x) fp,B(x) and fp,C(x) of each neural 
network fp are normalized, so that they fall in the unity interval [0,1] and thus to re-
flect posterior probabilities. These posteriors produced by the softmax function are 
interpreted as confidence [19]. For instance the softmax confidence for the A class is: 

 hp,A(x) = exp(fp,A(x)) / (exp(fp,A(x))+exp(fp,B(x))+exp(fp,C(x)))              (4) 

Eq. 4 gives theoretically the Bayesian posterior probability (see also [19] for proof) 
as approximated by the regularization network. Thus each classifier outputs the pre-
dicted class together with the confidence for this class. 

3 Combining Predictions Using Majority Voting 

In a distributed parallel environment the combination of the decisions is straightfor-
ward. The majority voting is used in classification tasks where the individual classifi-
ers produce a single class label, where in this case each classifier “votes” for a  
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particular class, and the class with the majority vote on the ensemble wins. This 
means that for an unknown x each classifier fp(x) outputs one integer number, given 
by the max argument of its class-outputs fp,m(x), that designates the most probable 
class label. With M classes and L classifiers the correct class is the kth class that col-
lects the largest number of votes, given by: 

class(x) = ( 
=

L

p

M

k 1

maxarg { if k = (
M

m 1
maxarg

=

fp,m(x) )  then 1 else 0 } )             (5) 

The simplest method to handle ties relays on a First Labelled basis which in case 
of a tie favours the class that was labelled earlier (or first). The drawback is that in a 
tie the class 1 (the first) will never lose, while the class M (the last) will never win.  

The most commonly used tie-breaking method during the voting process is to 
break the ties arbitrary by Randomly Selecting one of the tied classes [5]. If a tie oc-
curs this method choose a random class among the tied ones. 

Differently from the random selection another way is to check which of the tied 
classes has higher prior probability and accordingly make the decision. Usually the class 
proportions given by the number of examples in every class (for the three class problem 
these are NA/N, NB/N and NC/N) can representing the priors.  Hence this method uses 
Class Proportions, and the ties are going in favour of the largest proportions.  

Another way for counting priors is to monitor how many times a class occurs dur-
ing the training process. Thus if class A and class B receive the same number of votes 
but the class B has higher frequency of occurrence, meaning that is predicted more 
often that the class A during the training of all the classifiers, then B is selected.  
Hence this method uses Class Frequencies during training. 

A variant of the previous method is to count the correct predictions during the 
training of all classifiers and use these Class Correctly Frequencies as priors. 

Using neural networks each classifier can afford to send a pair {label, conf}, where 
label is the predicted class m of the unknown x and conf is the soft max confidence of 
this prediction. The proposed method in this paper when a tie occurs is to sum the 
confidences for the received votes of the tied classes and select the one class that ac-
cumulates the Maximum Confidence sum. Therefore, with L classifiers which output 
their prediction m and their soft max confidence hp,m(x) when classifying x in class m, 
the correct class is the kth class that collects the largest confidence sum (eq. 6): 

class(x) = ( 
=

L

p

M

k 1

maxarg {if k = (
M

m 1
maxarg

=

fp,m(x) )  then hp,m(x) else 0} )  (6) 

To provide an example consider the running paradigm in fig. 1, which illustrates a 
three-class problem with 5 neural network classifiers where each one can produce a 
pair {label, conf}. Assuming that for an unknown x the classifier f1() votes for class A 
with confidence 0.7 which gives a pair {A, 0.7} while f2() gives {A, 0.8},  f3() gives 
{B, 0.5}, f4() gives {B, 0.6} and f5() gives {C, 0.7}. A tie occurs for the classes A and 
B with 2 votes each. In this case the class A wins with sum of confidences 1.5. 
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4 Experimental Simulations 

The classification performance of every tie-breaking method for majority voting are 
measured on a number of publicly available real-world benchmark problems which 
are downloaded from the UCI machine learning data repository [20] 
(http://archive.ics.uci.edu/ml). The specific details of these datasets are illustrated in 
table 1, where they are ordered by the number of their classes. 

Table 1. Benchmark dataset details (ordered by class population) 

Dataset Name instances Features Classes 

Sonar 208 60 2 
Wisconsin (Diagnostic) 683 9 2 
Diabetes Pima Indians  768 8 2 
Spambase 4601 57 2 
Phoneme 5404 5 2 
Wine 178 13 3 
Vehicle Silhouettes 846 18 4 
Ecoli 336 7 5 
Page Blocks 5473 10 5 
Glass 212 9 6 
Dermatology 358 34 6 
Satellite Image 6435 36 6 
Yeast 1479 8 9 
Optical Digits 5620 64 10 
Vowel Context 990  11 11 
Spectrometer 531 100 24 
Letter 20000 16 26 

 
The groups of experiments aim at comparing the error rates of the proposed tie-

breaking method and to make direct comparisons against the others. The experimental 
design is as follows:  

(i) A dataset is randomly split into a training set (80%) and a test set (20%) 
with stratification  

(ii) The training set of size N, is divided equally into L disjoint partitions 
(Np=N1=N2=…=NL) which are distributed to the different locations,  

(iii) every location p holds Np data and builds a Regularization Neural Net-
work classifier fp() based on its own local examples,  

(iv) The classifiers are combined and the ensemble is tested on the test set.  
(v) The procedure is repeated 30 times for each benchmark dataset and each 

ensemble population.  

We measure the classification error rate which counts the number of incorrectly 
classified examples and divides by the test set population number. 

The comparison results of the error rates and the standard deviations for each data-
set and each tie-breaking method are illustrated in table 2.  



26 Y. Kokkinos and K.G. Margaritis 

 

Table 2. Error rates for the majority voting tie-breaking methods 

Dataset Ensemble 
size 

First 
labeled 

Random 
selection

Class 
Propor-

tions 

Class 
Fre-

quencies

Class 
Correct-

ly  

Use max 
Confi-
dence 

Sonar 10 25.58 
±6.33 

26.35 
±6.47 

27.36 
±6.34 

27.36 
±6.34 

27.36 
±6.34 

23.25 
±5.50 

Wisconsin  20 4.50 
±1.62 

4.28 
±1.57 

4.50 
±1.62 

4.50 
±1.62 

4.50 
±1.62 

4.28 
±1.55 

Diabetes  20 24.95 
±2.42 

25.08 
±2.32 

24.95 
±2.43 

24.95 
±2.43 

24.95 
±2.43 

24.27 
2.54 

Spambase 40 9.64 
±0.83 

9.66 
±0.91 

9.65 
±0.95 

9.65 
±0.95 

9.65 
±0.95 

9.54 
±0.90 

Phoneme 40 18.42 
±1.15 

18.54 
±1.29 

18.42 
±1.15 

18.42 
±1.15 

18.42 
±1.15 

18.56 
±1.25 

Wine 10 2.61 
±2.25 

2.52 
±2.50 

2.43 
±2.45 

2.34 
±2.29 

2.43 
±2.45 

2.34 
±2.39 

Vehicle  20 31.03 
±2.59 

31.55 
±2.48 

31.50 
±2.37 

31.48 
±2.47 

31.77 
±2.30 

30.86 
±2.63 

Ecoli 10 14.25 
3.26 

14.49 
3.21 

14.58 
3.36 

14.58 
3.36 

14.58 
3.36 

13.94 
3.47 

Page Blocks 40 6.37 
±0.35 

6.33 
±0.32 

6.37 
±0.35 

6.37 
±0.35 

6.37 
±0.35 

6.28 
±0.37 

Glass 10 39.55 
±5.33 

39.55 
±5.72 

39.70 
±5.73 

39.70 
±5.87 

40.00 
±5.62 

39.40 
±5.03 

Dermatology 10 3.12  
±1.88 

3.56  
±2.27 

3.12  
±1.88 

3.60  
±2.18 

3.12 
±1.88 

3.51 
±2.35 

Satellite Image 40 12.85 
±0.54 

12.89 
±0.55 

12.89 
±0.58 

12.85 
±0.56 

12.85 
±0.56 

12.81 
±0.86 

Yeast 20 39.79 
±1.95 

39.73 
±2.02 

39.79 
±1.95 

39.87 
±1.90 

39.87 
±1.90 

39.65 
±1.97 

Optical Digits 40 2.87 
±0.41 

2.83 
±0.40 

2.88 
±0.40 

2.88 
±0.41 

2.88 
±0.39 

2.76 
±0.40 

Vowel Context 10 24.17 
±4.16 

23.95 
±4.45 

24.17 
±4.16 

24.66 
±4.90 

23.85 
±3.85 

19.12 
±4.32 

Spectrometer 10 55.66 
±4.37 

56.16 
±4.02 

56.16 
±4.64 

56.19 
±4.72 

56.31 
±4.35 

54.95 
±4.49 

Letter 40 11.51 
±0.59 

11.44 
±0.61 

11.47 
±0.57 

11.60 
±0.59 

11.45 
±0.60 

11.04 
±0.62 

 
In table 2 the dataset name is in the first column. The second column has the number 

of classifiers in the ensemble. The third column illustrates the tie-breaking using the sim-
plest “first labelled” method. The fourth column shows the results for the widely used 
method of breaking ties arbitrary by randomly selecting one of the ties classes in  
the voting. The fifth column is the tie-breaking by selecting among the tied classes the 
one with the largest “class proportion”, namely the largest number of training examples. 
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The sixth column uses “class frequencies” and selects among the tied classes the one 
class that had the maximum occurrence during training process of the classifiers (the one 
that appears most frequently). The seventh column corresponds to the tie-breaking that 
uses “class correctly frequencies” which selects the class among the tied classes that had 
the maximum number of correctly occurrences during the training process. The last col-
umn is the proposed method that sums also the received confidence of those votes and 
selects the tied class with the maximum confidence sum. Note that in many cases there 
are very small differences of the proposed method with the others. The differences de-
pend only on the number of ties since the voting algorithm is otherwise the same. This 
simply means that not many ties where encountered during the testing. 

We run several experiments and in most of the cases the proposed method of using 
confidence produces better results than the other tie-breaking strategies. In general, 
one can notice from table 2 that the differences of the methods in the comparisons are 
not substantial when not many ties occur. However when several ties occur during the 
voting process then the difference of the proposed method as compared with the oth-
ers becomes considerable. In some multi-class datasets like the Vowel the proposed 
tie-breaking method has 4 units less error rate than that of the other methods. 

5 Conclusions 

Majority or plurality voting is the most popular decision combination rule in neural 
network ensembles. In many cases, regardless of number of classes and neural net-
works in the ensemble a tie in voting occurs. Usually such ties are broken arbitrary. 
We present a tie-breaking technique that uses confidence. Since each neural network 
classifier can afford to send by default the predicted label and the confidence for this 
prediction (via the soft max function), the proposed method receives pairs of {pre-
dicted class, confidence} for every unknown x. Thus every class accumulates a voting 
sum and a confidence sum. If a tie occurs then the tied class with the maximum confi-
dence sum wins. When compared with other tie-breaking methods, like random class 
selection, or class selection using prior class probabilities, the proposed tie breaking 
performs very well in all cases of different data distributions on various benchmark 
datasets. 
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Abstract. This paper examines the classification performance of artificial im-
mune systems on the one hand and machine learning and neural networks on 
the other hand on the problem of forecasting credit ratings of firms. The prob-
lem is realized as a two-class problem, for investment and non-investment rat-
ing grades. The dataset is usually imbalanced in credit rating predictions. We 
address the issue by over-sampling the minority class in the training dataset. 
The experimental results show that this approach leads to significantly higher 
classification accuracy. Additionally, the use of the ensembles of classifiers 
makes the prediction even more accurate. 

Keywords: Credit rating, artificial immune systems, machine learning, neural 
networks, classification performance, balanced and imbalanced dataset, 
SMOTE, AdaBoost. 

1 Introduction 

Credit rating addresses an issuer’s overall capacity and willingness to meet its financial 
obligations, thus reducing the information asymmetry between issuers and investors. 
However, credit ratings are based on costly analysis performed by professionals, which is 
why credit rating forecasting has attracted considerable recent interest. Various artificial 
intelligence (AI) methods have been applied to model the complex non-linear relations 
between input variables and target classes (see [7] for an example of a review). Recent 
efforts have shown that approaches integrating feature selection process and an appropri-
ate AI method provide the best classification performance [6]. However, although the 
ensembles of classifiers have shown promising results in related fields such as credit risk 
and bankruptcy forecasting [15], significantly insufficient attention has been paid to them 
in credit rating forecasting. In addition, no research has been found that examines the 
effect of over-sampling the minority class in credit rating data. Therefore, the aim of this 
paper is to examine the effect of: (1) over-sampling the minority class in credit rating 
data; and (2) ensembling base classifiers. The difficulty in predicting credit ratings  
also stems from the fact that a multitude of sources is used in the credit rating analysis, 
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involving both quantitative data (accounting and financial data drawn from financial 
statements) and qualitative assessments. The sentiment analysis of corporate annual re-
ports has recently been used to address the issue of qualitative assessment [8]. We follow 
this approach and use the chosen sentiment categories in addition to corporate financial 
indicators as input variables.  

We employ two categories of AI methods to examine the given aims, (1) artificial 
immune systems (AISs) and (2) machine learning (ML). AISs mimic the processes 
and mechanisms of biological immune systems and we specifically use Artificial 
Immune Recognition Systems (AIRSs) [16] and the Clonal Selection Classification 
Algorithm (CSCA) [1]. Out of the second category, we use C4.5 decision trees (DTs) 
[12], Support Vector Machines (SVMs) [13], Radial Basis Function Neural Networks 
(RBFs) [9] and Multilayer Perceptrons (MLPs) [9]. The research to date has tended to 
focus on the ensembles of classifiers of the latter category while little attention has 
been paid to the ensembles of AISs [5]. 

This paper is organized as follows. In the next section, we provide the description 
of the dataset. Given the fact that the classes are imbalanced in the dataset, we use the 
Synthetic Minority Oversampling Technique (SMOTE) algorithm [10] to modify the 
training dataset. The third section presents the results of experiments. First, the effect 
of over-sampling is tested and then we employ the AdaBoost algorithm [4] to gener-
ate the ensembles of the base classifiers (AIRS1, AIRS2, AIRS2-p, CSCA; and DT, 
SVM, RBF, MLP). For both categories, the classification performance is examined on 
(imbalanced) testing dataset depending on the proportion of training dataset gener-
ated. The last section discusses the results and concludes the paper.  

2 Problem Formulation and Dataset 

The prediction of firms’ credit ratings was realized as a two-class problem. The 
classes were represented by investment grade (IG, low default risk) and non-
investment grade (NG, high default risk), assigned by a highly regarded Standard & 
Poor’s rating agency in 2011. The investment grade position is critical to many inves-
tors due to the restrictions imposed on investment instruments.  

We used two main groups of input variables in this study, financial indicators and 
sentiment indicators (see Table 1). More specifically, we used several subgroups of 
financial indicators such as size, profitability ratios, liquidity ratios, leverage ratios 
and market value ratios. Sentiment indicators refer to the business position of a com-
pany (business risk, character (reputation), organizational problems, management 
evaluation, accounting quality, etc.). The financial indicators were drawn from the 
Value Line database, while sentiment indicators were drawn from annual reports 
available at the U.S. Securities and Exchange Commission EDGAR System. Both 
groups of input variables were collected for 520 U.S. companies (selected from the 
Standard & Poor’s database) in the year 2010, 195 classified as IG and 325 as NG. 
Mining and financial companies were excluded from the dataset since they require 
specific input variables.  
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The sentiment indicators required linguistic pre-processing (tokenization and lem-
matization) and subsequent comparison with the financial dictionary provided by 
[11]. Then, the tf.idf term weighting scheme was applied to obtain the importance of 
terms and an average weight was calculated for each sentiment category (negative, 
positive, uncertainty, litigious, modal strong and modal weak). See [8] for the detailed 
information on the collection of data.  

Table 1. Input and output variables describing the dataset 

 Variable  Variable 

x1 Enterprise value x11 Dividend yield 
x2 Cash x12 Payout ratio 
x3 Revenues x13 Standard deviation of stock price 
x4 Earnings per share x14 Frequency of negative terms 
x5 Return on equity x15 Frequency of positive terms 
x6 Price to book value x16 Frequency of uncertainty terms 
x7 Enterprise value/earnings x17 Frequency of litigious terms 
x8 Price to earnings per share x18 Frequency of strong modal terms 
x9 Market debt / total capital x19 Frequency of weak modal terms 
x10 High to low stock price class {IG, NG} 

 
The given dataset was randomly divided into training and testing dataset (2:1). 

This procedure was repeated five times. Thus, the training dataset Otrain contained 347 
companies, 217 classified as IG and 130 as NG. The testing dataset Otest covered 173 
companies, 108 as IG and 65 as NG. Both datasets were imbalanced, with the less 
frequent NG category (minority class). There are several approaches to handle this 
issue. The under-sampling of the majority class may represent a good way to reduce 
the sensitivity of classifiers, but in our case this approach resulted in a decrease in 
classification performance. This may be related to both the small size of the dataset 
and important decision information stored in most of the objects in the majority class. 
Another way is to apply the over-sampling of the minority class so that all classes are 
represented equally in the training dataset. We used the SMOTE procedure [10] to 
generate additional objects (firms) for the NG class to make the training dataset bal-
anced. Thus, Otrain contained 433 (Otrain

100) companies, 217 classified as IG and 216 as 
NG. These training datasets Otrain

100 were considered to be the base balanced training 
datasets with 100 % of companies. We further examined the effect of generating addi-
tional training datasets, increasing the number by 25 % up to 300 % (Otrain

125, Otrain
150, 

... ,Otrain
300). The testing set remained imbalanced and fixed for all training sets 

(Otrain
100, Otrain

125, Otrain
150, ... ,Otrain

300). 

3 Modelling Financial and Sentiment Indicators  

In this section we employed commonly used artificial immune classification algo-
rithms, AIRS1, AIRS2, AIRS2-p and CSCA. Further, the AISs were compared with 
DTs, SVMs, RBFs and MLPs. We used 10-fold cross-validation on training data to 
find the optimum settings of the classifiers’ parameters. 
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The measures of classification performance are represented by the averages of 
standard statistics applied in classification tasks [14]: true positives (TP rate), false 
positives (FP rate), precision (Pre) and recall (Re), F-measure (F-m), the area under 
the receiver operating characteristic (ROC) curve and misclassification cost (MC). F-
m is the weighted harmonic mean of Pre and Re, or the Matthews correlation coeffi-
cient, which is a geometric mean of the chance-corrected variants. A ROC is a 
graphical plot which illustrates the performance of a binary classifier system, which 
represents a standard technique for summarization classifier performance over a range 
of tradeoffs between TP and FP error rates. In particular, FP rate is important in this 
study owing to its possible serious financial consequences. This is due to the signifi-
cant difference between default rates of IG and NG firms. For example, Standard & 
Poor’s reported 0.03 % for IG and 1.71 % for NG in 2011. Therefore, we designed an 
MC matrix, where MC = 0.03 was assigned to each false classified IG firm and MC = 
1.71 to each false classified NG firm, respectively. 

3.1 Artificial Immune Classification Algorithms 

3.1.1 Methods 
The group of AIRS algorithms represents AISs using populations [2,3]. The algo-
rithms are based on the principle of Recognition Ball (RB) or Artificial Recognition 
Ball (ARB), which can be described as recognition areas or artificial recognition areas 
that combine feature vector (antibody) and vector class. The principle solves the issue 
of the completeness of AISs. Each antibody is surrounded (in the sense of antibody 
representation in the state space) by a small area called the RB, in which the antibody 
recognizes all antigens (training dataset). Further, the AIRS algorithms use the princi-
ple of a limited resource. Each ARB area competes for limited resource according to 
its stimulation level. The classification performance of the AIRS algorithms proposed 
by [16] depends on several user-defined parameters. We used the AIRS1, AIRS2 and 
AIRS2-p algorithms to predict the firms’ credit ratings. The following parameters of 
the AIRSs were examined to obtain the best classification performance: affinity 
threshold scalar = {0.1,0.2, … ,0.9}, clonal rate = {1,2,4, … ,32}, hypermutation rate 
= {1,2, … ,10}, number of k nearest neighbors = {1,2, … ,10}, initial memory cell 
pool size = 50, number of instances to compute the affinity threshold = all, stimula-
tion threshold = 0.9 and total resources = 150.  

The CSCA [1] uses a fitness function to maximize classification accuracy (mini-
mize misclassification accuracy). The performance of the CSCA depends on the fol-
lowing user-defined parameters: clonal scale factor = 1.0, initial population size = 
{10,20, … ,100}, number of nearest neighbors = {1,2, … ,10}, minimum fitness 
threshold = 1, number of partitions = 1 and total generations = {1,5, 10, ... ,100}.  

3.1.2 Results 
The best classification results for the AIRSs and CSCA simulations on testing dataset 
are shown in Table 2. 

Here, we present the average performance measures over the five datasets. The 
measures are represented by the averages of standard statistics applied in classifica-
tion tasks [14]. The results in Table 2 show that the AIRS2 performed best while the 
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CSCA performed significantly worse (using paired t-test on P < 0.01). Further, the 
sizes of training datasets suggest that the AIRSs require larger datasets to achieve 
good classification performance (see Fig. 1). 

Table 2. Best results for AIRS1, AIRS2, AIRS2-p and CSCA on testing dataset 

 

Fig. 1. Classification accuracy of AIRS1, AIRS2, AIRS2-p and CSCA on Otest depending on 
Otrain size (Source: own) 

3.2 Machine Learning and Neural Networks 

3.2.1 Methods 
A DT is a tree representation assigning a class to an object based on its attributes 
(variables), which can be continuous or discrete. An attribute with the best value of a 
splitting criterion is assigned to each root and intermediate node. Classes are assigned 
to leaf nodes in a DT. The DT with pruning was employed in this study. The classifi-
cation performance of the DT depends on the following parameters: the confidence 
factor used for pruning (= 0.25 in this study) and the minimum number of instances 
per leaf = 2. 

 AIRS1 AIRS2 AIRS2-p CSCA 

Otrain Otrain
175 Otrain

225 Otrain
225 Otrain

150 
Accuracy [%] 83.24 85.24 83.27 80.92 
MC 41.15 35.95 37.89 22.76 
Class IG NG IG NG IG NG IG NG 
TP rate 0.923 0.778 0.938 0.806 0.892 0.796 0.692 0.880 
FP rate 0.222 0.077 0.194 0.062 0.204 0.108 0.120 0.308 

Precision 0.714 0.944 0.744 0.956 0.725 0.925 0.776 0.826 
Recall 0.923 0.778 0.938 0.806 0.892 0.796 0.692 0.880 
F-m 0.805 0.853 0.830 0.874 0.800 0.856 0.732 0.852 

ROC 0.850 0.850 0.872 0.872 0.844 0.844 0.786 0.786 
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SVMs represent an essential kernel-based method with many modifications pro-
posed recently. SVMs use kernel functions to separate the hyperplane between two 
classes by maximizing the margin between the closest data points. This is done in a 
higher-dimensional space where the data become linearly separable. We used the 
SVMs trained by the sequential minimal optimization (SMO) algorithm [13]. The 
classification performance of the SVM was tested for the following user-defined pa-
rameters: kernel functions = {polynomial, RBF}, γ = 0.01, the level of polynomial 
function = 2, complexity parameter C = {1,2,4, … ,256}, round-off error ε = 1.0E-12 
and tolerance parameter = 0.001. The RBF was trained with the Broyden-Fletcher-
Goldfarb-Shanno method. The initial centres for the Gaussian RBFs were found using 
a k-means algorithm. The initial sigma values were set to the maximum distance be-
tween any centre and its nearest neighbor in the set of centres. The classification per-
formance of the RBF depends on the following user-defined parameters: maximum 
number iteration = not limited, minimum standard deviation for the clusters = 
{0.1,0.2,0.3}, the number of clusters for k-means = {1,2,4, … ,64} and ridge factor = 
1.0E-8.  

The MLP was trained using the backpropagation algorithm with momentum. The 
following parameters of the MLP were examined to achieve the best classification 
performance: the number of neurons in the hidden layer = {5,10,15, … ,30}, learning 
rate = {0.01,0.05,0.1}, momentum = 0.2 and the number of epochs = {100,500,1000}.  

3.2.2 Results 
The best classification results for the DT, SVM, RBF and MLP simulations on testing 
dataset are shown in Table 3. Here, the best classification performance was achieved 
by MLP (Accuracy) and DT (MC). Compared with the AISs, the MLP provided sig-
nificantly better results in terms of both classification accuracy and ROCs (again, 
tested using paired t-test at P < 0.01). Furthermore, less Otrain were required to be gen-
erated in order to learn the MLP compared with the AIRS2 (see Fig. 2). On the other 
hand, DT provided the lowest MC of all classifiers. 

Table 3. Best results for DT, SVM, RBF and MLP algorithms on testing dataset 

 DT SVM RBF MLP 

Otrain Otrain
125 Otrain

150 Otrain
150 Otrain

125 

Accuracy [%] 86.13 87.28 84.39 88.44 
MC 17.59 30.96 36.01 24.19 

Class IG NG IG NG IG NG IG NG 

TP rate 0.785 0.907 0.938 0.833 0.908 0.806 0.908 0.870 
FP rate 0.093 0.215 0.167 0.062 0.194 0.092 0.130 0.092 
Precision 0.836 0.875 0.772 0.957 0.738 0.935 0.808 0.940 
Recall 0.785 0.907 0.938 0.833 0.908 0.806 0.908 0.870 
F-m 0.810 0.891 0.847 0.891 0.814 0.866 0.855 0.904 
ROC 0.871 0.871 0.886 0.886 0.884 0.881 0.947 0.947 
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3.3 Comparison across Classifiers 

In Fig. 3 we compare the ROC achieved for the balanced and imbalanced datasets. 
Except for the AIRS2-p and RBF, the performance of the classifiers improved signifi-
cantly (at P < 0.05) when the Otrain were balanced using the SMOTE (Otrain

100). De-
pending upon the amount of over-sampling required, neighbors from k nearest 
neighbors are randomly chosen. In our experiments we used k = 5 nearest neighbors. 
The results of the classification of Otest for the original imbalanced and balanced Otrain 
are shown in Table 4. 

 

Fig. 2. Classification accuracy of DT, SVM, RBF and MLP on Otest depending on Otrain size 
(Source: own) 

 

Fig. 3. ROC on testing dataset for original imbalanced and balanced Otrain (Source: own) 
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We further examined the effect of the ensembles of classifiers. We employed the 
AdaBoost method [4] that combines many ‘weak’ classifiers to obtain an accurate 
learning algorithm. More precisely, AdaBoost is a meta-algorithm that can be used in 
conjunction with many other learning algorithms to improve their performance. This 
meta-algorithm is adaptive in the sense that subsequent classifiers built are tweaked in 
favor of those instances misclassified by previous classifiers. The number of iterations 
to be performed was set to 10. Again, we tested the previously described classification 
algorithms as base learners.  

The results are depicted in Fig. 4. Here, the balanced training dataset was used 
from prior experiments. The ROC was significantly higher (at P < 0.05) for all the 
classifiers except for the MLP. AdaBoost provided noteworthy improvements for the 
DTs, AISs and SVMs especially. The results of the classification of the Otest for the 
original imbalanced and balanced Otrain are shown in Table 5. DT with balanced data 
provided significantly lower MC (at P < 0.05) for both individual (Table 4) and en-
semble classifiers (Table 5). For details, see confusion matrix in Table 6. 

Table 4. Classification performance on Otest for the original imbalanced (i) and balanced (b) 
Otrain (weighted average for IG and NG) 

Table 5. Classification performance of the Otest for the original imbalanced (i) and balanced (b) 
Otrain (weighted average for IG and NG) with AdaBoost 

 AIRS1 AIRS2 AIRS2-p CSCA DT SVM RBF MLP 

 
TP 

i 0.821 0.814 0.834 0.814 0.861 0.851 0.799 0.845 
b 0.853 0.801 0.798 0.801 0.875 0.853 0.786 0.834 

 
FP 

i 0.143 0.201 0.174 0.241 0.138 0.163 0.202 0.161 
b 0.148 0.160 0.155 0.160 0.133 0.148 0.196 0.148 

 
F-m 

i 0.822 0.814 0.834 0.810 0.862 0.851 0.800 0.846 
b 0.854 0.804 0.801 0.804 0.876 0.854 0.788 0.835 

 i 42.42 45.99 50.80 21.56 21.29 27.99 44.80 36.14 
MC b 26.96 30.54 29.10 19.80 17.89 24.00 37.33 27.33 

 AIRS1 AIRS2 AIRS2-p CSCA DT SVM RBF MLP 

 
TP 

i 0.839 0.845 0.850 0.819 0.848 0.846 0.828 0.852 
b 0.845 0.836 0.858 0.809 0.872 0.831 0.798 0.836 

 
FP 

i 0.171 0.166 0.144 0.233 0.155 0.141 0.180 0.150 
b 0.141 0.147 0.138 0.191 0.134 0.140 0.179 0.138 

 
F-m 

i 0.840 0.857 0.852 0.816 0.849 0.848 0.829 0.853 
b 0.846 0.837 0.860 0.803 0.872 0.833 0.800 0.838 

 i 32.70 35.14 26.97 38.99 22.51 39.52 44.09 37.83 
MC b 27.03 25.29 28.97 19.04 17.28 32.04 35.26 26.93 
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Fig. 4. ROC for base classifiers and AdaBoost (Source: own) 

Table 6. Confusion matrix of the Otest for the balanced Otrain trained using DT with AdaBoost 

 

4 Conclusion 

The aim of this paper was to examine the performance of AISs and ML on a complex 
classification task where financial indicators are combined with sentiment analysis. 
We attempted to address an important issue of imbalanced dataset. On the one hand, 
the over-sampling of the minority class showed promising classification improve-
ment, yet on the other hand, the under-sampling of the majority class resulted in 
weaker classification performance. We performed many experiments to find the best 
setting of the learning parameters of individual classifiers to achieve the best classifi-
cation performance. The results also confirmed that an ensemble of weaker base clas-
sifiers may perform better than the individual classifiers, especially in terms of ROC 
measure. More importantly, the decrease in MC may lead to the substantial financial 
savings of investors. For example, the ensemble of DTs trained on balanced data re-
duced the MC from 21.29 to 17.28 (18.8% savings). Thus, this study represents a 
good basis for further experiments in the field of financial distress forecasting, where 
the problem of imbalanced datasets is usually to be addressed. Additionally, we en-
courage future research in multi-class datasets. 

 IG NG 

 
 

IG 56.8±6.3 9.2±5.2 
NG 13.0±6.1 95.0±6.1 
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The experiments in this study were carried out in Statistica 10 (linguistic pre-
processing) and Weka 3.7.5 (Artificial Immune Classification Algorithms and ML) in 
MS Windows 7 operating system. 
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Abstract. This paper presents an application of the logistic smooth
transition function and recurrent reinforcement learning for designing
financial trading systems. We propose a trading system which is an up-
graded version of the regime-switching recurrent reinforcement learning
(RS-RRL) trading system referred to in the literature. In our proposed
system (RS-RRL 2.0), we use an automated transition function to model
the regime switches in equity returns. Unlike the original RS-RRL trad-
ing system, the dynamic of the transition function in our trading system
is driven by utility maximization, which is in line with the trading pur-
pose. Volume, relative strength index, price-to-earnings ratio, moving av-
erage prices from technical analysis, and the conditional volatility from
a GARCH model are considered as possible options for the transition
variable in RS-RRL type trading systems. The significance of Sharpe ra-
tios, the choice of transition variables, and the stability of the trading
system are examined by using the daily data of 20 Swiss SPI stocks for
the period April 2009 to September 2013. The results from our exper-
iment show that our proposed trading system outperforms the original
RS-RRL and RRL trading systems suggested in the literature in terms of
better Sharpe ratios recorded in three consecutive out-of-sample periods.

Keywords: Daily equity trading, Recurrent reinforcement learning,
Transition variable selection, Automated transition functions.

1 Introduction

Recent developments in algorithmic trading have shown that people never stop
their effort of searching and developing trading strategies. In the computer sci-
ence literature, artificial intelligence (AI) techniques have been increasingly ap-
plied in the field of technical analysis for equity trading, e.g. the application of a
genetic algorithm (GA) in technical trading rules optimization [1], the adaptive
reinforcement learning system which uses 14 commonly-used technical indicators
as a part of the system inputs [5], and a Logitboost method to select combina-
tions of technical trading rules for stocks and futures trading [4].

Although AI has been used widely in research on financial trading platform
design, these studies have concentrated on the optimization of trading signals
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in technical analysis, in isolation from financial fundamentals and other avail-
able tools. Various approaches based on technical analysis [13] and fundamental
analysis [8] have been developed to forecast future trends in stock prices. Ad-
ditionally, tools from financial engineering have been used to facilitate price
movement analysis. In real world, financial news, quotes, company earnings,
pre-market and after-hours data, market research, company analysis are com-
monly used for price movement analysis. For example, researchers suggest to use
trading systems which use fundamental indicators to select equity and technical
indicators to produce trading signals [14].

Recurrent reinforcement learning (RRL), an online learning technique which
finds approximate solutions to stochastic dynamic programming problems, was
used by researchers to tune financial trading systems for the purpose of utility
maximization [12]. In the literature, most discussions of RRL trading have been
in the context of high-frequency FX and equity indices trading (see [6,5,2,7]).
Due to the effectiveness of RRL in training financial trading systems, the tech-
nique has been adopted by researchers to build more sophisticated financial
trading systems. For example, the multi-layer trading system integrated a risk
management module with a RRL trading system for utility maximization [5].

Over the last few decades, models such as regime switching (RS) have be-
come popular in econometrics. For example, the threshold autoregressive (TAR)
model [15] and the smooth transition autoregressive (STAR) model allowing for
smooth transition [3] draw people’s attention. Although interest in RS models
has grown, most papers on RS have focused on model development, with only a
few applications of RS models concerned with artificial intelligence being found
in the financial trading field.

In the literature, it has been found that transitions between economic regimes
are often signaled by price patterns. Researchers proposed a regime-switching
RRL trading system to cope with the price changes which is non-linear due
to regime switches [9,10]. The basic RS-RRL trading system consists of two
independent RRL systems which produce two trading signals for two scenarios,
i.e. for low and high volatility regimes. The trading signal is made on the basis of
the weighted total value of the trading signals from the two RRL systems. The
weight is an output from a logistic smooth transition autoregressive (LSTAR)
function, in which the conditional variance from a GARCH model is used as the
transition variable.

In this paper, we aim to add to the existing literature on RS-RRL. We do
so by studying the transition variable selection problem in the RS-RRL trading
system. Five indicator variables (i.e. volume, relative strength index, price to
earnings ratio, conditional volatility and moving average prices) are considered
as possible transition variables in the RS-RRL trading system. We also introduce
an upgraded version of the original RS-RRL trading system for the purpose
of enhancing trading profits. Our upgraded version, the RS-RRL 2.0 trading
system uses an automated transition function which is different from the constant
transition function in the original RS-RRL trading system.
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The paper is organized as follows. Section 2 provides a brief overview of RRL-
type trading systems and introduces the our proposed trading system: RS-RRL
2.0. Section 3 provides the results of the experiment. Section 4 concludes the
paper.

2 RRL-Type Trading Systems

2.1 Recurrent Reinforcement Learning

Recurrent reinforcement learning (RRL) was a technique to tune financial trad-
ing systems for the purpose of utility maximization [12]. The RRL technique
is a stochastic gradient ascent algorithm which continuously optimizes a utility
measure by using new market information. Although, in most discussions on
RRL, the market information usually comprises a series of lagged price returns.
The basic RRL trading system in [12] is designed to trade a single-asset with a
two-position action (long/short), which is produced by using linear combinations
of returns and a tanh function (see Figure 1). w denotes a series parameters of
the input signals. Ft−1 refers to the current holding position; and Ft denotes the
asset’s holding position on the following day.

Previous Action Ft−1

tanh
∑

wF

Ft

.

.

.

w’ ⋅ x

Input Series xt−l

Input Series xt wx

v

wv

Fig. 1. Recurrent reinforcement learning

The goal of the RRL trading system is to maximize a wealth measure Ut by
adjusting the parameter set wt in a continuous manner:

maxUt(Rt;wt), (1)

Rt = ν · (sgn(Ft−1) · rt − δ · | sgn(Ft)− sgn(Ft−1)|), (2)

and
Ft = tanh (wt × It) , (3)

where ν is the number of shares and δ is the transactions cost rate. It denotes
a series of inputs, including Ft−1, a constant v with a value of 1, and a set of
lagged returns rt, rt−1, rt−2, . . . , rt−l+1, t = 1, . . . , T , and l is an integer number
representing the length of the lags.



42 J. Zhang

The signal parameters wt are updated by RRL based on stochastic gradients.
The gradients of Ut with respect to the signal parameter set wt can be written
as:

dUt(wt)

dwt
=
dUt

dRt

{
dRt

dFt

dFt

dwt
+

dRt

dFt−1

dFt−1

dwt−1

}
, (4)

dFt

dwt
≈ ∂Ft

∂wt
+

∂Ft

∂Ft−1

dFt−1

dwt−1
, (5)

dRt

dFt−1
= ν · (rt + δ · sgn(Ft − Ft−1)), (6)

dRt

dFt
= −ν · δ · sgn(Ft − Ft−1). (7)

In the literature, the utility measure used in RRL trading systems is the differ-
ential Sharpe ratio (DSR), which is the first-order term after taking the Taylor
series expansion of a performance measure, namely the exponential moving av-
erage Sharpe ratio (EMSR) at η → 0:

EMSRt =
At

Kη · (Bt −A2
t )1/2

, (8)

where At = At−1 + η · (Rt − At−1), Bt = Bt−1 + η · (R2
t − Bt−1), and Kη =

(1−η/2
1−η )1/2. In other words, Ut can be written as:

DSRt =
Bt−1 · (Rt −At−1)− 1

2 ·At−1 · (R2
t −Bt−1)

(Bt−1 −A2
t−1)

3
2

, (9)

and the derivative of Ut with respect to Rt in Eq. (4) can be written as:

dUt

dRt
=
Bt−1 −At−1 · Rt

(Bt−1 −A2
t−1)3/2

. (10)

At time t, the signal parameter set wt is updated by using wt = wt−1 + ρ ·
dUt(wt)

dwt
, where ρ is the learning step.

2.2 Regime-Switching RRL

Although the basic RRL trading system uses linear combinations to generate
trading signals, nonlinear behavior in financial time series has been documented
in the literature. To model the nonlinearities in price changes caused by regime
switches, researchers proposed a RS-RRL trading system [9], in which the trading
signal Ft is defined as:

Ft = FA
t · (1−Gt) + FB

t ·Gt, (11)

FA
t = tanh

(
wA

t−1 × It−1

)
, (12)

FB
t = tanh

(
wB

t−1 × It−1

)
. (13)
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In other words, the final output Ft of the system is a weighted sum of FA
t and

FB
t from two individual RRL systems. The weight is a value generated by using

a logistic function:

Gt(st; γ, c) =
1

1 + exp(−γ · (st − c)) , (14)

where st, γ and c refer to the transition variable, the transition rate and the
threshold value respectively.

In the econometric literature, Gt refers to the transition function in a LSTAR
model. The LSTAR models a univariate return series rt as:

rt = (φ0,1 + φ1,1rt−1 + . . .+ φl,1rt−l) · (1 −G(st; γ, c))

+ (φ0,2 + φ1,2rt−1 + . . .+ φl,2rt−l) ·G(st; γ, c) + εt. (15)

It is found that the conditional volatility variable from a GARCH model is a
suitable transition variable for RS-RRL trading; and the transition rate and the
threshold value in Eq. (14) are derived by using a quasi-maximum likelihood
estimation (for further details, see [11]).

2.3 Regime-Switching RRL 2.0

There are two main concerns with the original RS-RRL trading system. The first
is that, if users do not manually update the parameters in Gt, the transition
function will be constant. Constant transition models may not work well in the
real world as the transition rate and the threshold value can be time-varying. The
second concern is that, the likelihood based inference for the transition function
does not serve the purpose of RRL in the trading context. In other words, the
derivation of LSTAR parameters with quasi-maximum likelihood estimation (i.e.
minimizing error terms), does not fit well with the purpose of trading, which is
utility maximization.

We therefore propose a new RS-RRL trading system which we call RS-RRL
2.0 (see Figure 2), in order to improve the trading performance of the RS-
RRL trading system. In our proposed trading system, in addition to the two
RRL trading systems, we use a control unit which consists of a summation func-
tion and a sigmoid function to mimic the transition function Gt in the LSTAR
model. Inputs of the control unit include the transition variable St, the threshold
value c, and the current holding position Ft−1. To maximize the utility function,
RRL updates the signal parameters in the trading units and the control unit. The
design of RS-RRL 2.0 allows the transition function Gt and the utility measure
to interact in an automated fashion in real time.

In the proposed RS-RRL 2.0 trading system, Ft is the weighted sum of the
outputs FA

t and FB
t from the two individual RRL trading systems, which are

given by Eq. (11), Eq. (12) and Eq. (13). Gt is a function of the transition
variable, the threshold value, and the signal parameters wG:

Gt = sigmoid(wG
t−1 × It−1) =

1

1 + exp(−wG
t−1 × It−1)

, (16)
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Fig. 2. The regime-switching recurrent reinforcement learning 2.0

which is similar to the logistic transition function in LSTAR models. We consider
only one transition function in this paper; other transition functions from the
econometric literature, such as exponential STAR (ESTAR) functions, also can
be modified and used in the system.

Gradients of Ut with respect to the signal parameter sets wA
t , wB

t and wG
t

can be written as:

dUt(w
A
t )

dwA
t

=
dUt

dRt

{
dRt

dFt

dFt

dwA
t

+
dRt

dFt−1

dFt−1

dwA
t−1

}
, (17)

dUt(w
B
t )

dwB
t

=
dUt

dRt

{
dRt

dFt

dFt

dwB
t

+
dRt

dFt−1

dFt−1

dwB
t−1

}
, (18)

and
dUt(w

G
t )

dwG
t

=
dUt

dRt

{
dRt

dFt

dFt

dwG
t

+
dRt

dFt−1

dFt−1

dwG
t−1

}
. (19)

We use the reward measure and the utility function given in Eq. (2) and
Eq. (9), so that the derivatives dUt

dRt
, dRt

dFt
and dRt

dFt−1
are the same as Eq. (10),

Eq. (6) and Eq. (7). The other components in Eq. (17), Eq. (18) and Eq. (19)
can be found in the following:

dFt

dwA
t

≈ ∂FA
t

∂wA
t

+
∂Ft

∂Ft−1

dFt−1

dwA
t−1

, (20)

dFt

dwB
t

≈ ∂FB
t

∂wB
t

+
∂Ft

∂Ft−1

dFt−1

dwB
t−1

, (21)

and
dFt

dwG
t

≈ ∂Gt

∂wG
t

+
∂Ft

∂Ft−1

dFt−1

dwG
t−1

, (22)
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where

∂Ft

∂Ft−1
= (Gt

∂FA
t

∂Ft−1
+ FA

t

∂Gt

∂Ft−1
)− (Gt

∂FB
t

∂Ft−1
+ FB

t

∂Gt

∂Ft−1
) +

∂FB
t

∂Ft−1
,

and all the other required components can be derived using the chain rule of
derivatives.

3 Results of the Experiment

3.1 The Context of the Experiment

The companies selected for this experiment are Swiss SPI stocks (1 April 2009
– 26 September 2013, each series containing 1126 observations). We consider
volume, relative strength index (RSI), price-to-earnings (P/E) ratio and moving
average price changes from technical analysis, and conditional volatility from
a GARCH model as options for selecting the transition variable. Of over 100
SPI stocks, 20 have full historical information (downloaded from Bloomberg) of
the above variables. The 1126 observations of each stock are partitioned into
an initial training set consisting of the first 750 samples. We consider three
consecutive out-of-sample periods, with each out-of-sample period consisting of
125 observations.

Evaluation Period

Training Period

Out-of-Sample Period

SR assess

O1 O2 O3
Invest 

Select  
Elitist 
Trader  

Evaluation Period

Invest 

Invest 

Re-pick  
Elitist 
Trader  

SR assess

Re-pick  
Elitist 
Trader  

SR assess

Fig. 3. Training and trading

The RS-RRL 2.0 trading system is designed to trade a single asset, there are
20 trading systems to trade the 20 SPI stocks. Every trading system consists
of a group of 500 simulated traders (sim-traders). In the real world, as differ-
ent traders may have different levels of information asymmetry, we initialize the
sim-traders by using different numbers (i.e. random numbers from a Gaussian
distribution with a mean of 0 and a standard deviation of 0.05). The sim-traders
are then trained with the first 750 samples. At the end of the training period,
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we select the best-performing trader (referred to as the elitist trader hereafter)
from the 500 sim-traders according to their Sharpe ratio rankings in an evalu-
ation period (i.e. the last 125 trades before out-of-sample trading). The elitist
trader is reselected at the beginning of each out-of-sample period.

Based on preliminary tests, the following parameters were found to be suitable
settings for the daily equity trading problem: the number of shares traded ν = 1;
the learning rate ρ = 0.15; the adaption rate η = 0.05. We expect that new
information will be reflected in stock prices in a maximum period of two weeks,
therefore we use a value of l = 10. The transaction cost δ has a value of 3 bps.
The parameters of the transition variable and the threshold value have an initial
value of 1. We use an optimization approach, differential evolution to estimate
the threshold value (see [11]), other parameters of the system are initialized using
random numbers.

3.2 Out-of-Sample Trading Performance

Profitability and stability are two particularly important factors in a financial
trading system. In this study, we use the Sharpe ratio to measure the profitability
and we calculate the Sharpe ratio using daily returns. It should be noted that
the trading performance of RRL-type trading systems relates directly to the
initialization of signal parameters. Therefore, stability refers to the consistency
of the Sharpe ratios recorded from independent restarts of the trading system.

We restart the RS-RRL 2.0 trading system 100 times, saving the daily Sharpe
ratio of the elitist trader in each out-of-sample period from each trial. We collect
a number of 100 Sharpe ratios for each stock. The mean value and the stan-
dard deviation (SD) of the 100 Sharpe ratios are considered as the measures for
profitability and stability respectively. We check the daily Sharpe ratio statistics
which are produced by using the basic RRL, the RS-RRL 1.0, and the RS-RRL
2.0 trading systems for each stock. We collect these Sharpe ratio means and SDs
based on 100 restarts of the RRL and the RS-RRL 1.0 trading systems from the
three out-of-sample periods. To make a fair comparison, the system parameters
used in the RRL and RS-RRL 1.0 trading systems are the same as that used in
RS-RRL 2.0. Both of the RRL and RS-RRL trading systems consist of a group
of 500 sim-traders. We select an elitist trader from the 500 sim-traders for out-
of-sample trading on the basis of their Sharpe ratio rankings from evaluation.

The means and standard deviations which are computed based the 100 restarts
from the three out-of-sample periods are reported in Table 1 and Table 2. As
these tables show that, the RS-RRL 2.0 trading system tends to perform at
least as well as the RRL and the RS-RRL 1.0 trading system, and often better
with respect to higher means and lower standard deviations. We perform the
one-way analysis of variance (ANOVA) to compare the means of the Sharpe
ratios produced by the RS-RRL 1.0 and the RS-RRL 2.0 trading systems. In
Table 1, the Star symbols indicate the cases where the two Sharpe ratio means
are significantly different from each other at a significance level of 5%, given a
same transition variable. The results of the experiment show that most of the SR
means from the RS-RRL 2.0 trading system are statistically greater than those
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Table 1. Sharpe ratio means

Volume Con.Vol RSI 9 PE MV 30
RRL RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2

1 0.033 0.004 0.098* 0.026 0.096* 0.028 0.094* 0.026 0.095* 0.040 0.101*
2 0.020 0.027 0.031 0.005 0.029* 0.016 0.029 0.024 0.025* 0.046 0.025
3 0.056 0.076 0.046* 0.026 0.025 0.060 0.055 0.033 0.027 0.013 0.036*
4 0.040 0.041 0.033 0.038 0.039 0.041 0.033 0.043 0.040 0.006 0.023*
5 0.008 -0.007 0.070* 0.007 0.070* 0.006 0.059* 0.018 0.072* 0.038 0.076*
6 0.057 0.023 0.113* 0.060 0.112* 0.061 0.107* 0.097 0.112* 0.009 0.110*
7 0.033 0.016 0.020 -0.003 0.042* 0.039 0.055* 0.009 0.021 0.009 0.014
8 0.014 0.020 0.079* 0.021 0.076* 0.011 0.059* 0.023 0.080* 0.044 0.077*
9 0.027 0.052 0.028* 0.035 0.031 0.024 0.023 0.067 0.041* -0.006 0.019*
10 0.032 0.029 0.047* 0.062 0.074 0.025 0.019 0.016 0.034* -0.002 0.054*
11 0.026 0.028 0.024 0.007 0.037* 0.017 0.031* 0.003 0.042* 0.023 0.036*
12 0.050 0.069 0.078 0.075 0.071 0.051 0.058 0.027 0.073* 0.048 0.080*
13 0.034 0.030 0.023 0.013 0.014 0.030 0.025 0.014 0.024* 0.029 0.015*
14 0.064 0.072 0.082 0.060 0.066 0.077 0.094* 0.056 0.073* 0.069 0.087*
15 0.032 0.043 0.068* 0.033 0.072* 0.036 0.061* 0.063 0.065 0.031 0.051*
16 0.020 0.014 -0.015* -0.026 -0.022 0.023 0.001* -0.003 0.045* -0.011 0.008*
17 0.035 0.026 0.104* 0.029 0.087* 0.045 0.053 0.062 0.111* 0.004 0.106*
18 0.019 0.019 0.006* 0.001 0.011 0.025 0.002* 0.028 -0.009* 0.024 0.004*
19 0.035 0.042 0.067* 0.049 0.089* 0.043 0.087* 0.044 0.084* 0.036 0.081*
20 0.066 0.005 0.049* 0.048 0.055 0.062 0.090* 0.082 0.048* 0.040 0.055*

Table 2. Sharpe ratio standard deviations

Volume Con.Vol RSI 9 PE MV 30
RRL RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2 RSRRL1 RSRRL2

1 0.081 0.077 0.044 0.077 0.043 0.078 0.052 0.089 0.037 0.075 0.039
2 0.070 0.072 0.060 0.069 0.053 0.067 0.059 0.065 0.047 0.081 0.049
3 0.072 0.075 0.051 0.075 0.050 0.068 0.065 0.063 0.050 0.083 0.052
4 0.071 0.070 0.042 0.069 0.043 0.069 0.051 0.060 0.043 0.059 0.055
5 0.078 0.077 0.052 0.069 0.049 0.077 0.078 0.065 0.054 0.083 0.054
6 0.073 0.072 0.037 0.077 0.039 0.075 0.050 0.064 0.036 0.095 0.038
7 0.091 0.085 0.068 0.083 0.077 0.095 0.087 0.092 0.075 0.077 0.062
8 0.099 0.092 0.105 0.094 0.112 0.099 0.107 0.086 0.111 0.104 0.112
9 0.079 0.071 0.057 0.075 0.063 0.076 0.070 0.070 0.061 0.077 0.069
10 0.081 0.081 0.126 0.099 0.154 0.085 0.110 0.076 0.131 0.094 0.145
11 0.079 0.091 0.056 0.078 0.065 0.080 0.055 0.065 0.073 0.077 0.068
12 0.068 0.081 0.060 0.072 0.063 0.074 0.054 0.080 0.076 0.075 0.080
13 0.071 0.076 0.047 0.072 0.055 0.073 0.044 0.056 0.045 0.076 0.057
14 0.072 0.073 0.064 0.078 0.067 0.076 0.058 0.069 0.069 0.076 0.079
15 0.080 0.073 0.050 0.070 0.051 0.074 0.055 0.065 0.045 0.084 0.056
16 0.082 0.095 0.085 0.077 0.080 0.077 0.082 0.086 0.080 0.079 0.096
17 0.075 0.087 0.047 0.076 0.059 0.078 0.066 0.085 0.048 0.077 0.055
18 0.078 0.073 0.083 0.086 0.072 0.072 0.090 0.071 0.083 0.090 0.068
19 0.074 0.068 0.077 0.074 0.078 0.076 0.093 0.083 0.078 0.067 0.077
20 0.095 0.085 0.092 0.082 0.073 0.094 0.097 0.093 0.079 0.076 0.087

from the RS-RRL 1.0 trading system at a significance level of 5%. Although most
Sharpe ratio means are not statistically greater than zero, we can still produce
a positive return after netting the profits and losses from trading the 20 stocks
by using the RS-RRL 2.0, which confirms the same findings in [11].

4 Conclusions

This paper presents an upgraded version of the RS-RRL trading system referred
to in the literature. In the proposed RS-RRL 2.0 trading system, we use an auto-
mated transition function to model regime switches in equity returns. Unlike the
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original RS-RRL trading system, the dynamic of the transition function in our
system is driven by utility maximization. Although the proposed system looks
similar to an artificial neural network (ANN), we use a performance measure,
i.e. the differential Sharpe ratio, which is different from the error function in
traditional ANNs to implement the online learning for equity trading. We are
able to reveal the time-varying feature of the threshold value by studying the
parameter wG

C (as shown in Figure 2), which provides a deeper insight into the
impact of regime switches on stock returns comparing to the constant transition
function suggested in the literature.

The results of our experiment show that regime-switching trading system
brings value-added to trading performance. The RS-RRL 1.0 trading system re-
ferred to in the literature, produces higher Sharpe ratio means than the RRL
trading system without impairing the stability of trading results. We also show
that most the Sharpe ratios from the proposed RS-RRL 2.0 trading system are
statistically greater than that from the RS-RRL 1.0 trading system at a signif-
icance level of 5%, given a same transition variable. With respect to transition
variable selection, it seems that the price-to-earnings ratio is apt to produce
higher Sharpe ratio means comparing the other four indicators; however, it is
difficult to tell a ‘one size fits all’ indicator which improves the Sharpe ratio in
general based on such a small sample of stocks.
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Abstract. In audio and speech processing, accurate detection of the changing
points between multiple speakers in speech segments is an important stage for
several applications such as speaker identification and tracking. Bayesian Infor-
mation Criteria (BIC)-based approaches are the most traditionally used ones as
they proved to be very effective for such task. The main criticism levelled against
BIC-based approaches is the use of a penalty parameter in the BIC function.
The use of this parameters consequently means that a fine tuning is required for
each variation of the acoustic conditions. When tuned for a certain condition, the
model becomes biased to the data used for training limiting the model’s general-
isation ability.

In this paper, we propose a BIC-based tuning-free approach for speaker seg-
mentation through the use of ensemble-based learning. A forest of segmentation
trees is constructed in which each tree is trained using a sampled version of the
speech segment. During the tree construction process, a set of randomly selected
points in the input sequence is examined as potential segmentation points. The
point that yields the highest ΔBIC is chosen and the same process is repeated
for the resultant left and right segments. The tree is constructed where each node
corresponds to the highest ΔBIC with the associated point index. After building
the forest and using all trees, the accumulated ΔBIC for each point is calcu-
lated and the positions of the local maximums are considered as speaker changing
points. The proposed approach is tested on artificially created conversations from
the TIMIT database. The approach proposed show very accurate results compara-
ble to those achieved by the-state-of-the-art methods with a 9% (absolute) higher
F1 compared with the standard ΔBIC with optimally tuned penalty parameter.

1 Introduction

Speaker segmentation is the process of determining the speaker switching points in
a speech signal leading to an accurate separation of the signal into speaker homoge-
neous subsegments. This is an essential initial stage in several speech and audio ap-
plications such as speaker tracking [5], audio classification [14] and speaker diarization
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systems [3]. Segmentation is usually performed without any prior knowledge about who
or how many speakers are present in the speech segment, with an unknown maximum
and minimum length of the speakers’ segments and with no prior information about the
acoustic conditions and the noise level and type. Having no or very limited prior infor-
mation about these conditions makes speaker segmentation one of the very challenging
task in the speech processing domain.

Several approaches have been proposed for speaker segmentation [7,13,4,10,8,15]
(an extensive review can be find in [3]). Among these methods, ΔBIC metric is the
most widely used for this task [7,13,4,10,8]. The main drawback of BIC-based ap-
proaches is that they require fine tuning of a penalty factor that highly affects the qual-
ity of segmentation. This penalty factor is related to the number of parameters those
are used to model the speech segment. Traditionally, the penalty factor is tuned for
each specific acoustic conditions which limits the generalisation capabilities of the sys-
tem [16,21]. An alternative BIC function has been proposed which aims at eliminating
the effect of the number of parameters in the BIC calculation [2]. This is accomplished
by estimating the speech segment by two mixtures of the Gaussian mixture model and
estimating the left and right segments around the segmentation point by one mixtures
of the Gaussian mixture model.

In this paper, we introduce a novel approach based on the ensemble-based mecha-
nism to estimate the speakers changing points in multi-speakers segments. The main
advantage of the proposed approach is that it eliminates the need to tune the penalty
factor originally employed in the BIC-based segmentation function. Through using the
proposed method we were able to increase the robustness of the traditional BIC-based
techniques when used in various acoustic conditions.

The approach works by building a set of segmentation trees called segmentation
forest; each tree is built using an approach similar to the one proposed in [8]. Each
node in each segmentation tree examines a set of randomly selected points as potential
segmentation points. The gain function in each tree is the value of the BIC and the
goal is to select the point that gives the highest BIC. The value of the penalty factor
is randomly assigned for each BIC calculation. Each segmentation tree assigns a BIC
value for the examined points. The final resultant BIC values for the sequence points
are the accumulated values using all segmentation trees in the forest.

The paper is organised as follows: In section 3, the standard BIC-based speaker
changing point detection is presented, followed by a BIC-based speaker segmentation
using divide-and-conquer strategy in Section 3. In Section 4, the proposed approach
is explained. The experiments and evaluations conducted to validate the proposed ap-
proach are presented in Section 5 and finally a conclusion is presented in section 6.

2 Detecting Speaker Changing Points Using BIC

The BIC is a asymptotically optimal Bayesian-based model-selection criterion tradi-
tionally used to determine the parametric model that best fits a set of data samples
X = x1, ..., xN , where xi ∈ R

d, where d is the dimension of the feature space [7].
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According to the BIC approach, the model Mj that best fits a set of data samples is the
model that maximises the function:

BICj = logP (X |Mj)− λ1
2
kj logN (1)

where logP (X |Mj) is the log likelihood of the data X for Mj , λ is the weight of the
second term that relates to the number of parameters kj in the modelMj and the number
of samples N in the data.

Suppose we have two models representing the dataX namelyM1 andM2, the model
M1 is chosen over M2 to fit the data X if ΔBIC = BIC1 −BIC2 is positive.

For the speaker segmentation task, suppose a segment of speech X . To check if
the speaker changes at a point index i, M1 represents the model drawn from two full-
covariance Gaussians using the separated segments at point i and M2 is the model
drawn from one full-covariance Gaussian. We calculate the ΔBIC between M1 and
M2: the number of parameters k1 in M1 is twice the number of parameters in M2,
where k1 = d+ d(d+1)

2 . ΔBIC is calculated as:

ΔBIC = N∗log|Σ|−i∗log|Σleft|−(N−i+1)∗log|Σright|− 1

2
λ(d+

d(d + 1)

2
)logN

(2)
where |.| is the determinant of the covariance matrix, λ is the penalty factor that tunes
the segmentation sensitivity [9], ideally this parameter is equal to 1. Point i is considered
a speaker switching point, if ΔBIC > 0.

Applying this approach on a speech segment detects a single changing point. In order
to be able to detect multiple-switching points, a window growing mechanism is usually
employed [20]. This approach starts by processing a small window Ninit and tries to
detect a changing point within this window. It then extends this window by a Ng until
a changing point is detected or the window size reaches a maximum size Nmax. If
the search reaches Nmax with no detection of a changing point, the window is shifted
by Ns. Otherwise, the search process is repeated starting from the newly discovered
switching point.

3 BIC-Based Speaker Segmentation Using Divide-and-Conquer

This approach uses the ΔBIC function to perform a hierarchical splitting of a speech
sequence into its most two dissimilar parts [8]. This is done by scanning the whole
segment and choosing the point that gives the highest ΔBIC. The resultant point is
then considered as a potential speaker switching point (called i). The same approach
is then repeated on the left and right segments of the point i. This process is applied
recursively until the size of the segment becomes smaller than a threshold.

After processing the left and right segments,ΔBIC is checked, if it is positive, point
i is considered as a switching point; otherwise, the leftmost sub-segment from the right
segment and the rightmost sub-segment from the left segment are considered as one
segment and the highest ΔBIC is calculated. If ΔBIC is positive, the new point is
added to the set of changing points.
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One can note that the process described can be seen as generating a tree-like struc-
ture, where each internal node in that tree is a segmentation point. It is also worth
noticing that this approach still uses the standard ΔBIC where the tuning process of λ
is still required.

The approach proposed in this paper employs a similar mechanism for generating a
tree structure for the segmentation. These resultant trees are used to detect the changing
points. In the next section, the approach proposed for speaker segmentation using a
segmentation forest is explained.

4 BIC-Based Speaker Segmentation Using Segmentation Forest

The ensemble-based learning approaches such as random forest and density forest [6]
have been successfully employed for several tasks in the audio domain such as emotion
recognition [19,18], paralinguistic event detection [1] and audio event detection [11].
In this work, a segmentation forest is utilised as a special case of the random forest
approach. Random forest is a tree-based non-parametric classification and regression
approach. The principle is to grow an assemble of trees on a random selection of sam-
ples in a training set. Each tree is a classification and regression tree (CART). While
constructing the trees and at each tree node, a randomly selected set of features is con-
sidered and the features are investigated as potential predictors that decide the split of
the data. The splitting robustness is calculated as the information gain resulted from the
splitting.

The proposed approach applies a similar mechanism to the one used by the random
forest. However, instead of building decision trees, we build a set of segmentation trees,
where the randomly selected features to be examined at each node are the potential
segmentation positions, the gain function in our case is the ΔBIC.

Formally, a segmentation forest SF is a set of segmentation trees

SF = {ti} : i = [1...T ] (3)

where ti is the ith individual tree and T is the total number of trees. Each tree ti, in
the forest is trained independently in a similar manner to the one used for building the
tree in the divide-and-conquer approach explained in Section 3. The main differences
between the two processes are:

– Instead of scanning the full set of positions in the sequence, a randomly selected
set of points is examined.

– The value of λ in the ΔBIC function is randomly chosen between a min and a
max values.

– We do not recheck internal points if the value of ΔBIC is negative, instead we
assign the negative value obtained for ΔBIC to the corresponding point.

– Each tree is trained using a sampling from the original sequence without replace-
ment.

A detailed description of the tree building process is presented in Algorithm 1.
The result of the pervious process is a set of segmentation trees where each node

in each tree is associated with a position and a ΔBIC value. The final ΔBIC for
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Algorithm 1. Building a segmentation tree n← train(X)

- X : the speech segment
- n : the node that represents the segmentation of the input segment

if ( length(X) < threshold) then
return empty

end if
- pp← get round of

√
(length(X)) randomly chosen points from X as potential segmentation

points to examine
- Find the point i from pp that gives the highest ΔBIC (called mBIC), where λ is randomly
chosen for each point
- Split X at position i into Xl and Xr

- call the same process on Xl to get n.childl
- call the same process on Xr to get n.childr
- store the position i in n.position
- - store the value mBIC in n.ΔBIC
return n

each point is the accumulated ΔBIC from all trees. As a result, positive accumulated
ΔBIC values are produced on and around the speaker segmentation points. To de-
tect the exact changing point positions, the resultant ΔBIC value sequence is grouped
forming a set of local regions according to the distance between the points. The position
of the maxima of each local region represents a speaker changing point as illustrated in
Figure 1.

Fig. 1. An illustration of a accumulated ΔBIC and the local regions with their maxima
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5 Experiment and Evaluation

The purpose of the experiments conducted is to validate the proposed approach and
to check its efficiency for the speaker segmentation task. For this purpose, The per-
formance and execution time of the proposed method is compared with several other
BIC-based approaches reported in the literature.

5.1 Experiment Setup

In order to evaluate the proposed approach, a comparison between its performance and
several other BIC-based approaches is performed. A artificially created conversations
by concatenating speech from the TIMIT database are used for evaluation [12]. TIMIT
is an acoustic-phonetic databased which consists of 6300 utterances for 630 english
speakers. Two conversation sets (A and B) are generated, the first set is for penalty pa-
rameter tuning in the standard and divide-and-conquer BIC-based approaches. It con-
sists of 20 conversation, each contains 2 to 6 speakers and the length of each speaker
segment varies between 2 and 6 seconds. The testing dataset, B, consists of 100 con-
versation. The number of speakers per conversation changes from 2 to 6 and the length
of each speaker segment is between 2 and 6 seconds. The testing set contains 338
switching points. The feature vectors used were 23-dimensional mel-frequency cepstral
coefficients (MFCC) and log energy extracted every 10 ms, with a window size of
25 ms.

In the process of detecting the changing points in the speaker segmentation modules,
two types of errors occur: the first is due to missing a true speaker changing point. This
type of errors can be measured using the precision (PRC), which is calculated as:

PRC =
number of correctly found changes

total number of changes found
(4)

and the other measurement is the Missed Detection Rate (MDR), which is calculated
as:

MDR = 100 ∗ MD

RC
(5)

where MD is the number of missed changing points and RC is the number of true
changing points. The second error type occurs when a false changing point is detected.
This type can be measured using the recall (RCL), which is defined as:

RCL =
number of correctly found changes

total number of correct changes
(6)

and the other measurement is False Alarm Rate (FAR), which is calculated as:

FAR = 100 ∗ (1−RCL) (7)

Another measurement that combines the PRC and RCL in one value is the F1-
measure. This measurement is defined as:

F1 = 2 ∗ PRC ∗RCL
PRC +RCL

(8)
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Table 1. Average and standard deviation values for the results obtained from each approach using
the five error measurements

BIC DICBIC GMMBIC SF −BIC

PRC(mean) 0.77 0.89 0.59 0.83
PRC(std) 0.30 0.27 0.28 0.24

RCL(mean) 0.74 0.75 0.75 0.84
RCL(std) 0.31 0.29 0.31 0.25
F1(mean) 0.74 0.79 0.65 0.83
F1(std) 0.29 0.27 0.23 0.23

FAR(mean) 13.31% 3.97% 50.67% 10.78 %
FAR(std) 16.94 11.00 23.88 14.22

MDR(mean) 26.03% 25.33% 35.03% 16.47%
MDR(std) 30.48 28.82 30.61 24.85

The value of F1 is between 0 and 1, the closer the value to 1 is, the better the system.
For MDR and FAR measurements, the values are between 0 and 100, the smaller the
value is, the better the system.

Four approaches are evaluated using the conversation set. The first approach is the
standard window-growing approach (referred to as BIC) as described in Section 2. The
λ value is tuned using the set A and the result value is set to λ = 2.8. The second
approach is the divide-and-conquer approach (referred to as DACBIC) as described in
Section 3 and the λ value is also tuned using the set A and it gives λ = 3.2. The third
one is the window-growing approach using one mixture per GMM for separated seg-
ments and two mixture per GMM for combined segments to estimate the covariance
matrices [2]. This removes the effect of the penalty parameter (referred to as GMM-
BIC). Diagonal covariance GMM is used for GMMBIC implementation. The fourth
approach is the proposed approach (referred to as SF-BIC). The number of trees in our
approach is set to 50 and the stopping criterion threshold (minimum segment length) is

500. The number of points to examine at each node is
√

length(segment)
Nmin

whereNmin is

the shifting factor. λ value was generated randomly between [0..6]. The tolerance value
for the detected points is 0.5 second, i.e. if a detected point is positioned within 0.5
distance around a reference point, it is classified as a correctly detected point.

5.2 Evaluation

The five accuracy measures discussed are calculated for each examined approach. We
used the same evaluation protocol proposed in [17]. According to this protocol, the
previously discussed error metrics are first calculated followed by applying ANOVA
and Tukey test.

Table 1 presents the mean and standard divination values of each measure for each
of the examined system.

The results show that a better performance is obtained by the proposed method com-
pared with the other approaches with respect to the overall performance of the system as
depicted by the F1 measure. The results also indicate that our approach is able to more
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accurately predict the true changing points according to theRCL andMDR measures.
The DICBIC detects less false alarm points compared with the other approaches as the
results of PRC and FAR show.

To check if the performance obtained is significantly different among the compared
approaches, a One-way ANOVA is applied for a 95% confidence level. The null hypoth-
esis tested is that the groups means are equal, i.e. the approaches are not significantly
different. The alternative hypothesis states that the groups means are unequal, which
consequently means that at least one of the systems differs from the rest with respect to
the examined measure. The F − statistic values and the p− values of all approaches
are calculated and presented in Table 2. The results show that the performance is sig-
nificantly different among all five measures.

Table 2. F − statistic and p − value results obtained from ANOVA for each approach using
the five measurements

F − statistic p− value

PRC 66.64 1.42e-34
RCL 6.59 2.36e-04
F1 44.85 8.45e-25

FAR 142.39 1.22e-61
MDR 6.59 2.36e-04

Since ANOVA test does not provide any information about which system is differ-
ent from the other, the Tukey range test, or honestly significant differences method, is
employed. Tukeys method provides a pair-wise comparison of the means while main-
taining the confidence level at a predefined value. If the confidence interval includes
zero, the differences are not significant, otherwise, the differences are significant.

The Tukey test is applied between the proposed approach and the three other ap-
proaches and the results obtained are presented in Table 3.

Table 3. The Tukey test results between the proposed approach and the other examined ap-
proaches

SF −BIC vs GMMBIC SF −BIC vs DICBIC SF −BIC vs BIC

PRC 0.374,0.448 -0.126,-0.0540 -0.0130 , -0.0635
RCL 0.105 , 0.1856 0.01201, 0.0886 0.01655 , 0.09561
F1 0.3151 , 0.3805 -0.0401, 0.0302 0.0077 , 0.0820

FAR -45.477 , -39.888 3.197 , 6.8120 -6.977 , -2.530
MDR -26.489 , -18.561 -16.512, -8.860 -17.468 , -9.561

The results show that the differences in the performance between all approaches are
significant except for the F1 measure between the proposed approach and the DICBIC
approach.
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Table 4. Average and standard deviation values for the execution time of each approach

BIC DICBIC GMMBIC SF −BIC

time(mean)(s) 50.16 19.82 91.81 124.77
time(std) 25.76 12.26 50.24 54.18

The results obtained from the statistical analysis performed indicate that the perfor-
mance of our approach is comparable to those achieved by the-state-of-the-art method
as demonstrated by the insignificant difference between the accuracies obtained.

The execution time for each approach (shown in Table 4) shows that the proposed
approach has the highest execution time. This is due to the time required to build a set
of segmentation models instead of one. However, since each tree is built independently,
this time consumption issue can be solved by constructing the trees in parallel.

6 Conclusion

In this paper, a tree-based ensemble method for speaker changing point detection is
proposed. The approach trains a set of trees using a sampled version of the speech seg-
ment. To build a node in the tree, a randomly selected points are examined as potential
segmentation points. The point that gives the highest ΔBIC is chosen. This process
is recursively applied on the left and right subsegments until a stopping criterion is
reached. As a result, a tree is constructed where each node stores the highest ΔBIC
with the associated point index. Once the model is built, the accumulated ΔBIC for
each point is calculated using the all trees in the forest. The final changing points are
then calculated as the positions of the local maximums after grouping the points those
have a positive ΔBIC into groups according to the distance between them.

We conduct a set of experiments to test the proposed approach and analyse its per-
formance. For this purpose, a comparison is performed with three other state-of-the-art
methods. The comparison shows that the proposed approach achieves better average
results an insignificant performance difference from the best models reported in the lit-
erature. Our model, however, has the advantage of eliminating the need of parameter
tuning and thereafter demonstrates more robustness and generalisation capability over
changes in the acoustic conditions.

The future work includes building an interactive speaker changing point detection,
where the user can modify, add or delete a set of changing points and the model uses
this information to adapt itself.
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Abstract. Research in the field of educational videos and the contribution of 
data mining to education can affect the instructors’ approach to learning. This 
particular study focuses on online educational videos and more specifically on 
their speakers. Initially a survey is conducted related to the popularity of educa-
tional videos on the YouTube which are then divided into two categories the 
more popular and the less popular. Then the characteristics related to language 
are extracted from the transcript of the speakers and after a clustering procedure 
the differences between the two categories are stated. The characteristics related 
to the language of the speakers of the popular videos present very interesting re-
sults. That is, the pace of speaking is faster and the complexity off the sentences 
is higher than the ones in the less popular videos.  

Keywords: Educational video, transcript, popularity, clustering, k-means. 

1 Introduction 

The advancement of social media adds a large amount of data on the web on a daily 
basis and especially in content-based communities such as YouTube and Daily Mo-
tion. A very large number of videos in social media concern education, and in many 
cases, constitute part of the traditional online courses [1] and the upcoming massive 
open online courses [2]. They are usually created by universities, companies, organi-
zations or even individual users. In many cases transcripts of the video lectures are 
available. 

The present research focuses on the study of educational videos from social media, 
oriented both to verbal content and to metadata of the pages that contain them. The 
present study thus, examines questions concerning issues such as why some educa-
tional videos are more popular than others and what are the characteristics that make a 
video popular. The issues arising are both interesting and complex. Our research in-
novation is that we examine them based on the audio language used in the educational 
videos. Through a qualitative study of the transcripts of the videos we extract the 
characteristics of the language used by the speakers (i.e. pace of speech, sentence 
length, commas, range of vocabulary etc.), which will be utilized in order to designate 
the speakers into to two basic types of speakers. These two types are based on wheth-
er the videos they take part in are popular or not. At this point another interesting 
question arises which we had to answer as well, i.e. what are these characteristics  
that define the popularity of a video after all, and how we can measure it? Using the 
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metadata of the web pages that contain the videos we moved to an analysis related to 
the issue and propose a formula for defining video popularity. Finding the language 
characteristics of the speakers of the popular educational videos is very important 
both for the educational organizations and the individuals as creators of educational 
videos and for the scientific community since this study contributes to the research of 
linguistic data in the social media.  

In the first part of the study we present relevant studies and point out how our  
research differs. In the second part we analyze the concept of popularity of online 
videos and we propose a formula for its estimation. In the third part we present the 
methodology used and include a thorough analysis of the characteristics used in  
our research. In the fourth part we present the experiments conducted as well as a 
commentary on the findings. Finally in the last part we present the findings of our 
research and how these can be utilized.  

2 Related Work 

As far as the videos are concerned, a lot of studies have been conducted in various 
field studies concerning video classification [3], [15] in order for the videos to fall 
automatically in certain categories using video and text data. Studies that concern the 
searching of videos and more specifically studies focusing on information retrieval 
browsing very large document collections [4] and video retrieval on the web utilizing 
the integration of multiple features [5], [7]. Finally, there have been studies that focus 
on video comparison [6] in order to estimate the percentage of visually similar 
frames. 

The special characteristic of our research concerns the transcript of what the speak-
ers say in each video. This has been used in other relevant studies concerning text 
mining such as text classification [13,14] and text clustering [8], [12], as well as stu-
dies concerning natural language processing [9,10]. Our research was inspired by the 
research conducted by Jin and Murakami [11] who studied the authors’ characteristic 
writing styles as seen through their use of commas.  

When it comes to social media, and more specifically YouTube, it has been shown 
that the introduction of videos in higher education has opened new horizons both to 
the educators who want to contribute to education and to learners who want to learn 
[16,17]. Thus, a new effort is being made in order for success in learning to be max-
imized. At this point our study comes in order to examine the educational videos in 
relation to their popularity on the YouTube. More specifically, we use the clustering 
method on metadata and on content data of the transcript of the video. Our purpose is 
to divide the videos in two categories: the most popular video category and the least 
popular videos category, and then to study which are qualitative speech characteristics 
of each category, regardless of the subject content of the videos.  

3 Video Popularity 

YouTube contains quite a few characteristics that could be utilized in order to define 
the popularity of a video, such as the number of views, of likes, of dislikes, the users’ 
comments, the number of those who have chosen it as favorite and finally the number 
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of video responses [18,19]. The favorites and responses are the least used characteris-
tics by the users. The views characteristic refers to the number of times the video has 
been viewed, while the likes, dislikes and comments can be used by registered users 
only. Especially for comments we should mention that we face two problems: the first 
concerns the complicated and time consuming procedure required in order to charac-
terize the users’ opinion [20,21], and the second concerns the ability to comment the 
video lecture, which could be deactivated by the creator and, thus, we would have no 
relevant comments.  

Thus, in order to be fair concerning the videos in focus we chose to keep the cha-
racteristics that are definitely present and that attribute a positive value to the video. 
We ended up, therefore, using the views and the likes, in order to estimate the popu-
larity of the videos. These two characteristics are based on human actions that show 
how many times a video has been viewed and how many people liked it.  

We define as popularity P of a video i, which belongs to a certain category c, the 
normalized value of likes L and the number of views V according to formula  

 ,  

where maxL and maxV are the maximum values of likes and views correspondingly, 
that were observed in the particular video category. Since designating the value of P as 
high or low is subjective, we used the mathematical method of median [31]. The me-
dian is a measure of central tendency. In our case it represents the value for which half 
of videos’ popularity are higher and the other half are lower. In that way splitting in 
half the videos of high and low popularity we can use machine learning methods in 
order to extract knowledge concerning what makes a video more popular than another. 

We chose not to use the lifetime of a video on YouTube as a parameter in estimat-
ing the popularity of a video, because there seemed to be a problem: The new videos 
with few likes and views seemed to be more popular which was wrong because older 
videos had more likes and views.  

4 Methodology 

4.1 Data 

Our data were collected from YouTube, which is the third most visited social media 
site worldwide [22] and the largest provider of videos [23]. YouTube provides its 
users with a specific space to upload videos that fall into the category of educational 
videos1. Searching through the category of Education of YouTube by inserting key-
words from different scientific fields such as computer science, physics, medicine, art, 
health, philosophy, energy and others, 20830 videos were collected among which 
1108 (5.3%) had English transcripts. The total duration of the 1108 videos used in our 
research is 473 hours and have over 242 million views in total. From each video me-
tadata attributes were collected using the YouTube API v2 [24] as well as qualitative 

                                                           
1  http://www.youtube.com/education 
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attributes of speech (after processing the transcripts of videos). Grzybek’s et al. [32] 
and Mahowald’s et al. [33] research shows the importance of words, Hill’s and Mur-
ray’s research [34] note the value of commas and Palmer’s study [35] highlights the 
importance of sentence segmentation of a natural language text. Thus, we used 
these important structural elements for the definition of our qualitative attributes. 
Below we refer to these attributes and their description in categories. 
• Metadata 

In this category there are two attributes. The first one is the Duration attribute 
which refers to the second of the total appearance of the online video. The second 
attribute is the AuthorUri which concerns the unique identity of the owner of the 
video on YouTube, which may refer to a University, an educational organization or 
an individual. Both attributes come from metadata of the YouTube page, which 
contain the video in focus.  

• Words 
The words category contains the qualitative characteristics of the transcript of the 
educational video. More analytically, the attribute NumOfWords concerns the 
number of words used by the speakers of the video. This attribute shows the real 
duration of speech, since we count neither the duration of speech, which contains 
times pauses, nor the duration of a video which contains other elements such as ads 
or short introductions before the educational video begins. The second attribute 
AvgWordLength concerns the average word length. This attribute helps us form a 
complete view of the net length of speech we referred to earlier, since videos differ 
also in the length of words used, besides the number of words.  

• Transcript Sentences 
This category contains four attributes which concern: the number of the transcript 
sentences (NumOfSent), the minimum sentence length in characters (MinSen-
tLength), the average sentence length in characters (AvgSentLength) and the maxi-
mum sentence length in characters (MaxSentLength). All these four attributes de-
scribe the number and the length of the transcript sentences. Thus, through the 
transcripts we can extract qualitative information concerning the sentence length 
used by the speakers, supposing that longer sentences are more likely to contain 
more information for the listener that shorter ones.  

• Sentences complexity 
This category contains two attributes concerning the commas contained in the  
transcripts. The NumOfCommas attribute refers to the total number of commas 
contained in the transcript while the AvgNumOfCommasPerSent attribute shows 
the average number of commas per sentence. Commas are used in order to avoid 
ambiguity. They are mainly used in lists, for separation causes, to set off certain 
adverbs at the beginning of a sentence and in parenthetical phrases. All the above 
indicate that a sentence with commas is more complicated in structure and in 
meaning that one without commas [30].  

• Vocabulary 
This category contains the NumOfUniqueWords attribute which shows the number 
of unique words in the transcript. The more unique words a transcript contains  
the wider the vocabulary used by the speaker, without it necessarily being more 
advanced since the videos come from different scientific fields and contain the 
domain-specific terminology of the corresponding fields. 
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• Flow of words  
This category contains two attributes: the MicroRhythm attribute that refers to the 
micro flow of words and the MacroRhythm attribute which refers to the macro 
flow of words. More analytically, the MicroRhythm attribute measures the average 
flow of words in the time (measured in seconds) the corresponding transcript text 
is displayed on the screen, and the MacroRhythm attribute measures the flow of 
words in the total time the transcript texts are displayed on the screen. 

• Evaluation 
This category contains the evaluation attribute of our study named Popularity. This 
attribute is used for the binary classification of the educational videos. It has two 
values high and low as it was described in the previous section of the present paper.  

4.2 Experimental Procedure 

In the beginning we conduct a statistical analysis of our data. At this point we study 
any extreme cases and we suggest solutions to deal with them. The purpose is to pre-
process our data so as to avoid problems during the experimental procedure, such as 
missing values in the data of our datasets.  

In the experimental procedure we used the Weka version 3.6.10 software [25].  
We employed unsupervised learning methods for the clustering experiments. More 
specifically, a centroid-based clustering algorithm [26] using SimpleKMeans, with the 
Euclidian distance function [27] has been used. The SimpleKMeans method is quite 
suitable for our experiments since it is easy to understand and to explain its clustering 
outcome [28]. Two clusters were chosen for the value of K (in SimpleKmeans), since 
we have two class values: high/low popularity. Moreover, we chose to use the cluster-
ing mode classes-to-clusters evaluation [29], which assigns classes to the clusters 
based on majority and computes the classification error of the videos that have differ-
ent value from the class value of the cluster they belong to. With the above procedure, 
on the one hand, we can study the differences between the qualitative characteristics 
of the videos (that come from the transcript), and, on the other hand, to evaluate how 
these characteristics can define the videos’ popularity. 

5 Experimental Results 

5.1 Data Analysis 

While analyzing our data we found out that there is a great difference in the duration of 
videos and for this reason we have discretized their duration in 10-minute intervals. The 
results are presented in figure 1 below, which shows the number of videos in each time 
category they belong to. We find that the greatest number of educational videos fall into 
the 1 to 10 minute category (47.5% of videos), while the 41 to 50 minute and 51 to 60 
minute categories contain 25% of videos in total. In the first case, there are short videos 
concerning the time duration, while in the second case long ones, for this reason, thus, we 
divided the initial dataset into two new ones based on their duration. In this way we can 
conduct our study on data that have similar characteristics.  
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Fig. 1. Distribution of videos based on time duration 

5.2 Short Videos 

After conducting our experiment on the dataset that contains short (in terms of dura-
tion) videos we extract the following results shown on table 1. The videos that belong 
to Cluster-0 are in majority of high popularity, while the videos that belong to Clus-
ter-1 are of low popularity. It should be mentioned that 66.54% of the videos have 
been correctly clustered. Considering that we have to do with data that are based on 
the human activity of speech the percentage can be characterized as highly positive.  

Table 1. Clustering results for short videos 

Attribute Cluster-0 (209 videos) Cluster-1 (317 videos) 
Duration 398,0909 179,7476 
AuthorUri TEDEducation Udacity 
MicroRhythm 3,2269 3,0254 
MacroRhythm 2,9277 2,6793 
NumOfWords 1064,9809 417,3817 
AvgWordLength 4,5849 4,6857 
NumOfSent 64,8852 27,1735 
MaxSentLength 479,3923 323,6498 
MinSentLength 19,3541 35,2114 
AvgSentLength 141,7913 124,3602 
NumOfCommas 56,3636 19,4795 
AvgNumOfCommasPerSent 0,9938 0,7671 
NumOfUniqueWords 383,6268 200,6467 
 
Based on the qualitative characteristics of the transcripts of the video speakers, as they 

were described above, we can describe the types of the speakers of each cluster. More 
specifically, the speakers of the popular videos (Cluster-0) present the following lan-
guage characteristics, compared to speakers of the less popular videos (Cluster-1). 
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• Greater net length of speech (NumOfWords, AvgWordLength). 
• Sentences with more information for the listener (NumOfSent, MaxSentLength, 

MinSentLength, AvgSentLength). 
• More complex sentences (NumOfCommas, AvgNumOfCommasPerSent). 
• Greater number of unique words (NumOfUniqueWords). 
• Faster pace of flow of speech (MicroRhythm, MacroRhythm). 

Thus, on the case of short videos, in order for the educational video to be popular 
among internet users, the speaker should speak at a fast pace and use long and com-
plex sentences, so as to take greater advantage of the time he is given to inform the 
audience about the issue in focus. The fact that users prefer to listen to a fast pace 
speaker is very interesting which means that they are closely paying attention to what 
the speaker is talking about and they are fully focused on the subject of interest in 
order to follow the speaker’s speech pace. 

5.3 Long Videos 

From the experiment conducted on the dataset that contains long (in terms of dura-
tion) videos we extract the following results shown on table 2. In this case, also, as 
was also shown in the previous experiment, videos that belong to Cluster-0 are in 
majority of high popularity, while videos that belong to Cluster-1 are of low populari-
ty. The correctly clustered videos reach 86.36%, which is extremely positive for the 
classification of the videos.  

Table 2. Clustering results for long videos. 

Attribute Cluster-0 (167 videos) Cluster-1 (119 videos) 
Duration 2965,9641 2974,3529 
AuthorUri MIT YaleCourses 
MicroRhythm 3,0471 2,6756 
MacroRhythm 2,3240 2,4421 
NumOfWords 6779,0719 6684,5630 
AvgWordLength 4,2704 4,6612 
NumOfSent 465,0659 364,9244 
MaxSentLength 392,9521 818,7227 
MinSentLength 1,9162 10,3193 
AvgSentLength 77,5774 130,3118 
NumOfCommas 461,1617 322,4202 
AvgNumOfCommasPerSent 1,0453 0,9979 
NumOfUniqueWords 974,8323 1343,6555 
 
Following the same logic, as in the previous case of short videos, we can describe 

the types of speakers of every cluster. In this way, we can record comparatively the 
language characteristics of the speakers of the popular videos (Cluster-0) compared to 
the speakers of the less popular videos (Cluster-1). We find out that the speakers of 
the popular videos have: 
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• Practical the same length of speech as the speakers of the less popular videos. 
(NumOfWords, AvgWordLength). 

• Sentences containing less information for the listener (NumOfSent, MaxSen-
tLength, MinSentLength, AvgSentLength). 

• More complex sentences (NumOfCommas, AvgNumOfCommasPerSent). 
• Lower number of unique words (NumOfUniqueWords). 
• Faster pace of micro flow of words (MicroRhythm), and almost the same pace of macro 

flow of words (MacroRhythm) as the speakers of less popular videos. This means that 
on average the speaker in a popular video uses more words at a given period of time. 

To sum up, in order for a long video to be frequently viewed and positively reviewed, 
the speaker has to speak at a fast pace, to limit his vocabulary to the issue in question 
and to use complex sentences, which, however, do not carry too much information. In 
that way the user stays focused on the speaker’s words and does not get confused or 
bored while watching the video. 

5.4 Similarities 

Based on our findings, there are similarities between the characteristics of the speak-
ers of the popular short videos and the popular long videos as these are shown in col-
umn Cluster-0 of tables 1 and 2. The similarities concern: a) the pace of speech, 
where we see that the speakers use almost the same number of words at a given pe-
riod of time and b) the complexity of the sentences, where it is shown that speakers 
prefer to use more complicated in structure and in meaning sentences for their listen-
ers. Thus, we conclude that, in order to create a popular educational video, regardless 
of its duration, the main speaker has to have a good command of the audio language 
and to be fully aware of the lecture subject so as to be able to express complex issues 
at a fast pace of speech. Knowing that the level of knowledge of the English language 
of the video listeners varies, the characteristics mentioned above seem to be very 
important in order for the lecture subject to be effective. 

6 Conclusion 

In our research we studied the language characteristics that a speaker of an education-
al video should have in order for the video to be more acceptable by the users of the 
social media. The whole procedure was based, on the one hand, on the qualitative 
research of the video transcripts, from which the language characteristics were ex-
tracted, and, on the other hand, on the classification of the videos in categories ac-
cording to their popularity. 

The popularity of the videos constituted the first part of an interesting analysis for 
our research. The formula suggested was based on the likes and views attributes, 
which besides YouTube, appear in other social media. The classification of the videos 
in most popular ones and least popular ones, based on the median method, ensured 
that this classification was objective.  

Through our experimental procedure one can find out that in short videos speakers 
use speech more effectively. Speaking at a faster pace and using sentences with more 
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information do not allow time to be wasted and help keep their listeners’ interest. On 
the other hand, in popular long videos the speech contains more complex sentences 
than the speakers in popular videos. Finally, we show that both type of speakers in 
long and short popular videos have similar fast pace of speech. Their common charac-
teristic that concerns the fast pace of speech seems to be interesting and urges us to 
study further what the pace should be in order for a listener to be satisfied.  

Τhe education industry uses videos as a basic tool. Our research shows that new 
knowledge can be extracted through machine learning techniques from the large 
quantity of free data in social media. In this way it is possible to identify the factors 
that can conduce to creating more popular and higher quality educational videos. 
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Abstract. Human motion data captured from wearable devices such as smart 
watches can be utilized for activity recognition or emergency event detection, 
especially in the case of elderly or disabled people living independently in  
their homes. The output of such sensors is data streams that require real-time 
recognition, especially in emergency situations. This paper presents a novel  
application that utilizes the low-cost Pebble Smart Watch together with an An-
droid device (i.e a smart phone) and allows the efficient transmission, storage 
and processing of motion data. The paper includes the details of the stream data 
capture and processing methodology, along with an initial evaluation of the 
achieved accuracy in detecting falls. 

Keywords: Fall Detection, Smart watch, Activity Recognition, Ambient  
Assisted Living, Streaming data. 

1 Introduction 

The introduction of ubiquitous and mobile systems in human centered computing 
pushes towards achieving availability of invisible software applications and informa-
tion anywhere and anytime [1]. Applications and interfaces able to automatically 
process data provided by sensors, exchange knowledge and make intelligent decisions 
in a given context, are strongly desirable. Natural user interactions with such applica-
tions are based on autonomy, avoiding the need for the user to control every action, 
and adaptivity, so that they are contextualized and personalized, delivering the right 
information and decision at the right moment. Thus, the development of assistive 
applications particularly for elderly or disabled people living on their own, has gained 
significant attention during the last years. The aging population is a significant issue. 
According to a recent report published by the EU the percentage of European popula-
tion over the age of 65 is expected to be over 20% in 2020 and over 30% in 2060 [2]. 

The detection of falls is considered an essential function in the context of  
such intelligent assistive applications and environments, since approximately 33% of 
persons over the age of 65 and 50% of persons over the age of 85 experience a fall 
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each year [3]–[4]. The injuries associated with falls can have serious consequences. 
For example, following hip fracture, 50% of older people are unable to live indepen-
dently, 25% will die within six months, and 33% die within one year [3]–[4]. 

The goal of this work is to propose an unobtrusive wearable system capable of  
capturing and analyzing motion data and reaching a prompt decision for activity rec-
ognition and fall detection. For this purpose, the Pebble smart watch [5] has been 
utilized, as it combines several positive characteristics (low price, water-resistance, 
user friendliness, long battery life, open SDK). The specific smart watch has a reliable 
built-in accelerometer to measure human movements, and a personal area network 
interface in order to transmit data and communicate with other devices. More details 
about the Pebble device are provided in Section 2.2. The processing of the motion 
data occurs in a nearby Android device, since the smart watch lacks the necessary 
computing power to perform data analysis and the wide networking interface for 
transmitting the fall detection information. The overall architecture of the proposed 
fall detection application is illustrated in Figure 1. 

 

Fig. 1. Architecture of the proposed fall detection application 

The rest of the paper is organized as follows: In Section 2, background material 
and related work is provided. Next, in Section 3 the SW of the proposed application 
that resides in both the smart watch and the smart phone are presented, while Section 
4 is devoted to an initial evaluation. Finally, Section 5 covers concluding remarks and 
some future research directions. 
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2 Background Information and Related Work 

2.1 Fall Detection Applications 

The concept of activity recognition with focus on fall detection is relatively new; 
however, it is quite popular due to the vast amount of sensors that have flooded the 
market recently. Several research groups and R&D departments of prominent compa-
nies have developed similar applications and there already exists significant related 
research work in the field. A comprehensive review exists in [6]. Information regard-
ing the human movement and activity in assisted environments is frequently acquired 
through visual tracking of the subject’s or patient’s position. Overhead tracking 
through cameras provides the movement trajectory of the patient and gives informa-
tion about user activity on predetermined monitored areas [7]. A different approach 
for collecting patient activity information is the use of sensors that integrate devices 
like accelerometers, gyroscopes and contact sensors. The latter approach depends less 
on issues like patient physiology (e.g. body type and height) and environmental in-
formation (e.g. topology of monitored site) and can be used for a variety of techniques 
enabling user activity recognition [8-9]. In previous works [10-11] we have presented 
a patient fall detection system, based on such body sensors that utilized advanced 
classification techniques and Kalman filtering for producing post fall detection. In this 
work we are trying to exploit a new class of smart devices that has been introduced 
recently: smart watches. We have selected the Pebble smart watch as a popular repre-
sentative and we present some details of its capabilities in the next section.  

2.2 The Pebble Smart Watch 

Smart-watches are wristwatches with a micro display, integrated sensors and connec-
tivity. The intention of the manufactures of smart watches is to have a new device that 
displays short messages like SMS, RSS feeds or Facebook messages. The Pebble is a 
smart watch developed by Pebble Technology and released in 2013. It features a 
black and white e-paper display, a vibrating motor, a magnetometer, ambient light 
sensors and an accelerometer, enabling its use as an activity tracker. The Pebble is 
compatible with Android and iOS devices. When connected to a phone, it can receive 
a vibrating alert to text messages, emails, incoming calls, and notifications from social 
media accounts.  

The watch has a 1.26-inch 144 × 168 pixel black and white e-paper display using 
an ultra low-power "transflective LCD" with a backlight. The communication with an 
Android or iOS device is implemented using Bluetooth 4.0 (Bluetooth Low Energy) 
protocol. An important feature of the Pebble smart watch is that it is a solid and strong 
construction and it has a waterproof rating of 5 atm, which means it can be submerged 
down to 40m. An open software development kit (SDK) is available to programmers 
for developing custom applications. The SDK (known also as PebbleKit) allows the 
two-way communication between Pebble and smartphones running iOS or Android 
via the AppMessage framework and includes access to the accelerometer, as well as a 
Javascript API.  



 Fall Detection Using Commodity Smart Watch and Smart Phone 73 

 

3 The Proposed System 

As shown in Figure 1 (system architecture) and illustrated also in Figure 2, the proposed 
activity and fall detection system consists of two software modules, which work in con-
junction and communicate with each other using the Bluetooth 4.0 networking interface. 
The first module runs on the Pebble smart watch, and it is responsible for the user inte-
raction and the data input. The second module is executed on the android device and 
handles data processing and alarm management. In order the system to be fully function-
al, the user has to wear the Pebble watch with the fall detection application running and 
remains within the Bluetooth range of the android device. In case the Bluetooth device is 
a smart phone the user can carry the device, so it can be always within range; however, at 
a home setup, the android device could be a tablet, a board PC, or a set-top box. 

 

 

Fig. 2. The proposed fall detection application SW modules 

3.1 The Pebble Application 

The Pebble SDK 2.0 (until release 6), does not support multitasking, thus the user 
wearing the Pebble device should have the fall detection app installed in the fore-
ground. Therefore, it is not feasible to run any other application on the background or 
to interact with other applications. The main screen of the developed app consists of a 
minimal clock, so the user can be informed about the time. Also at the bottom of the 
main screen, there is a small text field, which displays the status of the connection 
with the android device. If the android device is connected with the Pebble, the text 
field displays "Connected - Fall Detection is Active", whereas if the Pebble is not 
connected, the text field displays "Disconnected - Fall Detection is not Active" (see 
Figure 3). 

As the Pebble display shows the time, the developed application checks whether an 
active Bluetooth (BT) connection with the android device is established. If a connection 
is found, the smart watch transmits the current accelerometer data and the corresponding 
time stamps. In the case for some reason the Pebble smart watch is disconnected from the 
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3.2 The Android Application 

The Android application has been developed in Java using the Eclipse Android De-
veloper Tools, intended for android devices. This app is launched (in background 
mode), every time the user launches the app on the Pebble smart watch and vise versa.  

When the app is active, whether it runs on background or on foreground, it receives 
data from the Pebble device. The incoming string using the same tuplet dictionary and 
characterization key, is converted into comma-separated integer numbers.  

According to the corresponding accelerometer axis, the data is parsed into the fall 
detection algorithm as follows: X=[x1,x2,x3,x4,x5,x6,x7,x8,x9,x10], Y=[y1,y2,y3,y4, 
y5,y6,y7,y8,y9,y10], Z=[z1,z2,z3,z4,z5,z6,z7,z8,z9,z10]. The implemented fall detec-
tion algorithm has been proposed in a previous work and is based on the cumulative 
sum (CUSUM) change detection algorithm [12]. The CUSUM decision function, as 
calculated for a fall in the X- and Y-axis, is depicted in Figure 4. In case a fall is de-
tected a fall-alarm string will be sent to the Pebble and as already mentioned if the 
user does not cancel the alarm within the appropriate time interval, the application 
will initiate an actual alarm, transmitting automatically the fall detection information 
as defined (i.e. via email or via a call or SMS in the case of a smart phone).  

4 The System in Practice - Initial Experimental Results 

The main goal of this work is to present a user-friendly and unobtrusive application 
for fall detection. The proposed system combines the advantages of two simple, low-
cost, and widely available devices. The obvious advantages of the smart watch are the 
ease and comfort of use, the high quality of acquired sensor data, the minimum 
weight and the low power consumption characteristics. The limited computing re-
sources are replaced by the processing power of a typical android smartphone. The 
proposed solution is based on the bare minimum sampling rate (i.e. 50-200 ms), in 
order to minimize power consumption and increase battery life. During our experi-
ments, the Pebble smart watch was proven capable of continuous sampling for at least 
30 hours.  An improvement in autonomy was achieved taking into consideration the 
actual time and the frequency of the user's movement, in order to decrease even more 
the sampling rate during the sleep. That resulted in a combined 35+ hours of conti-
nuous user fall tracking with a single battery charging. 
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5 Discussion and Conclusions 

This paper presents a fall detection application based on the Pebble smart watch, 
which is capable of transmitting the built-in accelerometer readings via Bluetooth to 
an android device for further processing. To the best of our knowledge, this is the first 
integrated application developed for fall detection based on a commodity smart 
watch. The main advantages of the proposed application are that it is non-obtrusive, 
low-cost, easy to deploy and use, and suitable for processing streaming data and 
reaching a prompt decision. In a future work, we intend to combine contextual data of 
the android device (e.g. location, audio, etc.), in order to decrease false alarms and 
improve the accuracy of the system and add additional functionalities, such as fall 
severity estimation. Furthermore the same device will be used for the simultaneously 
assessing sleep and other vital activities. 
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Abstract. The prediction of social media information propagation is a
problem that has attracted a lot of interest over the recent years, espe-
cially because of the application of such predictions for effective mar-
keting campaigns. Existing approaches have shown that the information
cascades in social media are small and have a large width. We validate
these results for Tree-Shaped Tweet Cascades created by the ReTweet
action. The main contribution of our work is a methodology for pre-
dicting the information diffusion that will occur given a user’s tweet.
We base our prediction on the linguistic features of the tweet as well as
the user profile that created the initial tweet. Our results show that we
can predict the Tweet-Pattern with good accuracy. Moreover, we show
that influential networks within the Twitter graph tend to use different
Tweet-Patterns.

Keywords: Information Diffusion, Machine Learning, Social Media
Analytics.

1 Introduction

Social contagion, or as it is often called word-of-mouth, is mainly based on
viral marketing strategies. There is a plethora of tools in the area of social
media analytics that are available to help marketers to develop a real time viral
marketing strategy. A central question when developing such strategies is how
information is diffused within the social network. Recently an augmenting body
of research has focused on examining the nature and structure of information
diffusion from the point of view of an information cascade. For example, in the
case of Twitter, an information cascade is the followers of a user that retweeted
the initial user message. We look into the problem of defining typical cascades
and predict when they will appear in the social graph. We argue that the content
of the message and the type of network diffusion are the two main dimensions
that lead to robust cascade prediction.

The problem of how information spreads within social media has been exa-
mined from different perspectives in the literature. In several cases, information
flow has been associated to virus contamination and a diverse set of models
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have been developed trying to count the spread of information [1], [6], [19]. Yet,
there are fundamental differences in the case of information spread as opposed
to virus spread mainly because the spread is based on a network structure and is
influenced by the message. For instance, it has been observed in studies [19] that
social media users who are several steps afar tend not to propagate information
of each other. Although probability decay models have been proposed to capture
that element, it is not certain that such decay occurs in a homogenous manner.
Moreover, existing studies show that large cascades are rare and usually, larger
cascades are utilized in terms of width and not depth. These results are in ac-
cordance to our findings. Hence, since most cascades appear, we need a more
pragmatic approach in order to predict one.

In the problem of Twitter message diffusion, we take a different approach
and similarly to [2] we investigate the actual users diffusion. Our objective is
to predict the information diffusion of users for messages related to a specific
topic. Our contribution is that we present a solid method for predicting tweet
cascades within the Twitter graph. We argue that not all users and their con-
nections behave in the exact same way. We assume that there are two aspects
that drive the information spread, the message itself and the network structure.
So, for different message subjects different diffusion occurs. For a given subject
we examine the frequencies of all possible diffusions and thus we extract some
simple and basic patterns of diffusion. We then, associate the content of tweets
with the propagation patterns, using linguistic analysis and machine learning
techniques. Given a tweet of a user, we are then able to predict its pattern path.
We do so, with very good accuracy as our results indicate. Hence given a user’s
tweet on a subject we predict the approximate path that the tweet will take into
the Twitter graph. Moreover, we show that influential communities tend to have
a diverse set of propagation patterns.

The rest of the paper is organized as follows: Section 2 is the related work.
In Section 3 we present the methodology of our approach. The implementation
and our results are presented in Section 4. We conclude in Section 5 where we
also present our future work.

2 Related Work

In [17], a nonstandard form of Bayesian shrinkage implemented in a Poisson re-
gression is proposed. There, the approach identifies the specific users who most
influence others’ activity and does so considerably better than simpler alterna-
tives. The authors find that for the social networking site data, approximately
one-fifth of a user’s friends actually influence their activity level on the site.

Also, in [15], the authors present a study towards finding influential authors
in Twitter brand-page communities (many enterprises have set-up their official
webpages) where an implicit network based on user interactions is created and
analyzed. More specifically, author profile and user interaction features are com-
bined in a decision tree classification framework (DT framework) and thus, a
novel objective evaluation criterion is used for evaluating these features.
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Another work was [10], where a novel method to find influentials by consi-
dering both the link structure and the temporal order of information adoption
in Twitter is adopted. Recently, in [9], the authors consider the issue of choosing
influential sets of individuals as a problem in discrete optimization. The optimal
solution is NP-hard for most models that have been studied, including the model
of [5]. The framework proposed in [16], on the other hand, is based on a simple
linear model where the solution to the optimization problem can be obtained
by solving a system of linear equations. The generality of the mentioned NP-
hard models lies between that of the polynomial-time solvable model of [16] and
the very general model of [5], where the optimization problem cannot even be
approximated to within a non-trivial factor.

In [18], the authors compare a wide assortment of node-level network
measures (degree centrality, clustering coefficient, network constraint, and eigen-
vector centrality), testing their robustness to different forms of measurement
error. They also investigated network-structural properties (average clustering,
degree distributions) as explanations for the varying effects of measurement er-
ror. In addition, Leskovec et al. [11] deal with information cascades; they are
phenomena in which an action or idea becomes widely adopted due to influence
by others. They develop a scalable algorithm and set of techniques to illustrate
the existence of cascades as well as to measure their frequencies. From their expe-
riments, they found that most cascades are small, cascade sizes approximately
follow a heavy-tailed distribution, the frequency of different cascade subgraphs
depends on the product type and last that these frequencies reflect more subtle
features of the domain in which the recommendations are operating.

In article [4], a business process classification framework to put the research
topics in a business context is employed while providing a critical perspective
on business applications of social network analysis and mining. Furthermore,
in [12], authors provide some assumptions concerning epidemic models. They
find that the probability of purchasing a product increases with the number of
recommendations received, but quickly saturates to a constant and relatively
low probability. Also, they present a simple stochastic model that allows for the
presence of relatively large cascades for a few products, but reflects well the ge-
neral tendency of recommendation chains to terminate after just a short number
of steps; they observe that the most popular categories of items recommended
within communities in the largest component reflect differing interests between
these communities.

Another empirical study of user-to-user content transfer occurring in the con-
text of a time-evolving social network in Second Life (e.g. a massively multiplayer
virtual world) is presented in [2]. There, adoption rates quicken as the number
of friends adopting increases and this effect varies with the connectivity of a
particular user. Also, in [3], authors find out that the largest cascades tend to
be generated by users who have been influential in the past and who have a
large number of followers. The authors in [13] focused on the problem of link
prediction in Microblogs and proposed the notion of social distance based on the
interaction patterns. The main idea is that social networks exhibit homophily
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Fig. 1. System Architecture of the Tweet Prediction Pattern System

and that the agents prefer to create ties with other agents who are close to them.
In [6], methods for identifying influential spreaders in online social networks are
presented and in following, a taxonomy of various approaches employed to ad-
dress diffusion modeling techniques is proposed.

Finally, Peng et al. [14] introduced the basic characteristics of the diffusion
process of multi-source information via real datasets collected from Digg (e.g. a
social news aggregation site); in following, a mathematical model to predict the
information diffusion process of such multisource news is used.

3 Methodology

In our model we examine information diffusion in Twitter as Tree-Patterns.
Our methodology for predicting the tweet cascade is based on the linguistic and
emotional content of the tweets as well as the user communication behavior. Ac-
cording to Twitter: ”A Retweet is a re-posting of someone else’s Tweet. Twitter’s
Retweet feature helps you and others quickly share that Tweet with all of your
followers”. Although ReTweets might have other forms as well (for example the
use of RT in the beginning of the message denotes that it is a ReTweet), still
most of the ReTweets are done according to the formal Twitter definition using
the @username convention. This is the conversion we use to retrieve ReTweets.
Figure 1 depicts the architecture of our system.

We represent the information cascade as a Tree-Pattern i.e. the set of nodes
that retweeted the initial user tweet. Note that all of these nodes are related with
the ”follow” relationship since only a user’s followers can retweet their message.
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The Social Media Crawler takes a topic as input and retrieves the information
from Twitter. It collects all the Tweets and their corresponding ReTweets on the
specific topic. The Tweet Profile Extraction is the module where the Tweets are
inserted and they are abstracted as vectors that contain linguistic and emotional
information about the Tweet as well information regarding the user behavior as
depicted through the Twitter analytics i.e. number of followers etc. The Basic
Tweet-Pattern Generation is a module that creates the frequent basic Tweet
Propagation Patterns. The Tweet Vector and the Patterns are the input to
the Diffusion Structure Classifier that predicts the Tweet-Pattern that will be
followed by a given user tweet.

3.1 The Social Media Crawler

In order to retrieve information from the Twitter graph we use a crawler topic-
based sampling approach where Tweets are collected via a keyword search query.
Our data source is Tweets retrieved from the Twitter through the Twitter API
(e.g. Twitter4J1) for a specific period of time (e.g. a couple of hours). We re-
trieved all the Tweets that were relevant to the subject #MH370 concerning
Malaysia Airlines Flight 370 disappearance. Our dataset contains 13000 Tweets
that have been done by 11130 users.

The crawler is responsible for sampling and traversing the Twitter media;
it also collects information regarding the users’ activity. More specifically, we
extract 6 basic user features which better describe user communication behavior
in Twitter. The set of 6 features contain the number of Followers, the number of
Direct Tweets, the number of ReTweets, the number of Conversational Tweets
(e.g. if a user replies to a post), the Frequency of user’s Tweets (e.g. how ”often”
an author posts Tweets) and last the number of Hashtag Keywords (e.g. words
starting with the symbol # and can specify the thematic category of a specific
Tweet) as in [7], [8].

3.2 Generating the Tweet-Pattern

To measure how tweets propagate through the Twitter network we represent
tweet propagation as a tree. The root of the tree is the user that posts the initial
tweet. Every child node is a follower of the initial user that has retweeted the ini-
tial tweet. This continues recursively until there are no nodes that retweeted the
initial tweet. Hence each Tweet-Tree represents all the followers that retweeted
the same message as the root user.

In Figure 2 we present some Tweet-Trees returned by our crawler. As previous
studies have shown and as our results have shown as well, there are no large
cascades of information, and Tweet-Trees tend to be small. So, our first objective
is to find a set of representative Tweet-Patterns.

We observe that isomorphic Tweet-Trees exhibit the same diffusion. Isomor-
phic paths have the level number of a node as invariants, the number of paths

1 Twitter4J library: http://twitter4j.org/en/index.html

http://twitter4j.org/en/index.html


84 E. Kafeza et al.

Fig. 2. Examples of Tweet-Trees

from the root to the leaves, the number of levels in the tree, the number of leaf
descendants of a node and the level number of a node. In information diffusion
we are interested in the spread of information. Additionally, we are interested
in the number of the leaf descends and not the specific position of the subtree
that these descendants come from. Therefore we represent in the same way all
isomorphic Tweet-Paths, taking as their representative the left-most variant.

For example in Figure 3, we see three different Tweet-Trees. All of them
exhibit the same information diffusion thus we model them choosing one repre-
sentative; the one depicted in (c).

Fig. 3. Isomorphic Tweet-Trees that represent the same information Diffusion

3.2.1 Representing Tweet-Trees as Strings
We encode the diffusion of each tweet as a string and use top-down approach to
traverse the tree. The root is the tweet that has been produced by a certain user.
Let k be the maximum number of different users that have posted a ReTweet
from a user from the whole dataset. Hence given a root tweet, there are at most
k different possibilities of diffusion for each node of the tree. The order of these
possibilities depends on the depth and width of diffusion. Starting from the root
we use symbols to mark the diffusion. The placement of symbols begins from
root to the next level. If there is more than one node in the current level we
order the created symbols in reverse lexicographic way and we put the symbols
respectively.

For each node there are k different possibilities of diffusion to the next level. In
total there are km different strings where k are different possibilities of diffusion
to the next level and m the max depth of the trees. We have to note that based
on the above construction, isomorphic trees have the same string representation.
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3.2.2 Identifying the Basic Tree-Patterns
We use edit distance as a metric to identify the basic tree patterns. In particular
the edit distance between two strings s1, s2 of size d1, d2 respectively is defined
as he number of symbol operations (insertion, deletion and substitution) that
must be performed in order to transform one string into the other. The edit
distance is equal to the cost of the alignment of the two strings that is defined
as the number of character mismatches when putting the one string under the
other embedding spaces in both of them in order to produce strings of equal
length. The edit distance can be computed with a simple dynamic programming
algorithm as it is nicely described in [17] in time d1 ∗ d2. More specifically a two
dimensional table D of size d1 ∗ d2 is defined where D[i, j] is equal to the edit
distance between s1[1 . . . i] and s2[1 . . . j] and can be expressed as the minimum
of D[i− 1, j] + 1, D[i, j− 1] + 1, D[i− 1, j− 1] + (i, j), where (i, j) is an indicator
variable equal to 1 if s1[i] and s2[j] are different, otherwise it is 0. The needed
solution is given by D[d1, d2] and it can be produced by a simple traversal of the
array from top to bottom and from left to right.

Each produced string is compared to others using a table of dynamic pro-
gramming via edit distance and the frequent strings are gathered in bins. As a
result of the above process, a set of basic Tweet Tree-Patterns are extracted.
These frequent patterns constitute the pre-assigned labels of each tweet for the
training of the classification models.

3.3 Using Linguistics to Represent the Tweet as a Vector

After having specified the basic Tweet-Patterns, we argue that given a tweet on
a specific topic the diffusion basic pattern that this tweet will follow is based
on the tweet content and on the user profile. Hence we represent each tweet
as a vector in which we extract linguistic and emotional information as well as
information regarding the user that posted the tweet.

The following are the two main characteristics that we include in the Tweet-
Vector:

– Linguistic and Emotional characteristics, which are produced by the Lin-
guistic Inquiry and Word Count (LIWC) software which produce 80 features
that include linguistic and psychological use of language as well as personal
concerns.

– Social Media Analytics, which can be used to monitor and capture user’s
behavior. The Followers of a user, the number of Tweets, ReTweets, Con-
versations and Hashtag Keyword as well the Frequency of Tweets, are some
aspects that differentiate user behavior.

Thus every tweet is represented as a vector that contains the 80 features that
were extracted when the tweet was processed with LIWC for linguist extractions
and the 6 social analytics metrics that represent information about the user that
created the initial tweet. We predict the Tweet-Pattern based on that vector
using a variety of classification algorithms. The performance is evaluated by the
F-Measure metric.
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4 Implementation and Results

As already mentioned our dataset contains 13000 Tweets that have been done
by 11130 users. In these Tweets, the maximum depth of the Tweet-Tree was 4
and the maximum width was 92. Thus we verify existing results which claim
that the depth of the Tweet-Tree is small and the width large [10]. We encode
the tweet information diffusion using 924 different representations as previously
explained. After applying the methodology presented in Section 3.2, we end-up
with the following basic Tweet-Patterns:

Fig. 4. The Basic Tweet Patterns

As explained in Section 3.2, the next step in our methodology is to represent
the tweet as a vector based on its linguistic characteristics and its user profile
as described in the analytics. We used LIWC as a tool to extract linguistic
characteristics and we used Twitter analytics to extract the user profile. As a
result, we created a vector of 86 characteristics, as presented in Table 1.

Table 1. The Characteristics of the Tweet Vector

Features # Description

LIWC 80 4 general descriptor categories (total word count, words per sen-
tence, percentage of words captured by the dictionary, and per-
cent of words longer than six letters), 22 standard linguistic
dimensions (e.g., percentage of words in the text that are pro-
nouns, articles, auxiliary verbs, etc.), 32 word categories tapping
psychological constructs (e.g., affect, cognition, biological pro-
cesses), 7 personal concern categories (e.g., work, home, leisure
activities), 3 paralinguistic dimensions (assents, fillers, nonflu-
encies), and 12 punctuation categories (periods, commas, etc)

Twitter Metrics 6 Followers, Tweets, ReTweets, Conversations, Frequency, Hash-
tag Keywords

We separated dataset to training and test set, using two approaches: a) K-
Fold Cross-Validation (K=10 Fold) and b) Leave-One-Out Cross-Validation. The
concept of using both techniques is that splitting with 10-Fold Cross-Validation,
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Table 2. F-Measure for each Classifier

Classifiers F-Measure

AdaBoost 0.71

IBK 0.71

J48 0.88

JRip 0.89

Multilayer Perceptron 0.81

Naive Bayes Classifier 0.61

PART 0.88

RotationForest 0.88

SMO 0.77

important information can be removed from the training set. However, the Leave-
One-Out Cross-Validation technique evaluates the classification performance
based on one sample.

We used the WEKA library2 for the classifiers. Table 2 shows the results of
F-Measure for each classifier. The classifiers that give us the best results are de-
picted in bold. We can observe that JRIP achieves the highest F-Measure value.
In addition, the next best classifiers are J48, PART as well as RotationForest.
Moreover, we see that almost all classifiers achieve an F-Measure above 60%;
only one classifier achieves 61%, while the rest are above 70%. Hence the accu-
racy of our prediction is high which validates our hypothesis that based on the
linguistic aspects of the tweet and the user analytics profile, we can predict the
Tweet-Tree.

As an application of our approach, we examine the different patterns that oc-
cur in highly influential communities. Based on our previous work [8], we extract
the existing communities of the graph taking into consideration the personality
of the users. We rank these communities based on the number of Tweets. The
first in the rank are the most influential communities i.e. the communities where
most Tweets occur. We are interested in finding out the type of diffusion that
occurs in these communities.

We expect that the top influential communities are those that diffuse more the
information. The first Tweet-Pattern which is a node by itself does not exhibit
any diffusion since the tweet was not retweeted. Hence we expect that for the
influential communities the diffusion patterns should mainly be the other three.
Figure 5 verifies that expectation. It shows that when ranking the influential
communities in ascending order based on the number of tweets that occurred
in them, then the pattern of singe tweet (diffusion class 1) occurs less to the
most influential community (com1). While the rest patterns (diffusion classes 2,
3 and 4) occur more in com1 and com2 than in com3. Therefore we conclude
that communities where the number of tweets is large (influential communities)
have more diffusion where ReTweets occur either as in sequence or in width.

2 Weka toolkit: http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 5. Information Diffusion in Top Communities

5 Conclusions and Future Work

Recently there has been a growing interest in the literature for examining how
information is diffused in social networks especially in the case where information
cascades are short and usually with small depth and large width. In our work we
use existing evidence supported by our results, to show that these Tweet-Trees
have specific patterns. Hence we find the representative Tweet-Tree patterns that
information follows when propagated in Twitter. We argue that this Tree-Pattern
information diffusion can be predicted given a user’s tweet and we use linguistic
and user profiling information in order to do so based on machine learning tech-
niques. Our results show that we can predict the basic Tree-Pattern with good
accuracy. Our contribution is important especially in cases where marketers are
interested in identifying influential users and networks and estimate the propa-
gation of their messages. We show that in influential networks there is a set of
different Tree-Patterns that occur.

In our future work, we are interested in examining the overall propagation of
information within a whole Twitter network based on our prediction methodo-
logy. Also, as a next step we will consider time as a factor that influences the
information diffusion.
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Abstract. Distributed sensor networks working in harsh environmental
conditions can suffer from permanent or transient faults affecting the em-
bedded electronics or the sensors. Fault Diagnosis Systems (FDSs) have
been widely studied in the literature to detect, isolate, identify, and pos-
sibly accommodate faults. Recently introduced cognitive FDSs, which
represent a novel generation of FDSs, are characterized by the capabil-
ity to exploit temporal and spatial dependency in acquired datastreams
to improve the fault diagnosis and by the ability to operate without re-
quiring a priori information about the data-generating process or the
possible faults. This paper suggests a novel approach for fault detection
in cognitive FDSs based on an ensemble of Hidden Markov Models. A
wide experimental campaign on both synthetic and real-world data com-
ing from a rock-collapse forecasting system shows the advantages of the
proposed solution.

1 Introduction

Distributed sensor networks represent an important and valuable technological
solution to monitor and acquire data from an environment, a cyber physical-
system or a critical infrastructure system (e.g., water, gas, electric or trans-
port networks). Unfortunately, distributed sensor networks working in (possibly
harsh) real-working conditions may suffer from permanent or transient faults,
thermal drifts or ageing effects affecting both the embedded electronic boards
and the sensors. Fault Diagnosis Systems (FDSs), which are able to detect, iden-
tify, isolate and possibly accommodate faults, have been widely studied in the
related literature [1, 2]. These systems revealed to be particularly effective in
several different application domains provided that a priori information about
the system model or the possible faults is (at least partially) available.

Recently, cognitive FDSs have been introduced, representing a novel and
promising approach for fault diagnosis [3–7]. The distinguishing features of these
FDSs are the capability to work without a priori information about the process
or the possible faults (which are learned directly from data) and the ability to ex-
ploit temporal and spatial dependencies in the acquired datastreams to improve
the diagnosis of faults. Fault detection is obviously a key aspect in cognitive FDSs
and, among the available techniques in the cognitive FDSs literature, we focus on

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 90–100, 2014.
c© IFIP International Federation for Information Processing 2014
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the change detection test (CDT) based on a Hidden Markov Model (HMM) sug-
gested in [8]. This HMM-CDT revealed to be particularly effective in detecting
faults affecting real-world monitoring applications (e.g., environmental monitor-
ing [8] or water transport network [9]) in the scenario of networked intelligent
embedded sensors or distributed sensor networks. Unfortunately, the detection
abilities of this CDT are influenced by the initial conditions of the HMM training
algorithm, possibly leading to suboptimal HMM parameters estimations [10].

In this paper, we propose an ensemble-of-models approach for cognitive fault
detection based on HMMs, leading to a novel Ensemble HMM-based CDT
(EHMM-CDT). More specifically, the proposed EHMM-CDT relies on a set of
HMMs configured on the same training set, but with different randomly gener-
ated initial conditions for the HMM training algorithm. The ensemble approach
aims at weakening the dependency of the HMM-CDT from the random initial
conditions, hence providing better detection abilities. Interestingly, the possi-
bility to combine different models to improve the generalization ability of a
single model has been widely studied in the literature (mainly in the regression
and classification scenarios) and effectively applied to different application fields
[11–13]. Recently, ensembles of models have been successfully considered in time
series prediction [14, 15] and on-line missing data reconstruction [16]. Moreover,
an ensemble of HMMs within a Bayesian framework for parameter estimation
has been derived in [17], while an algorithm for training HMM in the ensemble
framework was presented in [18]. Remarkably, for the first time in the literature,
in this paper we suggest an ensemble of HMMs for fault detection and we de-
scribe and evaluate two different aggregation mechanisms. In the experimental
section, the proposed EHMM-CDT has been compared with the HMM-CDT:
the advantages provided by the proposed solution have been evaluated both on
synthetic and real datasets coming from a rock-collapse forecasting system.

The paper is organized as follows: Section 2 describes the problem formulation,
while Section 3 summarizes the HMM-CDT suggested in [8]. Section 4 details
the proposed ensemble approach for cognitive fault detection, while Section 5
shows the experimental results.

2 Problem Formulation

Let us consider a distributed sensor network acquiring scalar measurements - or
datastreams - from a time invariant dynamic system whose model description is
unavailable. Without loss of generality we focus on the relationship between two
datastreams; the extension to multiple or multivariate datastreams is straight-
forward, e.g., see [6].

The unknown relationship P between the two streams of data is modeled by a
Single-Input Single-Output (SISO) linear time invariant (LTI) predictive model
belonging to a familyM parametrized in θ ∈ D ⊂ R

p, where D is a C1 compact
manifold in R

p and p ∈ N is the dimension of θ. For instance, SISO or Single-
output/Multiple-input linear predictive models [19] and Reservoir Computing
Networks [20] are viable options for the choice ofM. In this paper, we consider
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linear SISO one-step-ahead predictive models:

ŷ(t|θ) = f (t, θ, u(t), . . . , u(t− τu), . . . y(t− 1), . . . , y(t− τy)) , ∀t ∈ N (1)

where ŷ(t|θ) ∈ R is the prediction provided at time t, f : N×Rp×Rτu×Rτy → R

is the approximating function in predictive form, u(t) ∈ R and y(t) ∈ R are the
model input and output at time t, respectively, and τu and τy are the orders of
the input and output, respectively.

Under mild assumption on P , M and the estimation procedure of θ over a
finite dataset ZN = {(u(j), y(j))}Nj=1, it holds that [19]:

lim
N→∞

√
NΣ

− 1
2

N (θ̂ − θo) ∼ N (0, Ip) (2)

where θ̂ is the estimated parameter vector, θo is the parameter optimizing the
structural risk in M, ΣN is a properly defined covariance matrix and Ip is
the identity matrix of order p. Interestingly, Equation (2) assures that, given

a sufficiently large N , the estimated parameter vector θ̂ follows a multivariate
Gaussian distribution with mean θo and covariance matrix ΣN . Moreover, this
result remains valid even when P /∈ M, i.e., a model bias ||M(θo) − P|| �= 0
is present. This justifies the use of LTI models, even when the dynamic system
under investigation P is non-linear.

3 The HMM-Based Change Detection Test

The aim of this section is to summarize the key points of the HMM-CDT sug-
gested in [8], representing the core element of the proposed EHMM-CDT. Under
the formulation presented in Section 2, the use of a HMM ruled by a mixture
of Gaussian (GMM) over a sequence of parameters θ̂s is the natural solution
to model the functional relationship presented in Equation (1) in the parame-
ter space. More formally, a HMM [21] can be defined as a tuple H = (S,A, π),
where S = {S1, . . . , Ss}, s ∈ N is the indexed set of the states, each of which
has an emission probability defined by a GMM, A ∈ R

s×s, A = [aij ],
∑s

i=1 aij =
1 ∀j ∈ {1, . . . , s} is the transition matrix, i.e., aij is the transition probability
from state i to state j and π ∈ [0, 1]s, with

∑s
i=1 πi = 1, is the initial distribution

probability over S.
The idea underlying the HMM-CDT is to analyse the statistical behaviour

of θ̂s over time: when the statistical pattern of the estimated parameters does
not follow what learned during an initial training phase, a change in the rela-
tionship is detected. Thus, the HMM-CDT relies on an initial parameter vector
sequence ΘL = (θ̂1, . . . , θ̂L) estimated on a faulty-free training set ZM , where

θ̂j is estimated on a subsequence Zj,N = {(x(h), y(h))}jh=j−N+1 of the training
sequence, j ∈ {N, . . . ,M}, L = M −N + 1 (i.e., overlapping windows of length
N). The parameter sequence ΘL is used to train a HMM Ĥ, aiming at captur-

ing the statistical behaviour of the estimated parameter vectors θ̂ts in nominal
conditions (without any change/fault). Then, during the operational phase, the
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statistical affinity between the estimated parameter vectors θ̂ts and Ĥ is assessed
by looking at the HMM loglikelihood: changes in the relationship expressed by
Equation (1) are detected by inspecting the likelihood of θ̂t with respect to Ĥ.

More specifically, given a sequence Θt,k = (θ̂t−k+1, . . . , θ̂t), i.e., the last k con-

secutive parameter vectors at time t, a HMM Ĥ provides an estimates on how
well the sequence follows Ĥ by means of the computation of the loglikelihood:

l(Ĥ, Θt,k) = log Pr(θ̂t−k+1|Ĥ) +

t−1∑
h=t−k+1

log Pr(θ̂h+1|θ̂h, Ĥ). (3)

If the relationship does not change over time, the loglikelihood l(Ĥ, Θt,k) is
comparable with the one computed during the training phase on a validation
set ZO = {(x(j), y(j))}Oj=M+1. Otherwise, in case of variations in the relation-

ship, l(Ĥ, Θt,k) decreases, since Θt,k is no more compatible with the statistical

model characterized by Ĥ. Further details about the HMM-CDT can be found
in [6, 8].

4 Ensemble of HMM for Fault Detection

One of the key aspects of the HMM-CDT is the estimation of a HMM on ΘL,
aiming at characterizing the nominal state. The state-of-the art training algo-
rithm for HMMs is the Baum-Welch (BW) algorithm [22], which aims at finding
the maximum likelihood estimates of the HMM parameters given ΘL. Nonethe-
less, BW algorithm does not provide any guarantee about the convergence to the
global maximum of the likelihood function [10]. Since the BW algorithm requires
a random initialization of the parameters, different HMMs can be obtained by
repeating the training phase with different randomly initialized parameters on
the same training sequence. Hence, a viable solution to weaken the effect of the
initialization procedure on the HMM-CDT would be to repeat the BW algo-
rithm and select the HMM guaranteeing the largest likelihood on a validation
set. Unfortunately, as pointed out in [17], this solution may lead to overfit the
training sequence ΘL (and this is particular evident for reduced training sets),
leading to false positive detections (false alarms) during the operational phase.

In this work, we suggest an ensemble approach for fault detection (EHMM-
CDT) based on a set E = {H1, . . . ,He}, e ∈ N of HMMs, where e is the ensemble
cardinality. The main point of the proposed solution is that the HMMs Hi ∈ E
are trained on the same training set ZM with different initialization points of the
BW algorithm. This ensemble approach allows to weaken the influence of the ini-
tial conditions of the HMM training algorithm, providing a better generalization
ability and, consequently, better detection performance.

The proposed EHMM-CDT is detailed in Algorithm 1. To characterize the
nominal state we rely on a training set ZM , assumed to be change-free.
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Algorithm 1. EHMM-CDT algorithm

1: Data: Training set ZM , Validation set ZO, C, A;
2: Results: Detection time T ;
3: Estimate the sequence ΘL from ZM ;
4: for i ∈ {1, . . . , e} do
5: Estimate HMM Hi using ΘL by considering a random initialization point;
6: end for
7: Built the ensemble E = {H1, . . . ,He};
8: Estimate the sequence ΘO,O−M+1 from ZO;
9: for h ∈ {M + k, . . . , O} do

10: for i ∈ {1, . . . , e} do
11: Compute l(Hi, Θh,k) as in Equation (3);
12: end for
13: Compute A(h) = A(l(H1, Θh,k), . . . , l(He, Θh,k));
14: end for
15: Compute lmin as in Equation (4);
16: while a new couple (x(t), y(t)) is available at time t do
17: Estimate θ̂t by using Zt,N ;
18: Built the sequence Θt,k = (θ̂t−k+1, . . . , θ̂t);
19: for i ∈ {1, . . . , e} do
20: Compute l(Hi, Θt,k) as in Equation (3);
21: end for
22: Compute A(t) = A(l(H1, Θt,k), . . . , l(He, Θt,k));
23: if A(t) ≤ lmin then
24: return T ← t;
25: end if
26: end while
27: return T ← ∅;

We estimate the parameter vectors θ̂js on overlapping windows of N data
Zt,N , t ∈ {N, . . . ,M}. Without loss of generality, we assume a step of one sample
between two overlapping windows; larger steps could be considered as well (e.g.,
to reduce the computational complexity of the HMM training phase). The esti-
mation procedure is performed by means of a suitable minimization technique,
e.g., Least Square estimation on the empirical risk (see [19] for details), and let
ΘL be the sequence of estimated parameter vectors on ZM , as shown in Section
3 (Line 3).

We build the ensemble E = {H1, . . . ,He} by repeating e times the training
of a HMM on ΘL, with random initial conditions for the BW algorithm (Line
5). Note that, since ZM is assumed to be change-free, the ensemble E aims at
modeling the statical behaviour of P in nominal conditions.

One of the key aspects of ensemble methods is the definition of the aggregation
mechanism A, that, in this case, specifies how to aggregate the loglikelihoods of
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the ensemble elements Hi ∈ E to provide the ensemble output. In this work, we
considered two different aggregation mechanisms, i.e., A ∈ {Amean,Amin}:

A(t) = Amean(l(H1, Θt,k), . . . , l(He, Θt,k))) =

e∑
i=1

l(Hi, Θt,k)

e

A(t) = Amin(l(H1, Θt,k), . . . , l(He, Θt,k))) = min
i∈{1,...,e}

l(Hi, Θt,k)

where Amean computes the average value of the loglikelihoods, while Amin takes
into account their minimum. The last step of the EHMM-CDT training phase
is the computation of the threshold lmin on a validation set ZO(Line 15), which
is computed as follows:

lmin = l̄ − C
[
l̄ − min

h∈{M+k,...,O}
A(h)

]
(4)

where l̄ =
∑O

h=M+k A(h)

O and C > 1 is a user-defined coefficient factor.
During the operational phase, when the aggregated loglikelihood decreases be-

low lmin, a change in the statical behaviour of P is detected by the EHMM-CDT.
More in details, as soon as a new sample (u(t), y(t)) , t > M + O is available,

the algorithm estimates a new parameter vector θ̂t on Zt,N (Line 17). The likeli-
hoods for the ensemble of HMMs, i.e., l(Hi, Θk,t) ∀Hi ∈ E, are computed (Line
20) and then aggregated, according to the aggregation mechanism A (Line 22).
Afterwards, the aggregated likelihood A(t) is compared with the threshold lmin

to asses if a change in P is detected (Line 23). In case of a change, an alarm
is raised and the detection time T = t is returned (Line 24), otherwise the
algorithm keeps on monitoring data coming from P .

While ensemble approaches are generally able to increase the generalization
ability of single models, they are characterized by an increased computational
complexity, that in this case scales linearly with the number of HMMs e. Two
comments arise: 1) The most time consuming part of the EHMM-CDT refers to
the HMMs training (the loglikelihood computation is much more lighter than
training). Interestingly, the training phase is performed only once during the ini-
tial configuration of the cognitive FDS, while during the operational life only the
likelihoods are computed. In addition, in scenarios where networked embedded
systems are operating, the training of HMMs could be performed in a central-
ized high-powerful unit, leaving only the computation of likelihoods directly at
the low-power distributed units of the network. 2) In scenarios where the fault
detection ability is a relevant activity, the increase in the complexity induced by
the ensemble approach is well compensated by the decrease in false and missed
alarms and detection delays, as shown in the experimental section.

5 Experimental Results

To evaluate the performance of the proposed EHMM-CDT we considered both
synthetic (Application D1) and real data (Application D2), coming from a rock
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collapse forecasting system deployed in Northern Italy. In both applications, we
considered a faulty free dataset divided into training (to create E), validation
(to learn lmin) and test sets (to evaluate the performance). In the last one we
injected five different kinds of abrupt permanent fault at time t̄:

– A1-A3: y(t) = y(t) +Δa · amax, ∀t > t̄,Δa ∈ {0.1, 0.2, 0.3} (additive fault);
– M : y(t) = y(t) · (1 +Δm), ∀t > t̄,Δm = 0.3 (multiplicative fault);
– S: y(t) = y(t̄), ∀t > t̄ (stuck-at fault);

where amax = maxj∈{1,...,M} y(j)−minj∈{1,...,M} y(j).
As regards the model family M, we considered SISO LTI AutoRegressive

with eXogenous input (ARX) models, whose orders are chosen through a model
selection procedure (i.e., minimizing the mean square one-step-ahead prediction
error on a validation set). The HMMs are configured by considering batches
of N = 100 samples, loglikelihood window length k = 10 and exploring s ∈
{3, . . . , 6} and the number of models in each GMM ∈ {1, 2, 4, 8, 16, 32}. The
cardinality of the ensemble was set to e = 30. Finally, the parameter vectors
estimation is performed with the Least Square method.

To evaluate the detection ability of what proposed the following figures of
merit have been considered:

– false positive (FP) rate: fraction of the experiments where the method de-
tected a change before it actually appears;

– false negative (FN) rate: fraction of the experiments where the method did
not detected a change;

– detection delay (DD): the number of samples necessary to detect a change;

The proposed method is compared with the HMM-CDT, where a single HMM
was considered (the one with largest loglikelihood on a validation set among
those considered for the ensemble).

APP D1: Synthetic Data. The data for the synthetic application have been
generated from the following non-linear model:

y(t) = sin(aT · (y(t− 1), y(t− 2)) + b · x(t− 1)) + η(t)

where a ∈ [0, 1]2, b ∈ [0, 1], η(t) ∼ N (0, σ2), σ ∈ {0.01amax, 0.05amax}. Each
experiment lasts 6125 samples (i.e., 3268 for training, 817 for validation and
2040 for testing): faults are injected at time t̄ = 5105. Results are averaged over
1000 runs.

Figure 1 shows the experimental results in the case of APP D1 and σ =
0.05amax. Curves are obtained by considering values of C ranging from 1 to
5.1, where 5.1 is the largest value of C for which FN ≤ 0.1 for all the faulty
scenarios. Interestingly, in all the considered scenarios the ensemble approach is
able to improve the detection ability (in terms of both FP and DD) of the single
HMM-CDT. These curves show that the performance of EHMM-CDT cannot
be achieved by the HMM-CDT by simply tuning the parameter C. In addition,
in the faulty scenario M where FNs are present, the proposed EHMM-CDT
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Table 1. Detection results for the single and ensemble HMM-CDT approaches from
applications D1 (with different σs) and D2

HMM-CDT EHMM-CDT
Amean Amin

FN FP DD FN FP DD FN FP DD

σ
=

0
.0

1
a
m

a
x A1 0.000 0.007 21.614 0.000 0.007 19.419 0.000 0.006 19.717

A2 0.000 0.007 17.415 0.000 0.007 15.320 0.000 0.006 15.638
A3 0.000 0.007 15.396 0.000 0.007 13.724 0.000 0.006 13.998
M 0.000 0.007 37.057 0.000 0.007 35.355 0.000 0.006 35.794
S 0.000 0.007 16.186 0.000 0.007 15.335 0.000 0.006 15.648

σ
=

0
.0

5
a
m

a
x A1 0.000 0.007 67.939 0.000 0.009 63.745 0.000 0.009 64.708

A2 0.000 0.007 47.465 0.000 0.009 42.625 0.000 0.009 43.281
A3 0.000 0.007 39.676 0.000 0.009 34.734 0.000 0.009 35.006
M 0.077 0.007 185.989 0.057 0.009 161.401 0.055 0.009 166.641
S 0.000 0.007 45.139 0.000 0.009 42.413 0.000 0.009 42.781

R
ia

lb
a

A1 0.340 0.000 314.879 0.000 0.000 172.100 0.280 0.000 234.500
A2 0.000 0.000 152.100 0.000 0.000 148.900 0.000 0.000 154.400
A3 0.000 0.000 119.700 0.000 0.000 30.700 0.000 0.000 93.800
M 0.040 0.000 163.250 0.000 0.000 153.200 0.000 0.000 162.100
S 0.000 0.000 81.500 0.000 0.000 82.300 0.000 0.000 89.600

behaves better than HMM-CDT even with respect to this figure of merit (see
legend of Fig.1.d).

Experimental results presented in Table 5 refer to FN, FP and DD with fixed
values of C. To ease the comparison we set C in the EHMM-CDT and HMM-
CDT as the lowest values guaranteeing FN = 0 and FP ≤ 0.01 in APP D1
with σ = 0.01 (i.e., C = 4.814 for HMM-CDT, C = 4.629 for EHMM-CDT with
Amean and C = 4.917 for EHMM-CDT with Amin). Remarkably, both EHMM-
CDT aggregations provide lower DD than HMM-CDT. Interestingly, the mean
aggregation mechanism generally outperforms the minimum one, since the mean
is less influenced than minimum by outliers, which generally induce false alarms.
Nonetheless, by comparing these results with those provided in Figure 1, we may
also comment that the mean aggregation does not provide better results for each
value of C: hence the minimum is a viable solution too.

APP D2: Rialba Data. We consider data coming from a real-world distributed
sensor network for rock-collapse forecasting [23, 24]. This dataset is available at
[25]. In particular, we analyzed two temperature datastreams composed by 5303
samples (3000 for training, 1000 for validation and 1303 for testing), coming from
two network units. The sampling period is 5 minutes. We injected faults (A1-
A3,M,S) at t̄ = 4695. Experimental results in Table 5 are obtained by averaging
the results of 50 runs. Interestingly, the results on the real-world datasets are in
line with those of the synthetic one: the ensemble approach provides lower FN
and DD for most of the considered scenarios.
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Fig. 1. Experimental results showing the relationship between FP and DD in applica-
tion D1 with σ = 0.05, where C ∈ [1, 5.1]
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6 Conclusions

We presented an novel approach for cognitive fault detection based on an ensem-
ble of HMMs. The distinguishing feature of the proposed solution is the ability
to improve the generalization ability (in terms of detection performance) of a
single HMM-CDT by considering an ensemble of HMMs trained on the same
training set, but with different initialization points. The effectiveness of the pro-
posed solution has been tested on both synthetic and real datasets coming from
a real-world distributed sensor network for rock-collapse forecasting.
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ICANN 2012, Part II. LNCS, vol. 7553, pp. 305–313. Springer, Heidelberg (2012)

8. Alippi, C., Ntalampiras, S., Roveri, M.: An hmm-based change detection method
for intelligent embedded sensors. In: The 2012 International Joint Conference on
Neural Networks (IJCNN), pp. 1–7. IEEE (2012)

9. Alippi, C., Boracchi, G., Puig, V., Roveri, M.: An ensemble approach to esti-
mate the fault-time instant. In: 2013 Fourth International Conference on Intelligent
Control and Information Processing (ICICIP), pp. 836–841. IEEE (2013)

10. Dempster, A.P.: et al. Maximum likelihood from incomplete data via the em
algorithm. Journal of the Royal statistical Society 39(1), 1–38 (1977)

11. Zhou, Z.H.: Ensemble methods: foundations and algorithms. CRC Press (2012)
12. Krogh, A., Sollich, P.: Statistical mechanics of ensemble learning. Physical Review

E 55(1), 811 (1997)
13. Perrone, M.P., Cooper, L.N.: When networks disagree: Ensemble methods for

hybrid neural networks. Technical report, DTIC Document (1992)
14. Wichard, J., Ogorzalek, M.: Time series prediction with ensemble models. In: The

2004 International Joint Conference on Neural Networks (IJCNN), pp. 1625-1629.
IEEE (2004)

15. Zhang, G.P.: Time series forecasting using a hybrid ARIMA and neural network
model. Neurocomputing 50, 159–175 (2003)



100 M. Roveri and F. Trovò
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Abstract. In this paper we present a prediction model for forecasting
the depth and the width of ReTweeting using data mining techniques.
The proposed model utilizes the analyzers of tweet emotional content
based on Ekman emotional model, as well as the behavior of users in
Twitter. In following, our model predicts the category of ReTweeting
diffusion. The model was trained and validated with real data crawled
by Twitter. The aim of this model is the estimation of spreading of a
new post which could be retweeted by the users in a particular network.
The classification model is intended as a tool for sponsors and people of
marketing to specify the tweets that spread more in Twitter network.

Keywords: Tweet Emotion Recognition, Microblogging, ReTweet Mo-
deling, Sentiment Analysis.

1 Introduction

During the last years, Twitter has become the most popular microblogging plat-
form all over the world. It is considered to be the most fast spreading and growing
social network having more than 500 millions of users. Every day a vast amount
of tweet information is published by the users of the platform to the public or
to selected circles of their contacts. This information comes in the form of small
posts which is allowed to have up to 140 characters each. The rise of Twitter has
completely changed the users, transforming them from simple passive informa-
tion searchers and consumers to active producers. This massive and continuous
stream of Twitter data posts reflects the users opinions and reactions to phe-
nomena from political events all over the world to consumer products [17]. It is
well pointed that Twitter posts relate to the user’s behavior and often convey
substantial information about the user’s emotional state [2].

The users’ posts in Twitter, unlike other networks, have some special charac-
teristics. The short length that the posts are allowed to have, results in more
expressive emotional statements. Also, users express their daily thoughts in real
time, something that often concludes in posting far more emotional expressions
than might normally occur [15]. Analyzing tweets and recognizing their emo-
tional content is a very interesting and challenging topic in the microblogging

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 101–110, 2014.
c© IFIP International Federation for Information Processing 2014
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area. It is necessary for deeper understanding of people behavior but simultane-
ously for describing public attitude towards different events and topics as well.
It therefore could be helpful in predicting the spread of posts and information
diffusion in the network.

A fundamental way of information spread in the Twitter network is the
ReTweets. A ReTweet happens when a user forwards a message they receive
to circles of their followers. In addition, a ReTweet indicates that the user who
retweets the post, found it very interesting and worth sharing with others [9].
The way that a post is retweeted among users in the network can describe the
amount of interest drawn upon it [10] and also its adoption by the users who
made the ReTweets. Since ReTweets provide the most powerful clue that users
find post information interesting, it would be important to study, analyze and
model the way that information is spread in Twitter through ReTweets. Being
able to model and predict the ReTweet occurrences of a given post is important
for understanding and controlling information diffusion on Twitter [3].

Emotion representation is a key aspect of an emotional recognition system.
The most popular models for representing emotions are the categorical and the
dimensional model ones. The categorical model assumes a finite number of basic,
discrete emotions, each of which serves for a specific purpose. On the other hand,
the dimensional model represents emotions on a dimensional approach, where
an emotional space is created and each emotion lies in this particular space. A
very popular categorical model is the Ekman emotion model [4], which specifies
six basic human emotions: ”anger, disgust, fear, happiness, sadness, surprise”.
It has been used in several studies/systems that recognize emotional text and
facial expressions related to these emotional states.

In this paper we present a work on modeling and predicting the information
spread on Twitter based on its emotional content. More specifically, we propose
the use of emotional behavior in each ReTweet as an additional parameter to
user’s social media analysis. With use of the Ekman emotion model, we can
identify whether one or more out of the six basic human emotions exists or not.
The aim of this system is to model the information spread in form of ReTweets
in the network and in following, to predict the likelihood and the way that a
new post will be retweeted by the users in a particular network. More precisely,
we want to perform the following steps in the below mentioned order: firstly
understanding Twitter topic, then modeling the ReTweet information flow in
Twitter network and finally predicting when a new post will be retweeted and
though the way of how it will be spread in the network (e.g. given a new post with
particular emotional content, we want to predict whether it will be retweeted by
other Twitter users; and if so, we would like to learn its depth and width in the
Twitter network).

The remainder of the paper is structured as follows: Section 2 presents the
related work. Section 3 presents our model while in section 4 we utilize our
experiments. Moreover, section 5 presents the evaluation experiments conducted
and the results gathered. Ultimately, section 6 presents conclusions and draws
directions for future work.
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2 Related Work

The spread of Twitter and other social networks has attracted significant interest
in sentiment analysis methods for recognizing textual opinions, statement pola-
rity and emotions. Researchers have developed applications to identify whether
a text is subjective or objective, and whether any opinion expressed is positive
or negative [11]. In [15] authors investigated feature sets to classify emotions
in Twitter and presented an analysis of different linguistic styles people use to
express their emotions.

There is a lot of research interest in studying different types of information
dissemination processes on large graphs and social networks. Naveed et al. [9]
analyze tweet posts and forecast for a given post the likelihood of being retweeted
on its content. Authors indicate that tweets containing negative emoticons are
more likely to be retweeted than tweets with positive emoticons. In [1] authors
study the way that information diffuses in Twitter. A dataset of 1.6 million
Twitter users was used in order to identify common information patterns of their
tweets and many of these patterns involved transmission with third and fourth
hop users. Also, the authors indicate that although stronger ties are individually
more influential, the more abundant weak ties are responsible for the propagation
of novel information.

In [5] the authors study the online social networks of the social news aggrega-
tor Digg as well as the microblogging service Twitter, both of which are used by
people in order to share news stories and other content with their followers. The
work indicates that the spread of information could be modeled as an epidemic
process and though could have a non-conservative favor.

In addition, in [2] authors utilized the Profile of Mood States psychometric
method so as to analyze Twitter posts and reached the conclusion that ”the
events in the social, political, cultural and economic sphere do have significant,
immediate and highly specific effect on the various dimensions of public mood”.
Commercial companies and associations could exploit Twitter for marketing
purposes, as it provides an effective medium for propagating recommendations
through users with similar interests. Moreover, viral marketers could exploit
models of user interaction to spread their content or promotions quickly and
widely [8].

Peng et al. [12] study the ReTweet occurrences in Twitter and proposed a
method utilizing Conditional Random Fields (CRF) so as to predict how likely
a tweet will be retweeted by a user. The analyzed tweets and their prediction
model take into account network aspects and post content parameters like the
topic similarity of posts with the user’s interest, the existence of URL and hash-
tags as well as mentions in the posts. In [3], authors address the ReTweet mo-
deling topic and focus on tweets that contain links to images shared through
twitpic.com. They analyze images and extract correlated low-level and high-level
image features in their predictive model for ReTweet count.

Finally, Petrovic et al. in [14] predict ReTweet occurrences by using a machine
learning approach based on the passive-aggressive algorithm. Authors found that
there is a substantial gain in using tweet content specific features and their
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prediction model takes into account user social features and tweet features. So-
cial features concern user’s number of followers, friends, statuses, favorites, the
number of the times the user was listed, if the user is verified, and if the user’s
language is English; while tweet features concern the existence and the number
of hashtags, mentions, URLs, trending words in the tweet, the length of the
tweet, the novelty, the actual words in the tweet and last if the tweet is a re-
ply. As far as we are aware, our work is primarily to investigate the impact of
tweets emotional content, as determined on Ekman’s scale, on its diffusion in
the network in the form of ReTweets.

3 Model Overview

In our model, we want to predict whether a tweet with specific emotional states
based on a user’s recent tweets and specific user’s Twitter analytics features, can
be categorized in a particular class concerning the possibility of being retweeted
by other users. We can specify this problem as classification one, because each
class will consist of specific thresholds in each category. Furthermore, we want
to predict whether the tweets from a specific user can be forwarded deep in
the Twitter graph; meaning that many other users will forward this tweet (via
ReTweeting).

The overall architecture of the proposed system is depicted in Figure 1 while
the proposed modules and sub-modules of our model are modulated in the fol-
lowing steps.

Fig. 1. Architecture of the Model

3.1 User Metrics Calculation

The social media crawler samples the Twitter and identifies a specific number
of users who have posted a tweet in a specific topic during a specific time pe-
riod (e.g. keyword search query). More specifically, the implementation of our
method goes as follows: initially, we retrieve users who have posted a tweet within
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the given time period. Subsequently, we download their k last tweets (e.g. for
our experiments k = 20), in order to give them as input in our Tweet Emo-
tional Analysis module. Furthermore, from Twitter we can extract 6 basic user
features as they can better describe user communication behavior in Twitter.
The followers of a user, the number of contributions to the social network and
the frequency of contribution are some aspects that differentiate user behavior.

The set of 6 features contain the number of Followers, the number of Direct
Tweets, the number of ReTweets, the number of Conversational Tweets (e.g. if
a user replies to a post), the Frequency of user’s Tweets (e.g. how ”often” an
author posts Tweets) and finally the number of Hashtag Keywords (e.g. words
starting with the symbol # and with use of this symbol, a user can specify the
thematic category of their specific Tweet) as in [6], [7]. These metrics describe
the user communication behavior in Twitter.

3.2 Tweet Emotional Analysis

In this subsection, the emotional analysis of the tweets based on the tool pre-
sented in [13] is described. The tool recognizes the existence of the six basic
emotions proposed by Ekman [4] in natural language sentences. Tweets texts
are pre-processed (remove images, URLs, etc) and in following, the structure’s
analysis of the tweet using Stanford parser and Tree Tagger is conducted. Also,
lexical resources such as the WordNet Affect [16] are used to spot emotional
words. Moreover, the tool analyses each word’s emotional dependencies in order
to specify its emotional strength and determine the overall emotional status of
tweets based on its dependency graph. This module is shown in Figure 2.

We have extracted some tweets during a given period of time for a specific
topic (e.g. #MH370 ). In following, we try to identify the emotional state of
tweets (or specify their emotional content) through the aforementioned six basic
emotions. Tweets are analyzed and for each one the existence of each basic
emotion is determined.

Fig. 2. Tweet Emotional Analysis
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Since we ensure whether these tweets have a sentiment or are neutral (a tweet
is neutral when no category of Ekman psychometric test appears in this tweet),
we calculate the depth as well as the width (if any) of all tweets (e.g. ReTweeting
depth and width). More specifically, we count the number that a tweet has been
retweeted (width = 1); then if someone sees the ReTweet and decides to make
a ReTweet of the above ReTweet, the width takes value 2, and so on. Suppose
we have a tweet from a user X and many Twitter users want to share this tweet
among their followers. So, for example, n users share this post. In the first step,
our algorithm has width = 1 and depth = n. What is more, a user who ”follows”
one out of these n users wants to share the same ReTweet; they use this ReTweet
in their profile and consecutively, the width for the specific post becomes 2.

Table 1. Categories of Features

Features # Description

User Twitter
Metrics

6
Followers, Direct Tweets, ReTweets,

Conversational Tweets, Frequency, Hashtag Keywords

Tweet Emotional
Content

6 Anger, Disgust, Fear, Joy, Sadness, Surprise

4 Implementation

We based our experiments on Twitter and used Twitter API to collect tweets
and calculate users metrics. We implemented our Twitter network using Twit-
ter4J1. We collected tweets published for a specific period of time (e.g. a couple
of hours) for the keyword #MH370 concerning Malaysia Airlines Flight 370
disappearance. Our Twitter data consists of 13000 tweets, authored by 11130
users.

The prediction of ReTweeting is based on the emotional content of the tweets
using Ekman model but also the user communication behavior. Each tweet is
represented as a vector; this vector includes the existence of each emotion which
is produced by Ekman’s model as well as Twitter metrics of the user that pro-
duce the certain tweet such as their followers, the number of tweets, ReTweets,
conversations, hashtag keywords and finally the frequency of posts.

Analysing the retrieved tweets, we extract the length of maximum path of each
ReTweet. Moreover, the number of followers that have retweeted each tweet is
additionally computed. We use the following approach to classify the ReTweets
of a certain tweet. According to the categories of ReTweeting in Table 2, we
predict the depth as well as the width of ReTweeting.

Several classifiers are trained using the dataset of vectors. Classification is
evaluated based on the separation of the dataset to training and test set. Fur-
thermore, the approach we used was K-Fold Cross-Validation (e.g. K = 10 Fold).

1 Twitter4J library: http://twitter4j.org/en/index.html

http://twitter4j.org/en/index.html
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Table 2. Classes of ReTweeting

Level of ReTweeting
#Instances in

Depth
ReTweeting

#Instances in
Width

ReTweeting

5192 5192

5667 4785

2141 3023

The classifiers that were chosen, are evaluated with the use of F-Measure me-
tric. The classifiers were chosen from ”bayes”, ”functions”, ”lazy”, ”trees” and
”rules” categories of the Weka library2, which is a widely used toolkit for ma-
chine learning and data mining such as classification, regression, clustering and
feature selection. The classifiers from Weka are used with their default settings.
The results are introduced in following section.

5 Evaluation

The reported values in the charts for the classification models are recorded as
AdaBoost, IBK, J48, JRip, Multilayer Perceptron, Naive Bayes, PART, Rota-
tionForest and SMO. The results of F-Measure for each classifier are illustrated
in Table 3; where we select the best classifiers either for depth or width, depicted
in bold in the table. We can observe that J48 achieves the highest F-Measure
value for both the depth as well as the width ReTweeting. In the case of depth,
RotationForest is selected as the next best classifier, where in case of width, JRip
accomplishes the same performance as J48. Furthermore, Figures 3 and 4 depict
the values of F-Measure for each classifier for depth and width accordingly.

Additionally, we evaluate the model using posts with different emotion for
the same user’s behavior in order to consider the influence of emotion in the
diffusion of ReTweets based on our model. Table 4 shows that tweets which are
angry or sad are prone to be retweeted rather than tweets that are happy or
neutral. In addition, Figure 5 presents the percentage of instances diffusion for
each emotion. The bigger a circle is, the bigger diffusion exists for the according
Ekman emotional state.

2 Weka toolkit: http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 3. Classification of ReTweeting - Depth and Width

Classifiers F-Measure (Depth) F-Measure (Width)

AdaBoost 0.712 0.669

IBK 0.843 0.817

J48 0.896 0.872

JRip 0.877 0.873

Multilayer Perceptron 0.867 0.828

Naive Bayes Classifier 0.683 0.581

PART 0.865 0.862

RotationForest 0.891 0.868

SMO 0.687 0.669

Fig. 3. Classification of ReTweeting - Depth

Fig. 4. Classification of ReTweeting - Width
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Table 4. Number of Instances per Emotional State

Emotion Number of Instances Rate of ReTweeting

Anger 212 78%

Disgust 545 12%

Fear 64 29%

Happiness 344 31%

Sadness 232 65%

Surprise 142 17%

Neutral 631 24%

Fig. 5. Rate of ReTweeting

6 Conclusions and Future Work

In our work we present a methodology to model and predict the depth and width
of diffusion of a tweet with a machine learning approach. More specifically, based
on the result of the Ekman model (e.g. six basic human emotions represented by
six emotional states) as well the Twitter analytics features, we can estimate the
depth’s and width’s category of each ReTweet with a classification error; as we
have already mentioned, our aim is to investigate the impact that information
has in the network in the form of ReTweets. We also examine the influence
of emotion in the diffusion, where we find out that posts containing negative
emotional states are more likely to be retweeted than tweets with positive or
neutral emotional states.

As future work, we plan to incorporate apart from the existence of any basic
Ekman’s state, also the valence of each emotional state. Next, we intend to
make larger scale evaluation and utilize popular Twitter corpuses in order to get
a deeper insight of our methodology’s performance. Ultimately, we could take
into consideration special tweet characteristics such as Hashtag Keywords and
URLs in order to improve classification accuracy.
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Abstract. Partially Observable Markov Decision Processes (POMDPs)
have been met with great success in planning domains where agents
must balance actions that provide knowledge and actions that provide
reward. Recently, nonparametric Bayesian methods have been success-
fully applied to POMDPs to obviate the need of a priori knowledge of
the size of the state space, allowing to assume that the number of visited
states may grow as the agent explores its environment. These approaches
rely on the assumption that the agent’s environment remains stationary;
however, in real-world scenarios the environment may change over time.
In this work, we aim to address this inadequacy by introducing a dynamic
nonparametric Bayesian POMDP model that both allows for automatic
inference of the (distributional) representations of POMDP states, and
for capturing non-stationarity in the modeled environments. Formulation
of our method is based on imposition of a suitable dynamic hierarchical
Dirichlet process (dHDP) prior over state transitions. We derive efficient
algorithms for model inference and action planning and evaluate it on
several benchmark tasks.

1 Introduction

Reinforcement learning in partially observable domains is a challenging and at-
tractive research area in machine learning. One of the most common repre-
sentations used for partially-observable reinforcement learning is the partially
observable Markov decision process (POMDP). POMDPs are statistical models
postulating that emission of the observation ot that an agent receives from the
environment at time t follows a distribution Ω(ot|st, at) that depends on the
value of some latent (hidden) world-state st, and the agent’s most recent action
at. In addition, each action at of the agent results in a reward R(st, at) emitted
from the environment, the value of which also depends on the current state st,
and induces a change in the latent state of the environment, which transitions to
a new state st+1, drawn from a transition distribution T (st+1|st, at). Due to the
generic nature of their assumptions, POMDPs have been successfully applied to
a large number of reinforcement learning scenarios with great success [13].

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 111–120, 2014.
c© IFIP International Federation for Information Processing 2014
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A significant drawback of POMDPs is the large number of parameters entailed
from the postulated emission distribution models Ω(o|s, a), state transition dis-
tribution models T (s′|s, a), and reward models R(s, a). These parameters must
be learned using data obtained through interaction of the agent with its en-
vironment, in an online fashion. However, the combination of the very limited
availability of training data with the large number of parameters of the fitted
models typically results in highly uncertain trained models, where planning be-
comes extremely computationally cumbersome. Bayesian reinforcement learning
approaches [9,7,10] resolve these issues by accounting for both uncertainty in
the agent’s model of the environment, and uncertainty within the environment
itself. This is effected by maintaining distributions over both the parameters of
the POMDP and the latent states of the world s.

A drawback of most Bayesian approaches is their requirement of a priori
provision of the number of model states: even if the size of the state-space is ac-
tually known (which is seldom the case), performing learning for a large number
of unknown model parameters from the beginning of the learning process (when
no data is actually available) might result in poor model estimates and heavy
overfitting proneness. Recently, [3] proposed leveraging the strengths of Bayesian
nonparametrics, specifically hierarchical Dirichlet process (HDP) priors [15], to
resolve these issues. The so-obtained infinite POMDP (iPOMDP) postulates an
infinite number of states, conceived as abstract entities whose sole function is to
render the dynamics of the system Markovian, instead of actual physical aspects
of the system. Despite the assumption of infinite model states though, at each
iteration of the model learning algorithm, only a small number of (actually vis-
ited) effective states need to be instantiated with parameters. As such, the model
can be initialized with only few parameters, which allows for effectively dealing
with overfitting. However, as the agent accumulates experiences (i.e., training
data) through interaction with its environment, the number of parameters may
increase in an automatic, unsupervised manner, by exploiting the nonparametric
nature of the model.

Despite these advances, a significant drawback of existing nonparametric
Bayesian formulations of POMDPs consists in their lack of appropriate mech-
anisms allowing for capturing non-stationarity in the modeled environments,
expressed in the form of time-adaptive underlying state transition distribu-
tions. Indeed, the problem of capturing time-varying underlying distributions
in conventional POMDP model formulations has been considered by various
researchers in the recent literature (e.g., [16,5]). In this work, we address this in-
adequacy by introducing a non-stationary variant of the iPOMDP. Formulation
of our model is based on imposition of the dynamic hierarchical Dirichlet pro-
cess (dHDP) prior [8] over the postulated state transitions in the context of our
model. We derive efficient model inference and action planning algorithms, based
on a computationally scalable combination of Gibbs sampling interleaved with
importance sampling techniques. We evaluate the efficacy of our approach con-
sidering a set of well-known benchmark tasks, dealing with partially observable
environments.
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The remainder of this paper is organized as follows: In Section 2, we introduce
our proposed model, and derive its learning and action selection algorithms. In
Section 3, we provide the experimental evaluation of our approach, and compare
it to state-of-the-art alternatives. Finally, in the last section we summarize our
results and conclude this paper.

2 Proposed Approach

2.1 Motivation

The iPOMDP model is based on utilization of an HDP prior to describe the state
transition dynamics in the modeled environments. The HDP is a model that al-
lows for linking a set of group-specific Dirichlet processes, learning the model
components jointly across multiple groups. Specifically, let us assume C latent
model states, and A possible actions; let us consider that each possible state-
action pair (s, a) defines a different scenario in the environment. The iPOMDP
model, being an HDP-based model, postulates that the new state of the envi-
ronment (after an action is taken) is drawn from a distribution with different
parameters θsa, which are in turn drawn from a scenario-specific Dirichlet pro-
cess. In addition, the base distribution of the scenario-specific Dirichlet processes
is taken as a common underlying Dirichlet process. Under this construction, the
following generative model is obtained

s′|s, a ∼ T (θs,a) (1)

θs,a ∼ Gs,a (2)

Gs,a ∼ DP(α,G0) (3)

G0 ∼ DP(γ,H) (4)

As we observe, in the context of the HDP, different state transitions that
refer to the same state-action pair (scenario) share the same parameters (atoms)
that comprise Gs,a. In addition, transitions might also share parameters (atoms)
across different state-action pairs, probably with different mixing probabilities
for each Gs,a; this is a consequence of the fact that the Dirichlet processes Gs,a

pertaining to all the modeled state-action pairs share a common base measure
G0, which is also a discrete distribution.

Although the HDP introduces a dependency structure over the modeled sce-
narios, it does not account for the fact that, when it comes to modeling of sequen-
tial data, especially data the distribution of which changes over time, sharing
of underlying atoms from the Dirichlet processes is more probable in proximal
time points. Recently, [8] developed a dynamic variant of the HDP that allows
for such a modeling capacity, namely the dynamic HDP (dHDP). Therefore,
utilization of this prior emerges as a promising solution for us to effect our goals.
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2.2 Model Formulation

To introduce our model, we have to provide our prior assumptions regarding
the state transition distributions, observation emission distributions, and reward
emission distributions of our model. Let us begin with the state transition distri-
butions of our model. As we have already discussed, to capture non-stationarity,
we model state transitions using the dHDP prior [8].

Let us introduce the notation πs,a
τ = (πs,a

τl )∞l=1. πs,a
τl denotes the (prior) prob-

ability of transitioning at some time point t to state l from state s by taking
action a, given that the distributions of the various state transitions at that time
point are the same as they were at time τ = φt. In other words, the employed
dHDP assumes that the dynamics of state transition may change over time, with
different time points sharing common transition dynamics patterns. Specifically,
following [8], we have

st+1 = k|st = s, at = a ∼ Mult(πs,a
φt

) (5)

πs,a
τ ∼ DP(α,G0) (6)

and
G0 ∼ DP(γ,H) (7)

whence

πs,a
tl = π̃s,a

tl

l−1∏
h=1

(1− π̃s,a
th ) (8)

π̃s,a
tl ∼ Beta(αtβl, αt(1 −

l∑
m=1

βm)) (9)

βk = 	k

k−1∏
q=1

(1−	q) (10)

and
	k ∼ Beta(1, γ) (11)

In the above equations, the latent variables φt are indicators of state-transition
distribution sharing over time. Following [8], their prior distributions take the
form

φt|w̃ ∼Mult(wt) (12)

with wt = (wtl)
t
l=1, and

wtl = w̃l−1

t−1∏
m=l

(1− w̃m), l = 1, . . . , t (13)

while w̃0 = 1, and
w̃t|at, bt ∼ Beta(w̃t|at, bt), t ≥ 1 (14)
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As observed from (13), this construction induces a proximity-inclined transition
dynamics sharing scheme; that is, wt1 < wt2 < · · · < wtt. In other words, it
favors sharing the same dynamics between proximal time points, thus enforcing
our assumptions of transition dynamics evolving over time in a coherent fashion.

Finally, our observation emission distributions are taken in the formΩ(o|s, a) ∼
H , and our reward emission distributions yield R(r|s, a) ∼ HR. The distributions
H and HR can have any form, with the choice depending on the application at
hand. In this paper, we shall be considering discrete reward and action distribu-
tions; as such, a suitable conjugate selection for the priors over their parameters is
the Dirichlet distribution.

This concludes the formulation of our model. We dub our model the infinite
dynamic POMDP (iDPOMDP) model. Our model is a completely non-stationary
POMDP model, formulated under the assumption of an infinite space of latent
POMDP states, and treated under the Bayesian inference paradigm. Note also
that limiting the generative non-stationarity assumptions to the transition func-
tions of our model does not limit non-stationarity per se to state transitions.
Indeed, the non-identifiability of the postulated model latent states results in
the assumed generative non-stationarity of the transition functions being im-
plicitly extended to the observation and reward functions of our model.

2.3 Inference Algorithm

To efficiently perform inference for our model, we combine alternative applica-
tion of a variant of the block Gibbs sampler of [4], and importance sampling [14],
in a fashion similar to the iPOMDP model [3]. Our block Gibbs sampler allows
for drawing samples from the true posterior. However, we limit ourselves to using
our block Gibbs sampler only on a periodical basis, and not at each time point.
In the meanwhile, we use instead an importance sampling algorithm, which
merely reweighs the already drawn samples so as to reflect the current posterior
as closely as possible. This way, we obtain a significant speedup of our infer-
ence algorithm, without compromising model accuracy, since the actual model
posterior is not expected to undergo large changes over short time windows.

Block Gibbs Sampler. To make inference tractable, we use a truncated ex-
pression of the stick-breaking representation of the underlying shared Dirichlet
process of our model, G0 [12]. In other words, we set a truncation threshold C,
and consider πs,a

t = (πs,a
tl )Cl=1, ∀t, s, a [4]. A large value of C allows for obtaining

a good approximation of the infinite underlying process, since in practice the
πs,a
tl are expected to diminish quickly with increasing l, ∀t [4]. Note also that,

as discussed in [8], drawing one sample from the dHDP model by means of the
block Gibbs sampler takes similar time as drawing one sample from HDP.

Let us consider a time horizon T steps long. We have

p(w̃t| . . . ) = Beta(w̃t|a+
T∑

j=t+1

nj,t+1, b+
T∑

j=t+1

t∑
h=1

njh) (15)
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where nth is the number of time points such that φt = h. Similar,

p(π̃s,a
tl | . . . ) = Beta

(
π̃s,a
tl |αtβl +

T∑
j=1

I(njt �= 0)I(νs,ajl �= 0),

αt(1 −
l∑

m=1

βm) +

C∑
k=l+1

T∑
j=1

I(njt �= 0)I(νs,ajk �= 0)

) (16)

where νs,atk is the number of training episodes where we had a transition from
state s to state k, by taking action a at time t.

The updates of the set of indicator variables φt can be obtained by generating
samples from multinomial distributions with entries of the form

p(φt = τ |st−1 = s, at−1 = a; . . . ) ∝w̃τ−1

t−1∏
m=τ

(1− w̃m)π̃s,a
τst

st−1∏
q=1

(1− π̃s,a
τq )

×p(ot+1|st, at) p(rt+1|st, at), τ = 1, . . . , t
(17)

Further, the posterior distribution over the latent model states yields

p(st = k|st−1 = s, at−1 = a; . . . ) ∝ π̃s,a
φtk

k−1∏
q=1

(1− π̃s,a
φtq

)p(ot+1|st, at) p(rt+1|st, at)

(18)
As we observe, this expression entails Markovian dynamics. Thus, to sample
from it, we have to resort to some method suitable for distributions with tem-
poral interdependencies. In our work, we employ the forward filtering-backward
sampling (FFBS) algorithm [1]; this way, we can efficiently obtain samples of
the underlying latent state sequences.

Finally, the observation and reward distribution parameters of our model are
sampled in a manner similar to the original iPOMDP model [3].

Importance Sampling. At time points when we substitute block Gibbs sam-
pling from the true posterior with importance sampling, we essentially reweigh
the samples previously drawn from the true posterior. Initially, all samples have
equal weight as they are drawn from the true posterior; this changes when we ap-
ply importance sampling, so as to capture small changes in the actual posterior
in a computationally efficient manner (possible within short time-windows).

Let us denote as μ a sample of our model with weight wt(μ) at time t (all
samples have initial weights equal to one). Similar to the iPOMDP model, the
weight update at time t+ 1 yields [3]

wt+1(μ) ∝ wt(μ)
∑
∀st

Ω(ot+1|st,at)bμ(st) (19)

where bμ(s) is the belief (posterior probability) for state s, as determined in the
sample μ of the model.



A POMDP for Dealing with Dynamically Changing Environments 117

2.4 Action Selection

Once we have obtained a set of samples from the posterior distribution of our
model, we can use them to perform action selection. For this purpose, in this
work we apply stochastic forward search in the model-space, as proposed in [3].
The main concept of forward search is to use a forward-looking tree to compute
action-values [11]. Starting from the current posterior (belief) over the model pa-
rameters of the agent, the tree branches on each action the agent might take and
each observation the agent might see. At each action node, the agent computes
the (posterior) expectation of the immediate reward, given the drawn samples,
in a standard Monte Carlo-type fashion.

3 Experimental Evaluation

We evaluate our method in several benchmark scenarios and compare its per-
formance to related alternatives, namely Medusa [5] and iPOMDP. Medusa is
provided with the true number of states, while iPOMDP determines it automat-
ically, similar to our approach. In all experiments, the iPOMDP and iDPOMDP
are initialized in such a way that the observations are given vague hyperpa-
rameters, while the rewards are given hyperparameters that encourage peaked
distributions. Beliefs are approximated with sample sets of 10 models. In all
cases, tests have 200 episodes of learning, which interleave acting and resam-
pling models, and 100 episodes of testing with the models fixed.

The first benchmark scenario considered here, namely Tiger-3, is adopted
from [3]; it comprises an environment that changes over time, thus allowing for
us to evaluate the capacity of our model to adapt to new situations. Specifically,
Tiger-3 is an adaptation of the well-known Tiger benchmark [6]: The agent has to
choose one of three doors to open. Two doors have tigers behind them (resulting
in the maximum possible penalty, r = −100), and one door has a small actual
reward (r = 10). At each time step, the agent may either open a door or listen for
the “quiet” door. It hears the correct door correctly with probability 0.85. The
reward is unlikely to be behind the third door (p = 0.2). However, during the
first 100 episodes, we artificially ensure that the reward is always behind doors 1
or 2. Subsequently, we employ the full probabilistic environmental model, under
which the reward may also be behind the third door with some (low) probability.
Hence, the dynamics of the environment change after the 100th episode, thus
requiring that the trained agent be capable of quickly adapting to environmental
changes.

The rest of our considered benchmarks are well-known problems in the POMDP
literature. Specifically, we consider:

1. Tiger : This benchmark was first proposed in [6]. It is similar to Tiger-3,
with the exception of the environment being static. Dynamics do not change
after the first 100 episodes of the learning algorithm, but we consider the
probability of the reward being behind the third door equal to p = 0.2 from
the beginning of the simulation.
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2. Shuttle: This benchmark was introduced in [2]. It considers two space stations
separated by a small amount of free space with loading docks located on each
station. The task is to transport supplies between the two docks. Each time
the agent successfully attaches to the least-recently visited station, it receives
a reward equal to r = 10. In order to dock, the agent must position itself
in front of the station, with its back to the dock, and backup. Whenever
the agent collides with the station by propelling forward into the dock, it
receives a penalty of r = −3. In all other cases, we consider r = 0.

3. Gridworld [6]: This comprises a simple environment consisting of a 4-by-
4 grid, where all cells except for the goal in the lower right-hand corner
are indistinguishable. Movement into adjacent cells is permitted in the four
compass directions, but an attempt to move off the edge of the world has
no effect, returning the agent to its original state with no indication that
anything unusual has happened. All states have zero reward, except for the
goal (right-hand corner), which has a r = +1 reward, and a distinctive
appearance. The initial state for this problem is a uniform distribution over
all but the bottom right state. Any action taken from the bottom right state
results in a transition to any one of the remaining zero reward states with
equal probability (i.e., return to the initial distribution).

Our results are provided in Table 1. As we observe, our approach is capable of
inferring a smaller number of states than the true count, only retaining states
for which adequate information can be derived from the accrued experiences
(training episodes); this is attained without any compromises in the yielded
accumulated rewards in all scenarios. Given the fact that, as discussed in Section
2.3, drawing one sample from the dHDP by means of the block Gibbs sampler
takes similar time as drawing one sample from the HDP, we deduce that our
approach allows for obtaining improved total reward compared to the iPOMDP
for decreased model complexity and resulting computational costs. Note also
that the obtained performance improvement is more prominent in the case of
the Tiger-3 problem, where the environment changes over time, thus posing
greater learning challenges to the postulated agents. This finding vouches for the
capacity of our model to capture non-stationarities in the modeled environments,
which is the ultimate goal of this work.

Table 1. Experimental Evaluation: Number of inferred states and total obtained re-
ward

#States Total Reward

Problem Actual iPOMDP iDPOMDP Medusa iPOMDP iDPOMDP

Tiger-3 4 4.1 3.8 -40.26 -42.07 -35.19

Tiger 2 2.1 2.1 0.83 4.06 4.64

Shuttle 8 2.1 2.1 10 10 10

Gridworld 26 7.36 6.82 -49 -13 -12
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Table 2. Experimental Evaluation: Execution times (in seconds) of the iPOMDP and
iDPOMDP models. For iDPOMDP we evaluate both the proposed inference algorithm
as well as applying (exact) Gibbs sampling.

Problem iPOMDP iDPOMDP iDPOMDP-Gibbs

Tiger-3 842.91 913.88 5863.18

Tiger 837.67 912.07 5738.55

Shuttle 839.11 894.32 5707.41

Gridworld 1108.31 1207.15 8094.17

Further, in the first three columns of Table 2, we compare the execution times
of our approach and the baseline iPOMDP method1. As we observe, our method
imposes a modest computational overhead, which averages at less than a 10%
increase in computational costs compared to iPOMDP. Based on this result,
and taking into consideration the better performance of our algorithm (in terms
of total accrued reward), we can claim that our approach yields a favorable
trade-off between performance and computational complexity compared to the
competition.

Finally, in the last column of Table 2, we show how the proposed inference
algorithm, based on an appropriate combination of Gibbs sampling with impor-
tance sampling, compares to the more straightforward approach of solely relying
on Gibbs sampling to perform inference. As we observe, solely relying on Gibbs
sampling to perform inference for our model results in an overwhelming increase
in computational costs, which averages at almost one order of magnitude more
time. Therefore, we deduce that our strategy of performing inference utilizing a
combination of Gibbs sampling interleaved with importance sampling succeeds
in considerably accelerating our algorithm, and is crucial for the practical appli-
cability of our method.

4 Conclusions and Future Work

In this paper, we proposed a nonparametric Bayesian formulation of POMDPs
that addressed the problem of capturing non-stationarities in the modeled envi-
ronments. Formulation of our model was based on the imposition of a suitable
dynamic prior over the state transitions of our model, namely the dHDP prior.
We devised efficient learning and planning algorithms for our model, based on a
combination of block Gibbs sampling and importance sampling. We showed that
our method outperforms related alternatives, namely Medusa and iPOMDP, in
several benchmark tasks, combining increased reward performance with shorter
model sizes, and, hence, better computational complexity.

1 Our experiments were executed on a Linux desktop computer, with an Intel Xeon
E5 2.10GHz processor. All the considered algorithms were implemented as single-
threaded Python applications.
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Our future goals in this line of research concern applying our approach to
autonomous path planning for aerial robots (drones) operating in unknown, un-
structured environments. We are also interested in extending our non-stationary
models to address problems dealing with continuous state and actions spaces
(continuous POMDPs).
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Abstract. Simulation of particle movement plays an important role when 
understanding the behavior of natural entities, which can be adopted by many 
other research fields. The complexity of every environment can cause lots of 
difficulties to ensure accurate und faithful results, leading to extensive 
researches but always in very specific conditions. This paper describes a 
framework which allows wide flexibility on the moving algorithms of the 
swarm particles as well as an easy modification of the surrounding 
constrictions. A simple, intuitive interface is implemented and a swarm 
paradigm is already used. The aim of this tool is to obtain acceptable results in 
any upcoming test case without the need to run an exhaustive and expensive 
research. 

1 Introduction and Motivation 

This paper explains the natural extension of our previous participation in the 
InformatiCUP challenge [1], a German competition arranged by the “Gesellschaft für 
Informatik” [2], an organization promoting the transmission of computer science 
knowledge and research. The goal in this 2014 edition [3] was to implement an ideal 
simulation of how a set of manganese-collecting machines had to move above a water 
surface without remote help on how to determine the other's position and direction. 
Only a small area is reached by radar that provides them information about the 
relative position of the nearest bots within this range. Although the purpose was to 
collect as much manganese as possible, the heuristics to determine which factors were 
to be taken into consideration were not clear. This brought to different paradigm 
possibilities to develop, and made us think of the need of a general purpose 
application instead of the strictly constricted projects existing so far. Hence, after 
focusing on the idea of allowing changing specific requirements, we started to work 
on the versatile framework that is presented in this paper. 

This paper is the basis of a platform which breaks the tendency of thoroughly focusing 
on carefully fixed environments as done so far [4][5][6]. Here several solutions for 
different contexts related to the mentioned contest are purposed, even though any other 
cases are meant to be adopted. The robots can start in several formations, which may be a 
key fact when determining the movement patterns to be followed. Afterwards they start 
to recalculate their velocity and direction following one of the most extended swarm 
paradigms, studied by C. W. Reynolds [7] and consisting of three main rules. During the 
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simulation any algorithm may be activated or deactivated as well as have their inner 
parameters modified. Different final events can be handled to conclude the simulation in 
different ways depending on previously established criteria.   

In many occasions it is necessary to know a first approach of the simulation's 
results, even when the first drafts are not yet designed. For new research fields, 
gaming industry or any nature-inspired applications it can be interesting to have a tool 
to find good preview results for simulation and optimization in a dynamic and low 
cost system without the need to build full applications for that purpose. Many 
improvements and complements are likely to be developed in the near future, such as 
distributed computing, more accurate methods for the optimization of the parameters, 
real-time comparison between two simulations, etc. 

Section 2 thoroughly describes the implementation of the main blocks of the 
application, from the structure of the program until the function to search for the best 
parameters. Section 3 proposes the possibility of the further parallelization of the 
optimization function. In section 4 we show and explain some of the first results. 
Finally, an evaluation of the work done as well as a brief proposal for future research 
can be found in section 5. 

2 Simulation and Optimization Functionalities 

Each one of our units is an instance thinking independently and interacting with  
the simulator class just enough to represent real-life perception of the individual.  
A coordinate’s class is implemented in such a way that all position- and velocity-
related data is embedded and can be easily transferred and recalculated. The central 
processing class organizes the tasks and handles the list of robots, coordinates, 
parameters and rules to follow, but are the single instances the responsible for taking 
their own decisions with the limited information provided. The surface where the 
robots are going to move should be unlimited, but for a comfortable visualization in 
the GUI this area is constricted to a canvas of 500 by 500 positions or pixels (in this 
case, representing square meters). 

2.1 Deployments 

The starting positions of the robots determine the first decisions to take and may 
condition the overall algorithms to follow. If they start very close to each other, they 
need to spread in order to cover more area. On the other hand, if they are too distant, 
many areas may remain uncovered or clearing them would be too inefficient.  In the 
contest, the initial methodology to distribute the robots was never specified and each 
simulation uses a different starting set. Therefore, it is important to have the chance to 
test a same moving paradigm after different deployments. For this, five starting 
configurations are now implemented, following different regular patterns (square, 
circular) or mathematic distributions (random, Gaussian and double Gaussian). 

The Random (Fig. 1.5) deployment drops every robot in a completely random 
position within the sea limits established in order to focus the simulation in a 
constricted area. In further simulations much larger limits may be used, taking the risk 
of dropping robots too far away from the rest and becoming isolated. An interesting 
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line of research could study which algorithms should isolated robots follow. However, 
a purely random starting set does not bring many possibilities to study constricted 
behaviors, so more complex irregular deployments are developed. 

The Gaussian (Fig. 1.1) and Double Gaussian (Fig. 1.3) configurations are used to 
guarantee a certain pattern within the randomness of a non-uniform distribution. With 
them we can know a priori how are the robots going to be distributed, even not their 
exact coordinates or the distance between them. Obviously, parameters such as the 
deviation can be manipulated in the every simulating case. In the case of the Double 
Gaussian, this is the name that an evolved deployment received. It consists of two 
Gaussian deployments, which are independent on number of items and deviation. 
Both means are calculated in a way that some robots from one kernel can perceive 
some of the other one, but never all of them. With this, we try to see the strength 
limits of the algorithms, as both Gaussians will tend to merge and join their own 
nucleus but at the same time some robots may push towards the other group. 

Finally, regular patterns are also implemented to test uniform movements or 
simulate situations where the initial set can be regular. In this first version, uniformly 
fulfilled Square (Fig. 1.2) and a Circular (Fig. 1.4) patterns are available. Due to the 
variable amount of bots, the shape might slightly vary to try to keep the regularity of 
the distribution. The square will become a rectangle to ensure equal distance between 
all the boids, whereas the circle will deploy equally-distant robots on the 
circumference until this is full and a new ring can be added. 

 

Fig. 1. Captions of the robots with the GUI representation of the different deployment methods: 
Random (1), Square (2), Gaussian (3), Circular (4) and double Gaussian (5). 

2.2 Swarm Behavior: Equations and Weights 

The limited communication capacity between the robots makes it too complex to 
determine the shape or the positions of all the other robots (a strong communicating 
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network should be established) and it would escape from realistic situations. Nature-
inspired algorithms for ants [8] or bees [9] are not based on sharing such big amount 
of data, but on generating a collective behavior out of the minor parts of information 
shared by each individual [10]. 

The moving paradigm chosen always follows a same overall concept [Fig.2][7] but 
at the same time we introduced some regulators which make the decisions experience 
small variations in order to adapt to the specific situation of each individual within the 
group. Every single robot analyzes the relative position pi of all its n surrounding bots 
and calculates a variation of speed and direction after a weighted average of the 
values obtained through the main following rules:  
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Formula (1) calculates the average position of the nearby robots and tends to move 
there to follow the principle of cohesion and avoid the group spreading around or a 
robot to travel too far away, which may result in losing contact due to its limited 
view. After testing, this basic concept was not acting enough as a real-like flow, so a 
small correction was made to empower the weight of this algorithm when the boid is 
very far away from the others, and to decrease it when it is too close. To avoid direct 
contact between the elements, the separation algorithm (2) is also introduced in the 
final calculation of the new movement. 
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In this case, the algorithm finds the opposite value of the cohesion formula. 
However, only when the object is very close to the others is when this algorithm 
should be more important. For this reason, the average point is calculated among the 
robots positioned in a smaller range than the viewing area used normally. In a similar 
way as in the first algorithm, this final value is not proportional with distance and gets 
strongly increased when the robot is too close to others, so it would avoid a final 
crashing between boids. 

Finally, a third formula (3) computes the average direction where the neighboring 
robots are moving to. This alignment offers a smoother and more realistic movement 
and provides a non-static understanding of the environment, as it uses the actual 
velocity instead of the positions.  
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The modularity of these implementations allows a full addition or modification of 
the algorithms to follow. During each iteration of the simulator, which could be 
understood as a second or as any other time unit, all the robots obtain the list of 
neighboring boids as well as the algorithms to handle. With this, they decide which 
algorithms and with weights use, independently from the simulator class. Only once 
they all have finished the calculation of their decision, is when the actual movement 
takes place. This avoids that the last robots in the list take decisions with later 
information about already updated positions, which would not be realistic and may 
cause synchronization problems as well as the possibility of looped situations.  
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Fig. 2. Visual representation of the principles of cohesion (1), separation (2) and alignment (3) 
described by Craig W. Reynolds [7] 

After the calculation of the final movement, a limiter controls an excessive value of 
the speed and reduces it to a established maximum, which can be common for all 
boids or specified for each individual.   

Bigger dynamic paradigm modifications are also necessary for the proper 
simulation of realistic environments. Although the (1) and (2) criteria have small 
variations for specific situations, sometimes these are not enough and a new value for 
the algorithm's weight or even a completely new behavior must be done. In this 
version of the application, a practical modification of the weights allows the creation 
of the Recollection command, which consists on make all the robots meet in a central 
point. The original instructions from the challenge asked the boids to be collected at a 
certain point by a mother ship. In any case, the goal was to make them gather, even no 
optimization method was asked again. A good choice would be to reduce this time to 
the minimum by meeting them in the central point between the extreme boids. 
However, our choice was to optimize the fuel consumption so the parameter 
minimized was the total track covered by all the robots until they reach this point. For 
this, a signal can command the separation (2) and alignment (3) weights to become 0, 
so the full decision of the movement relies on the cohesion algorithm (1) and the 
boids are set to move at full speed. This is represents a realistic situation where the 
robots are called from the central control of the mother ship, or, with a set of timers, 
they have the command to gather at a certain execution moment, or after a threshold 
of inactivity due to the balance of all the robots when they are all close to each other. 

2.3 Optimization Function 

The aim of this research is to develop a tool which offers different possibilities of 
simulation, measurement, understanding and comparison, but maybe the most 
interesting utility is the optimization module. This function can still be improved by 
using more sophisticated methods such as gradient ascents, neural networks, etc. but 
the current version already offers a good approximation of the best parameters to use 
in order to reach a specified goal. Manganese collected, total or unique track covered 
or time to gather could be some of the goals in our goal to continue with the 
InformatiCUP context. The goal pursued in all the tests shown in section 4 is the total 
amount of manganese collected by all the robots combined. 
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The idea is very simple and it consists on testing a specific configuration until the 
robots reach a balanced position, or if not, until they reach a time or distance travelled 
limit (as if it was fuel). The simulation accepts the introduction of a set of values 
chosen by the user to test, if some previous stipulation has been done because those 
parameters are more likely to be good. With small variations, the iteration can skip 
useless values as well as reduce the step between them when testing. Despite of 
having different starting sets, the current version asks for a fixed deployment to test 
with, as they are considered fully different experiments in separate contexts. Many 
different amounts of robots, instead, can be added in the iteration system and different 
weights can be tested on different number of robots for the given deployment method. 
In case of choosing non-uniform deployments, the positions of the robots are 
calculated once and saved for further simulations, in order to guarantee that the results 
correspond to equal testing conditions. 

At the end of each simulation a .txt is generated with a header indicating which 
range of configurations was used, tested number of robots, and the values which offer 
the best result obtained. With the purpose of a better understanding of the behavior 
seen during the variation of the values, a list of all the iterations and the desired 
results for each combination is now included. A Matlab script processes these outputs 
and prints a 3D representation of the results, which would be too complex to 
understand without data processing to summarize them. This graphic can only use two 
of the parameters simultaneously, as the third axe is always representing the target 
value. Fortunately, the algorithms used so far are conceptually easy so it is possible to 
understand the results with the use of two graphs. Further applications will need new 
solutions for the improvement of these graphs and the output interpretation, but it 
depends on the algorithms used so no further preparation could be done now. 

3 Parallel Computing with MapReduce 

The longest simulations iterating over all the parameters can run for some minutes, in 
the most complex cases with small steps between iterations and a high number of 
robots, even almost an hour when using a 2GHz i5 laptop. Future applications may 
need more constrictions, new algorithms and even higher number of individuals, so 
the computation time can increase exponentially. To ensure an acceptable simulation 
time it is going to be essential to focus on a big improvement in this aspect. 

The number of shared data and parallel applications worldwide is increasing very 
fast, so we would like to use some of these techniques as a solution to the excessive 
computation time. Apache offers an open-source implementation of the MapReduce 
[11] called Hadoop [12]. MapReduce splits the input in the map tasks so the data can 
be processed in different cores simultaneously. Afterwards, the Reduce tasks collects 
all the partial results, sorts them and, in our case, search the best configuration among 
all the simulations run. This model is a good candidate to be implemented in this kind 
of projects, as has already been done in similar applications [13]. 
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Initialize(Deployment) 
def MR_MAP(List of Array allParameters) 
   while(0<combinations--) 
      settings[i] ← generateConfiguration()
   end while } 
def MR_REDUCE (List of <Configurations
settings) = { 
   while( i ← 1; i ≤ settings.size(); i++) 
      for( i ←1; i ≤ settings[i].iterations; i++
      neighborsList[i] ← getNeighbors(robo
 coordinates); 
      coordinates.update( robot.move  
          (neighborsList[i] ) ); 

       end for 
   end while 
} 
return bestParameters; 
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The results obtained so far show a logical evolution of the manganese recollection. 
If the separation value (w2) is too small or too big, the movement is affected in 
excess, due to the variations implemented which empower its value when a robot is 
too close to the others. On the other hand, the similarity of the two graphics for 
cohesion (w1) or alignment (w3) suggest that these two algorithms are less decisive in 
comparison with the separation one. This makes the further work focus on the study 
of a better weight balance for this specific situation. However, the purpose of this first 
use of the framework is to observe and analyze its possibilities, which we consider 
successful. The algorithms used work properly and the graphical results are 
encouraging.  

5 Conclusions Future Work 

Being satisfied with the performance of the platform, our next research will focus 
mostly on the improvement of the general behavior of the simulations, looking for a 
more efficient execution. The implementation of new functionalities is imminent, for 
example the possibility of run two different simulations (with different number of 
robots, deployment method and/or algorithms) at the same time using the visual 
interface. This can help to visually compare two behaviors at real time, hopefully 
avoiding the need of result post-processing. Last but not least, as a mid-long term task 
to do, the parallelization method explained in section 3 to ensure acceptable execution 
times with larger and demanding simulations.  
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Abstract. For thousands of years music has accompanied human existence and
development. Over the time it turned into a form of art capable of expressing
beauty, ideals and emotions. Our previous work has investigated the possibility
of automatic generation of music that would be (to some extent) alike to the mu-
sic created by human composers. Our focus was on romantic era music, in par-
ticular a “Chopin-style” compositions. We have proposed a specifically designed
memetic algorithm, which operated based on a handful of parameters and rules,
which need to be followed when it comes to classical music. In this paper we
review the proposed approach and extend it by introducing “a subjective factor”
to the system, in the form of a specifically designed neural network. The role of
this component is to provide the subjective preferences of the listener, which are
taken into account during the music composition process. Preliminary results of
this new system are presented.

1 Introduction

The topic of music creation has been of research interest for about 30 years. One of
the earliest experiments was the soundtrack to a game called ”Ballblazer” generated
algorithmically in 1984. The lead melody was assembled from a predefined set of 32
eight-note melody fragments or riffs, which were put together in a random manner. The
system had to make several parameter-based choices including the speed and loudness
of playing, omitting or eliding notes, or inserting a rhythmic break. The melody was
accompanied by bassline, drums and chords, which were also assembled on the fly by
a simplified version of the above approach. In effect the music was played forever,
without repeating itself, and not straying too far from the original theme [1], [2].

Another interesting example is an interactive music system called iMUSE created
in 1990 and used in a number of video games. The system is able to “adjust” or “syn-
chronize” the composed music to the game’s action and to make transitions from one
musical theme to another [3]. Probably the most similar system to our goal is ”Emily
Howell” - a computer program with an interactive interface that allows both musical and
language communication. The system can be “taught” to compose music more fitting
an operator’s taste in the process of “encouraging and discouraging”. The program uses
musical pieces, previously invented by another composing program called Experiments
in Musical Intelligence (EMI), as a source database for its musical choices [4], [5].
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More recent examples of the systems capable of or supporting artificial music
composing include ArtSong [6], Symbolic Composer [7], Cybermozart [8] or Lexikon-
Sonate [9].

The above-mentioned examples inspired us to develop a system capable of creating
pieces of music to some extent similar to those composed by humans and at the same
time being able to take into account individual musical preferences of the operator.

The rest of the paper is organized as follows. In the next section we summarize our
memetic approach to automatic music creation [10] along with a selective introduction
to the theory of music. Section 3 details the role and significance of the neural network
component added to the system. Conclusions and directions for possible expansion of
this research are placed in the last section.

2 A Memetic Approach To Music Composing

The term music has too broad scope to be effectively covered in a single approach.
Hence, for the sake of tractability, we decided to restrict our research to the romantic
era, as music created at that time was still following classical rules, but at the same
time, the harmony was not evident. Additionally, we decided to compose pieces for the
piano as this reflects the expertise of one of the authors.

Our goal was to create a system that would compose a regular piece of classical
music based on user’s input. In particular, we aimed at verifying the two following
aspects: whether the musical rules and regularities could be flexibly applied and whether
it is possible to reflect an individual taste in composed pieces.

Our studies referred to three piano music forms popular in the romantic period, i.e.
nocturne, polonaise and mazurka. In particular our focus was on the compositions of
Fryderyk Chopin, who wrote many such pieces.

2.1 The Structure of Composed Pieces / Keys / Repetitions

In order to reflect the rules of music composition and structure of musical pieces we
distinguished the following elements (listed in a descending order): a part, a period, a
sentence, a phrase, and a motive. Each of these elements (except for motives) is divided

Fig. 1. Exemplary structure of a music piece
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into several other smaller elements (see Fig. 1). Each motive consists of two separate
lines which are a melody and an accompaniment.

Another important part of the theory of music are keys [11], [12]. Each part of a piece
has its base key, but it is possible that the key changes into a temporary key, which may
be different from the base key. For each of the keys there are four other related keys:
same name key, parallel key, subdominant key and dominant key (see [10] for a detailed
explanation). Another crucial aspect of classical music are repetitions. This issue is ad-
dressed by creating a repetition matrix defining the probability of repeating each base
element within the part as well as between parts. Based on the theory of music different
probability schemes were implemented for nocturne, mazurka and polonaise, respec-
tively (see Table 1). In the table m, h, s and p denote motive, phrase, sequence and part,
respectively. The row marked with a black square defines the probability of repeating
a given element in the same part (e.g. s = 0.55 in column A means that on average
any sentence in part A is repeated with probability 0.55). The remaining rows define
probabilities of choosing a particular part as a source one (for an elements’ repetition).
For instance, m = 0.2 in row B and column C denotes the probability of repeating
the a motive form part B in part C. The first column denotes the respective repetition
probabilities in parts A∗, B∗ and C∗, respectively, i.e. the parts which represent “vari-
ations” of the original parts. Based on the theory of music the following schemes were
implemented: ABA for nocturne, ABA∗ for mazurka and ABACA for polonaise.

Table 1. One of the repetition matrices used in the experiment. See description within the text.

[]* A B C
m: 0.8 m: 0.8 m: 0.8

. - h: 0.5 h: 0.5 h: 0.5
s: 0.25 s: 0.25 s: 0.25
p:0.02 p: 0.02 p: 0.02

m: 0.7 m: 0.9 m: 0.2 m: 0.9
A h: 0.5 h: 0.7 h: 0.05 h: 0.7

s: 0.3 s: 0.55 s: 0.02 s: 0.3
p: 0.02 p: 0.6 p: 0 p: 0.8
m: 0.9 m: 0.8 m: 0.2

B h: 0.8 - h: 0.5 h: 0.05
s: 0.55 s: 0.3 s: 0.02
p: 0.6 p: 0.26 p: 0
m: 0.8 m: 0.8

C h: 0.5 - - h: 0.6
s: 0.3 s: 0.25
p: 0.25 p: 0.02

2.2 Memetic Algorithm

Our music composing system is based on memetic computing which is a combina-
tion of genetic algorithm and in-generation, local optimization. The local optimization
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phase serves as an additional mutation operator which does not mutate the specimen
randomly, but changes it according to a set of predefined rules that represent domain
knowledge. After a pre-defined number of algorithm’s generations the system yields a
specimen that represents a musical piece with the highest fitness value.

The algorithm receives a set of parameters as its input, part of which is a set of
standard parameters of the evolutionary algorithm and the other part results from the
plug-in architecture of the fitness function and local optimization. These parameters
are set directly by the user and include: the number of specimens in the population,
the number of generations, the percentage of the elitist specimens (transferred to the
next generation without mutation), the probability of performing local optimization,
the weights of particular components of the fitness function, as well as, parameters
responsible for mutation (its range, probability of notes modifications, probability of
chords modifications, and permutation range).

Furthermore, the algorithm uses parameters which reflect the rules of composing
homophonic music: the key graph, probabilities of occurrence of particular chords in
a particular key and probabilities of occurrence of particular notes in particular chords
in particular keys. The final set of parameters describes the musical form, like possible
structures of the piece, its meter, textures and repetition matrix.

2.3 Generation of a Population

The process of primary specimens generation is analogous to the base methods of (tra-
ditional) music composing, i.e. first harmonic structure of the piece is created and then it
is filled with particular notes. The initial population consists of some pre-defined num-
ber N of specimens generated pairwise independently. In this phase of the algorithm
musical rules and form parameters are exploited most intensively.

Generation of a single specimen is quite a complicated process and consists of nu-
merous steps, as shown in [10]. On a general note, first, the biggest elements (parts and
periods) of a piece are generated, followed by the smaller ones (sentences, phrases and
motives).

2.4 Memetic (Local) Optimization

The goal of local optimization is to improve the quality of a specimen from musical
theory point of view. Having in mind that some amount of “randomness” seems to be
beneficial in artificial music composing, local optimization may happen in each gener-
ation but with some probability defined as one of the input parameters.

The first local optimization consists in adding a pitch to the existing chord which is
the sixth or the seventh step of the chord’s key. This operation is based on an extended
version of a database of chains of chords with three or four elements used in Harmonia
educational tool [13]. It includes chains of possible chords together with their possi-
ble modifications. If a particular chain is present in the database, it is then modified
accordingly.

The second optimization operation is focused on technical ability to play the com-
posed piece (i.e. the scale and chords location can be modified, if necessary, so as to
actually allow playing the piece with two hands of a pianist).
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The third operation allows improving the chords played on either a melody or an ac-
companiment so as there are more consonants (concords nice to hear) than dissonances
(concords strange to hear). The last local improvement operation provides a way to
minimize the number of pauses appearing in the musical piece. As pauses, in general,
are in line with musical rules, they are usually “over-represented” in the specimens.

2.5 Fitness Function and Selection

The selection is roulette-elite. The fitness function consists of several components
which are independently evaluated and have different weights (depending on the form)
configured by the user. Specifically, the following components are considered:
Chains - evaluates the correctness of chains of chords using pre-defined Markov chains,
Concords - evaluates concords based on the number of existing consonances and dis-
sonances in a strike, Rhythm - evaluates the homogeneity of the rhythm in the motives,
Tonality - evaluates the tonality on the main measures in the meters as high tonality should
be maintained, Pitch - evaluates the homogeneity of notes’ pitches in the motives.

2.6 Mutation

The degree of mutation operator depends on the parameter that sets the percentage of
the motives that will be mutated. Mutation may either change the heights of particular
notes or change the chords. Moreover, mutation may change the order of motives based
on the mixing intensity parameter. If mutation is to change single notes, then a decision
is made independently for each of them, with a pre-defined probability threshold. If so,
first the origin of the new note is decided (whether it is the current chord, a key, base
key or random), then a particular note is chosen. If mutation is to change chords, the
procedure is similar to the one used for changing notes, but the origin may be main
chord of current key, side chord of current key, main chord of another key, side chord
of another key or random.

The degree of the other facet of mutation - changing the order of motives - depends
on the mixing intensity parameter, which defines the percentage of motives to be re-
ordered. First, a set of motives which will remain in the primary order is chosen. All
other motives are inserted in random places between the “stable” motives in the piece.

2.7 Summary of Results

The initial series of tests aimed at optimization of the steering parameters of the memetic
algorithm: % of elite - percentage of the specimens with the highest fitness automatically
promoted to the next generation, % of optimization - probability of the local optimiza-
tion to take place in the current generation, mutation range - the percentage of motives
to be mutated, notes/chords modification factor - a factor describing the relation be-
tween probabilities of mutation of notes and chords, e.g. 3/1 means 75% for notes and
25% for chords, permutation range - the percentage of motives that will remain in the
primary order. Each combination of parameters was verified in 10 independent experi-
ments with population size equal to 150. Each ensemble of 10 tests was performed three
times, once per each considered form (mazurka, polonaise and nocturne).
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The final selection of the algorithm’s parameters was based on the average score of
the best specimen evaluations across 10 populations. It turned out that for each of the
tested forms different sets of parameters were the ones most effective. The best set of
parameters of the mazurka form: % of elite= 1, % of optimization = 15, mutation range
= 33, notes/chords modification factor = 3/1, permutation range = 25, has been chosen
for further final tests, which involved three human testers.

Each of the testers received the same set of 300 pieces (of mazurka form) to listen and
evaluate using the scale of -1 (worst) to 1 (best) with a step equal to 0.5. The confusion
matrices for each pair of the testers are presented in Fig. 2. Generally speaking, it is

Fig. 2. Comparison of testers’ evaluations in the form of confusion matrices. For instance, value
11 in the first table means that there were 11 pieces evaluated as −1 by Testers 1 and as −0.5 by
Tester 2.

easy to notice that the testers are often consistent when it comes to the pieces marked
lower. This can be seen in the top left corners of the matrices. Furthermore, the testers
do not always agree when it comes to the pieces rated with the highest marks which is
most probably caused by differences in testers’ tastes as well as a small number of the
highest rated pieces in the set. A detailed analysis of results is presented in [10].

3 A Neural Network Component

The above described system can be regarded as an “objective” mechanism for com-
posing music according to the rules (parameters) appropriate for a given musical form.
In the current version of the system we added a neural network component, which re-
flects the user’s taste and whose score was added to the fitness function. Neural network
training is preceded by extracting style parameters from the pieces listened by the testers
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Fig. 3. Average values of style parameters of pieces highly evaluated by the testers (evaluations
of 0.5 and 1) and pieces low evaluated (evaluations of -1 and -0.5) in comparison to averages of
style parameters in the whole population

(see Fig. 3). The analysis of these graphs allows to observe that the testers have different
style parameters in the pieces they prefer. For instance, it is easy to observe that Tester 2
negatively judges pieces with low repetition rate of motives. The same pieces are eval-
uated higher by Tester 3 or Tester 1 positively evaluates pieces with low variance of
notes height in motives, unlike Tester 2.

In the training process the input to the network consists of a set of eight style param-
eters, depicted in Fig. 3, extracted from the 300 evaluated pieces:

– the ratio of the number of motives versus the number of unique motives
– the difference between the highest and the lowest note in the piece
– average value of the variance of the height of notes in motives
– average value of the variance of the height of notes in phrases
– average value of the variance of the rhythmic values in motives
– average value of the variance of the rhythmic values in phrases
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– average ratio of unique heights of the notes versus number of notes in motives
– average ratio of unique heights of the notes versus number of notes in phrases

The choice of parameters reflected our willingness to find such a characteristics of a
piece that may take different values for various pieces and may be correlated (positively
or negatively) with the individual musical taste of the listener (tester).

For each specimen (musical piece) obtained in the previous experiment, all eight
parameters are extracted, normalized to < −1; 1 > and used as an input to a neural
network. The hidden layer consists of four neurons and the activation function is bipolar
sigmoid. The network’s single output belongs to < −1; 1 > and represents the degree
to which the piece reflects the listener’s taste.

Neural networks (one for each tester) taught in the previous test were included in
the algorithm and each of them was used to generate 50 pieces. Additionally, 50 pieces
were generated with the help of previously described memetic system, with no use of a
neural network.

For each of the testers, after mixing up 50 pieces generated with the use of the re-
spective neural network and 50 ones generated without the network, the 100 pieces
set was ready to use in the subsequent tests. Each set was mixed twice (the pieces were
shuffled) and given to the respective tester without the labels. As a result each tester had
two lists of the same pieces in different order and listened to them with no knowledge
which pieces were generated using the neural network and which were not. In order to
increase the credibility or the test listening to the first set was followed by a 24 hour
break before the tester started to listen to the second set.

The average scores of the testers are presented in Fig. 4. For the sake of clarity it
should be noted that among the three testers there were two co-authors of this paper. The
third person, Tester 3, was completely unrelated with the paper and implementation of
the project and may be found as the most independent source of tests data. On the other
hand, due to “blind” construction of tests it was practically impossible to intentionally
manipulate the results of Testers 1 and 2, thus we decided to publish them on equal
rights as those of Tester 3.

The results of the performed tests may be assessed as moderately positive. Even
though the evaluations are not always fully consistent, in all three cases the average
evaluation of all listenings is higher for the pieces generated using the neural network.
This allows us to say that using the neural network is beneficial for matching the cre-
ated music to ones taste. On the other hand the observed improvement in the quality of

Fig. 4. Summary of the results of ”blind” test
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specimens is not substantial. Relatively large differences between two runs of the ex-
periment performed by the same user should, to a large extent, be attributed to changing
and uncertain nature of testers’ (human) perception.

In summary, the results allow us to say that the approach presented in the paper
is a promising idea in the area of computer music generation. The proposed memetic
system is able to construct pieces imitating popular musical forms and the additional
use of neural network allowed generation of the pieces statistically more attractive to
the recipient. This allows to ascertain that generated musical pieces reflect some aspects
of human/artificial creativity and extend beyond the formal rules and theory of music.

During the experiments a few hundreds of music pieces of various forms (polon-
aises, mazurkas and nocturnes) and quality were generated by the system. Some of
them clearly sound “artificial” and by no means may pretend to be composed by a
(non-novice) human composer. There are, however, also quite many examples of “more
human-like” compositions. An example of such a piece (of the form of mazurka) in
presented in figure 5.

Fig. 5. Example piece of the form of mazurka

4 Conclusions and Directions for Future Work

In this work we studied two main aspects of the composed music. The first one refers
to the initial stage of generating a musical piece. The hybrid algorithm allows creation
of pieces, which are consistent with the user’s expectations in the field of musical rules,
harmonic and rhythmic restrictions, types of used textures and construction of the whole
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form. The fitness function evaluates the actual state of the piece and local optimization
brings in the “formal order”. Repeated execution of these operations allows achieving
the goal of a piece containing expected musical substance. The end result is substan-
tially dependent on the user’s intentions and ability to translate theoretical knowledge
into configuration of individual parameters and the input of the algorithm.

The second relevant aspect that we analyzed in the paper regards reflecting individual
taste of particular listeners. Test results clearly show the influence of the use of neural
network that learned from a person’s preferences on the final quality of the generated
piece. Thanks to this mechanism it is possible to not only generate music which fulfills
the expectations related to the musical substance, rhythmics, harmonics and texture, but
also reflects, to some extent, the sense of aesthetics and beauty of an individual user.

Our current focus is on deeper analysis of the factors defining user’s individual pref-
erences, which may potentially enhance the neural network’s results. We also plan to
perform more test involving other testers possibly with the help of social networks.

Acknowledgements. The authors would like to thank Dr Eddy Chong from NIE (Sin-
gapore) for providing them a database of chords chains that was used as part of domain
knowledge representation in the local optimization phase.
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Abstract. For a better treatment of Dynamic Constraint Satisfaction
Problems (DCSPs), several techniques have been developed to be used
in repair algorithms. We cite, for example, the variables/values ordering
heuristics and local search techniques.

We distinguish between static heuristics, which calculate their values
once at the beginning of the search, and dynamic heuristics that use an
expensive intelligence in terms of solving time.

In this paper, we propose a new static variable ordering heuristic,
Profound Degree (pdeg), based on deg heuristic, which calculates the
degree of influence of a given variable, on the whole constraints network,
relatively to its position in the network.

We evaluate this heuristic on the Extended Partial-order Dynamic
Backtracking (EPBD) approach, which is an approach to repair DCSPs
solutions, and we compare it to the best-known variables ordering heuris-
tics (V OHs) for repairing. The evaluation of performance is on random
binary problems and meeting scheduling problems, with the criteria of
computation time, number of constraints checks and Hamming distance
between the former and the current solution.

1 Introduction

In recent years, several improvements have been made in algorithms for solving
and repairing DCSPs [3] and [4]. Among these, we quote V OHs [9], filtering
techniques and conflicts analysis.

In fact, the order in which variables are affected by a search algorithm is
crucial. Indeed, the use of different V OHs to solve the same CSP can lead to
very different results in terms of performance.

The used heuristics can be classified into two broad categories: Static vari-
ables ordering heuristics (SV OHs) and dynamic variables ordering heuristics
(DV OHs).

In this paper, we present a new SVHO, profound degree heuristic (pdeg),
which is inspired by the deg heuristic insofar as it uses the concept of neighbor-
hood.

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 140–149, 2014.
c© IFIP International Federation for Information Processing 2014



Profound Degree: A Conservative Heuristic to Repair Dynamic CSPs 141

In effect, pdeg is not limited to calculate the number of neighbor connections of
concerned variable, but it also measures the impact of its eventual disturbances
(since we study this heuristic under correction of DCSPs) in relation to all
constraints network, i.e., it takes into consideration all levels of the network
neighborhoods, by giving each level a different weight, then it keeps intact the
value of the variable having a strong impact, in order to reduce disturbing the
network.

2 Background

2.1 Minimal Perturbation Problem (MPP )

Definition 1 (MPP). A Minimal Perturbation Problem (MPP ) is a triple Π
= (Θ, α, δ), where:

- Θ is a CSP .

- α is a partial or complete assignment for Π that is called initial assignment.

- δ is a function that defines a distance between any two assignments.

A solution to a MPP is a solution to Π with minimal distance from α ac-
cording to δ.

Definition 2 (Distance Set D). Let σ and γ be partial assignments for Θ.
V is the set of variables and W (σ, γ) is the set of variables such that the value
assignment for v in σ is different from the value assignment for v in γ :

W (σ, γ) = {v ∈ V | 〈v, val〉 ∈ σ, 〈v, val′〉 ∈ γ, val �= val′} (1)

W (σ, γ) is called a distance set for σ and γ and the elements of the set are called
perturbations.

Definition 3 (Function δ). In an MPP , the distance function of some as-
signment σ from α is defined as the cardinal of the set D(σ, α):

δ(σ, α) =| D(σ, α) | (2)

Otherwise, δ is the hamming distance between σ and α.

Definition 4 (Solution Value Assignment (SV A)). α is the initial assign-
ment of a CSP . For each variable vi:

If〈vi, valij 〉 ∈ α =⇒ vi.SV A = valij (3)

SV A is the acronym of Solution Value Assignment.
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2.2 Extended Partial-Order Dynamic Backtracking (EPDB)

Unlike several CSP resolution approaches that use a fixed order of variables,
the Partial-order Dynamic Backtracking (PDB) [2] uses a partial order, that is
built from nogoods and safety conditions, that is dynamically modified during
the search process.

Definition 5 (Nogood). A nogood is a failure justification. It’s an expression
of the form :

(x1 = v1) ∧ ... ∧ (xk = vk)→ x �= v

Definition 6 (Safety Conditions). A safety condition is defined as an asser-
tion of the form: x < y, with x and y variables.

If S is a set of safety conditions, we denote by ≤s the transitive closure of <,
meaning that S is acyclic if ≤s is antisymmetric.

x <s y =⇒ x ≤s y, y �s x (4)

In another way: x <s y, if there is a sequence (possibly empty) of safety
conditions:

x < z1 < z2 < ... < zn < y (5)

When having to generate a nogood during the search, due to conflict situation
(creating a nogood caused by a violated constraint) or domain wipe out (nogoods
resolution), and when no order is imposed in existing nogoods and safety con-
ditions between variables concerned with this conflict, there may be significant
choices for the variable that will emerge as the generated nogood conclusion.
The performance of this approach depends mainly on the quality of this choice,
which is not covered in PDB.

The major goal of EPDB is to extend the classic description of PDB, by
exploiting its flexibility to repair assignments using repair-directed heuristics,
when having to build an order between some variables, to control changes.

3 Profound Degree Heuristic (pdeg)

3.1 Description of Heuristic

The deg V OH [5] has a major advantage, it’s that it does not compute every
time dynamic information about the current state of research (such as the current
domains size dom or the current variables degree ddeg [10]), but it operates static
information.

However, in the context of repairing solutions, this heuristic appears limited.
In fact, no information regarding the position of variables in relation to the entire
network is operated, whereby the change of a variable can affect not only the
neighbors, but all of the variables in the network with a given probability. For
this, we propose to calculate an estimation of this information for each variable
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Fig. 1. A simple constraints network

X at the beginning of the research, considering all the network constraints, and
by associating to each constraint a weight, higher or lower, in relation to its
distance from X . pdeg is considered as the sum of those weights.

Now consider the simple network above (figure 1). Suppose that each variable
has a consistent value and due to a perturbation of the DCSP , the value of
E must be changed. Assume that all constraints have the same tightness p2.
Changing E will generate the following probabilities P :

P (violate(CEB)) = P (violate(CEF )) = p2
P (violate(CBA)) = P (violate(CBC)) = P (violate(CBD)) = P (violate(CFG)) =

p2 ∗ p2 = p2
2

If the probabilities of violating constraints are considered as weights, knowing
that p2 ∈ [0, 1], the weights of constraints network are:

Weight(CEB)/E = Weight(CEF )/E = p2 � Weight(CBA)/E =
Weight(CBC)/E = Weight(CBD)/E = Weight(CFG)/E = p2

2

This reflects that, whenever the constraint C is closer to the variable X , C
is more influenced by the change of X , since the variables concerned by C are
more influenced by changing X .

In fact, given two constraints C1 and C2, if the constraint C1 is closer to X
than C2, then C1 has a cost in calculation of the heuristic value of X which
is more interesting than C2, since changing X engenders a risk of violating C1

more important than violating C2.
In reality, constraints networks are not as simple as that, they are quite as

figure 2:
On the other hand, the hardness of constraints network (especially when the

constraints used in the modeling are intent) is not always known, reasons why
choosing to replace the weight, that corresponds to the tightness of the con-
straints, by an average hardness of 1/2.

Inspired by this idea, pdeg heuristic accumulates, for each variable X , the
weights of all constraints. These weights are higher each time the constraints are
closer to X .
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Fig. 2. A constraints network

Function PDEG(X,CSP )
1. pdeg ← 0;
2. level← 0;
3. size← CSP.V ars.size();
4. actual← X;
5. total← X;
6. while(totat.size()! = size)
7. neighbors← getAllNeighbors(actual);
8. filter(neighbors, total);
9. actual← getDistinct(neighbors);
10. a← neighbors.size();
11. b← nbConstraints(actual);
12. total.add(actual);

13. pdeg+ = 1/2incLevel() × a+ 1/2incLevel() × b;
14. Return pdeg;

Fig. 3. Description of pdeg heuristic

3.2 Execution of Heuristic

Both of the value of pdeg and the level, that is incremented each time the
constraint is far from the variable in question, are initialized by 0 (lines 1 and
2). The variable size contains the number of variables in the CSP (line 3) and
actual and total lists, initiated by the variable for which having to calculate the
pdeg, serve respectively to store all variables in the current level and all variables
already involved in the calculation (lines 4 and 5).

Will not accounting all constraints network variables, the heuristic calculates
the neighborhood of the current variables, then this neighborhood is filtered to
include only new variables, to not record a same constraint twice (lines 6-8).

Note that getAllNeighbors() (line 7) recognizes a neighbor many times as the
number of constraints that bind it with the current variables.

The heuristic puts into actual current neighbors eliminating redundancies,
in a the number of neighbors of actual variables with redundancy (which is
equivalent to the number of constraints with neighbors) not yet recognized and
in b the number of constraints between these neighbors (lines 9 and 11). At this
point, it adds to total the current neighbors and to pdeg the weight of neighbors,
which is 1/2 to the power the level incremented, multiplied by the number of
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redundant neighbors, and it does the same thing for the number of constraints
between neighbors, after incrementing the level (lines 12 and 13).

The heuristic leaves the while loop once all variables are accounted, which
means it counted all the constraints of the network, and the value of pdeg is
returned as the profound degree of the variable X (line 14).

Fig. 4. Graph of constraints

3.3 Example of Simulation

We consider the constraints network above and assume that all variables have a
consistent value (A = 1, B = 1 and all other variables have values consistent with
the whole constraints network). We suppose that the DCSP has undergone a
disturbance that is the change of the nature of the constraint CAB, that was: A =
B, and that became: A < B. To satisfy this constraint, the EPDB algorithm
[1] is restarted in order to repair solution. EPDB chooses to change the value
of A, or the one of B, depending on the used heuristic.

Using EPDBdeg, heuristic values are:
deg(A) = 4
deg(B) = 6.
So the approach generates the nogood: B = 1 =⇒ A �= 1, since it retains the

value of the most relevant variable in the network, i.e., the one whose change
can disrupt more the DCSP and delay resolution. For this reason, the value of
A is changed.

Now, using EPDBpdeg, the values of used heuristic are:
pdeg(A) = 1/2× 4 + 1/22 × 1 + 1/23 × 14 + 1/24 × 2 = 4, 125
pdeg(B) = 1/2×6+1/22×0+1/23×3+1/24×1+1/25×9+1/26×2 = 3, 75
Then the approach generates the nogood: A = 1 =⇒ B �= 1 and changes the

value of B.

4 Experimental Results

We carried out a series of experimental tests to compare the integration of pdeg
heuristic, within the EPDB algorithm, to other V OHs.
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Heuristics used for repairing are those that improve the best the behavior
of EPDB, namely the degree (deg), the domain size (dom), the number of
conflicts (conf) and the ratio between the domain size and the weighted degree
(dom/wdeg) [6].

We evaluate the performance in terms of constraints checking (CCs), com-
puting time (T ime(sc)) and Hamming distance (HD) [8] and [7].

All experiments were performed on the Java platform.

4.1 Experiments on Randoms

Random CSPs are characterized by a quadruplet < n, d, p1, p2 >, where n is
the number of variables, d the number of values per variable, p1 the network
connectivity (density) and p2 the constraints tightness.

The density p1 of a constraints graph is defined as the the ratio of the number
of constraints relative to the maximum number of possible constraints in this
network.

The tightness p2 of a constraint corresponds either to the proportion of unau-
thorized tuples, or the probability that a tuple is not allowed.

Tests have been performed on sparse and dense problems, respectively <
20, 10, 0.25, 0.6> and < 20, 10, 0.75, 0.27>. The constraints tightness is selected
such as areas are as complex as possible while problems have solution.

For logical reasons, we assume that the maximum rate of added constraints is
equivalent to ∼25%. For each pair, 20 instances were solved using each heuristic,
and the results are presented as an average of these 20 instances.

Figure 5 presents the effectiveness of heuristics applied to the EPBD, for
the most complex regions of the low density selected. In terms of number of
constraints tested CCs, Between 10% and 24% of new injected constraints, pdeg
is the best, elsewhere, dom/wdeg and dom are the most efficient. Otherwise, the
deg is the closest to pdeg, which seems the most stable.

In time graph, dom/wdeg recedes (also for dom but not in the same manner),
due to the calculation of dom and wdeg heuristics, especially for wged. pdeg is
almost always the best.

Concerning the Hamming distanceHD, there is a competition between heuris-
tics, and pdeg remains a good competitor in most regions.

Figure 6 shows the effectiveness of the heuristics for the most complex areas
of the high density p1=0.75. In terms of number of CCs and execution time,
pdeg usually looks the best although not improving too much the behavior of
deg. Concerning Hamming distance, no heuristic is absolutely the best.

4.2 Experiments on Dynamic Meeting Scheduling Problems

A Meeting Scheduling Problem MSP is characterized by < m, p, n, d, h, t, a >,
where m is the number of meetings, p the number of participants, n the number
of meetings per participant and d the number of days. Different time slots are
available for each meeting, and h is the number of hours per day, t the duration
of the meeting and a the percentage of availability for each participant.
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Fig. 5. Number of CCs, Execution time performed and HD (p1=0.25, p2=0.60)

Fig. 6. Number of CCs, Execution time performed and HD (p1=0.75, p2=0.27)



148 Y. Acodad et al.

Fig. 7. Number of CCs, Execution time performed and HD

We present our results for the class < 20, 5, 15, 5, 10, 1, 70 > and we vary
the rate of changed constraints from ∼1% to ∼25%. We generated 20 different
instances solved using each heuristic in EPDB.

Figure 7 shows the effectiveness of the heuristics in terms of number of CCs,
execution time and HD. pdeg leads to a great improvement in most areas (from
10% of disrupted constraints in terms of CCs, 7% in terms of time and 11% in
terms of HD).

4.3 Discussion

For low densities, pdeg behaves better than deg, more remarkably than high
densities. In fact, in high densities, almost all variables are connected, i.e., for
each given variable, almost all other variables in the network are its neighbors.
Therefore calculating pdeg of a variable almost returns to calculate its deg.
pdeg leads, especially for low densities, to a minimum Hamming distance

(HD). In fact, the idea of pdeg is to change the value of the least constraining
variable in the network, i.e., the one that, when changing its value, will cause
the least change to other variables. And knowing that the variables before the
correction have SV As values, so a minimum change of network variables is a
minimum change of SV As, then a maximum of SV As.

Although the heuristics dom, conf and dom/wdeg, in some regions, do less
constraints checking than static heuristics deg and pdeg, they consume more
computational time because of their dynamic aspect.



Profound Degree: A Conservative Heuristic to Repair Dynamic CSPs 149

5 Conclusion

In this paper, we introduce a new V OH , pdeg heuristic, for estimating the in-
fluence of variables in the whole constraint network, in the process of repairing
solutions in dynamic environments.

Based on the results of experiments on a wide class of problems, we found
and proved that this heuristic, used in DCSPs correction, exceeds the heuristics
deemed to be efficient when solving CSPs.

In fact, the idea of pdeg heuristic is to disturb only the parts of the constraints
network, whose probability of influence is minimal. Indeed, for low to medium
densities, as seen in the random problems with density p1 = 0, 25 and the MSP
(and especially for medium densities), using pdeg improves remarkably the repair
of solution, not only in relation to research performance (time and CCs), but
also with respect to the quality of the solution (Hamming distance).

As perspectives, we intend to integrate this heuristic in other algorithms for
solving and repairing centralized and distributed CSPs, to hybridize it with
other heuristics according to areas in which they show a remarkable improvement
in order to lead to an optimal heuristic, and to experiment it on real problems.
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Abstract. The smart grid makes use of two-way streams of electricity and in-
formation to constitute an automated and distributed energy delivery network.
Coming up with multi-agent systems for resource allocation, chiefly comprises
the design of local capabilities of single agents, and therefore, the interaction
and decision-making mechanisms that make them create the best or at least an
acceptable power allocation. Due to the several issues in providing sustainable
and affordable power energy, researchers try to think about creating a decentral-
ized mechanism to be able to manage the entire transactions in retail electricity
markets. As a result, this electricity infrastructure is predicted to develop into a
market of markets, during which all the trading agents influence on each other
and have role in toward an equilibrium one. In these markets, we are interested
to minimize the buyers’ purchasing cost. Motivating this issue, we model the de-
mand response problem in an evolutionary optimization framework and propose
an evolutionary algorithm for handling the decentralized market-based resource
allocation problem.

1 Introduction

Intelligent power networks, Smart Power Grids, are an enhancement of the present cen-
tury and the result of experts’ efforts to improve the power distribution mechanisms.
Conventional power grids are mostly utilized to transmit the power from the central
generators to an extensive variety of the end users. Conversely, the smart grid uses two-
way streams of electricity and information to create an autonomous energy delivery
network [1]. Toward this issue, multi-agent systems not only represent the consequent
massive steps within the development of the next generation energy delivery network
systems, but they also reveal new strategies to design highly flexible ones [2]. Com-
ing up with multi-agent systems for distributed resource allocation, chiefly comprises
the design of local capabilities of the trading agents and therefore the interaction and
decision-making mechanisms that let them create the best or at least an admissible
allocation. One of the challenges in this context is the Demand Response problem.
Due to the several issues in providing sustainable and affordable power, creating a de-
centralized mechanism that be able to manage the entire transactions dynamically, is

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 150–161, 2014.
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an interesting problem among researchers and practitioners [3]. Proposing a compre-
hensive approach considering the minimization of buyers purchasing cost, where the
decision process of resource allocation is expressed as a demand response optimization
under certain constraints, is one of the main contributions of this paper. In this respect,
the “market-based resource allocation” mechanisms are motivated by economical fea-
tures [4], in which the resources are allotted utilizing the competition between trading
agents.

In order to model such mechanisms, one of the main approaches is to create decen-
tralized markets among trading agents [5]. In this approach, instead of having a dealer,
to control the whole system, the environment is divided into diverse non-overlapping
regions, in which there is a dealer in each of them who is responsible for controlling
all the inside transactions. Motivated this idea, a comprehensive mathematical model to
formalize the decentralized demand response optimization problem in the smart power
markets is proposed. Taking into account the fact that buyer agents are self-interested,
they are concerned with minimizing their purchasing costs. In order to satisfy the buy-
ers demands, agents named sellers, are responsible for producing their needed power.
Therefore, finding an optimal permutation of buyers to purchase their required power
in the electricity markets, necessitates using evolutionary computation techniques.

So far, however, there has been little discussion about using evolutionary computa-
tion techniques for the demand response optimization problem in the smart electricity
markets. Finding an optimal permutation of buyers requires calculating all the permuta-
tions. Accordingly, this problem is similar to Quadratic Assignment Problem which is
a NP-Hard one [6]. Evolutionary algorithms are typically used to provide good approx-
imate solutions to problems that cannot be solved easily using other techniques. Many
optimization problems fall into this category. It may be too computationally-intensive
to find an exact solution but sometimes a near-optimal solution is sufficient. In these
situations evolutionary techniques can be effective [7].

The rest of this paper is organized as follows. Section 2 contains a review of the
related work. In Section 3, we presents the comprehensive description of the mathemat-
ical system model with the proposed solution approach. Decentralized greedy resource
allocation algorithms along with the evolutionary optimization techniques, definitions
and tips are members of the next section. Fifth section demonstrates experimental re-
sults. Finally, conclusion and future work are drawn in the last section.

2 Related Work

The initial idea of designing power markets is based on a central system which controls
and politicizes all the transactions and exchanges. Many studies have indicated that the
presence of only one system or a central manager is a waste of energy and money [5,8].
Furthermore, many studies have been conducted in various aspects of these markets,
specially in using multi agent systems and information systems [5,9]. Lamparter et al.
have designed an electricity market based on the intelligent agents’ technologies. They
have presented miscellaneous scenarios of software infrastructure based on the multi
agent systems to create this type of markets. Moreover, there is a comprehensive litera-
ture review on electricity market designing and interdisciplinary processes required for
achieving the decentralized markets [5].
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Besides, some of the researches in the field of the energy optimization, including
those reported in [10,11], have demonstrated optimal domestic energy management via
linear programming, where power required by each device in a house is optimally met
by the available resources. Similar works of power matching can be found in [10], in
which the proposed market model is based on a centralized approach with only one
manager. In this paper, HomChaudhuri et al. have used a centralized market which
does not allow buyers or even sellers to have power negotiation with more than one
individual. Furthermore, it is assumed that all the sellers’ surplus powers are much
more than the buyers’ demand. Considering these parameters, the proposed market will
not confront critical circumstances. In addition, behaving only in the benefit of buyers
in line with the sellers’ elementary price update mechanism, which depends only on the
number of buyers which are desired to purchase power from them, are studied in [11].
The proposed technique optimizes the loss rate of power distribution. Considering their
demands and surpluses, matching buyers to sellers is based on the linear programming.
Nonetheless, if any of the buyers cannot satisfy its demand in one interval, then, rest of
that will be transferred to the next power matching intervals. Finally, in their paper, the
fitness is based only on the distance among the buyers and sellers.

This paper follows a case-study design, with in-depth analysis of demand response
optimization problem in electricity markets. Proposing an evolutionary greedy power
matching algorithm for this concept concerning buyers’ profit, is the main contribution
of this paper. Besides, proposing a greedy iterative price update rule for seller agents
for updating their offered prices for each unit of price in the consecutive time intervals
is another contribution.

3 System Model

Visualizing a city with the self-healing power grid necessitates considering the multi-
ple issues that are significant to include. Some belong to the physical infrastructure,
for example the generators, transfers and transmission lines. Hereinafter, we focus on
the issues in the physical infrastructure which also involve decentralized market-based
resource allocation. Consider a city which is composed of a unique main power source,
namely macro-station, which is connected to the main power grid of the city, along with
a network of buyers and sellers. It is assumed that the macro-station is too far from the
main power grid of the city and also purchasing power from this station both costs a
lot and incurs high power loss during the power transfer. Furthermore, considering the
macro-station is always on-line and has infinite surplus power, will assure us of having a
consistent and reliable power source in critical and unpredictable circumstances. Trying
to reach the purpose of having a decentralized controlling mechanism of the power ex-
changes among the distributed buyers and sellers, has motivated us to partition our city
into regions. Each of them not only contains a non-empty subset of buyers and sellers,
but a power-dealer is also allocated in order to control the power exchanges among the
agents. In addition,Rk is denoted as the kth region. Subsequently, the buyers and sellers
sets in the kth region are represented by RB

k andRS
k respectively. Finally, it is assumed

that the system model is studied for consecutive independent intervals, t = 1, 2, . . . , T .
Analyzing essential parameters to obtain an optimal solution in power matching of

buyers and sellers, represents the substantial challenges in demand response problem
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[12]. Therefore, a mathematical solution approach is applied toward this issue. That the
markets behave only in the benefit of buyers is the markets’ main perspective. Mini-
mizing the purchasing cost in power negotiations is the buyers’ main objective. In this
approach, sellers announce power prices in consecutive intervals and buyers choose
sellers considering prices along with other parameters.

3.1 Market Mechanism

In all the power markets, each unit of energy has a price for selling. Also, each unit
in the electricity markets is in the range of (pl, pu). pl and pu are constant and belong
to minimum and maximum price of each unit of power respectively. Dealers broadcast
this range prior to the start of power exchange to the sellers. Considering our market
mechanism, sellers announce their own initial prices in the tth interval between (pl, pu).
Some key factors are included such as financial parameters, general attractiveness of
the market and agents’ risk factors [1], which influence on both purposes of picking out
an appropriate initial price and updating consecutive intervals’ prices. Drawing out a
unique parameter for all the sellers which elucidates malleability rate from the market,
named δ for sellers, is essential for their mentioned purposes. In order to update the
power prices in subsequent intervals, they try to alter their prices using “Iterative Price
Updating” rule. For instance, if some of the sellers announce too high prices, this rule
will behave in such a manner as none of them is able to have power negotiations in
the next intervals. Hence, they will have to decrease their proposed prices regarding the
others’ prices.

In time interval t, the xtbisj ∈ Z
∗ is represented as the number of power units which

the ith buyer has purchased from the jth seller. Z∗ is represented as the non-negative
integer set. Considering the way which this transfer is happening, there is a main trans-
mission line in each of the regions, which all the buyers and sellers are connected to.
Each of the transmission lines (τιk) has a maximum capacity of power transferring
which is denoted by flowτιk ∈ Z

∗. Limitation in power transfer using the distribution
lines mentions that sellers cannot transfer the power more than the transmission lines’
capacity [13].

∀τιk such that
∑

∀ bi∈RB
k

∑
∀ sj∈RS

k

xtbisj � flowτιk

i=1,2,3,...,N ;j=1,2,3,...,M ;t=1,2,3,...,T ;k=1,2,3,...,K

(1)

Along with the confined transmission line in each region, any power exchange be-
tween a buyer and a seller is accompanied by the power loss over the distribution lines
[1]. This exchange is expressed by lossbisj . Both of the transmission lines’ specification
(i.e. maximum flow capacity and distance between the buyer and seller) have direct im-
pact on the value of the lossbisj . For convenience, it is assumed that only the euclidean
distance between a buyer and seller has impact on the power loss.

3.2 Agents’ Specification

In order to explicate diverse types of the trading agents, which it is assumed to have N
buyers and M sellers, following descriptions are presented as follows.
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Buyers. Agents who need to satisfy their demands via the sellers are known as the
buyers in which the buyer bi has a predetermined demand dtbi in interval t. Thereupon:

B = {b1, b2, . . . , bN} (2)

Dbi =
{
d
1
bi , d

2
bi , . . . , d

T
bi

}
i = 1, 2, 3, ..., N (3)

d
t
bi ≤

M∑
j=1

(
xtbisj ×

(
1− lossbisj

))
i = 1, 2, 3, ..., N ; t = 1, 2, 3, ..., T (4)

Equation (2) demonstrates the buyers set. Equation (3) shows the demand set of the
ith buyer during all the intervals. Furthermore, dtbi ∈ Z

∗ will be the required power
unit of the ith buyer in the tth interval. Intuitively, as (4) indicates, due to power loss
assumption over the distribution lines, each buyer bi should buy more than its demand
in order to fulfill its requirement completely.

Sellers. Agents who have Micro-Grids (e.g. solar panels or wind turbines) [14], and
aim on producing power for selling, are known as sellers. Then:

S = {s1, s2, . . . , sM} (5)

Qsj =
{
q1
sj , q

2
sj , . . . , q

T
sj

}
j = 1, 2, 3, ...,M (6)

qt
sj ≥

N∑
i=1

xtbisj j = 1, 2, 3, ...,M, t = 1, 2, 3, ..., T (7)

Equation (5) shows the sellers set. Equation (6) demonstrates the set of surplus pow-
ers for the jth seller during all the intervals. Furthermore, the qtsj ∈ Z

∗ is the number of

the power unit that the jth seller has for selling in the tth interval. Equation (7) mentions
that the sellers cannot sell more than their surplus powers in the jth interval.

3.3 Iterative Price Updating Rule

Designing a greedy and dominant rule for updating the sellers’ prices, has encouraged
us to propose an iterative price updating rule. pstj ∈ Z

∗ demonstrates the jth seller’s
surplus power price in the tth interval. Consecutively, the δsj explains the malleability
rate of the jth seller from the market as mentioned in the previous section. Sellers
learn from not only their previous prices, but also the other sellers’ amount of power
negotiations along with offered prices. Therefore, pst represents the weighted average
of all sellers’ offered prices in tth interval, as they is formulated in (8).

pst =

M∑
j=1

((
N∑
i=1

xtbisj

)
× pstj × δsj

)

N∑
i=1

M∑
j=1

xtbisj

t = 1, 2, 3, ..., T (8)
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Subsequently, after computing the pst, dealers dispense these parameters to their
regions’ seller agents in order to let them commence with updating their next intervals’
price.

pst+1
j = pstj −

(
δsj ×

(
pstj −pst

))
j = 1, 2, 3, ...,M ; t = 1, 2, 3, ..., T (9)

If any of the agents announce high or low price in an interval, (9) permits them to alter
their prices to get close to the weighted average of the power’s unit price in the next
intervals.

3.4 Solution Approach

In this approach, the markets’ purpose is to operate only in the benefit of buyers along
with optimizing their objective function (i.e. minimizing the purchasing cost). In this
case, sellers announce their prices based on their own malleability rate. The ps1j is
denoted as jth seller’s initial price, which is within the certain range declared by the
dealers. Then, buyers start the purchasing procedure regarding the determined sellers’
prices and parameters of the market. As a result, the objective formula with the con-
straints are as follows:

min f (X) =

T∑
t=1

N∑
i=1

M∑
j=1

xtbisj × pstj (10)

subject to:

d
t
bi ≤

M∑
j=1

(
xtbisj ×

(
1− lossbisj

))
i = 1, 2, 3, ..., N ; t = 1, 2, 3, ..., T (11)

qt
sj ≥

N∑
i=1

xtbisj j = 1, 2, 3, ...,M ; t = 1, 2, 3, ..., T (12)

ps1j = Randomly selected between (pl, pu) j = 1, 2, 3, ...,M (13)

pst+1
j = pstj −

(
δsj ×

(
pstj −pst

))
j = 1, 2, 3, ...,M ; t = 1, 2, 3, ..., T (14)

pst =

M∑
j=1

((
N∑
i=1

xtbisj

)
× pstj × δsj

)

N∑
i=1

M∑
j=1

xtbisj

t = 1, 2, 3, ..., T (15)

∑
∀ bi∈RB

k

∑
∀ sj∈RS

k

xtbisj � flowτιk i=1,2,3,...,N ;j=1,2,3,...,M;t=1,2,3,...,T ;k=1,2,3,...,K (16)

xtbisj , d
t
bi , q

t
sj , pl, pu, ps

1
j , ps

t
j , ps

t, f lowτιk ∈ Z
∗; lossbisj , δsj ∈ (0, 1)
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4 Greedy Power Matching Algorithm

Selfish trading agents have caused us to focus on finding a near optimal solution for the
demand response problem in retail power markets in a greedy approach. Each of the
buyers attempts to purchase all of its required power from a seller who is close to it and
has announced a low price. In line with this point of view, an Interest Table related to
all buyers is required prior to start power exchanging in each interval.

Interest Table. Taking into account all the constraints related to the markets and agents,
an interest table is created by buyers to demonstrate their desired value in having ne-
gotiation with sellers. For instance, in this approach, each buyer’s satisfaction is in
purchasing the power from the sellers, who have not only been close to the buyer, but
also announced low prices. As an example, Fig. 1 illustrates a city, in which there are
five buyers and sellers in the third region. The initial prices are distributed haphazardly
between the (1000± 500)$ for sellers.

Fig. 1. Buyers’ and sellers’ location

Table 1. Sample interest table of R3

Sellers

B
uy

er
s

b2b2b2 s11 s12 s14 s10 s13

b8b8b8 s12 s11 s14 s10 s13

b9b9b9 s11 s12 s14 s10 s13

b10b10b10 s14 s12 s11 s13 s10

b12b12b12 s14 s12 s11 s13 s10

Each element of the interest tables is created by:

Interesttbisj =
dtbi × pstj

1 + lossbisj
i=1,2,3,...,N ;j=1,2,3,...,M ;t=1,2,3,...,T (17)

where it shows the ith buyer’s desired value of the jth seller, toward purchasing dtbi
units of power in tth interval. Due to the power loss, it is obvious that a buyer hopes
to purchase from a seller who has ability to fulfill its demand completely, with both
lower price and power loss attributes. Table 1 demonstrates a sample interest table.
Considering all the interest vectors gathered from buyers, dealers combine them to form
an interest table, and then commence to run the Greedy Power Matching procedure. In
each time interval, a random permutation of the buyers is created. Then, each buyer
attempts to create its own interest vector. After that, it starts purchasing its required
demand from the sellers who are in the first element of its interest vector. After running
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this procedure for all the buyers, if a buyer fails to satisfy its demand and also is unable
to find a seller with available surplus power in its region, then, it will buy the rest
from the other sellers in the neighbored regions using the region to region purchase
sub-algorithm. Similarly in this sub-algorithm, one random permutation of unsatisfied
buyers is created at the first and then, each of them creates its own interest vector and
search for the appropriate sellers. Finally, if the buyer’s demand still is not satisfied yet,
it should buy from the macro-station (i.e. region to macro-station purchase process).

As a result, finding the optimal sequence of buyers, which want to minimize their
objectives, makes it necessary to calculate all the permutations in order to achieve the
optimal one. In this regard, the problem is NP-hard and rapidly becomes computation-
ally intractable with growing size of the problem. Thence, evolutionary computation
techniques come to help in optimizing the objective and its relevant constraints.

4.1 Evolutionary Computation

Evolutionary Algorithms (EAs) are one of the most well-known meta-heuristic search
mechanisms which utilized for the optimization problems [7]. Evolutionary algorithms
form a subset of evolutionary computation, in which they generally only involve tech-
niques and implementing mechanisms inspired by biological evolution such as repro-
duction, mutation, recombination, natural selection and survival of the fittest.

In the evolutionary algorithm, firstly, we generate a random population of feasible
solutions for the problem. In this literature, each solution represents the matching tables
of the buyers and sellers. Then, these randomly generated solutions try to reach the
optimal solution of the problem by using natural parameters as mentioned before in
consecutive generations. Considering the randomly generated population in the first
step, we used the “decentralized evolutionary greedy power matching algorithm”, as
mentioned in the previous section. Candidate solutions in the optimization problem
play the role of individuals in a population and the cost function. In this process, there
are two main forces that form the basis of evolutionary systems [15]:

• Selection acts as a force increasing quality.
• Recombination and Mutation create the necessary diversity and thereby facilitate

the solutions’ novelty.

In this evolutionary algorithm, we have used a simple tournament selection, with
linear crossover and exchange mutation procedures. In addition, an efficient “constraint-
handling” sub-algorithm is also presented for enhancing the reliability of feasible
solutions [16].

Tournament Selection. Tournament selection is a method of choosing a solution from
a set of solutions in the evolutionary computations. It runs a tournament between P
randomly chosen solutions (i.e. tournament size=P ). Then, the winner (i.e. the one with
the best fitness) will be chosen for using in the crossover procedure.

Linear Crossover. Linear crossover procedure gets two solutions and then combines
them linearly with the probability of α, in order to produce two other solutions. These



158 A.G. Azar et al.

new solutions will be the ones in the offspring population. In the revised version of this
procedure, we compare the fitness value of these newly generated solutions with their
parents and then choose two best ones for using in the mutation procedure.

Exchange Mutation. Mutation is an evolutionary operator used to preserve variety
from one solution to the other one, where the solution may change entirely from the
previous one. Hence, evolutionary algorithm can come to better solution by using mu-
tation. Mutation parameters depending on the nature of the problem are different. We
applied a mechanism, in which the mutation procedure exchanges amount of some ne-
gotiated power between two randomly selected buyers and sellers.

Constraint Handling Sub-Algorithm. An efficient constraint-handling technique is
a key element in design of competitive evolutionary algorithms to solve optimization
problems [16]. We proposed a greedy constraint handling sub-algorithm, in which all
solutions of the offspring population will be refined in order to be assure of their feasi-
bility. Regarding the discussing literature, refining is checking the solution in order to
find any probable errors (e.g. having “un-satisfied buyers” or “over-sold sellers”)in the
power matchings.

5 Experimental Evaluation

In this section, the setting of the data used to evaluate the model considering a commu-
nity of agents and the results obtained from the greedy power matching algorithm are
provided.

5.1 Experimental Setup

We begin by clarifying power markets’, trading agents’ and evolutionary algorithm set-
tings as follows.

Power Markets. A city within a square of 10 km×10 km, in which it encompasses the
macro-station which is far from the square, andK regions is simulated. A power market,
which has a unique dealer is implemented in each of the regions. All of the dealers co-
operate in order to decide on announcing an initial price range such as (1000± 500) $.
Due to the problems in actual implementation, the sellers choose an initial price for
themselves haphazardly. Having 24 consecutive time intervals, and also analogous to
[13], where the surplus and required powers is different for the buyers and sellers, are
concerned.

As mentioned previously, there is power loss in power transfer. This loss is calculated
as follows:

lossbisj = 0.01× distancebisj i = 1, 2, 3, ..., N ; j = 1, 2, 3, ...,M (18)

lossbim = 0.3× distancebim i = 1, 2, 3, ..., N (19)

Equation (18) exhibits power loss between ith buyer and jth seller, regarding their
distance. Owing to have a region to macro-station purchase possibility, (19) is also
defined as the power transfer loss between ith buyer and the macro-station.
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Trading Agents. N buyers and M sellers are settled randomly in K regions. Each
s ∈ RS

k and b ∈ RB
k has a q ∈ Q and d ∈ D respectively. In addition, these parameters

are supposed to be uniformly distributed among ((7, 316) MW) and ((8, 346) MW) for
buyers and sellers respectively [13].

Evolutionary Algorithm Setting. We have used tournament selection operator (tour-
nament size=2) along with linear crossover (crossover percentage=80) and exchange
mutation (mutation probability percentage=20). Moreover, the generation and popula-
tion sizes are equal to 400 and 100, respectively.

5.2 Experimental Results

In order to evaluate our proposed approach and algorithms, a community of agents is
considered. Hereinafter, all the results’ figures are drawn out from the 25× 25 commu-
nity (Fig. 1). Running evolutionary greedy algorithm necessitates randomly generating
the first population. Besides, having infinite power production by sellers, informs that
this greedy approach results in an efficient and optimal power matching. Unfortunately,
this assumption is not practical. Hence, finding the best sequence of buyers in buying
procedure is the main challenge in power matching. Finding the optimal solution under
these conditions, needs computing all the possible permutation of the buyers.

Figure 2(a) illustrates the fitness diagram obtained from running the evolutionary
greedy power matching algorithm on the proposed solution approach. As pictured
clearly, the algorithm outputs one solution as the best one in each generation. In the
next generations, it tries to improve the initially randomly generated population by the
evolutionary parameters to find the better solutions. The descending order of the Fig.
2(a) informs that the algorithm attempts to get as close as possible to the optimal per-
mutation of the buyers. Furthermore, having eagerness to purchase the required powers
from the sellers who have announced lower prices is another proof for its descending
manner. Although coming to better solution in power matching problem is important,
but finding the appropriate and near-optimal solution in a logical and polynomial time
is also substantial. Therefore, increasing the population and generation sizes results in
increasing the calculation time. As mentioned previously, based on the proposed solu-
tion approach and market assumptions, we have used the Integer Linear Programming
(ILP) techniques toward solving the matching problem. Hence, due to the NP-Hardness
nature of the discussing problem, it is not possible to solve or oven compare with the
traditional linear programming techniques.

In order to analyze the robustness of the iterative price updating rule, in which sellers
change their announced prices in each interval, we survey the obtained results based on
multiple perspective. Figure 2(b) demonstrate all the sellers price changes in successive
intervals. This price fluctuations is gathered from the best solution of the last gener-
ation. The sellers announced their initial price randomly. Then, in the next intervals,
they altered their prices based on their both malleability rate from the market parameter
and the weighted-median of other sellers offered prices. For instance, S9 and S24 have
announced their initial prices close to each other. However, having difference in their
malleability rate has incurred that they could not update their prices in the same order.
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(a) Fitness Diagram (b) Sellers’ price update

Fig. 2. Fitness diagram and sellers’ announced price update changes

Along with the malleability rates, the amount of negotiated power is also significant in
price updating. Suppose there is a seller which sold all its produced power in a inter-
val. Intuitively, it does not need to modify its next interval’s power price rapidly if its
malleability rate from the market does not very high. However, there may be a seller
which could not sell as much as possible and therefore, it should change its next prices
in order to increase its selling amount. Besides, there were some sellers that announced
their initial price far from each other (e.g. S24 and S11). Nonetheless, they attempted
to reach the price which the markets preferred. This issue also can be looked at from
two perspectives. If a seller has sold all its surplus power at a specific price, probably it
has announced a very low price. As a result, the market dealers forced it to change its
next prices in order to prevent the market from crisis circumstances. Beside this point of
view, the seller might be unable to sell its powers and therefore it has forced to decrease
its next intervals’ prices to be able to sell its powers. Finally, if an agent, announces an
initial price approximately close to the weighted average of the power price, it is not
vital to alter its next prices rapidly.

6 Conclusion and Future Work

In this paper, we have proposed a decentralized greedy resource allocation mechanism
based on the competition, which manages the demand response problem in power mar-
kets. In this regard, a solution approach is proposed, in which electricity markets behave
in the benefit of buyers. In this approach, sellers in each interval, based on the markets’
available information and their relevant parameters such as malleability rate from the
market, offer their own price for each unit of power. Then, buyers create their own in-
terest vectors and start purchasing their required electricity from the sellers who are in
the first element of their interest vector. In addition, in order to organize an equilibrium
market, considering both of the sellers and buyers who have roles in advancing toward
it, a greedy power matching algorithm is also proposed to allocate the energy produced
by the sellers and the macro-station to the buyers. Finding a near-optimal power match-
ing solution due to NP-Hardness nature of the matching problems, has motivated us to
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use evolutionary techniques in demand response optimization regarding the buyers ob-
jectives. As some future work, scrutinizing the possibility of having self-learning buyers
in power markets along with considering on-line predictive algorithms, considering the
markets in the benefit of sellers or in a comprehensive multi-objective manner can be
considered.
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Abstract. Humans vary in their learning behaviour. It is difficult to predict  
the actual needs of learners through their search activity. It is also difficult to 
predict accurately the level of satisfaction after the learner finds a perceived re-
levant document. This research is a preliminary study to examine the predictive 
strength of some implicit indicators on web documents.  An automated study 
was carried out and 13 participants were given 15 short documents to read and 
rate according to their perception of relevance to a given topic area. An investi-
gation was carried out to examine if there exists a correlation between user gen-
erated implicit indicators and the explicit ratings. The findings show that there 
is a positive correlation between the dwell time and user explicit ratings. Al-
though there was no significant correlation between mouse movement/distance 
and user explicit rating, there was a relationship between the homogeneous 
clusters of the implicit indicators and the user ratings. 

Keywords: Implicit indicators, explicit rating, mouse activity, dwell time. 

1 Introduction  

Information is constantly increasing on the internet leading to information overload. 
The process of accessing relevant information is not only difficult and time consum-
ing but also cognitively demanding [2]. In order to support users in their search  
activities, search engine optimisation is required [6]. Implicit feedback and explicit 
feedback are broadly used to achieve this [6]. Both approaches focus on understand-
ing users’ behaviour and interest. In order for users to have recommended information 
based on their interest, a system must rate every actions of the user. In explicit  
feedback approach, the most common rating criterion is explicit rating - where users 
suggest to the system what they think about a given document or information [5]. 
Predicting users’ interest explicitly can be done by users’ preference information [19]. 
Although explicit rating is said to be the most consistent approach in information 
retrieval, however, its limitation is that it can alter reading and browsing patterns [5]. 
The implicit approach is therefore more feasible and objective measure. Implicit 
feedback systems understand the users’ interest through the user behaviour.  
This saves the user the cost of providing feedback [21]. If the implementation of an 
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implicit feedback system is successful, it can be as good as explicit feedback. The 
advantages of implicit feedback over explicit feedback include: 

─ Large amount of data can be gathered with no extra cost to the searcher.  
─ The interaction between a user and the system can be captured at any time. 
─ With implicit feedback, users need not examine and rate items. 

The adaptive engine of most feedback systems uses server-side data like page vi-
sited and link selected as its source of implicit data. The challenge in this approach is 
that the relevancy of a document to be recommended is simply judged by user visit 
and not by his/her interest on the documents. Client-side or browser approach to data 
(key, mouse and dwell time) collection provides an efficient alternative for accurately 
predicting relevant web documents [8]. The aim of interpreting this usage data is to 
predict user’s perceived relevance of a document [4]. Client-side data have become 
common due to the fact that most browsers use JavaScript as their common technolo-
gy. Claypool et al. [5] used “The Curious Browser” to examine promising implicit 
indicators that can predict relevant web documents. They found out that time spent on 
a page is a good indicator that signifies user’s interest on a page. Kim et al [13] also 
supported this assertion with a focus on user active time on a page and they added that 
duration on a page is closely related to user’s interest. The concept of contextualiza-
tion was not examined by [5, 13].  

In this work, we attempt to examine and correlate some implicit indicators with us-
er explicit ratings based on 15 web documents. We juxtaposed user’s interaction on 
15 web documents and their explicit ratings of how relevant the documents are to the 
specific task. We used mouse activity and dwell time to represent the user’s interest. 

The remaining part of the paper is organized as follows: Section 2 presents a re-
view of related work. Section 3 describes in detail the implicit indicators studied. 
Section 4 is on the approach used for the study. Section 5 presents and analyse the 
results. Section 6 is the discussion. Section 7 is the conclusion and future work.  

2 Related Work 

Morita and Shinoda [15] used implicit approach to transparently capture data. They in-
vestigated if the time a reader spends reading Usenet news article can be an important 
source for measuring relevance. They infer that the longer a user spends reading an ar-
ticle, the more interesting it is to the user.  Nichols [16] discussed the benefits of implicit 
feedback and he listed some behavioural characteristics that can be used as a source for 
implicit feedback. He however did not conduct any experiment to examine and validate 
the efficacy of the implicit indicators listed. Oard et al [18] studied how implicit indica-
tors can be used in place of explicit ratings for a recommender system. They centred their 
observation on three broad categories of retention, examination and reference as useful 
criteria for making prediction. They also found that reading time is a good indicator for 
measuring relevance. This assertion was affirmed by [9, 12, 21].  

Claypool et al. [5] studied the relationship that exists between different implicit rat-
ings and explicit ratings on a particular webpage. They developed a web browser 
(“The Curious Browser”) to capture the following implicit indicators: mouse move-
ment, mouse click, scrolling and the time spent on a particular page. The main goal of 
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their study was to collect some implicit indicators that are promising. They found out 
that although time spent on a particular webpage is a good indicator to predict user 
interest, a combination of time and scrolling activity gave a better prediction. Joa-
chims [10] study focused on the use of click through as an implicit indicator for mea-
suring relevance. They found out that click through closely follows relevant judgment 
and can use Ranked SVM algorithm to learn a ranking function. These studies [5], 
[10] argues that click through by itself is not a significant indicator to measure user 
interest. 

Kim and Chan [13] used experimental measures to examine [16] list of promising 
indicators. Their focus was to know whether the time spent on a page signifies relev-
ance. 11 students’ behavioural characteristics were captured as they search the inter-
net for 2 hours. Their findings suggest that the dwell time and distance of mouse 
movement are more reliable in predicting user interest than other indicators examined.  

Buscher et al [3] examined the correlation between user reading behaviour and user 
explicit judgment. In the experimentation, participants were given 16 documents  
to read and rank them in relation to a given task area. An eye tracker was used to 
measure users’ gaze traces on each of the documents. They found out that readers are 
induced in some way to documents that are of topical relevance. This research is 
somewhat similar to that of [3]. It however captures user’s interest through mouse 
activity and dwell time. 

3 Implicit Feedback Indicators 

In this study, a number of implicit indicators were used to capture participant’s inter-
est on the given web documents. The implicit behaviour captured by the automated 
software includes: 

• Active Time Spent on the Document (TS) 
Since users can open multiple browsers and run several applications, it is imperative 
to note that the active time on a particular window is the period at which the window 
or web document is in focus. The Active Time Spent (TS) also called Dwell time is 
the accumulated time spent by a user on an active page during browsing. It starts 
counting immediately the page is open and stops when focus is moved away from the 
page or when the page is closed.  

 
Hypothesis 
The more the time the page is active, the more it is interesting, informative and of 
topical relevance [2], [5], [7], [12, 13, 14, 15], [22]. Display time can be used as a 
substitute for eye tracker for a sophisticated feedback mechanism [4]. 

Mouse Activities 
Most people move the mouse when they read a web document. A user may move the 
mouse more frequently when viewing a document of interest. The mouse activities are 
captured only when the current document is in focus. When a user views another ap-
plication or documents that are not related to the task, the mouse activities are not 
captured.  
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• Distance of Mouse Movement (DMM)  

The distance of mouse movement is calculated by its x and y coordinates on the moni-
tor. The formula is given as:  

 DMM = ∑  (1) 

Where x and y are the mouse location along the x and y coordinates of the monitor 
screen.  

 
Hypothesis 
The more the distance the mouse move, the more interesting is the page to the user 
[5], [11], [13], [20]. 

• Total Mouse Movement (TMM) 

This is the total mouse movement calculated by its x and y coordinates on the moni-
tor. The count increment as the mouse hovers on the document.  
 
Hypothesis 
The more the mouse hovers on a page, the more interesting the page. Cursor move-
ment complements dwell time information [7].  

• Total Mouse Velocity (TMV) 

This is the total speed covered by the mouse on the monitor. It is given as: 

 TMV = ∑  /  (2) 

Where x and y are the mouse location along the x and y coordinates. And t is the 
time of the mouse distance in an interval of 100ms.  

 
Hypothesis 
When the mouse speed is low, it shows that the reader is actually reading the docu-
ment and not skimming it. Therefore, the more the mouse speed the less the user’s 
interest on the page. Cursor movement and cursor speed especially along the vertical 
axis of a Search Engine Result Page are good predictive indicators of document relev-
ance [7].  

• Explicit Ratings (ER) 

This is the actual user judgement of the visited documents. The buttons for explicit 
rating was attached on top of each document on a 0 to 5 rating scale. After reading a 
web document, the user rated the document according to his/her interest and topical 
relevance.   
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4 Study Design 

The main aim of the study was to capture participant’s interest on web documents  
via some implicit indicators and to correlate the user’s interest against their explicit 
ratings of the given documents. The participants were 4 PhD students, 1 Research 
assistant, 6 MSc students and 2 undergraduate students. Data for this research was 
collected by our own automated software developed with JavaScript. The software 
was injected in 15 web documents to record users’ mouse activity, dwell time and 
explicit rating.  Participants were given a task brief to read and a consent form  
to complete, after which they were allowed to perform the experiment at their  
convenient time. They were to login into a website containing links to the 15 web 
documents and read the documents. The implicit data was captured unobtrusively as 
the participants read through the documents and then sent to MySQL database when 
they rated the document by clicking on any of the buttons on the rating scale as shown 
in fig 2. The task ended after the participants read rated the 15 documents. Fig 1 
shows a step to step schema of the task process. 

 

Fig. 1. Step to step schema of the task process 

4.1 User Task 

The same task was given to all the participants. They were asked to prepare a presen-
tation on the topic - Ethical issues in Big Data. We provided them with 15 documents 
of equal length containing 350 words with a font size of 20px and a font type of Arial, 
making the documents one screen view. The documents were created from web ar-
ticles on ethical issues in Big Data. Two of the documents were however not related 
to the topic. The participants were asked to read each of the 15 documents and rate 
them according to how relevant the documents are to the task related topic. The rating 
was on a scale of 0 - 5. Six buttons were attached on top of the documents and la-
belled 0 to 5 for explicit rating of the documents: 5 – means very relevant; 4 – means 
more relevant; 3 – means relevant; 2 – means slightly relevant; 1– means very low 
relevance; 0 – means not relevant. 

The experiment was given a realistic feel by creating a second phase of the task 
which we called the presentation writing phase. The participants were told that docu-
ments will be presented to them according to how they rated them for later use in the 
presentation writing phase. To avoid Hawthorne effect (the alteration of behaviour by 
the subjects of a study due to their awareness of being observed), participants were 
told to do the experiment when and where they are most comfortable. The participants 
did not actually perform the second phase of the experiment (the presentation writing 
phase). Fig. 2 shows the user interface of the automated software. 
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Fig. 2. Login page, Index page with links to the 15 documents and document page with explicit 
rating buttons 

5 Results 

This section analyses the data collected from the participants. The analysis is as  
follows: 

5.1 Implicit/Explicit Relationship  

Each of the participant’s data was analysed separately and as a group. Pearson Corre-
lation Coefficient was used to correlate the parameters of active time, total mouse 
distance, average mouse velocity, total mouse movement along the x and y axis with 
user explicit rating. We obtain a correlation coefficient of 0.21 between the user rating 
and the dwell time. We then ranked the implicit indicators by their predictive strength, 
using stepwise linear regression to obtain the most promising predictive indicators.  
The indictors that showed much prominence in relation to the explicit ratings were the 
dwell time and mouse movement along the x-axis. 

The result from the experiment shows a positive correlation between the explicit 
rating and the dwell time. The dwell time also has a positive correlation with the 
mouse movement/mouse distance. Fig. 3 shows a Box plot of varying median of the 
user explicit rating and the dwell time of the participants, and it shows that the values 
of the ratings for 3 and 4 is the most consistent. The inconsistencies in the other val-
ues might be due to noise in the data. The Kruskal-Wallis test on the median for each 
of the explicit ratings rejected the null hypothesis, meaning that the median values are 
not the same.  

We also found out that although users vary in their reading behaviour, some of 
them have similar behavioural pattern. We analysed the first two participants’ data 
separately to find out the extent of individual differences. We discovered that they 
have a relatively similar pattern in dwell time and mouse activity on the documents 
visited as shown in Fig. 4. 
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Fig. 3. Graph showing the Boxplot for the combination all the participant’s time/explicit rating 
relationship 

 

Fig. 4. Graph showing participant 1 and 2 dwell time, mouse distance and average speed on the 
documents 

In order to regroup the user ratings, the five levels of ratings were then reduced in-
to two levels - Relevant and Non-relevant. The user ratings from 0 to 2 were merged 
together and represented as 0 (Non-relevant) while the ratings from 3 to 5 were 
represented as 1 (Relevant). A Multilayer Perceptron was used to conduct further 
analysis on the primary data set (mouse movement along the x and y axis, dwell time 
and mouse velocity time count) to predict relevant and non-relevant user rating. We 
obtained a 65% successful mapping with the user ratings after testing the trained data 
set. Table 1 shows the training and testing of the observed samples.  

Table 1. Multilayer Perceptron cluster analysis 
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6 Discussion 

The most promising indicator in the measure of perceived relevance is the active time. 
Participants spent more time on documents perceived to be of topical relevance. We 
also found some individual behavioural differences among the participants while 
reading.  The correlation of mouse activity with the explicit rating is relative low 
probably because of the length of the documents which were of 350 words and could 
be mostly viewed on screen at once. There is however evidence of a positive relation-
ship between dwell time and explicit user rating. This conclusion is in line with pre-
vious research conducted in relation to implicit feedback [1], [12, 13, 14, 15], [17], 
[22]. The mouse distance/movement are closely related to the dwell time. We can 
substitute in some way the dwell time by mouse movement or mouse distance in an 
implicit system.   

We can also infer that learners dwell more on documents that are of topical impor-
tance and interest to their current activity. The effect of the concept of prior know-
ledge and cognition on the reader’s behaviour was not examined. We assumed that 
the selected participants barely had knowledge of the task domain. We also observed 
some individual behavioural differences among the participants. To examine the va-
riety in reading behaviour, we took a closer look at the data for two of the participants 
(Participants 1&2) and we discovered some level of similarity in their behaviour in 
terms of dwell time and mouse activity. 

Multilayer Perceptron was used to further analyse the primary data set, with user 
rating as the dependent variable. We obtained a fair result of 65% mapping after train-
ing the data set. This suggests a relationship between the user behaviour and their 
explicit ratings. 

Since the experiment was not closely monitored in a controlled environment, we 
did not get a significant correlation between the user ratings and the mouse activities 
as hypothesized; we suspect that some of the participants did not follow the instruc-
tions carefully as stipulated for the task. This probably added some noise to the data 
collected.  

7 Conclusion and Future Work  

Implicit data can be used to predict user’s interest on a web documents. When users 
give explicit feedback, it affects their normal reading or browsing pattern [5]. Implicit 
methods are a cost effective and objective approach of rating user’s interest. This 
study shows that dwell time on a document is influenced by user perceived relevance 
and topicality. We also found a relationship between homogenous clusters of user 
reading behaviour and their explicit ratings.  

The next phase of this research is to develop an add-on that will implicitly capture 
user data on the web as they browse. Additional implicit indicators like copy and 
paste [6], amount of scroll and keystroke will be examined. The data analysis will be 
centred on aggregating the most promising indicators and developing a model for 
effective personalization of relevant documents to learners based on their interest.  
The effect of document familiarity will also be examined.  
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Abstract. Agents intending to be involved in joint operations need to
rely on trust measures pointing to possible future solid partnerships.
Using Multi-Agent Systems (MAS) as a paradigm for an electronic in-
stitution framework enables both to simulate and facilitate the process
of autonomous agents, as either enterprises or individual representatives,
reaching joint agreements through automatic negotiation. In the heart
of the MAS-based electronic institution framework, a Normative Envi-
ronment provides monitoring capabilities and enforcement mechanisms
influencing agents’ behavior during joint activity. Moreover, it makes
available relevant data that can be important for building up contextual-
dependent agent’s trust models which, consequently, also influence future
possible negotiations leading to new and safer agreements. To support
agents data generation and monitoring, we here present ANTE platform,
a software MAS integrating Trust models with negotiation facilities and
Normative environments, for the creation and monitoring of agent-based
networks.

1 Introduction

In Multi-Agent Systems (MAS), the role of an Environment has been defined by
Odel and Weynes et al [1] as a support for agents to exist, and the medium for
agents to communicate. However, other than being a kind of a passive component
providing services to the agents and facilitating, upon request, the Environment
can also be seen as an active component, gathering and exploiting all kinds of
information produced during MAS activity. This is mostly the case when the
MAS is seen as a support for electronic institutions, a basis for automatic B2B
operations [2][5]. In this paper we look at the MAS environment as a component
that actively monitors all the relevant information produced by different agents
engaging in activities related with both creating joint agreements and coordinat-
ing actions that enable their execution. Information, produced along these stages
becomes useful for inferring relevant trustworthy capabilities of the agents in the
network. In this paper, we highlight the approach taken in ANTE (Agreement
Negotiation in Normative and Trust-enabled Environments) platform [4] aiming
at creating an active Environment that gathers information related with agents’
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activity for the sake of decision-making [6]. ANTE encompasses a normative
framework guiding agents interaction through norms that apply either sanctions
or incentives. Useful information regarding agents’ performance will influence
future interactions and possibly agents joint work [3].

The structure of the paper is as follows: After this introduction, we first
describe how to use MAS environment, based on the power of a normative en-
vironment, to produce and gather relevant information about agents activity.
Then, in section 3 we introduce a computational Trust Model that benefits from
such information in order to assign trust measures to agents, preventing an agent
from future involvement with untrustworthy partners. Section 4 briefly presents
the ANTE platform that provides all the needed services plus the environment
for agents to interact in a trustworthy way. We close the paper with a brief
conclusion.

2 The Relevance of the Environment

Many sophisticated problems we usually address can be classified as belonging
to the Triple-D class of problems [4]. They reflect a reality that simultaneously
is of a Distributed, Decentralized as well as Dynamic nature. This means that,
besides input data and output actions being disperse (Distributed) at different
nodes of a network, also, and most important, decision-making can be, at least
partially, taken at different nodes of the (Decentralized) system. Moreover, the
system trying to solve the overall problem at stake, has to deal with a changing,
evolving reality (Dynamic). To work jointly in solving this kind of problems,
agents need to select, in run-time, their best trustworthy partners for executing
the tasks through mutual agreements to coordinate joint work. In the core of
software agent’s definition we find the “situatedness” property and, thus, the
Environment becomes an important component to be specified and designed for
multi-agent systems.

As a relevant component of MAS, although not always considered per se, En-
vironment can be seen as an active medium to facilitate the way how to reach
certain consensus, agreements or mutual contracts. Instead of looking at the
Environment as a regulator through the internal mechanisms of a Normative
environment [2][5][3], we here see the Environment as a medium in which no-
tifications about the outcomes of actions agreed upon, after the establishment
of joint contracts, appear together with the output of the Normative Environ-
ment that assesses them and, then, combines all those pieces of information in
meaningful knowledge for future use. More precisely, through the environment
embodied in ANTE, the software platform we have developed, relevant data is
made available for building up contextual-dependent trust models which, as a
consequence, will influence future possible agents negotiation leading to new,
and better, agreements.
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2.1 Environment as a Facilitator

It is out of the scope of this paper to describe other environment facilities as it
is the case of the negotiation protocols and mechanisms we advocate [6] in the
ANTE platform, for a dynamic and adaptive convergence towards final agree-
ments then materialized into contracts. We, along this paper, want to mainly
highlight the importance of the Environment in recording the relevant events
produced by the agents and the normative environment outputs as a result of
agents’ activities during contract enactment. Appropriately combining the trace
of such events, leads to a tightly coupled connection between electronic contract
monitoring and a computational trust model for estimating agents’ trustworthi-
ness. The Normative dimension of the Environment handles a normative state
NS (including all elements that characterize the current state of affairs for each
established agreement), a set IR of institutional rules that manipulates NS and
a set N of norms, which can be seen as a special kind of rules. NS includes
institutional facts that represent institutional recognition of contract related
real-world events. The Normative Environment also notifies the agents about
relevant contract- related events. The same mechanism conveys information to
feed the computation Trust model.

A contract C = < T ;CA;CI > is monitored by the normative environment
and is defined as follows: A contract C is a relation of type T within which a group
of agents in set CA commits to a joint activity, under the normative context us-
ing information CI, a set of definitions regarding the role of the participants, the
values to be exchanged (e.g. products and money) or any parameters defining
their provision. An electronic representation of a contract includes a set of norms
that specify how a specific business is to be enacted. A norm is a rule whose
conditions analyze the current NS and whose conclusion prescribes obligations
agents ought to fulfill. As a consequence, sanctions may be imposed by prescrib-
ing obligations upon violation events, thus producing more relevant information
in the environment. In the context of a MAS in which agents represent entities
looking for partners to establish agreements and commit themselves to joint ac-
tions, the role of a normative environment [3] is twofold. Given an agreement, it
is necessary to check if the partial contributions of individual agents make their
way in enabling a successful execution of tasks leading to the agreed overall
goal. In many cases, the execution of the needed tasks is itself distributed, which
requires agents to enact by themselves their part of the agreement. Monitoring
this phase is therefore an important process and is possible through the analysis
of the interactions and facts produced, and made visible, in the environment.
Furthermore, it is possible that after successfully negotiating and reaching agree-
ments, self-interested agents are no longer willing to fulfill their commitments,
which becomes also visible to the environment, since normative rules generate
notifications (prescribing sanctions) in reaction to such events.

As an example, the normative environment may apply norm n enforcing a
sanction (e.g. a payment) when a violation regarding delivery has been detected.
This puts in evidence the second role of a normative environment, that of en-
forcing norms by coercing agents to stand for their commitments. At the same
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time, the whole idea of an active environment is to use the relevant information
generated through the normative environment and make it useful for further
agents’ reasoning strategy.

2.2 Information in the Environment

The way agents enact their contracts provides relevant information for trust
building and, as a consequence, may decisively influence partners selection for
future electronic contracts. In ANTE, an image of all the relevant real-world
transactions between different agents become recognized as ”institutional real-
ity” [8]. As stated above, a normative state NS records every element that is
relevant in contract enactment and is composed of institutional reality elements.
Agents active in the Environment subscribe to the normative environment to be
notified about eminent contractual obligations and commitments to be fulfilled.
Consider the following representation of a directed obligation with time con-
straints: Oblb, c(l < f < d). This is an obligation of agent b (the bearer) towards
agent c (the counterparty) to bring about fact f between liveline l and deadline d.
An obligation such as this can give rise to a rich set of events, such as temporal
violations, due fulfilment or violation. As agents go on interacting according (or
not) with pre-established contracts, the normative environment reacts appropri-
ately, and produces more (normative) information about the on-going processes.
The challenge is to be able to gather and manage all that produced data, to infer
meaningful information about agents’ future behavior.

Moreover, other than information generated during two agents’ mutual inter-
action, there is other available information, coming from third parties, that may
be relevant to characterize a specific agent. These indirect evidences about an
agent’s behavior (an “image” the agent builds up in the society of all currently
active agents, due to previous interactions), is called reputation. Reputation is
seen as the social-based process of transmitting beliefs about a specific agent
(the trustee), as a consequence of social evaluation circulating and, according
to [9], are represented as reported evaluations. There are computational trust
models that use reputation as another piece of evidence to be taken into account
about any particular agent. For that purpose, they need to estimate the cred-
ibility of both the transmitted information and of those agents reporting that
information. Providing that third party agents, not directly involved in a par-
ticular negotiation are willing to provide their own perspective on a particular
agent, this new piece of evidence will also be present in the environment and
can also be identified as relevant to be merged with direct evidences [10]. The
perspective an agent is now able to infer, through the combination of the avail-
able information, about another agent becomes wider and more independent of
local knowledge. However we still did not address the problem that could arise
if reputation information and other available trust-based measures happen to be
of different nature and formats. How to merge them, in a coherent way, through
the computational Trust and Reputation Model is a challenge for our near future
research.
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3 Trust

We follow a basic and established definition for Trust (although not always
consensual). Closely, but not completely following some of the ideas expressed
in [7], we propose the following formal definition for trust: Trust(i; j; ϕ ) meaning
that the Truster(i) trusts Trustee(j) to do Action(α) leading to the achievement
of Goal( ϕ) if:

(GOALiϕ) (BELiPOWERjϕ) (BELi�(α |= ϕ)) (BELiINTENDjα),
where � is the usual ‘necessity’ modal operator, POWERjϕ states that agent j
is capable of achieving ϕ and INTENDjα is agent j’s intention to execute action
α. Intention means choice with commitment according to Cohen and Levesque’s
well accepted theory.

Agents should thus rely on Trust measures to select their best potential part-
ners, improving their chances to achieve their own future goals. It has been estab-
lished that, whenever decisions have to be made for selecting potential partners
in a future activity, it becomes mandatory to rely on some kind of past evidence
pointing to an estimate of the other agents’ trustworthiness. We need to remem-
ber here that Trustworthiness is an intrinsic characteristic of an entity (here an
agent) while Trust measures reflect other ones’ (potentially different) assessment
of that particular agent under evaluation. Exhaustive discussions are taking place
about all the relevant factors that can influence a trust measure characterizing
the perspective each agent builds up on other agent internal trustworthiness [7].
We may identify two different categories of such factors: subjective (propensity
and disposition) and, most valuable, objective (past experience regarding pre-
vious direct interactions, current social image of the agent under scrutiny, the
reputation and other indirect evidences). Another perspective over the computa-
tional trust model is if, indeed, a single measure is enough to measure an agent’s
trustworthiness. In fact, although we often look for competence, it sometimes is
not the only dimension that matters for successful future joint activities. Other
more subtle features like how benevolent and integer an agent can be, may be
seen as determinant in deciding on how much shall an agent trust in another
one. Another important concern is the contextual nature of trust: Situation, task
and time dependence are different factors to take into account when measuring
and ranking other agents’ trust.

3.1 Computational Trust Models

There has been a number of proposals for computational trust models that
rely in one or several of the factors and dimensions referred above. Direct past
mutual interaction experience is the most common factor these models take into
consideration as it is the case of [11]. A few computational models already include
some kind of agent disposition to trust and emphasize the importance of context
[12] [13]. Moreover, only recently we have called the attention to the importance
of the dynamics of the relationships taking place, along the time, between the
different agents, leading to a relative change of the power relationship and the
evolution of mutual goodwill [13].
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Proposed Trust Model. Our computational Trust model, included in the
ANTE software platform, has different components responsible for managing
most of the factors recognized as influencing trust-based decision-making. As
a model, it encompasses both the different dimensions of trustworthiness (in-
tegrity, ability, benevolence) and the truster’s disposition to trust. As a software
program, implementing most of the referred important aspects, although not yet
all of them, it already includes an aggregator of past direct experience, Sinalpha,
a Contextual Fitness component, a Social and an Integrity Tuner. Through such
model we gain the ability to compute adequate Agent i estimations of Agent j
trustworthiness to achieve a specific goal ϕ, in different environments, including
those of high dynamics, where evidence on the agent under evaluation is scarce.

The two main components first aggregate past contractual behavior evidences
(Sinalpha) and then consider how agents fit into the context under consideration
(Contextual Fitness). The aggregator gets information from the environment
about agents’ performance regarding their past obligations (either fulfillment,
partial fulfillment or violation). It uses a sinus-based curve that is reshaped at
both top and bottom extremities [6]. It uses a function of α that presents a
sinusoidal shape (see Equation 1). By setting δ = +0.5, the trustworthiness
value is restricted to the range [0;1]. trustworthiness = δ ∗ (sinα + 1) (1) The
trustworthiness score of the agent is minimum when α = 3π/2 and maximum at
α = 5π/2. This score is updated using α(i+1) = α(i)+λ∗ω, where λ reflects the
outcome ( either positive or negative) associated with the piece of evidence being
aggregated and where parameter ω defines the size of the ascending/descending
step in the trustworthiness path. For example ω = 6 means that any trustee
that is a newcomer, could be considered by the truster as fully trustworthy after
presenting six outcomes of type F (fulfilled) in a row. Asymmetry about gaining
and loosing Trust, maturity after reaching a certain status and distinguishing
different patterns of past behaviour are properties that are featured by the model.
It has been proved that the way the aggregator merges past evidences, gives a
realistic idea of, although just for simple situations, agents’ expected behaviours
in future similar situations.

The second component of the model, responsible for social awareness, counts
for the specific appropriateness of the target agent (Trustee) regarding that
particular situation in which the other agent (Truster) is willing to get help, to
work jointly or to engage in a relationship with [13]. It is based on the concept
of a Context that captures and represents the relevant information about the
current situation, that Contextual Fitness appreciates how an agent can be,
at that specific time, trustworthy or not. A Context is here defined as an N-
tuple including agent identity, current time, location and a set of task-related
attributes: type, complexity, deadline and expected outcome.

Contextual Fitness component, a situation-aware tuner may downgrade the
trustworthiness scores computed by the aggregator (Sinalpha) whenever the
agent under assessment has proved to behave poorly in that specific situation.
We are using the information gain metric on the previous evidences on the agent
different tendencies of failure. This approach differs from other situation-aware
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computational trust approaches by its flexibility and ability to reason in terms
of context even when the evidence on the agent in evaluation is scarce. Briefly,
we endow the environment with the capabilities of clustering different poten-
tial partners waiting for being selected and extract stereotypes characterizing in
what conditions they have either fulfilled or violated their obligations. Therefore,
it may be the case that a particular agent has a good trust measure, however
it has an handicap regarding a specific feature that is of most relevance for the
concrete partnership another agent is interested in (for example, a faster delivery
time of a product). The most important to stress here is that the environment is
empowered with the means to strongly influence the decision-making process of
agents, by providing indicators that, once combined, become relevant for trust
evaluation.

4 ANTE Platform

Grounded on the recognition of the Environment as a relevant component to
give structure and support situated MAS, we have developed ANTE, a soft-
ware framework in which agents can both establish agreements (and contracts)
through negotiation and, simultaneously, benefit from monitoring capabilities
pointing to more transparency of joint activities. Through the development of
ANTE we intended to illustrate how an active environment may help in reliable
and informed agents decision-making in what joint agreements is concerned [6].
ANTE supports multi-agent collective work leading to agents’ intention satisfac-
tion, by providing negotiation as a mechanism for finding mutually acceptable
agreements with trusted partners and the enactment of such agreements (con-
tracts). Gathering appropriate data and evaluating the Normative State, enables
feeding the Computational Trust model which, in turn, provides information for
better selecting partners for future agreements.

In ANTE, the environment actively mediates interaction among agents in sev-
eral different ways: i) The Environment is, primarily, a Facilitator by providing
negotiation protocols, Ontology translation services and Contract building tools.
In this perspective we can see it as an Interaction-Mediation level [1] regulating
access to resources and mediating interaction between agents leading to possible
agreements. ii) The Environment also provides mechanisms for the normative en-
actment of those agreements (established contracts among agent partners), gen-
erating Normative States (NS) and becoming responsible for monitoring those
NS in an active way. ANTE includes a normative framework of constitutive and
institutional rules, according to the institutional reality model, operating in a
rule-based process. iii) Through evaluating the contract enactment phase, the
Environment improves the chances for better future negotiations by progres-
sively updating the available Trust measures to help in the partners’ selection
process. ANTE includes, at present, a computational Trust model made up of
two main modules: SINALPHA aggregator and contextual fitness. iv) In the
ANTE specification model, another component acts as a “social Environment”
and is responsible for adaptive deterrence mechanisms (through dynamically
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calculated fines imposition) reacting to different agents population behaviors.
In Figure 1 we display how the active environment is subject to the simulta-
neous intervention of the agents activity (negotiation and contract execution)
which leads to “institutional facts” monitored in the active environment. Those
“institutional facts”, in turn, feed and update the computational Trust Model.

Fig. 1. The Active environment. Facts (clauses violation/fulfillment) activate norms
leading to possible sanctions, changing agents trustworthiness and, thus, influencing
the way agents negotiate future contracts.

Monitoring rules are responsible for gathering all the needed information that
becomes relevant to feed the computational Trust model which dynamically com-
bines that information to infer agents’ trust measures. This last component is,
however, meaningless in the context of what is the aim of this paper: information
merging to dynamically feed an agents’ trust model. ANTE is a modular and
extensible JADE-based architecture implementation, integrated with JESS rules
engine, accessible through several different GUIs for agents to announce their
needs as well as for inspecting the whole negotiation process, normative states
and contract results. Although ANTE has been targeting electronic contract-
ing in B2B domains, and because it encompasses several agreement technologies
like negotiation, normative environments and computational trust models, it
was conceived as a more general framework having in mind a wider range of
application domains including social networks monitoring.

Experiments Assessment. We have used ANTE platform both as an envi-
ronment as well as a set of services suitable for achieving agents agreement in a
B2B scenario. As an environment it became a useful interface between negotia-
tion services, normative environment services and computational trust services.
Many different experiments have been performed, mainly involving agents as
enterprise representatives negotiating several different attributes of particular
goods (fabric type, quality and time of delivery). Since the description of a full
range of different partial and integrated experiments we have made, can be found
in [14], we here just stress out a qualitative assessment about the summarized
results coming out of the use of Trust during the partners selection negotiation
phase together with normative sanctions application. Different experiments en-
able the agents to use Trust either to pre-select the most promising potential
partners for the future joint activity (to supply a certain quantity of a certain
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type of fabric, until a specific deadline) or to use trust only during the negotiation
phase, to better evaluate proposals under scrutiny. Other experiments combine
these two possibilities. Also, several different metrics have been used. However,
we here only report on the metric reflecting the number of well succeeded con-
tracts that have been established following the use of these referred techniques.
After a number of experiments we concluded that, by using the Computational
Trust Model, the outcomes were strongly influenced, besides the agents behavior
type, by other factors like, for example, the degree of similarity or dissimilarity
of the agent proposals under comparison. Moreover, one of the most important
conclusions was that using trust for pre-selecting the agents for future nego-
tiation together with a moderate use of Trust measures during the negotiation
process itself, was the best policy for an agent to follow. Using Trust for selecting
partners increased the number of succeeded contracts in this B2B scenario.

5 Conclusions

Distributed, decentralized systems for dynamic situations, appropriate for Triple
D kind of problems, are well represented by means of Multi-Agent System ar-
chitectures. Distributed Agents, representing different entities (like enterprises),
take their own decisions (selecting partners) in a decentralized way. Moreover,
they react to dynamic situations (like other agent trustworthiness change) by
appropriately using trust measures to help on their own decision-making (which
partner to select). Following the same line of those authors who claim that the
Environment should be considered as an important, separate component in the
specification and design of Multi-agent Systems, we here advocate a set of capa-
bilities that should be made available for more secure, comprehensive and trusted
agents mutual activities possibly leading to more fruitful joint agreements, as it
is the case of B2B e-contracts. Besides facilitating functionalities like negotiation
protocols, ontology services, normative framework application and monitoring,
we here, in this paper, strongly emphasize the importance of an Environment
active role also as a support for information fusion. Gathering and evaluating
information related with normative states and agents behavior regarding norms
abidance and contracts fulfillment is of paramount importance for feeding com-
putational Trust models. Combining agents activity-driven information, leading
to updated and contextualized agents’ Trust measures become crucial to guide
future agents’ activity and mutual agreements. A “social-based” Environment
can also have the privilege of, by reasoning about all agents activity, to detect,
prevent (or incentivize), patterns in the society regarding maleficent (or benefi-
cial) agents’ behavior. Moreover, and having in mind its active role to ease and
promote possible agent agreements, “social Environment” has been empowered
with the capability of adaptively impose fines for the sake of better regulate the
agent population activities and promoting confidence in the possibility of future
better agreements. This aspect of the environment lacks of further investigation.
However, in this paper, we mostly emphasize how, through a normative frame-
work responsible for monitoring agents contractual behavior and computational
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Trust models, the environment provides relevant evidences that, in the end, en-
ables an agent to better characterize other potential partner agents and better
decide about either to engage or not in a future relationship and better agree-
ments, as it this the case for B2B contracts negotiation scenario. ANTE software
platform has been developed taking all these features into consideration.
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Abstract. The development of high-level behavior for autonomous ro-
bots is a time-consuming task even for experts. The Kouretes State-
chart Editor (KSE) is a Computer-Aided Software Engineering (CASE)
tool, which allows to easily specify a desired robot behavior as a sta-
techart model utilizing a variety of base robot functionalities (vision,
localization, locomotion, motion skills, communication) for the Monas
robotic software architecture framework. This paper presents an exten-
sion to KSE, which allows defining generic agent behaviors using auto-
matic framework-independent code generation, as long as the underlying
framework is written in C++. This way a user can program physical (ro-
bots) or software agents that can be executed on any platform using any
compatible software framework. This paper demonstrates the transpar-
ent use of the extended KSE in the SimSpark 3D soccer simulation and
the Wumpus world.

Keywords: agents, robotics, model-based development, CASE.

1 Introduction

The Kouretes Statechart Editor (KSE) [5,7] is a graphical Computer-Aided
Software Engineering (CASE) tool, which allows a software developer to de-
fine the behavior of an agent (software or physical) using a graphical model
and automatic code generation. The graphical model is a statechart, a platform-
independent model, modeling the control of the different agent capabilities. A
complete statechart is automatically converted by KSE to source code, which
can be compiled, linked with the base capabilities, and executed on the target
platform. KSE follows ASEME, a model-driven software engineering method-
ology from the Agent-Oriented Software Engineering (AOSE) domain [6]. An
advantage of KSE is the analysis tool, which enables the user to abstractly and
compactly define the desired behavior using liveness formulas. A small set of
liveness formulas can lead to a large statechart model (design phase), therefore
the user can save a lot of time by seeding the design through the analysis tool.

In our recent work, we used KSE extensively for developing the behavior of
the Aldebaran Nao humanoid robots of our team Kouretes [www.kouretes.gr]
competing in the RoboCup Standard Platform League (SPL). Besides robotic
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behavior development, KSE has also been used for developing the behavior of
software agents for the popular Java-based JADE framework [jade.tilab.com].

The motivation behind the work presented in this paper is the need for us-
ing a simulator, when modeling a robotic team behavior. Regularly testing new
features on the real robots has several shortcomings, i.e. the robots need main-
tenance after some hours, a number of people are needed in order to set up an
experiment with the robotic team in the lab, and the experiments themselves
tend to take quite long to setup and demonstrate. Thus, we decided that we
needed to use a simulator for modeling and testing team behavior and, when
the simulation proved successful, then move to field tests with the real robots.
The SimSpark simulation environment, which is also used for the RoboCup 3D
soccer simulation league, was the ideal candidate for our goals. However, the
SimSpark platform was not compatible with our Monas robotic software archi-
tecture framework [4], which we use for deploying behaviors on the Nao robots.
Thus, we decided to develop a platform-independent code generation component
for the KSE tool. To this end, we added a few platform-specific parameteriza-
tion features within code generation. By adopting this parametric approach and
providing the correct parameters for the underlying platform, we can now use
the KSE tool for deploying platform-independent agents on any platform by ex-
porting the generated code directly in the C++ programming language using
the specification provided by the parameters.

This paper focuses on describing the extensions of KSE and demonstrates its
practicality on two diverse domains: the SimSpark1 simulation platform for 3D
robot soccer and the Wumpus World2 simulator, a classical testbed for proto-
typing Artificial Intelligence programs. In the rest of the paper, after examining
the background technologies in Section 2, we present the main features of KSE,
focusing on new additions and extensions, in Section 3. Subsequently, we present
the results of our application and evaluation on the two aforementioned domains
in Section 4. Finally, we outline our findings and future work in Section 5.

2 Background

ASEME [6] is an Agent-Oriented Software Engineering Methodology that
supports a modular agent design approach and introduces the concepts of intra-
and inter- agent control. The former defines the agents behavior by coordinat-
ing the different modules that implement its own capabilities, while the latter
defines the protocols that govern the coordination of the society of the agents.
ASEME follows the Model-Driven Engineering (MDE) paradigm, where software
development is driven by instantiating the appropriate models at each phase.

1 SimSpark is a generic simulator for various multi-agent environments. It supports
developing physical simulations for AI and robotics research with an open-source
application framework. [simspark.sourceforge.net]

2 The Wumpus World simulator is a simple C++ framework for simulating the Wum-
pus World described in Russell and Norvig’s classic text book ”Artificial Intelligence:
A Modern Approach”. [www.eecs.wsu.edu/~holder/courses/AI/wumpus]

http://jade.tilab.com
http://simspark.sourceforge.net
www.eecs.wsu.edu/~holder/courses/AI/wumpus
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The transition from one development phase to another is assisted by automatic
model transformation leading from requirements to computer programs. The
ASEME platform-independent model, which is the output of the design phase,
is a statechart [2], and is referred to as the Intra-Agent Control (IAC) model.

KSE adopts the ASEME methodology and assists the developer from the anal-
ysis phase to the design and code generation phases. More specifically, KSE sup-
ports (a) the automatic generation of the initial abstract statechart model using
compact liveness formulas, (b) the graphical editing of the statechart model and
the addition of the required transition expressions, and (c) the automatic source
code generation for compilation and execution on the robot. KSE has been de-
veloped using the Eclipse Modeling Project [www.eclipse.org/modeling] tech-
nologies and has been integrated with the Monas software architecture [4], which
provides the base functionalities.

Monas modules focus on specific functionalities (vision, motion, etc.) and each
one of them is executed independently at any desired frequency completing a
series of activities at each execution. Statechart modules are executed using
a generic multi-threaded statechart engine, which was built on top of existing
open-source projects, provided the required concurrency, and met the real-time
requirements of the activities on robots. Code generation in KSE initially tar-
geted specifically the Monas framework.

3 The KSE Generic C++ Generator

The KSE Generic C++ Generator (referred to as GGenerator in the rest of the
paper) is a tool that extends KSE in order to give the developer the ability to cre-
ate behaviors for agents, which are automatically transformed to generated C++
code ready to be compiled with the underlying software architecture (assumed
to be also in C++) without any additional dependencies. Thus, GGenerator
enables the user to create agent behaviors for different platforms and different
environments, with the only prerequisite that the underlying software framework
accepts C++ code.

We achieve this (a) by enhancing the statechart engine used in KSE with a
generic blackboard [3] interface, (b) with a new generic grammar for specifying
transition expressions, and, (c) by creating a new source code generator for the
extended tool.

The blackboard interface is generated automatically by GGenerator during
the source code generation phase and can target any C++ framework, according
to its initialization and the parameters given. This interface is used to bind
our statechart model with any user-specified framework. This way the user is
not concerned with model-framework compatibility issues, because the created
blackboard interface serves as a middleware between the statechart model and
the target environment and handles their communication. This interface, along
with our generator, is integrated in KSE.

The initialization of the blackboard interface depends on the properties files,
which are defined by the user only once during the early stages of the be-
havior development process. These files are named include classes.txt and

www.eclipse.org/modeling
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instances.txt. Both files are given in plain text format, they are parsed by the
KSE GGenerator tool, and provide the required information for generating and
setting up correctly a blackboard interface that targets a specific framework. In
these files we add functions, variables, and header files needed for the communi-
cation between our statechart model and the target environment. The former file
lists the C++ header files we need to include, while the latter lists the functions
and the variable instances we need to access.

The creation of the properties files requires some knowledge about the frame-
work we target. Prior to generating our blackboard interface, we have to point
out the framework’s modules and structures that supply the information needed
for correct communication between our statechart model and the environment.
In most cases, the information needed for creating an agent behavior includes
the updated state of the target environment or an updated set of readings from
the agent’s sensors, without being limited to these examples, since we can always
accept any kind of information the framework provides. The properties files are
easily created, once the required information has been identified and located in
the target framework. In the next section we give two examples of how to create
the properties files for two different platforms.

We also allow the user to register user-defined variables in the same blackboard
interface using the graphical editing interface of KSE. These variables can be of
any type, can be updated in any node of the statechart, and can be used in
transition expressions anywhere in the statechart, along with any framework-
provided variables. This ability allows the behavior module itself to maintain its
own internal memory.

Finally, to execute the generated behavior on the target framework, we need
to register our generic blackboard interface along with our statechart model
for execution on the target framework. This is the last stage of our behavior
development process and needs to be done only once for a target framework;
any number of generated behaviors can be tested afterwards on that framework.

As already mentioned, within the KSE tool, the definition of a statechart can
be assisted by the use of liveness formulas as a seed. The liveness formula [8] is
a process model that connects activities using the Gaia operators. Briefly, A.B
means that activity B is executed after activity A, A* means that A is executed
zero or more times, A+ means that A is executed one or more times, A∼ means that
A is executed indefinitely (it resumes as soon as it finishes), A|B means that either
A or B is executed exclusively, A||B means that A and B are executed concurrently,
and [A] means that A is optional. Liveness formulas are automatically converted
to a base graphical statechart model.

Every statechart model we create to describe an agent behavior must contain
transition expressions, which are responsible for the correct execution of the
statechart. These expressions are inserted manually by the user during behavior
specification for controlling the statecharts execution. In transition expressions,
the user can optionally define events and conditions, as well as multiple actions,
if desired, using any framework-specific or user-defined variables. In any case,
these variables must be registered in the blackboard’s interface for transition
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transExpression = [ event ] [ "[" condition "]" ] [ "/" actions ]

event = string

condition = "(" condition ")" | condition operator condition

| operand operator condition | operand operator operand

operator = ">" | "<" | ">=" | "<=" | "==" | "!=" | "&&" | "||"

operand = constant | variable

variable = letter string | letter string "." variable

actions = timeoutAction | action

timeoutAction = TimeoutAction "." letter+ "." number

action = variable actionOp variable | action ";" action

actionOp = "="

constant = number | string

number = digit | digit number

string = character | character string

character = letter | digit

letter = "a" | "A" | "b" | "B" | "c" | "C" | ...

digit = "0" | "1" | "2" | "3" | ...

Fig. 1. Transition expression grammar in EBNF format

expressions to work properly. Note that the user is provided with the ability to
create any kind of variables he/she finds necessary for the transition expressions
during the graphical editing of the statechart model.

Since we modified the statechart engine used to execute KSE-created state-
charts by adding a generic blackboard interface, we also needed a new C++ code
generator different from the existing one, which was customized for the Monas
framework. At this point, we also changed the transition expressions grammar
to be equally generic. The new statechart engine supports a more abstract tran-
sition expression grammar compared to the one used for the Monas architec-
ture [5]. This means that it should be relatively easy for a user to edit them,
even without having complete knowledge of the underlying framework he/she
works with. The new grammar is independent of the underlying platform, and
uses common syntactic rules for expressions. It is shown in EBNF format in
Figure 1. We created the new C++ generator for our extended statechart engine
using the Eclipse Modeling Framework (EMF3) along with Xpand4. We fully
integrated our GGenerator extension in KSE, so that the generated behavior
can be easily tested on the user-specified framework.

4 Applications

We use GGenerator to create behaviors for agents in two target different frame-
works, mainly to demonstrate the platform-independence property. The two
C++-based frameworks we use for our examples are: (a) Simple Soccer Agent

3 The EMF project is a modeling framework and code generation facility for building
tools and other applications based on a structured data model.

4 Xpand is a language specialized on code generation based on EMF models.
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Table 1. Comparison of the two different target platforms

SimSpark 3D Soccer Simulator Wumpus World Simulator

Partially Observable Fully Observable
Stochastic Deterministic
Dynamic Static

Physical representation of the agent No physical representation of the agent
Uncertainty No uncertainty
Sequential Episodic
Continuous Discrete
Multi-agent Single-agent

Competitive, Cooperative non-Competitive, non-Cooperative

framework, which interacts with the Simspark 3D Robot Soccer Simulator, and
(b) WumpSim framework, which interacts with the Wumpus World Simulator.
The two simulation environments have many differences, shown in Table 1.

4.1 Creating a Behavior for the SimSpark 3D Soccer Simulator

In this example, we use GGenerator to create a behavior for an agent that plays
soccer. Our simple behavior can be described as follows: The agent searches for
the ball in the soccer field and, if the ball is found, the robot walks towards the ball
and takes it in possession. If the game is over, the robot pauses. Our purpose is
to work only at the high level of agent programming (game strategy) and not at
the low level (Walk, Kick, and other actions) or with agent-simulator technical
aspects (e.g. communication with the simulator). The underlying framework we
chose is based on the software release of the RoboCup team Berlin United - Nao
Team Humboldt [1]; it is written in C++ and provides basic activities, such
as Walk, Turn Left, Scan For Ball or Stand Up. The first step is to create the
properties files; these files are shown below. In fact, we just need to include the
appropriate header files to gain access to those framework-provided variables
that allow the user (and the statechart) to gain information about the game and
the perception of the ball, but also request the execution of a motion.

������� ���		�	
��� ��	�����	
���

BallPercept.h BallPercept theBallPercept;

MotionRequest.h MotionRequest theMotionRequest;

SimsparkGameInfo.h SimsparkGameInfo gameState;

The next step is to use the KSE graphical interface to create our behavior.
We start by providing the liveness formulas that describe our agent behavior
abstractly:

LogicalAgent = Init . ( Play | NoPlay )+

Play = [ StandUp ] . ( PlayBall | ScanBall )

PlayBall = Turn | Walk
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The first formula indicates that our behavior (LogicalAgent) will execute Init
(for initialization of the player) and then will choose one or more times between
Play or NoPlay exclusively (depending on the current game state). The second
formula suggests that our behavior may execute StandUp (if needed) and then
will choose between PlayBall or ScanBall exclusively (depending on whether
the ball is visible or not). Finally, the third formula indicates that our agent
will choose between Turn or Walk exclusively (depending on where the ball is
seen). As soon as we provide the KSE GGenerator with the liveness formulas, the
initial statechart model is generated and the user has to associate it to a source
code repository that provides the code for the basic agent activities (Walk, Scan,
etc.). If the framework does not provide some activity, our tool generates the
corresponding skeleton code and the user is asked to provide the corresponding
C++ code using the built-in editor in KSE. Note that the abstract behavior
specification of the liveness formula specifies what activities are included in the
desired behavior, but gives no information on when execution switches from one
activity to another. It is the execution of transition expressions that makes this
switching between activities possible.

After the statechart is created, we use the KSE tool to add the necessary
variables we are about to use in the transition expressions. In our case these
are: myInertialSens, ballFound, and horizontalAngle. The first variable is
of type class and holds information about the posture of the robot. The second
one is of type bool and is true, if the ball is seen by the robot and false otherwise.
The last one is of type double and holds information about the horizontal angle
between the robot and the ball. These are user-defined variables, which are
updated from the framework-provided variables inside the statechart, and are
used in our transition expressions for controlling the statechart execution. They
are added in the blackboard interface using the editing tool provided by KSE.

The next step is to fill in the transition expressions, according to the grammar
in Figure 1, using the KSE editor. For example, the transition expression:

[ (ballfound == true) && (horizontalAngle < 0.1) ]

states the conditions (ball is visible straight-ahead) under which the robot will
execute the Walk activity within the PlayBall state. The final statechart model
with all the transition expressions is shown in Figure 2.

The last step of our procedure is to use GGenerator to produce the C++ code
for this statechart model and transfer the generated files to the source folder of
the framework, so that it is compiled and used in the target framework.

To execute the generated agent behavior we have to instantiate it within
the target framework. This is a framework-specific step and depends on the
requirements set by the framework itself. In the present example, it amounts to
simply adding a couple of C++ lines in the configuration files of the framework
to register the generated behavior as a new module within the framework. This
is the only handwritten C++ code during our behavior generation procedure
and is done only once, since any updates to the statechart simply modify the
behavior, which remains registered in the framework. In Figure 3 we show three
screenshots from the execution of the LogicalAgent behavior. Initially, the agent
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Fig. 2. The complete LogicalAgent statechart within the KSE graphical environment

Fig. 3. Three successive screenshots from the execution of the LogicalAgent

searches for the ball (left), when it finds the ball it walks towards it (middle),
and, finally it takes possession of the ball (right).

4.2 Creating a Behavior for the Wumpus World Simulator

In this example, we create a behavior for the Wumpus world: the agent tries to
find the gold in the maze and escape alive. Our goal is not to solve the maze, but
to simply demonstrate how easy it is to create a behavior for this environment
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using GGenerator. To connect our statechart to the Wumpus World platform
we first define the properties files, as shown below.

������� ���		�	
��� ��	�����	
���

WumpusWorld.h WumpusWorld ww;

Percept.h

Action.h

Then, we create the liveness formulas that describe the behavior abstractly:

Wumpie = init . Sense+

Sense = percept . ( Play | NoPlay )

Play = forward | turnLeft | turnRight | grab | shoot | climb

The first formula indicates that our behavior (Wumpie) will execute Init and
then will sense the world and act one or more times (Sense capability). The
second formula suggests that our behavior will execute percept and then choose
between Play or NoPlay exclusively. Finally, the third formula extends the Play
capability and indicates that our agent will choose one of the moves forward,
turnLeft, turnRight, grab, shoot, climb (depending on the information gathered
so far). From these liveness formulas, the initial statechart model is generated
and the user has to associate it to a source code repository that provides the
code for basic agent activities (forward, percept, init, etc.).

In the next step, we use the KSE tool to add the necessary variables we are
about to use in the transition expressions of the statechart. In this case these
are: glitter, stench, breeze, turnedRight, turnedLeft, scream, gold, arrow,
posX, posY. These are user-defined variables that are registered in the blackboard
during the code generation. Once we add the transition expressions according
to the grammar rules, we are ready to generate code for our behavior. Once we
register the statechart in the Wumpus framework again by adding a couple of
C++ lines in the Wumpsim class, we can execute and test our behavior. Figure 4
shows the final statechart for Wumpie.

5 Discussion and Conclusion

In this paper, we presented an extension to KSE that allows to specify statechart-
based agent behaviors independently of the underlying software framework, rely-
ing on the C++ programming language, as the common code base. The extended
KSE tool still supports the C++-based Monas framework for which it was orig-
inally customized, but now is open to any other C++-based framework, such
as the popular ROS [www.ros.org] framework. Thus, GGenerator increases the
added value of the KSE CASE tool. Its main advantages compared to other sim-
ilar products, noted also in the past [7], include (a) the use of liveness formulas
that aid and accelerate the initial statechart generation, and, (b) the option to
define the code generation component as an add-on, aiming any target language.

www.ros.org
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Fig. 4. The complete Wumpie statechart for the Wumpus World

Our future plan, which also motivated this work, is to automatically and
massively generate team behaviors for RoboCup using our statechart tools and
test them in simulation within an evolutionary framework for discovering suitable
soccer team behaviors. We also plan to develop additional code generators to
support other programming languages, thus expand the range of frameworks
compatible with KSE, such as the Python-based Pyro [pyrorobotics.com].
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Abstract. The development of a controller architecture based on hierarchic 
fuzzy logic to create the trajectory of a mobile agent in a virtual environment is 
initially used. The objective of the low cost controller is to regulate an open-
source autonomous explorer robot, which moves between two pre-established 
points. The system establishes a viable route in a scenario with obstacles. Simu-
lations in virtual environment are used to ensure the autonomy of the developed 
controller. Initial results demonstrate the success of this proposal. 

Keywords: Autonomous agent, Fuzzy logic, Virtual kinematic model,  
Intelligent Systems, Hierarchic Fuzzy. 

1 Introduction 

Researches about mobile autonomous robots are becoming more important due to 
technological evolution and high processing computers. Some technological evolu-
tions that can bear witness to are the development of intelligent computational tech-
niques, such as fuzzy logic, artificial neural network, intelligent agents, and others. 

A number of challenging problems must be solved for mobile autonomous naviga-
tion. The problems can depend on different domains like perception, localization, 
environment modeling, and decision making, control etc. [1].  

Autonomous robots can be used in different fields for instance in high risk areas (to 
avoid risky situations for humans), in exploration of unattainable places of difficult 
access or hazardous environment, and in service robots which makes this an emergent 
field of research and application, as presented by [2, 3, and 4]. 

Explorer robots or agents can be virtually controlled by humans; this however de-
mands communication systems, cameras and operators. A solution for this is the use 
of intelligent computational systems which can be applied in the development of ro-
bots with the ability of adaptation in different environments by reading signals from 
low level sensors such as ultrasound sensors [5]. This can be helpful in cases such as 
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the exploration of natural environment (inhospitable) when autonomous decisions are 
required [6, 7, 8]. 

The environment exploration has some difficulties to be solved for example uncer-
tainties, inaccuracies and sequential errors. The complexity involved in creating an 
efficient path is known to be high due to sequential dynamic decisions that have to be 
made (a wrong decision can compromise the next steps). The navigation tasks are 
initiated by informing an objective. During the exploration the agent needs to have the 
ability to deal with unpredictable events like mobile and/or unexpected obstacles [9]. 

According to Khodayari [10] there are two main strategies to develop autonomous 
agents. The first one is related to heuristic knowledge and is represented in this paper 
by fuzzy logic as presented in [11, 12, 13], and adapted to the model used. The second 
one is based in the control theory, subdivided in linear control theory and nonlinear 
control theory. 

In past decades, researches have developed many obstacle avoidance navigation 
algorithms. These methods can be divided into the following categories: model-based 
method [14-19], fuzzy logic method [20-23] and reactive method based on neural 
network [24, 25]. Of all the methods, the obstacle avoidance method based on fuzzy 
logic reacts quicker and is less susceptible to sensor measuring errors for the robot’s 
reaction has come from qualitative reasoning of different categories in the fuzzy logic 
method, so the algorithm proposed in this paper is based on  fuzzy logic principles. 
The difference is the fact that the hierarchical fuzzy quantitatively simplify solving 
the problem by organizing rules with one fuzzy used for each objective. 

The objective of this paper is to develop an autonomous explorer agent (robot) 
based in a low cost and open source platform with the ability to learn navigation strat-
egies by environment interaction. The development proposal adopted is inspired by 
Braitenberg [26], who suggests the application of intelligent computational techniques 
starting up with a simple model with one or only a few functionalities, and  gradually 
adding new objectives to improve the exploration capability of the agent, such as 
manage the battery charge and navigate back to the recharging spot. In this paper, the 
agent will have initially the ability to navigate through two pre-established points in a 
surface. The second objective is to add the ability to deviate from any obstacles that 
are found in the proposed initial path. 

This paper is organized as follows: section 2 briefly describes the fuzzy logic con-
cept; section 3 presents the development of this work (kinematic model for the robot 
position and controller); sections 4 and 5 show the results and conclusions. 

2 Fuzzy Logic Fundamentals 

Fuzzy systems according to Zadeh [27] is a set of methods based in the linguistic 
terms, multivalued logic, systems based in rules that aim to work with failure toler-
ance, inaccuracy and uncertainty in real systems. These methods and linguist terms 
proposes the concept of the fuzzy logic which consists of the combination of these 
theories, allowing the modeling of complex processes (based on inaccurate or approx-
imate information) expressing control rules in linguistic terms. Different areas of 
knowledge use this technique as a solution for control applications, pattern recogni-
tion and function approximation, especially when there is little or no knowledge of the 
mathematical models.  
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A hierarchical fuzzy architecture based in cognitive architecture [34] especially the 
subsumption [35], was developed to work with hierarchical decision making and this 
is due to the need of two opposite main targets for example reach a target and deviate 
from obstacles in the trajectory. 

The subsumption fuzzy architecture proposed has two sets of rules which work in-
dependently and with different and hierarchical competence levels. When certain 
competence level is enabled all other levels are disabled. Thereby the fuzzy controller 
coordinates the competence levels prioritizing the higher levels (deviate from  
obstacles is a higher level than reaching the target) [36]. In other words, when the 
autonomous agent is deviating from an obstacle it stops going after the target, this 
demands an implemented switching mechanism. In Fig. 2 it is shown the hierarchical 
fuzzy architecture developed. 

 

Fig. 2. Hierarchical model of the fuzzy system 

Fuzzy I, the initial objective of this paper, uses a decision-making system based in 
heuristic methods. This step has the objective of determining the shortest route be-
tween the initial point and the target. This set of rules was implemented from observa-
tions of the dynamic behavior of the agent in virtual scenarios. 

Table 1. Example of fuzzy rules I 

1. If (LatDist is  farLeft) and (FrontDist is farF) then (LeftPulse is me-
dium)(RightPulse is high)  

2. If (LatDist is  farLeft) and (FrontDist is mediumF) then (LeftPulse is 
slow)( RightPulse is high)  

3. If (LatDist is  farLeft) and (FrontDist is closeF) then (LeftPulse is high)  
 
This strategy consists in abstracting the input data (of mathematical simulations of 

the lateral and frontal distances) and converting them in linguistic variables (sets of 
rules) and then generating a response (pulses to the motors linked to the left and right 
wheels).  

In Fig. 3 are presented the control surfaces of the fuzzy I corresponding to the left 
(Fig. 3a) and right (Fig. 3b) wheels. 
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(a) 

 
(b) 

Fig. 3. Fuzzy I control surfaces for left (a) and right (b) wheels 

The x-axis represents the lateral distance between the robot and the target (DSx), 
the y-axis, the front distance (DSy) and the z-axis, the pulses wheels: right to left in 
Fig. 3a and Fig. 3b.Whenever the sensors detect an obstacle, the hierarchical fuzzy 
controller prioritizes the deviation of the obstacles using the fuzzy II set of rules. 
When no obstacle is detected, the agent will keep going after the target using the 
fuzzy I set of rules. Some of the rules used in fuzzy II are shown in table 2: 

Table 2. Example of  fuzzy rules  II 

1. If (sensor_L is far) and (sensor_F is far) then (LeftPulse is medium) 
2. If (sensor_L is far) and (sensor_F is medium) then (LeftPulse is high) 
3. If (sensor_L is far) and (sensor_F is close) then (LeftPulse is high) 

 
The control surfaces related to the second fuzzy are presented in Fig. 4. Fig. 4a re-

fers to the influence of both left and frontal sensors on the left wheel. Fig. 4b refers to 
the influence of both right and frontal sensors on the left wheel. In Fig. 4b, “we” 
represents the pulses on the left wheel with range [0.14 0.19] because when we have 
obstacles on the right hand front of the robot, it has to turn to left. Therefore there is a 
low pulse in left wheel. The rules are symmetric, which means the results are the 
same for the right wheel. 

 

 
(a) 

 
(b) 

Fig. 4. Fuzzy II control surfaces for left wheel 
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4.3 Scenario 03 
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Fig. 6. Scenario 02 

e initial position for the prototype is (-80,75), at an angle
is, and the target is located in position (35,75). 

 
(b) (c) 

Fig. 7. Scenario 03 
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Fig. 8. Scenario 04 
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5 Conclusion 

The initial results obtained from the simulations were convincing, because the mobile 
agent accomplished the goal of reaching the target with a maximum error of one cen-
timeter deviating from obstacles. 

It is possible to reduce the error. However, it would make the robot moves more 
than necessary if an obstacle is located at about ten centimeters of the target. This 
happens because of the sensors that identify the obstacle and do not allow the agent to 
reach the target, as the hierarchy prioritizes the deviation of the obstacles. 

Seven different scenarios were successfully simulated. This implies the autonomy 
of the proposed fuzzy control. The simulations with uncertainties also imply a robust 
system, because they approach simulations to real environment where data input from 
the sensors may have noise and errors. Future works are presented: 

• Improve the minimum error by changing the hierarchical process; 
• Compare the proposed controller with other intelligent techniques like Artificial 

Neural Network and Fuzzy Cognitive Maps; 
• Genetic algorithm can also be used to tune the fuzzy logic controller; 
• Improve the complexity of the scenarios using for example, walls; 
• Add new functions in the controller: battery management (locate charging points) 

and reverse gear for extreme situations; 
• Apply the system in a real robot using an open source development platform, such 

as a low cost microcontroller (example, Arduino). 

Acknowledgment. The authors would like to thank CNPq and Araucaria Foundation 
of the State of Paraná, Brazil, for financial support. 
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Abstract. We developed a system that classifies masses or microcalci-
fications observed in a mammogram as either benign or malignant. The
system assumes prior manual segmentation of the image. The image seg-
ment is then processed for its statistical parameters and applied to a
computational intelligence system for classification. We used Cartesian
Genetic Programming Evolved Artificial Neural Network (CGPANN) for
classification. To train and test our system we selected 2000 mammogram
images with equal number of benign and malignant cases from the well-
known Digital Database for Screening Mammography (DDSM). To find
the input parameters for our network we exploited the overlay files asso-
ciated with the mammograms. These files mark the boundaries of masses
or microcalcifications. A Gray Level Co-occurrence matrix (GLCM) was
developed for a rectangular region enclosing each boundary and its sta-
tistical parameters computed. Five experiments were conducted in each
fold of a 10-fold cross validation strategy. Testing accuracy of 100 % was
achieved in some experiments.

Keywords: Mammogram, Image classification, GLCM, CGPANN,
Haralick’s parameters.

1 Introduction

Breast cancer is a leading cause of death in women worldwide. The disease has
often times no symptoms till it advances to a dangerous level. It is therefore
highly recommended to carry out screening tests after a certain age. The best
screening method to date is the mammography, in which both the breasts are im-
aged with low dose x-ray radiation. Nowadays digital mammography has become
the standard screening practice.

As mammography is highly subject to the expertise of radiologist and prone to
errors, a decision support system based on machine learning is highly desirable.

There are two main indicators for breast cancer using mammography. These
are masses and microcalcifications. Often times before a suspicious mass ap-
pears in the mammogram, very fine specs appear in the image, which is caused
by micro-calcifications (MCs). The MCs that are 1 mm or smaller in diameter

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 203–213, 2014.
c© IFIP International Federation for Information Processing 2014
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and appear in clusters are more likely to be cancerous while those that are larger
in size and scattered randomly are often benign. A mass on the other hand is
considered benign if its shape is round or oval and the margins are circumscribed,
while it is malignant if it is irregular, stellate or micro-lobulated in shape. The
density of breast is such that the mammogram shows a very low contrast between
parenchymal tissue and a mass and hence very difficult to isolate the two, visu-
ally. A number of methods have been developed for computer based classification
of the masses and microcalcifications. Before classification the mammogram im-
age is preprocessed using digital filters to enhance the different regions of the
image. The masses and microcalcifications are then outlined using segmentation
techniques. Before these segmented images could be classified using machine, a
machine learning system is trained with a large set of mammograms that are
classified by expert radiologists. There are a number of mammogram databases
available on the internet. The two most popular of them are Digital Database
for Screening Mammography (DDSM) at the University of South Florida1 and
the MIAS 2

In this paper we present our work in classifying the masses and MCs seen
in mammograms, as either benign or malignant. The system that we devel-
oped assumes that the physician segments the masses or MCs manually using
the CROP function, found in most windows based graphic software packages.
In order to train our system for classification we had to train it with sample
mammogram images from the Digital Database for Screening Mammography
(DDSM). These images are available in compressed lossless JPEG format. The
Windows versions of the uncompressed images were downloaded under a trans-
fer agreement with Dr. Thomas Deserno (nee Lehmann) Department of Medical
Informatics Aachen University of Technology D-52057 Aachen GERMANY, un-
der the IRMA (Image Retrieval in Medical Applications) project. The database
contains 2620 cases comprising of Normal, Benign and Malignant, high resolu-
tion mammograms. Each case further consists of two views of each breast, the
cranio-caudal view and the oblique medio-lateral view. Besides the images, each
case has a .ics file that contains information about the patient and the image
file. Section 4 gives the details of the work done in preparing the training and
testing data for the CGPANN. After training the CGPANN with the former the
system is then evaluated with the later.

The paper is organized as follows: The next section titled ”Literature Sur-
vey” describes the latest research done in the field of mammogram classification.
The sections ”Cartesian Genetic Programming Evolved Artificial Neural Net-
work (CGPANN)” and ”Evolution Strategy” describe the evolutionary compu-
tation system that we used for the classification task. The section ”Experimental
setup” describes the preprocessing and statistical parameters extraction steps
needed before mammogram classification. It also describes the network parame-
ters that we chose. The section ”Results and Analyses” compares the results of

1 http://marathon.csee.usf.edu/Mammography/Database.html
2 http://peipa.essex.ac.uk/info/mias.html

http://marathon.csee.usf.edu/Mammography/Database.html
http://peipa.essex.ac.uk/info/mias.html
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our experiments with those of the competitors. Finally, the section ”Conclusion
and Future work” summarizes the paper and states our intentions for future
work in this field.

2 Literature Survey

A brief review of the work done in the field of mammogram classification is
presented below. As the abnormality in mammograms can be in the form of
microcalcifications or masses, separate subsections review each of them.

2.1 Microcalcifications

In [1] Xuejun et al. presented a number of ANN architectures for detecting
microcalcifications (MC) in mammogram images. A back propagation neural
network responds to an MC lying in the middle of a region of interest. To reduce
the image size, FFT of the image was also determined. Another network with
multiple outputs had one of its outputs as 1 when its corresponding input had a
microcalcification at its position in the image. A Shift Invariant ANN (SIANN)
was also experimented with. The performance of the networks was compared
with Triple Ring Filter (TRF) which is a rule based filter [2]. A sensitivity of
95% was achieved by using SIANN and TRF together.

In [3] Issam et al. presented an SVM based microcalcification (MC) classifica-
tion technique. In [4] Rolando et al. presented a technique in which a mammo-
gram is first preprocessed with a median filter to remove noise. This is followed
by binarization. The resulting image is then applied to two Gaussian filters. The
optimized difference of Gaussian (DoG) filters is used to enhance those regions
in the image that contain bright points. A number of techniques are then applied
to this image to detect potential MCs.

In [5] Walker et al. discussed a multi-chromosome Cartesian Genetic Pro-
gramming in general and its application for classification of microcalcifications
(MCs) in mammograms, in particular. The process is termed multi-chromosome
Evolution (MCE). About 80% test images were classified correctly. In [6] Zhang
et al. presented a technique in which areas marked by radiologists in the DDSM
database were resized and fourteen features extracted from each area. These fea-
tures are represented by genes in a chromosome of a neural-Genetic Algorithm. A
subset of features is applied as input and the NN trained. A random population
of subsets is generated and each individual is evaluated. Genetic operators of
crossover and mutation are applied. The NN with the best classification rate to-
gether with the selected feature subset is chosen. It was observed that the highest
classification result using the proposed algorithm with NN classifier was 85%.

2.2 Masses

In [7]the authors preprocessed and segmented images from popular databases on
the basis of grey level distribution and texture using Otsu’s method. They ex-
tracted the intensity histogram and Gray Level Co-occurrence Matrix (GLCM)
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features. To improve prediction accuracy the author used a hybrid of Genetic
Algorithm (GA) and Linear Forward Selection (LFS) algorithms. For classifi-
cation they used the machine learning package WEKA and trained the system
using J48 decision tree method. The classification accuracy based on the selected
features was 86.7%. In [8] the author presents mammogram classification tech-
nique using Linear Vector Quantization (LVQ). Best classification accuracy of
99% was achieved with 100 DDSM cases.

In [9] the authors present an algorithm that is based on the principle that a
mass segment has uniform texture, its margins should coincide with the max-
imum gradient points that corresponds to the edges and that the mass profile
shape has minimum changes. In [10], [11] the authors present mammogram image
segmentation based on Iso-level contour map representation of the image.

In [12] a detailed review of the work done in segmentation and classification
of the different anatomical regions of the breast is presented. In [13] the authors
used Gray Level Co-occurrence Matrix (GLCM) to extract second order statis-
tical descriptors of the texture from the masses. These features were applied to
error back propagation ANN for classification. The best performance result that
they obtained had 91.67% sensitivity, and 84.17% specificity.

In [14] the authors made use of the chain code in the overlay files of mam-
mograms, in the DDSM database. A rectangular image is formed from the ROI
defined by the chain code. The image is preprocessed and a GLCM formed from
it. The Haralick energy descriptors are then determined from the GLCM. Adap-
tive thresholding is applied to the image so formed to detect edges. A binary
image is thus formed. The morphological operation of image filling is applied to
all closed path edges. The filled area that has the largest overlapping with the
central part of ROI is the segmented mass.

In [15] the authors present a technique for segmentation and classification of
masses. For segmentation the highest intensity point inside the ROI is taken
as center and radial lines drawn to its margins. Critical point, the point with
highest local variance on each line is detected and new ROI drawn by linearly
interpolating in between these points. Sixteen different morphological and tex-
tural features of the segmented masses are computed and applied to an ANN for
classifying the mass as benign or malignant.

In [16] the authors present a technique focusing on utilization of mass margin
descriptors called Fourier Transform of Radial Distance (FTRD). These features
are applied to an MLP ANN for classification of the mass as either benign or
malignant. The best accuracy that they achieved was 92.8%.

In [17] the authors present a mammogram classification system based on com-
putational and human features. These features include shape, size and margins
of the mass, patient age and tissue density. The density values are represented
in Breast Imaging Reporting and Data System (BI-RADS). Textural features
are found using Spatial Gray Level Dependence Method (SGLDM) and Run
Difference Method (RDM). Sequential Forward Selection technique and genetic
algorithm technique were used for classification.
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In [18] the authors present a mass detection technique in which the pec-
toral muscles are segmented and removed. The mass inside the breast is then
segmented using intensity thresholding. The segmented mass is analyzed for its
textural features, proposed by Haralick, using the gray level co-occurence matrix
(GLCM). The textural indices are applied to a support vector machine (SVM)
for training and classification. An average classification rate of 95% was achieved.

3 Cartesian Genetic Programming Evolved Artificial
Neural Network (CGPANN)

In CGPANN a neural network is developed by evolving its inter-node connec-
tions, weights, output connection(s) and the activation functions. It’s an en-
hancement to the popular Cartesian genetic programming [19]. The nodes and
connections in CGPANN are arranged as a graph with rows and columns. A
CGPANN node, shown in fig.1b, consists of a summer and an activation func-
tion, similar to an ANN neuron. The summer takes its inputs from other nodes
through weighted connections. Each connection additionally has a switch that
can be turned On or Off. The number of inputs to each node, number of rows,
number of columns and levels-back are predefined.

A CGPANN genotype is a string of integers, each representing one of the
network quantities. A typical phenotype and its related genotype can be seen in
fig.1a. For each node the letters F I W C .. have the following meanings and
possible values. F: Activation function-sigmoid or Tangent Hyperbolic; I: The
node connected to an input of this node, only a node in a column on the left or a
network input are allowed; W: connection weight (-1 to +1); C: on-off switch (0
or 1); O: Network output, all nodes and network inputs are allowed to connect
to it. Nodes of the corresponding phenotype are numbered sequentially, starting
with the top node in the first column followed by the nodes down the column,
followed by all the columns to the right in the same manner. When the genotype
is decoded to phenotype, outputs of the nodes that don’t connect to any other
node are called inactive nodes. During evolution, a certain percentage of genes
are randomly picked and mutated to allowed values only. Unlike other ANN
configurations that use both crossover and mutation, CGP and its derivative
CGPANN give excellent results with mutation only. During the process many
inactive nodes become active and vice versa. CGP architectures and its derivative
CGPANN have been investigated on a number of problems in the past[20,21,22].

3.1 Evolution Strategy

We use a 1+ λ (Number of Offspring) evolution strategy in which λ = 4. The
pseudo-code for the algorithm that we use for training and testing is presented
below.

– Prepare the set of parameters to be classified and a set of corresponding target
outputs.
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Fig. 1. (a) A typical CGPANN phenotype. Nodes 3, 5, and 9 are inactive and the
remaining nodes are active. (b) Internal view of a single CGPANN neuron.

– Specify the network parameters.
– Form the initial population of fifty genotypes by assigning random, yet legit-

imate values to the genes of each genotype as discussed above.
– Generate new population with the fittest genotype and its four replicas. Ac-

curacy of the result has been used as the fitness measure for this application.
– Randomly mutate 10% (Mutation Rate) of each replica, forming four off-

spring.
– Determine fitness of the parent and the offspring and select the fittest to make

the next parent. If the parent and an offspring have equal fitness, priority
is given to the offspring over the parent, [23]. The fitness improves from
generation to generation until the iterations are stopped.

– Evaluate the performance of the trained network by applying the testing data.
– The system is now ready to classify a new pattern.
– END

4 Experimental Setup

We trained our classifier system with 1000 mammogram images
of benign and malignant types each. Using the Matlab command
GET DDSM GROUNDTRUTH we extracted the image information
from the groundtruth file. The overlay file inside the groundtruth file contains
the following information: lesion type, assessment, subtlety, pathology, anno-
tations and a chain code representing the region of interest (ROI) marked by
expert radiologists. The function is normally used to get a binary image of
the ROI but we modified it to return a rectangular image that contains this
ROI (see fig.2c). The network trained with parameters from these rectangular
images, containing masses and MCs, makes it capable to accept parameters
from manually segmented images (using the CROP function) easier. A Gray
Level Co-occurrence Matrix (GLCM) of an image is then formed. The matrix
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contains information about the frequency of gray level repetition between pixels
at a certain offset distance and angle and can be used to extract statistical
parameters of the image. Out of the many possible second order statistical tex-
ture descriptors, proposed by Haralick [24], we extracted only contrast, energy,
homogeneity and correlation. Each of these four parameters were determined
for four different angles and a certain distance, using the graycoprops function
in matlab. The sample parameters were divided into a training set and a testing
set for training and testing our CGPANN. See equations (1) to (4) for the four
Haralick’s parameters.

Contrast =

N−1∑
i,j=0

Pij(i− j)2 (1)

Energy =

N∑
i=1

N∑
j=1

p(i, j)2 (2)

Homogeneity =

N−1∑
i,j=0

Pij

1 + (i− j)2
(3)

Correlation =
[
∑∑

(ij)p(i, j)] − μxμy

σxσy
(4)

Where p(i, j) is the normalized entry in row i and column j of the GLCM, i is
the intensity of one pixel while j is that of the next pixel making the pair for
GLCM [13]. We get a total of 16 parameters. A 10-fold cross validation strategy
was adapted, where ten distinct data sets are formed. Each set has nine parts
for training and one for testing. We experimented with the following six distance
offsets (D): 4, 8, 12, 16, 20 and 24, and found that for D=20 we got the best
average 10-fold accuracy result i.e. Accuracy=90.85%, Sensitivity=86.2% and
Specificity=95.5%. We performed five experiments with this offset value, each
time using a different seed for random number generator in the initial population
in CGPANN. The tenfold results for these experiments are shown in table 1.

The CGPANN network that we used has the following features: Number of
nodes= 100 (10rows × 10columns), Inputs per node= 3 and Number of out-
puts= 1(Average of ten outputs). An input-output set contains the 16 statistical
parameters as inputs and a target output that is 0 for benign and 1 for ma-
lignant. In the process of evolution, an initial population of 50 networks was
formed randomly. Each network is applied all the 2000 sample parameters and
its fitness determined using the following metrics:
True Positive (TP):A=1, T=1
False Positive (FP):A=1, T=0
True Negative (TN):A=0, T=0
False Negative (FN):A=0, T=1
Accuracy=(TP+TN)/N
Sensitivity =TP/(TP + FN)
Specificity=TN/(FP+TN)



210 A.M. Ahmad, G.M. Khan, and S.A. Mahmud

Table 1. Average values for training and testing results for five independent evolution
runs with offset:20 and 10-fold cross validation; Acc: accuracy, Sen: Sensitivity, Spec:
Specificity

Train Fold-1 Fold-2 Fold-3 Fold-4 Fold-5

Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec

91.0 86.34 95.56 90.7 84.52 96.88 90.2 85.06 95.38 89.82 84.34 95.38 93.66 91.42 95.86

Fold-6 Fold-7 Fold-8 Fold-9 Fold-10

Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec

90.28 85.1 95.44 90.08 85.02 95.16 89.75 84.4 95.14 89.78 84.58 94.96 92.82 89.54 96.36

Test Fold-1 Fold-2 Fold-3 Fold-4 Fold-5

Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec

89.1 82.2 96.0 91.5 99.0 84.0 96.1 95.0 97.2 99.0 100.0 98.0 65 30 100.0

Fold-6 Fold-7 Fold-8 Fold-9 Fold-10

Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec Acc Sen Spec

95.4 90.8 100.0 97.5 95.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 72.2 61.2 83.2

Table 2. Comparative results from other authors and the overall 10-fold average from
the proposed method; MC: Micro-calcifications, Acc: accuracy, Sen: Sensitivity, Spec:
Specificity

Results from other researchers for comparison

Acc Sen Spec

Al Mutaz et al.[13] (mass) 87.9 91.67 84.17

M Vasantha et al.[7] (mass) 86.7

Zhang et al.[6] (MC) 85

Amir Tahmasabi et al.[16] (mass) 92.8

Fatima Eddaoudi et al.[18] (mass) 95

Proposed method (overall 10-fold average ) (Both MC and mass) 90.58 85.32 95.84

Where N=Number of samples, A=Actual, T=Target. We chose accuracy as the
measure of fitness for our network. Thus in the initial population the network
that has the highest accuracy is chosen as the parent for the next generation.
The parent, together with four of its mutated replicas, form the next generation.
The fittest of these five networks form the new parent. This process repeats till
we get the required fitness. In our case the fitness became almost stable after
100,000 generations so we stopped the experiments at 200,000 generations.

5 Results and Analyses

In this project we tried to provide a user friendly mammogram classification
system using image statistical parameters and CGPANN. Table 1 shows that
although many of the accuracy, sensitivity and specificity values in the 10-fold
cross validation strategy test results are above 90%, some are infact 100%. Table
2 shows the comparative results for a few other authors in comparison to our
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Fig. 2. Conceptual Illustration of (a) Gray Level Co-occurence Matrix (b) GLCM off-
sets (c) A mammogram with a malignant mass, outlined by expert (Red) and generated
by software (White Rectangle). Courtesy of TM Deserno, Dept. of Medical Informatics,
RWTH Aachen, Germany for the mammogram image

proposed work. All these authors have tried to classify either masses or micro-
calcifications alone. In comparison, our method classifies a sample set containing
both masses and microcalcifications. Amongst the authors who worked in this
area, Al Mutaz et al. [13] used the same Haralick’s statistical texture descrip-
tors as we did and the same database for their system training and testing. The
main difference however is that they used an MLP ANN as the computational
intelligence system for classification while we used CGPANN.

6 Conclusions and Future Work

In this paper we have attempted to classify mammograms for both masses and
microcalcifications. The reason for this versatility lies in the fact that irrespective
of the type of abnormality the technique relies on the textural characteristics of
the abnormality on which our network is trained. Unlike this approach, most
of the other techniques that we reviewed in the literature classify only masses
or microcalcifications alone. We also developed the method to convert the chain
code for ROIs, associated with the images, into rectangular image sections and
training our network with the statistical parameters obtained from them. This
makes the system simple to use in a windows based graphical environment for
real mammogram classification. We evaluated our system with a 10-fold cross
validation strategy and got an accuracy of 100% in some experiments (see table
1). In the current work the mammogram is segmented manually. Our system
only classifies the region for benignity or malignancy. In future, we intend to
work on automatic mammogram segmentation as well. We would then be able
to segment and classify the image on a single platform.

Acknowledgments. Many thanks to TM Deserno, Dept. of Medical Infor-
matics, RWTH Aachen, Germany, for providing the windows version of DDSM
mammogram images.
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Abstract. In this paper, we present a multiplayer mobile game appli-
cation that aims at enabling individuals play paintball or laser tag style
games using their smartphones. In the application, face detection and
recognition technologies are utilised to detect and identify the individu-
als, respectively. In the game, first, one of the players starts the game and
invites the others to join. Once everyone joins the game, they receive a
notification for the training stage, at which they need to record another
player’s face for a short time. After the completion of the training stage,
the players can start shooting each other, that is, direct the smartphone
to another user and when the face is visible, press the shoot button on
the screen. Both the shooter and the one who is shot are notified by
the system after a successful hit. To realise this game in real-time, fast
and robust face detection and face recognition algorithms have been em-
ployed. The face recognition performance of the system is benchmarked
on the face data collected from the game, when it is played with up to
ten players. It is found that the system is able to identify the players
with a success rate of around or over 90% depending on the number of
players in the game.

Keywords: face recognition, multiplayer mobile game, DCT, LBP, SVM.

1 Introduction

Mobile applications have become more common and popular with the advances in
smartphone technologies. They have also become one of the main segments of the
digital entertainment. Many successful mobile gaming companies have emerged
recently with very high market values. Most of these games require users’ focus
and attention, isolating them from the real world. However, mobile games can
also be designed to provide entertaining human-human interaction experience.
In this way, instead of isolating the users from the real world, mobile game
applications can convert a smartphone to a tool that allows users to interact with
the others in a fun way. With this motivation, in this study, we designed a mobile
game application that enables individuals play paintball or laser tag style games
using their smartphones1. The application benefits from computer vision and

1 A demo video of the system can be found at
http://web.itu.edu.tr/ekenel/facetag.avi

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 214–223, 2014.
c© IFIP International Federation for Information Processing 2014

http://web.itu.edu.tr/ekenel/facetag.avi
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pattern recognition technologies, specifically, face detection and recognition to
detect and identify the players. In order to have real-time processing capability,
which is required for the game, we have employed fast and robust face detection
and recognition algorithms.

The developed game consists of two main components, server and mobile
application. The server application regulates the game rules and players’ network
stream. In addition, server application contains the face recognition module. The
game application sends camera frames that contain players’ faces to the server.
Thus, mobile application contains only network and face detection module. At
the beginning of the game, players join a game session, which is created by one
of the players. After all the players are attended, training stage is started by
the server. Mobile applications gather player images as training data and sends
them to the server. Each player collects different player’s face data. When server
application receives all of the training data, it extracts the features and trains
the classifiers. Afterwards, the game starts and players attempt to shoot each
other. If camera detects a face, while a player is shooting, it sends the detected
face image to the server application. The server application assigns an identity
to the received face image by using trained classifiers, and then broadcasts the
necessary information to the mobile devices. The flow diagram of the game is
shown in Fig. 1.

The rest of the paper is organised as follows. In Section 2, the server appli-
cation architecture is introduced. In Section 3, design of the mobile application
is explained. In Section 4, proposed face recognition methods and classifiers are
stated. Tests and experimental results are presented in Section 5. Finally, con-
clusions and future work are given in Section 6.

Fig. 1. Multiplayer Mobile Game Application Flow Diagram
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2 Server Application

Server application that controls the game flow is the main part of the system
and consists of three core modules, which are network module, game flow control
module, and face recognition module. All of these core modules work collectively
during a game session.

Network module’s main purpose is receiving the commands and images from
mobile devices, and then deciding to what information should be broadcasted
to players. All of the mobile devices connect to the server over a TCP socket
before starting to play. Server always listens to the TCP port for incoming client
data, which is represented with JSON format. It creates and runs a new thread
called network thread for each connected mobile device. These threads manage
the network operations. Network module does not interfere the game flow logic.
It is only responsible to transfer the received data to game flow module and
transmit resulting data to relevant clients. This abstraction enables us to design
a more robust multiplayer game server.

Game flow control module executes the client’s orders delivered by network
module, which are based on the game rules. This module decides to execute
necessary function calls depending on the client’s request. If an image is received,
it is transferred to face recognition module and results are evaluated. Player
scores are calculated by this module. If a player shoot another player, game flow
control module tells network module to notify these players.

Face recognition module handles training and classification tasks in the server.
It has two stages in its life cycle; training and classification. In the training
part, face recognition module collects player images and generates a multi-class
classifier for each mobile device. We assume that players do not shoot themselves.
Thus, each classifier recognise all the players in a game session except the player,
who owns the mobile device. After the training stage, flow control module starts
the game. Then classification stage takes control in face recognition module. In
this stage, player images are queried to determine, which player’s face image it
is. All modules and server application are implemented in Java programming
language. In the face recognition module, OpenCV library Java port is used.

3 Mobile Application

Mobile game application contains user interface and communication module,
which delivers user commands and listens for incoming server data. At first,
devices send a connection request to the server, when a player starts the game
application. If the connection is successfully established, a user menu, which
shows the game options, appears on the screen. Then, player can join or create
a game lobby via this menu to start the game.

After starting the mobile game application, a thread called communication
thread is started to run by the application. Communication thread listens the
incoming server data during the application life-cycle to broadcast the necessary
data to the application screens, which player interacts with. We apply observer
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pattern to achieve this scheme. In the observer pattern, objects that display
the data is isolated from the object that stores the data and storage object is
observed to detect changes on data [1]. Observer pattern is suitable for com-
munication module of the game due to its architecture. Communication thread
listens and stores the data, so it represents the observable object in the system.
Application screens, which is called Activity in Android SDK [2], stand for the
observer object in observer pattern. Server sends state changes via TCP sockets
to communication thread and activities observe the communication thread for
any data changes. Fig. 2 shows the network architecture.

Fig. 2. Mobile Application Flow Diagram

Activities in the application register themselves to observe communication
thread before starting and unregister before closing. Thus, communication thread
transfer the data to only relevant activities and modules. Observer activities
filter and parse the received data and display to user. Mobile application flow
consists of three main step; joining the game, collecting the training data, and
playing. One player, called creator, creates a game lobby and waits for the other
players join the existing lobby. Creator player can see the entered players on the
application screen and start, when there are at least two players in the lobby
including creator.

After the creator starts the game, the game lobby is configured in the server
and server sends a command, which tells training session must be started, to all
players. In the training stage, players’ face images are collected via smartphones’
cameras. Collected images are sent to the server for training. When all players
send the images and the training is completed, server starts the game and sends
start game command to players’ devices. Main game screen basically consists of
camera preview and an aim marker. If a player presses the shoot button and the
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aim marker overlays with a player’s face at the same time, detected face image
is sent to the server. Server analyses the face image and sends the information
about who shoots which player to the corresponding players. Fig. 3 shows same
screenshots from the mobile game screen.

Fig. 3. Sample Screenshots from the Mobile Application

4 Face Recognition

Face recognition process consists of the following steps: face detection, feature
vector extraction and classification as shown in Fig. 4. In face recognition, the
first step is to detect a face in a given frame. In this study, Viola-Jones face
detection method is used [3]. We benefit from the available OpenCV implemen-
tation of this approach [4]. Fig. 5 shows sample detected faces. Please note the
illumination and view variations that pose challenges for the application.

For feature extraction from face images Discrete Cosine Transformation (DCT)
and Local Binary Pattern (LBP) are implemented. These two representation
methods are proven to be fast and robust in previous studies [5,6]. DCT is popular
for being a fast and efficient transformation, mainly used for data compression,
due to its capability to represent data in a compact form. As a result, this makes
DCT a suitable approach for mobile applications. In this paper, to extract a fea-
ture vector from a given image, DCT was applied as explained in reference [7].
The images are first resized to have 64 × 64 pixel resolution and then divided
to nonoverlapping blocks. Each block has 8 × 8 pixel resolution. Then DCT is
applied on these local blocks. Following this process, zig-zag scanning is used
to order the DCT coefficients. For each block, M features are picked and nor-
malised. These local features are then concatenated to form the overall feature
vector of the image. This obtained feature vector represents the given image. In
the implementation M is set to 5, making the resulting DCT feature vector of
the length equal to 5 × 8 × 8 = 320.

LBP is widely used for face feature extraction and it has been proven to be
very effective and successful approach for many tasks such as face recognition
and face verification. In LBP, for every pixel in gray level image, it assigns a label
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Fig. 4. Face Recognition Process

Fig. 5. Sample Detected Faces

to it, based on its neighborhood [5]. In this study, first the face image is resized to
66×66 pixel resolution -two additional pixels due to the operations at the image
boundaries-, then divided to nonoverlapping blocks of 8× 8 pixel resolution. For
each pixel in a block, the pixel is compared to each of its 8 neighbours and its
corresponding LBP code is assigned. Since the 8 neighborhood is considered, a
256-bin histogram of LBP codes is computed. To reduce the dimensionality, the
subset of LBP codes, called the uniform patterns, are used [5, 8, 9]. A uniform
pattern contains a two or less number of transitions from zero to one or vice versa.
As a result, the patterns that has more than two transitions are aggregated into
a single bin in the LBP histogram besides the other uniform patterns, reducing
the histogram size to 59 bins. The obtained histograms from local blocks are
concatenated into a single feature vector that represents the entire image. The
resulting LBP feature vector’s length equals to 8 × 8 × 59 = 3776.

Following feature vector extraction from the face images, the application em-
ploys multi-class classifiers, either Support Vector Machine (SVM) or K-Nearest
Neighbor (KNN) classifiers. In SVM the used kernel function is radial basis func-
tion and constraint parameter is set to 0.5 [10]. In KNN, K is set to 1 and the
L1 and L2 distance metrics are used.
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5 Experiments

In order to asses the face recognition system’s performance, a face database is
generated using the developed mobile game application. For these evaluations
ten images for training and ten images for test are collected from twelve players.
Samples from training and testing data sets are shown in Fig. 6. The variations in
facial expression, head pose, and illumination results in a very challenging task.
DCT and LBP are used for feature extraction, respectively, and the extracted
features are then classified by SVM or KNN. In the tests, we change the number
of players in the game from two to ten players and examine the performance for
each number of players in the game. For each number of players in the game, we
form ten different player combinations and the recognition rates are calculated
as the average of these ten different combinations in order to have a reliable
measure for the system performance.

(a)

(b)

Fig. 6. Samples from (a) the Training Data Set, (b) the Testing Data Set

5.1 Experiments on the Standard Data Set

In the first experiment, the evaluation is conducted using the collected data set
without doing any data manipulation for additional sample generation. The re-
sults of this experiment are plotted in Fig. 7(a). As shown in the figure, the
horizontal axis represents the number of the players in the mobile game appli-
cation, who must be classified, while the vertical axis shows the correct classi-
fication rate, which is the average over ten different player combinations. The
performance curves give the results for different combination of classification
and feature extraction methods. As can be observed from the figure, using LBP
features, the best performance is achieved. There is no significant performance
difference, when using SVM or KNN. As the number of players in the game
increases, the obtained performance decreases, however this decline is slight and
the system performance stays around 90% when using LBP features.
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5.2 Experiments on the Extended Data Set

In the experiments on the extended data sets, two different scenarios are applied.
In these scenarios, either training data set or test data set is extended. In the
first scenario, the purpose is to enrich the training data set. As a result, the
collected 10 image for training are manipulated to generate 900 images using
mirroring, translation and rotation. This extended data set is used for training,
while test data set remains as it is. The obtained results are shown in Fig. 7(b).
As shown in the performance curve, enriching training data set has improved the
recognition rate. Especially, the LBP+SVM combination consistently performs
at 100%. However, since SVM’s training complexity depends on the square of
the amount of samples, that is, it has a complexity of O(mn2), where m is the
dimension of the feature vector and n is the amount of training samples, it is
not feasible to use it in this scenario.

(a)

(b)

Fig. 7. (a) Results when ten images are used for training and test stages, (b) results
using extended training data set
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In the second scenario, the training data set is used as it is, however, this time
the test data set is extended and enriched by operations, such as translation,
rotation and mirroring. As a result, the collected ten images for test are extended
to 60. Since the testing has to be done in real time, this number is far less than
the number of additional samples generated for training in the first scenario.
Sample generated test images are shown in Fig. 8(a). The performance curve for
this experiment is shown in Fig.8(b). Only the KNN classifier is used for this
experiment due to its ease of use in decision fusion among different test samples.
Similar to the case in the first scenario, the performance improves when using
the enriched test data set.

(a)

(b)

Fig. 8. (a) sample generated test images, (b) results using extended testing data set

6 Conclusion

The developed mobile game application is a proof of concept for a successful
application of computer vision and pattern recognition technologies to convert a
smartphone to a tool that enables human-human interaction in an entertaining
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way. The game allows users to play paintball or laser tag style games with their
smartphones. Face detection and recognition technologies have been employed to
detect and identify the players in the game. The implemented practical and real-
time face recognition system is benchmarked within the scope of the application.
When using LBP features with ten players in the game, around 90% performance
is obtained. SVM and KNN provided similar results. The application is found to
be entertaining by the users. It also inspires users about how these technologies
can be used in the future. However, we experienced a problem about the usability
of the system. It was observed that players keep their smartphones at the face
level in order to see the screen, which causes occlusion on the face. To solve this
problem, we plan to work on occlusion robust face detection and recognition.
In addition, we also plan to design a physical mechanism that can be used in
the game to plug the smartphone to, so that the players can have a sufficient
distance from their smartphones, while playing.
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Abstract. The detection of learning styles in adaptive systems provides a way 
to better assist learners during their training. A popular approach is to fill out a 
long questionnaire then ask a specialist to analyze the answers and identify 
learning styles or types accordingly. Since this process is very time-consuming, 
a number of automatic approaches have been proposed to reduce the number of 
questions asked. However the length of questionnaire remains an important 
concern. In this paper, we address this issue by proposing T-PREDICT, a novel 
dynamic electronic questionnaire for psychological type prediction that further 
reduces the number of questions. Experimental results show that it can elimi-
nate 81% more questions of the Myers-Briggs Type indicators question-
naire than three state-of-the-art approaches, while predicting learning styles 
without increasing the error rate.  

Keywords: dynamic adaptive questionnaire, classification, learning styles, 
Myers-Briggs Type Indicator, psychological types. 

1 Introduction 

Knowing the learning style of learners is important to ensure enhanced and personalized 
interactions with teachers. Various studies established that presenting information in a 
manner that is adapted to the student’s learning style facilitates learning (e.g. [1, 2]). 

Two main approaches are used to carry out learning style or type assessment: the 
first approach consists of examining the learner’s interaction with the system [1, 3]. 
The second approach entails using a standard questionnaire that is filled out by an 
individual before a specialist examines the responses and establishes the correspond-
ing learning style. 

Even though these approaches can correctly identify the learning type of a learner, 
they still suffer from various shortcomings. Using the first approach entails that an 
initial random learning style is assigned to the learner, implying that if the initial 
guess is wrong, the system will offer wrong interactions with the learner and that 
could have negative impact on learning. In addition, the interaction will persist until 
enough data is stored so that ideal learning style can be established [3]. The second 
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approach has various limitations as well. First, the questionnaires tend to be long and 
time consuming. For instance, Myers-Briggs Type indicator questionnaire has more 
than 90 questions. Second, the fact that questionnaires are long implies that the person 
filling the questionnaire might be demotivated to reply to the questions with enough 
attention [3] which might lead to abandoning the test, skipping questions, answering 
falsely, etc. Consequently, an incorrect learning style might be adopted [4]. The third 
limitation of this approach is that in order to assign a learning style, there is a need for 
a specialist to analyze the learner’s answers to questions.  

To address these limitations, several approaches [5, 6, 7] have been proposed to 
automatically reduce the number of questions asked to learners in an effort to identify 
their learning styles or psychological types. For example, Q-SELECT [5] is an adap-
tive electronic questionnaire that uses association rules to predict part of the answers 
and hence shorten the questionnaire by up to 30%. However, even when applying 
these approaches, the length of questionnaires remains a concern. Therefore, an im-
portant research question is "could a new method be designed to further reduce the 
number of questions asked?” 

In this paper, we answer this question positively by proposing a dynamic electronic 
questionnaire T-PREDICT that further reduces the number of questions and automati-
cally recognizes the psychological types with high accuracy. 

 The rest of the paper is organized as follows. The Myers-Briggs Type Indicator 
model is presented in section 2. Section 3 discusses related work on adaptive ques-
tionnaires. Section 4 and 5 respectively present the proposed electronic questionnaire 
and the experimental results. Finally, section 6 draws the conclusions. 

2 Myers-Briggs Type Indicator (MBTI)  

The Myers-Briggs Type Indicators (MBTI) is a well-known personality assessment 
model that has been used for over three decades. It uses Carl Jung’s personality type 
theory to categorize individuals into four dimensions. Each dimension consists of two 
opposite preferences that depict inclinations and reveal dispositions in personal mind-
sets and techniques of making decisions [8].  

The E-I dimension (extraverted-introverted) centers its attention on establishing 
whether a person’s approach is influenced by the outward environment such as other 
objects and individuals, or it is internally-oriented. The S-N dimension seeks to meas-
ure sensing-intuitiveness, illustrating the perception approach of an individual. As per 
the T-F dimension, thinking implies coherent reasoning and decision making proc-
esses while feelings influence personal, objective, and value oriented approach. The J-
P dimension involves either a judging attitude and quick decision-making or percep-
tion that demonstrates more patience and information gathering prior to decision-
making. Given these four dimensions, an individual’s personality type is therefore 
designated by a four-letter code: {ISTJ, ISFJ, INFJ, INTJ, ISTP, ISFP, INFP, INTP, 
ESTP, ESFP, ENFP, ENTP, ESTJ, ESFJ, ENFJ, ENTJ}. 

While a number of the preferences may be dominant, others are likely to be secon-
dary and can be easily subjected by other dimensions. For instance, the J-P dimension 
influences the two function preferences namely T or F versus S or N [9]. 
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Though the Myers-Briggs Type Indicator questionnaire has been used widely for a 
long time, it has some limitations. Its hypothetical and numerical imports are re-
stricted to some extent by the use of dichotomous preference items [10]. In addition, 
the MBTI questionnaire contains numerous questions, a number which may put off 
some users. As a result, they may choose to answer the questionnaire without paying 
much thought or attention to the choices thus raising doubts on the reliability of the 
assessment [11]. Reducing the number of questions in a questionnaire has been a way 
to increase its efficiency [3, 12]. 

3 Related Work 

Some major challenges in building an e-learning system that can adapt itself to a 
learner is giving it the capability of changing the type, the order, or the number of 
questions presented to the learner [3, 5, 13, 14]. For instance, McSherry [12] reports 
that reducing the number of questions asked by an informal case-based reasoning 
system minimized frustration, made learning easier and increased efficiency. 

Various methods have been suggested in order to minimize the number of  
questions that are required to establish the learning style or preference of an individu-
al. The AH questionnaire [3] uses decision trees to reduce the questions and categor-
ize the students as per the Felder-Silverman theory of learning styles. From an  
experiment that had 330 students, it was likely to anticipate the learning styles with 
precision of up to 95.71% while only asking four or five questions among the eleven 
questions that are applied in each dimension.  

EDUFORM is a software used for adaptation and dynamic optimization of ques-
tionnaire propositions for online profiling of learners, which was proposed by Noke-
lainen et al. [6]. The tool, that uses Bayesian modeling as well as abductive reasoning, 
minimized the questionnaire items by 30% to 50% while retaining an error rate of 
10% to 15%. These results showed that shortening questionnaires does not detrimen-
tally influence the correct categorization of individuals. 

In previous work [7], two methods based on back-propagation neural networks and 
decision trees were proposed to predict learning types and reduce the number of ques-
tions asked in the MBTI questionnaire. We refer to these methods as Q-NN and Q-
DT, respectively. The general experimental method tries to identify questions that are 
less influential in determining the learning types. These questions are then eliminated 
from the questionnaire and the learning types are predicted. This process is repeated 
until a maximum error rate of 12% is achieved. In an experimental study, that had 
1,931 filled questionnaires, the Q-NN method clearly identified and eliminated 35% 
of the questions while establishing the learning preferences with an error rate of 9.4%. 
On the other hand, Q-DT eliminated 30% of the questions with an error rate of 14%. 

Recently, we presented an alternative approach to reduce the number of questions 
in MBTI questionnaire [5]. This approach (Q-SELECT) comprises three modules: (1) 
an answer prediction algorithm, (2) a dynamic question selection algorithm and (3) an 
algorithm to accurately predict a person’s learning style based on both user supplied 
and predicted answers. The two first modules rely on association rules between an-
swers from previous users. The third module predicts learning types using a neural 
network. An experimental study with the same 1,931 MBTI filled questionnaires has 
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shown that Q-SELECT reduces the number of questions asked by a median of 30% 
with an average error rate of 12.1%. The main advantage of Q-SELECT compared to 
Q-NN and Q-DT is its adaptability, i.e. the ability to ask a variable number of ques-
tions and to reorder them depending on the user answers, thus providing a persona-
lized questionnaire to each user. 

Reducing the MBTI questionnaire by up to 35% still leaves around 60 questions. 
This paper presents T-PREDICT, a new dynamic approach to further minimize the 
number of questions in MBTI questionnaires while predicting learning types with a 
comparable error rate. 

Reducing the number of questions might bring to mind algorithms for dimensional-
ity reduction such as PCA, ICA [15]. However, these methods would have reduced 
the same number of questions for all users as in Q-NN. Our choice was to continue 
our experiments with a dynamic user-adaptive approach. This choice was later con-
firmed by our results from T-PREDICT. We were sometimes able to predict the learn-
ing type with as little as six questions out of 92 but with a median of 11 questions. 

Another popular theory that deals with questions and answers is Item Response 
Theory (IRT) [16]. It has been applied in education and psychology to assess an un-
derlying ability or trait using a questionnaire. To apply IRT, users answers need to be 
collected and analyzed. Using a technique such as factor analysis, a model (e.g. logis-
tic function) is created for each question to represent the amount of information pro-
vided by each answer about the latent trait. The quality of the generated models varies 
depending on the data available. When a model does not fit well a question, this latter 
is typically removed, replaced or rewritten [17]. Applying IRT can be very time-
consuming, since for each modification, more data may need to be collected to update 
models and human intervention is required to analyze questions and tweak mod-
els. Furthermore, IRT does not provide means for user adaptability. In contrast, our 
proposal is automatic and user-adaptive in all steps: selecting important questions, 
reordering them, and later predicting learning types.  

4 The Electronic Questionnaire 

The proposed electronic questionnaire T-PREDICT comprises two major components: 
a question sorting algorithm and a learning type prediction algorithm. The philosophy 
behind this division is that some questions might be more important than others i.e. 
their answers could easily classify the learners in one or the other personality type. 
Hence, the sorting algorithm sorts the questions by their ability to discriminate be-
tween classes, while the prediction algorithm uses them in this preferential order. An 
additional module is developed to dynamically select parameters needed for the pre-
diction algorithm. 

4.1 The Question Sorting Algorithm 

The MBTI questionnaire evaluates each dimension (EI, SN, TF, and JP) by a distinct 
subset of questions. Thus, we split the questionnaire into the four sets of questions 
representing these dimensions. Each dimension consists of two opposite preferences, 
hence the need to classify individuals into one of these two preferences (classes). 
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Since our goal is to reduce the number of questions asked, it is crucial to recognize 
which questions are more important for identifying the preferences. We define the 
importance of a question as its ability to discriminate between the two classes. Let q 
be a question and A(q) = {a1… am} be the set of possible answers to this question. Let 
T be a training set of filled questionnaires such that each questionnaire belongs to one 
of the two classes. For any answer ai (1 ≤ i ≤ m), let N1(ai) and N2(ai) respectively be 
the number of questionnaires in T containing the answer ai that belong to the first 
class and the second class. The discriminative power of the answer ai is denoted as 
DA(ai) and defined as N1(ai) / N2(ai) if N1(ai) > N2(ai) or N2(ai) / N1(ai), otherwise. 
Intuitively, it represents how many times one class is larger than the other for indi-
viduals having answered ai, and thus how this answer helps to discriminate between 
the two classes. The discriminative power of a question q is denoted as DQ(q) and 

defined as DQ(q) = 
| |

/ |T|. The proposed adaptive questionnaire initially 
calculates the discriminative power of each question in the training set T and sorts 
them accordingly (see Fig. 1 for the pseudocode). The next subsection describes how 
the adaptive questionnaire asks the questions by decreasing order of discriminative 
power and predicts the preference (class) of each individual using the provided an-
swers. 
 
QUESTION_SORT (a training set T, a list of questions Q, a set of possible answers A) 
1. FOR each question q   Q 
2.  FOR each  possible answer ai  A(q) 
3.    SCAN T to calculate N1(ai ) and N2(ai ). 
4.    IF N1(ai ) > N2(ai ) THEN DA(ai) := N1(ai ) / N2(ai ).  
5.     ELSE  DA(ai) := N2(ai ) / N1(ai ). 
6.  END FOR 

7.  DQ(q) = 
| |

/ |T|.  
8. END FOR 
9. SORT Q such that qa appears before qb if DQ(qa) > DQ(qb), for all questions qa,qb   Q. 
10. RETURN Q. 

Fig. 1. The question sorting algorithm 

4.2 The Learning Style Prediction Algorithm 

The learning style prediction algorithm (see Fig. 2) automatically identifies the pref-
erence of a user in a given dimension based on supplied answers and their similarity 
to answers from previous users. The algorithm takes as input a training set of filled 
questionnaires T, the list of questions Q for the dimension, sorted by their discrimina-
tive power (see section 4.1), a maximum number of questions to be asked maxQues-
tions (by default set to |Q|), and two additional parameters minMargin and minQ that 
will be defined later. 

The algorithm first initializes a set U as empty to store the user answers. Then, a 
loop is performed to ask the questions to the user in decreasing order of their dis-
criminative power. Each provided answer is immediately added to U. Then, the algo-
rithm attempts to make a prediction by scanning through the set T to count how many 
users have the same answers as the current user and belong to class 1 or belong to 



 A Dynamic Questionnaire to Further Reduce Questions in Learning Style Assessment 229 

 

class 2, i.e. S1 = |{X | X  T  U  X  X is tagged as class 1}| and S2 = |{X | X  T  U 
 X  X is tagged as class 2}|. Two criteria must be met to make this prediction. First, 

the number of filled questionnaires, from the training set T, matching the answers of 
the current user should be higher or equal to a pre-set threshold (minQ), i.e. S1 + S2 ≥ 
minQ. Second, there should be a large enough difference between S1 and S2 in order to 
make an accurate prediction. This difference is defined as |S1 - S2| ≥ minMargin, 
where minMargin is also a pre-set threshold. If both conditions are met, a prediction 
is made. The prediction is class 1 if S1 > S2, and class 2 otherwise. If no prediction can 
be made, the algorithm continues with other questions, one at a time, until it is able to 
make a prediction. 

 
PREDICT (a training set T, a list of questions Q sorted by their discriminative power, a maxi-
mum number of questions to be asked maxQuestions, a minimum margin between classes 
minMargin, a minimum number of questionnaires to be matched minQ) 
1. U := ∅. 
2. FOR each question qi  Q until maxQuestions have been asked 
3.        ASK qi  to the user and store the provided answer in U. 
4.   S1 := S2 := 0. 
5.  FOR each questionnaire X  T such that U  X  
6.    IF X is tagged as class 1 THEN S1 := S1 +1. ELSE  S2 := S2 +1.   
7.  IF S1 + S2 ≥ minQ AND |S1 - S2| ≥ minMargin THEN 
8.    IF  S1 > S2  THEN RETURN “class 1”. ELSE RETURN “class 2”.   
9. END FOR 
10. Y1 := Y2 := 0. 
11. FOR each questionnaire X  T such that C(X, U) ≥ |U|/2 
12.    IF X is tagged as class 1 THEN Y1:= Y1 + C(X, U). ELSE Y2:= Y2 + C(X, U).   
13. IF Y1 > Y2   THEN RETURN “class 1”. ELSE RETURN “class 2”. 

Fig. 2. The learning type prediction algorithm 

After maxQuestions questions have been exhausted and no prediction was possible 
with the exact matching, a prediction is made by considering an approximate match 
between the present user answers and questionnaires from the training set T. A ques-
tionnaire X  T approximately matches U if it shares at least |U|/2 answers with it. 
The number of answers common to X and U is denoted as C(X, U) and defined as 
C(X, U) = |X U|. Let Y1 and Y2 be the sets of all questionnaires from T that approx-
imately match U and are tagged as class 1 or class 2. The prediction is class 1 if Y1 

Y2. Otherwise, it is class 2. 

4.3 The Parameters Selection Algorithm 

As mentioned earlier, the prediction algorithm needs two preselected parameters 
minMargin and minQ. These parameters are not global. They are dynamically se-
lected as per number of questions asked. The PARAMETERS_SELECT algorithm (see 
Fig. 3) attempts to select the best values for these parameters exhaustively by simulat-
ing predictions and calculating the corresponding precisions on a test set of filled 
questionnaires TS by using a training set T.  
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PARAMETERS_SELECT (a training set T, a test set TS, a list of questions Q= {q1, q2,…qn} 
sorted by their discriminative power, a target precision TargetPrecision, and the two upper 
bounds maxMargin and maxQ) 
1. GlobalPrecision :=0. 
2. RequiredPrecision := TargetPrecision 
3. P := ∅. 
4. RemainingQuestionnaires := TS. 
5. FOR each qk  Q and k := 1, 2…n  
6.   bestScore := 0. 
7.   bestParameters := (0, 0, 0).  
8.   bestResult := (0, 0, 0). 
9.   FOR each combination of values i, j, α such that i :=1, 2… maxQ 

   and j := 1, 5,… maxMargin  
   and α := 0.5, 0.6 … 0.9 

10.   Predict a class for each questionnaire X  RemainingQuestionnaires using 
  the first k questions and the training set T.  

Set parameters minQ := i, minMargin := j for the kth question, while keeping the  
best previously found parameters for questions 1 to k-1.  
Let predictedk be the set of questionnaires where a prediction was performed 
and precisionk be the precision. 

11.   score := precisionk  α + |predictedk|  (1- α). 
12.    IF score > bestScore AND precisionk ≥ RequiredPrecision THEN 
13.    bestParameters := (k, i, j). 
14.    bestScore := score.  
15.     bestResult := (k, predictedk, precisionk). 
16.   END IF 
17.   END FOR 
18.   P: = P  {bestParameters}. 
19.   GlobalPrecision := GlobalPrecision +|bestResult.predicted| .precision 
20.  RemainingQuestionnaires := RemainingQuestionnaires \ bestResult.predicted. 
21.   RequiredPrecision := (|TS| TargetPrecision – GlobalPrecision )          

   / RemainingQuestionnaires  
22. END FOR  
23. RETURN P. 

Fig. 3. The parameter selection algorithm 

The algorithm proceeds by considering each question from Q in the order that they 
will be asked by the PREDICT algorithm (in descending order of discriminative 
power). For every question qk considered, all combinations of values i and j for  
parameters minQ and minMargin in their respective intervals [1, maxQ] and [1, max-
Margin] are tested. For each combination, a certain number of predictions NbPredic-
tionsk are obtained with a corresponding precision precisionk. The combination of 
values i and j that is considered the best is the one maximising the function score (i,j) 
= α  precisionk + NbPredictionsk  (1- α), where α is a constant varied in the [0.5, 
0.9] interval. The weight α is used to calibrate the relative importance of the precision 
and the number of predictions on the selection of parameter values.  
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Furthermore, an additional constraint is that the best combination needs to have a 
precision higher than a moving threshold RequiredPrecision. For the first question, 
this threshold is equal to a pre-set minimum precision TargetPrecision. For any sub-
sequent question qk, the required precision is recalculated to take into account the 
precisions obtained with previous questions (called GlobalPrecisionk). The reason is 
that if a high precision is obtained for the previous questions, it is possible to accept a 
lower precision for the next questions, while maintaining a global precision above 
TargetPrecision. The global precision is calculated by weighting the previous preci-
sions with their corresponding number of predictions. Formally, the global precision 

is defined as: GlobalPrecisionk = . The required 

precision for the kth question is calculated as: RequiredPrecisionk = (|TS|  Target 
Precision – GlobalPrecisionk) / |RemainingQ|, where RemainingQ is the number of 
unpredicted questionnaires. 

When the algorithm terminates, it returns a list P of triples of the form (k, y, z) in-
dicating that parameters minMargin and minQ should be respectively set to values y 
and z for the kth question to establish a prediction with a global precision not below 
TargetPrecision.  

5 Experimental Results 

Two experiments were performed. The first one compares the performance of the 
learning type prediction algorithm T-PREDICT with other methods. The second one 
assesses the influence of question sorting and limiting the number of questions in T-
PREDICT. A database of 1,931 MBTI filled out questionnaires were supplied for 
experimentation by Prof. Robert Baudouin, an expert of the MBTI technique at Uni-
versité de Moncton. The number of samples used for training was 1,000 while 931 
were used for testing. The proposed dynamic questionnaire T-PREDICT is imple-
mented using Java. The goal of the experiments was to ask as few questions as possi-
ble while automatically identifying learning types with a minimum precision of 88 %, 
i.e. a maximum error rate of 12%. This is the same error rate that was used in Q-
SELECT [5], thus allowing a more precise comparison base. 

Parameters used were automatically selected by the parameters selection algorithm 
(see section 4.4). It varied minQ and minMargin, for each question, in the [0.01, 0.15] 
and [0.1, 0.9] intervals respectively and returned their optimal values to be used by 
the type prediction algorithm. These predictions were done for each of the four MBTI 
dimensions. 

5.1 Comparison with Other Methods 

The first experiment compared the median number of questions asked in each dimen-
sion with results obtained by three specialized methods that have been specifically 
developed to reduce the number of questions for MBTI. These methods are based on  
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back-propagation neural networks (Q-NN) [7], decision trees (Q-DT) [7], and associa-
tion rules (Q-SELECT) [5]. Table 1 shows the number of questions asked per dimen-
sion, as compared to the original higher number, and the corresponding error rates. 
Note that the T-PREDICT line shows that the number of questions asked for EI, SN, 
TF and JP dimensions were 2 out of 21 questions, 4 out of 25 questions, 2 out of 23 
questions, and 3 out of 23 questions respectively. The corresponding error rates ob-
tained were 10.7% for EI, 13% for SN, 10.3% for TF and 13.1% for JP. Thus, main-
taining a weighted average error rate of 12.1% for the four dimensions, which is prac-
tically the pre-set error rate of 12% mentioned earlier. All dimensions for the four 
compared methods maintained error rates below 13.1% except the TF and JP dimen-
sions for the Q-DT, which respectively had error rates of 16.3% and 13.7%. Overall, 
T-PREDICT asked a median of only 11 questions, out of 92 questions, to predict 
learning types with an average error rate of 12.1%, while Q-SELECT, Q-NN, and Q-
DT asked 62, 60, and 64 questions to achieve error rates of 11.4%, 9.4%, and 14% 
respectively. In sum, the number of questions was greatly reduced by T-PREDICT 
while maintaining a very comparable error rate. 

Table 1. Median number of questions asked by T-PREDICT per dimension, compared to other 
methods 

 
Since the above table presents median numbers of questions asked, one might 

wonder how the actual numbers of questions asked are distributed. For example, Ta-
ble 2 shows the distribution of questions asked for the SN dimension. Note that 34% 
of individual learning types were predicted using just one question, a cumulative 76% 
were predicted using four questions, and the remaining 24% were predicted using 
more questions. All 100% of the predictions were possible with at most thirteen ques-
tions. However, the error rate increases to 25% when thirteen questions are used. This 
is due to the fact that after the maximum number of questions (maxQuestions) has 
been exhausted, predictions are made by approximate matching.  

 

 
 

EI  
(21 quest.) 

SN  
(25 quest.) 

TF  
(23 quest.) 

JP  
(23 quest.) 

Total  
 (92 quest.) 

T-PREDICT 
 Avg. error rate 

2 
10.7% 

4 
13% 

2 
10.3% 

3 
13.1% 

11 
12.1% 

Q-SELECT 
 Avg. error rate 

14 
9.9% 

16 
11.8% 

14 
12% 

18 
11.7% 

62 
11.4% 

Q-NN 
 Avg. error rate 

14 
8.3% 

16 
10.9% 

16 
9.3% 

14 
8.9% 

60 
9.4% 

Q-DT 
 Avg. error rate 

14 
12.8% 

17 
13.1% 

17 
16.3% 

16 
13.7% 

64 
14% 
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Table 2. Distribution of questions asked by T-PREDICT for the SN dimension 

Number of  
questions 
asked m 

Number of learning 
types predicted using 
m questions (in %) 

Error rate for predictions 
using m questions  

Cumulative percentage of 
learning types predicted 
using up to m questions 

1 313 (34%) 4.8% 34% 
2 0 (0%) - 34% 
3 96 (10%) 5.2% 44% 
4 298 (32%) 17.1% 76% 
5 0 (0%) - 76% 
6 0 (0%) - 76% 
7 0 (0%) - 76% 
8 47 (5%) 14.9% 81% 
9 0 (0%) - 81% 

10 0 (0%) -  81% 
11 0 (0%) - 81% 
12 0 (0%) - 81% 
13 0 (0%) - 81% 

13 (approx. 
match) 

177 (19%) 25% 100% 

 
Note that some questions, such as the second question in Table 2, did not generate 

any additional predictions. These are the questions where the two established criteria 
necessary to make a prediction, as set by the prediction algorithm, were not met.  

5.2 Influence of Sorting and Limiting Number of Questions 

The following experiment assesses the influence of two optimizing strategies on error 
rate and median number of questions asked, these are (1) sorting questions by dis-
criminative power and (2) limiting the maximum number of questions asked. T-
PREDICT results were compared with a modified version that does not sort questions 
(UT-PREDICT). Moreover, the maximum number of questions asked (MaxQuestions) 
was varied from one to all questions. Table 3 shows the obtained results for the SN 
dimension. Results for other dimensions were similar, although not shown due to 
space limitation. It can be observed that the median number of questions is higher and 
that the error rate is much higher when the questions are unsorted. For example, Table 
3 shows that T-PREDICT had an error rate of 13% using a median of 4 questions, 
while UT-PREDICT used 5 questions with an error rate of 17.84%, when MaxQues-
tions = 13. It can also be noticed that limiting the maximum number of questions to 
13 gave the lowest error rate (13 %). 
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Table 3. Influence of MaxQuestions and sorting questions by discriminative power on error 
rate and median number of questions asked 

Parameter 
MaxQuestions 

Median number 
of questions  

(T-PREDICT) 

Average 
error rate 

(T-PREDICT) 

Median number 
of questions  

(UT-PREDICT) 

Average 
error rate 

(UT-PREDICT) 

1 1 32,8% 1 32,8% 
2 2 32,8% 2 32,8% 
3 3 18,1% 3 28,0% 
4 4 18,1% 4 32,3% 
5 4 15,4% 5 20,8% 
6 4 18,4% 5 22,6 % 
7 4 16,3% 5 20,0% 
8 4 14,7% 5 21,4% 
9 4 14,5% 5 17,9% 

10 4 15,0% 5 19,2% 
11 4 14,0 % 5 17,9% 
12 4 13,7% 5 19,2% 
13 4 13,0% 5 17,8% 
14 4 13.9% 5 19.6% 
25 4 15.1% 5 18.3% 

6 Conclusion 

Filling questionnaires for learning style assessment is a very time-consuming task, 
which might lead to abandoning the test, skipping questions, answering falsely, etc. 
To address this issue, various approaches have been proposed to reduce the size of 
questionnaires. In this paper, we have presented a novel dynamic electronic question-
naire T-PREDICT to further reduce the number of questions needed for learning type 
identification. It comprises three modules: a question sorting algorithm, a prediction 
algorithm and an automatic parameter selection algorithm.  

Experimental results with 1,931 filled questionnaires for the Myers Briggs Type 
Indicators show that our novel approach asked a median of only 11 out of 92 ques-
tions to predict learning types, with an average error rate of 12.1%, while previous 
approaches Q-SELECT [5], Q-NN and Q-DT [7] asked between 60 and 64 questions 
to achieve error rates between 9.4% and 14%. Another defining characteristic of T-
PREDICT is its ability to ask a variable number of questions, thus providing an auto-
matic personalized questionnaire to each user, like Q-SELECT but unlike Q-NN, Q-
DT, PCA and IRT that apply the same reduction to all users. 
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Abstract. Recognizing the emotional state of a human from his/her facial ges-
tures is a very challenging task with wide ranging applications in everyday life. 
In this paper, we present an emotion detection system developed to automatical-
ly recognize basic emotional states from human facial expressions. The system 
initially analyzes the facial image, locates and measures distinctive human fa-
cial deformations such as eyes, eyebrows and mouth and extracts the proper 
features. Then, a multilayer neural network is used for the classification of the 
facial expression to the proper emotional states. The system was evaluated on 
images of human faces from the JAFFE database and the results gathered indi-
cate quite satisfactory performance. 

Keywords: Facial Expression Recognition, Feature Extraction, Image Processing, 
Multilayer Perceptron Neural Network, Human-Computer Interaction. 

1 Introduction 

The aim of facial expression recognition is to enable machines to automatically esti-
mate the emotional content of a human face. The facial expressions assist in various 
cognitive tasks and is well pointed that the expressions provide the most natural and 
powerful means for communicating human emotions, opinions and intentions. In an 
early work of Mehrabian [8] it has been indicated that during the face to face human 
communication only 7% of the information of a message is communicated by the 
linguistic (verbal) part of the message, i.e. spoken words, 38% by paralanguage (vocal 
part) and the 55% is communicated by the facial expressions. So, facial gestures con-
stitute the most important communication part in face to face communication. 

Analyzing the expressions of a human face and understanding their emotional state 
can find numerous applications to wide-ranging domains. The interaction between 
human and computer systems (HCI) would become much more natural and vivid if the 
computer applications could recognize and adapt to the emotional state of the human. 
Embodied conversational agents can greatly benefit from spotting and understanding 
the emotional states of the participants, achieving more realistic interactions at an  
emotional level. In intelligent tutoring systems, emotions and learning are inextricably 
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bound together, and so recognizing the learner’s emotional states could significantly 
improve the learning procedure delivered to him/her [1, 14]. Moreover, surveillance 
applications such as driver monitoring and elderly monitoring systems could benefit 
from a facial emotion recognition system, gaining the ability to deeper understand and 
adapt to the person’s cognitive and emotional condition Also, facial emotion recogni-
tion could be applied to medical treatment to monitor patients and detect their status. 
However, the analysis of the human face characteristics and the recognition of its emo-
tional state are considered to be very challenging and difficult tasks. The main difficul-
ty comes from the non-uniform nature of the human face and various limitations such 
as lightening, shadows, facial pose and orientation conditions [6]. 

In order to classify facial human expression into the proper emotional categories, it 
is necessary to locate and extract the important facial features which contribute in 
identifying the expression’s emotions. In this work, a facial emotion recognition  
system developed to determine the emotional state of human facial expressions is 
presented. Initially, the system analyzes the facial image, locates and measures dis-
tinctive facial deformations and characteristics such as the eyes, the eyebrows and the 
mouth. Each part of the face then is deeper analyzed and its features are extracted. 
The features are represented as information vectors. The classification of the feature 
vectors into the appropriate expression emotion is conducted by a multilayer neural 
network which is trained and used for the classification of the facial expression to the 
proper emotional category.  

The rest of the paper is organized as follows. In section 2, basic topics on face im-
age analysis and emotion recognition are described and also related work is presented. 
In Section 3, the methodology followed and the system developed is illustrated. In 
Section 4, the evaluation conducted and the experimental results gathered are pre-
sented. Finally, Section 5 concludes our paper and presents direction for future work. 

2 Background and Related Work 

2.1 Background Topics 

In the field of facial emotion recognition two types of methods dominate: the holistic 
methods and the analytical or local-based methods [11]. The holistic methods try to 
model the human facial deformations globally, which encode the entire face as a 
whole. On the other hand, the analytical methods observe and measure local or dis-
tinctive human facial deformations such as eyes, eyebrows, nose, mouth etc. and their 
geometrical relationships in order to create descriptive and expressive models [2]. In 
the feature extraction process for expression analysis there are mainly two types of 
approaches which are the geometric feature based methods and the appearance based 
methods. The geometric facial features try to represent the geometrical characteristics 
of a facial part deformation such as the part’s locations and model its shape. The ap-
pearance based methods utilize image filters such as Gabon wavelets to the whole 
face or on specific parts to extract feature vectors. 

The way that emotions are represented is a basic aspect of an emotion recognition 
system. A very popular categorical model is the Ekman emotion model [4], which 
specifies six basic human emotions: anger, disgust, fear, happiness, sadness, surprise. 
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It has been used in several studies and systems that recognize emotional text and fa-
cial expressions related to these emotional states. Another popular model is the OCC 
(Ortony/Clore/Collins) model [10] which specifies 22 emotion categories based on 
emotional reactions to situations and is mainly designed to model human emotions in 
general. In this paper, an analytical approach is implemented for recognizing the basic 
emotions as defined by Ekman. More specifically, special areas of interest of the hu-
man face are analyzed and their geometrical characteristics such as locations, length, 
width and shape are extracted. 

2.2 Related Work 

Over the last decade there are a lot of efforts and works on facial image analysis and 
emotion recognition. A recent and detailed overview of approaches and methodolo-
gies can be found in [17, 18]. The work in [3], a facial expression classification me-
thod based on histogram sequence of feature vector is presented. It consists of four 
main tasks which are image pre-processing, mouth segmentation, feature extraction 
and classification which is based on histogram-based methods. The system is able to 
recognize five human expressions: happy, anger, sad, surprise and neutral based on 
the geometrical characteristics of the human mouth with an average recognition accu-
racy of 81.6%. In [9], authors recognize Ekman basic emotions sad, anger, disgust, 
fear, happy and surprise in facial expressions by utilizing Eigen spaces and using 
dimensionality reduction technique. The system developed achieved a recognition 
accuracy of 83%. The work presented in [16] recognizes facial emotions based on a 
novel approach using Canny, principal component analysis technique for local facial 
feature extraction and artificial neural network for the classification process. The 
average facial expression classification accuracy of the method is reported to be 
85.7%. The authors in the work presented in [12], recognize four basic emotions of 
happiness, anger, surprise and sadness focusing in preprocessing techniques for fea-
ture extraction such as Gabor filters, linear discrimination analysis and Principal 
component analysis. They achieve in their experiments 93.8% average accuracy in 
images of the Jaffe face database with little noise and with particularly exaggerated 
expressions and an average accuracy of 79% in recognition on just smiling/non smil-
ing expressions in the ORL database. In [15], a work that recognizes the seven emo-
tions on Jaffe database using Fisher weight map is presented. Authors utilize image 
preprocessing techniques such as illumination correction and histogram equalization 
and the recognition rate of their approach is reported to be 69.7%. 

3 Emotion Recognition System 

In this section, we present the emotion recognition system developed and illustrate its 
functionality. The aim of the system is to endow software applications with the ability 
to recognize users’ emotions in a similar way that the human brain does. The system 
takes as input images of human face and classifies them regarding the emotional state 
according to the basic emotions determined by Ekman. The system’s steps for the 
automatic analysis of human facial expressions are presented in Figure 1. 
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Fig. 1. The work flow chart of the system 

Initially, the image analysis processes try to normalize the image and detect special 
regions of the face which contribute in identifying its emotional content. These re-
gions are named Areas of Interests (AOIs) and are the region of the eyes, the area of 
the mouth and the eyebrows. The feature extraction process tries to select the proper 
facial features which describe the characteristic of the facial part and contribute in the 
classification stage. Since the system follows an analytical local-based approach,  
the feature extraction is implemented in the specific AOIs of the human face. Finally, 
the classification process, based on the feature extracted, specifies the appropriate 
emotional category among the set of different the emotional states defined by Ekman 
by utilizing a Multi-Layer Perceptron Neural Network (MLPNN) approach. 

3.1 Image Analysis and AOIs Determination 

Initially, the images of the human face are preprocessed using contrast limited histo-
gram equalization. The histogram equalization is used to enhance the contrast in order 
to obtain a uniform histogram and also it re-organizes the image’s intensity distribu-
tions and eliminates lighting effects [13].  A Sobel filter is then applied to emphasize 
edges and transition of the face and after its application, the image of the human face 
is represented as a matrix whose elements have only two possible values:  zero and 
one. An element that has a value set to one represents an edge of a facial part in the 
image, such as an edge of an eye or the mouth. More specifically, the system analyzes 
a facial image as follows: 
 

1. Apply histogram equalization to enhance the contrast of the image. 
2. Apply a Sobel filter to emphasize edges and transition of the face. 
3. Cut the face into eight horizontal zones. 
4. Measure each zone’s pixel density. 
5. Select the zone with the highest pixel density. This zone contains the 

eyes and the eyebrows. 
6. Locate the eyes and eyebrows.  
7. Locate the mouth in the center of the zone. 

 

Image 
analysis 

Feature 
Extraction 

Facial 
Image Classification 

using 
MLPNN 

Emotion 

Anger 
Disgust 
Fear 
Happiness 
Sadness 
Surprise 
Neutral  
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a final step to reduce excess noise in the marginal areas of the AOI. The features ex-
tracted for each AOI are the following (see Figure 3): 

 
Left eyebrow 

• H1: The height of the far left part of the 
eyebrow. 

• H2: The height of the part found on the 
1/3 of the distance between the far left 
part and far right part of the eyebrow. 

• H3: The height of the part found on the 
2/3 of the distance between the far left 
and far right part of the eyebrow. 

• H4: The height of the far left part of the 
eyebrow. 

• L1: The length of the eyebrow.  

Right eyebrow 

• H5: The height of the far left last part 
of the eyebrow. 

• H6: The height of the part found on 
the 1/3 of the distance between the far 
left and far right part of the eyebrow. 

• H7: The height of the part found on 
the 2/3 of the distance between the far 
left and far right part of the eyebrow. 

• H8: The height of the far left part of 
the eyebrow. 

• L2: The length of the eyebrow. 
 

Left eye 

• H9: The height of the far left part of the 
eye. 

• H10: The height of the part found on the 
1/2 of the distance between the far left 
and far right part of the eye. 

• H11: The height of the far right part of 
the eye. 

• W1: The width of the eye.   
• L3: The length of the eye.  
 

Right eye 

• H12: The height of the far right part 
of the eye. 

• H13: The height of the part found on 
the 1/2 of the distance between the far 
left and far right part of the eye. 

• H14: The height of the far left part of 
the eye. 

• W2: The width of the eye.  
• L4: The length of the eye. 

Mouth 

• H15: The height of the far left part of the mouth. 
• H16: The height of the part found on the 1/2 of the distance between the far left 

and far right part of the mouth. 
• H17: The height of the far left part of the mouth. 
• W3: The width of the mouth.  
• L5: The length of the mouth. 
 

As mentioned above the recognition of the expressions’ emotional content is de-
termined based on the five AOIs. Each AOI is represented geometrically by five (5) 
values therefore the length of the information vector representing the facial expression 
is 25. The information vector contains all the information needed to classify a face 
into each of the seven basic facial emotional states.  
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Fig. 4. The seven facial expressions as posed by a JAFEE model 

A Face Matrix is represented as 256 x 256 pixel square matrix. The elements of the 
matrix represent the pixels of the Jaffe model’s face. Each element of the face matrix 
ranges from 0 to 255. An element with a value between 0 and 255 represent a gray 
pixel of the image. An element with the value 0 represents a completely black pixel of 
the original image, while an element with the value 255 represents a completely white 
pixel, thus making the Face Matrix a Brightness Matrix.  

4.2 System Evaluation 

For the evaluation of the system’s performance two datasets were created from the 
Jaffe database, the training dataset and the test dataset. The training dataset contains 
140 facial images, 20 for each one of the seven facial emotions. The test dataset con-
tains a total of 73 images, at least 9 images for each emotional state. The training 
dataset is inputted into the MLPNN, and the weights of the neurons are calculated in 
an optimal way. After the training phase is completed, the system’s performance is 
evaluated on the test dataset. The results gathered are presented in Table 1. 

Table 1. Performance results of the classification 

Average accuracy  76,7 % 

Precision 78,9% 

F-measure 77,8% 

 
The results show a good performance of the system. More specifically, from the 

corpus of 73 tested, it correctly identified the emotional state in 56 images. So, the 
general accuracy of the system is 76,7 % which indicates a good performance.   

A noticeable point is that the system had a very good performance in identifying 
happiness emotion. This is due to the fact that in general and also in the database, this 
is a very strong emotion and is almost always expressed with vivid facial expression 
deformations. In contrast, the system lacks in recognizing the anger emotion. We 
believe that the main reason that the anger emotion is poorly classified is that the Jaffe 
models express this emotion in an inconsistent way regarding its valence. Specifical-
ly, in some cases, the models express anger emotion extremely, in an almost theatrical 
way while other models express the same emotion more natural in a smooth way. 
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Table 2. The confusion matrix 
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Joy 12 0 0 0 1 0 0
Sadness 0 6 0 2 1 1 0

Surprise 0 0 8 0 0 0 1
Fear 0 0 0 9 0 0 2
Disgust 0 1 0 0 8 0 0
Anger 0 1 0 0 3 6 1
Neutral 0 0 0 1 2 0 7

5 Conclusion and Future Work 

In this paper, an automatic facial expression recognition system is presented. The aim 
of the system developed is to analyse and recognize the emotional content of human 
facial expressions. The system initially analyzes the facial image, locates and meas-
ures distinctive human facial deformations such as the eyes, the eyebrows and area of 
the mouth and extracts the proper features. The features extracted try το model the 
geometrical characteristics of each area part of the human face. Finally, for the cate-
gorization, a multilayer perceptron neural network is trained and used. The experi-
mental study conducted indicates quite promising performance. 

However, there are some points that the system could be improved. Initially, 
evaluating the system on different facial expression databases such as the ORL and 
the Cohn-Kanade facial expression databases will give us a better insight of or meth-
odology’s performance. Moreover, currently the face analysis and the determination 
of the AOIs work on still frontal images of human face and so, a challenging exten-
sion will be to detect and analyse facial expressions from different poses. Further-
more, the system’s classification approach is based on a multilayer perceptron neural 
network. Extending the classification method by using a neuro-fuzzy approach could 
improve the system’s accuracy in recognising the emotional state. Exploring this di-
rection is a key aspect of our future work. 
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{llenc,pkral}@kiv.zcu.cz

Abstract. This paper presents a novel approach for automatic face
recognition based on the Local Binary Patterns (LBP). One drawback
of the current LBP based methods is that the feature positions are fixed
and thus do not reflect the properties of the particular images. We pro-
pose to solve this issue by a method that automatically detects feature
positions in the image. These key-points are determined using the Ga-
bor wavelet transform and k-means clustering algorithm. The proposed
method is evaluated on two corpora: AT&T Database of Faces and our
Czech News Agency (ČTK) dataset containing uncontrolled face images.
The recognition rate on the first dataset is 99.5% which represents 2.5%
improvement compared to the original LBP method. The best recogni-
tion rate obtained on the ČTK corpus is 59.1% whereas the original LBP
method reaches only 38.1%.

Keywords: Automatic Face Recognition, Czech News Agency, Gabor
Filter, Local Binary Patterns.

1 Introduction

Recognizing people from digitized images is already an old concept. A great
progress was made during the last twenty-five years and the amount of pro-
posed approaches is overwhelming. There are numerous applications of the face
recognition such as an access control, tracking people or other systems where an
authentication is necessary. There is also a great potential of face recognition in
social networks and photo sharing applications.

The recognition of controlled images is considered as a well-resolved problem.
However, the face recognition from the ordinary photographs is an open issue
yet, because it requires very sophisticated algorithms.

Nowadays, the Local Binary Patterns (LBP) is a very popular algorithm for
face representation and recognition. The strength of this algorithm lays in its
high ability to capture important information in the images and in its low compu-
tational complexity. However, one weakness of the current LBP based methods is
that the feature positions are fixed and thus do not respect the properties of the
particular images. We would like to solve this issue by proposing an approach to
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detect feature positions in images automatically. The key-points candidates are
determined using the Gabor Wavelet Transform (GWT). K-means clustering al-
gorithm is used subsequently to identify the final points. Another improvement
is to compare the features separately instead of concatenating them into one
feature as in the case of other existing LBP based methods. To the best of our
knowledge, no existing methods use the algorithms in this way. The results of
this work will be used by the Czech News Agency (ČTK1) to annotate people
in photographs during insertion into the photo-database2.

The rest of the paper is organized as follows. Section 2 summarizes important
face recognition methods with a particular focus on the local binary patterns.
The next section describes the LBP algorithm and the proposed face recognition
method. Section 4 evaluates the approach on the AT&T and ČTK corpora. In
the last section, we discuss the results and we propose some future research
directions.

2 Related Work

It is possible to divide the existing approaches into two main groups: holistic and
feature based methods. The approaches from the first group represent the face
image as a whole while methods belonging to the second group use for face rep-
resentation a set of features. The successful holistic approaches are for example
Eigenfaces [14], Fisherfaces [3] or Independent Component Analysis [2]. These
methods achieve good results on controlled data. However, their performance
decreases significantly when low quality real data are used.

This issue is partly solved by the feature based approaches. The most im-
portant representatives are detailed next. As a pioneer method we can consider
Elastic Bunch Graph Matching (EBGM) [15]. It is based on features created us-
ing Gabor wavelet transform. It is later used with many modifications as shown
for example in [6]. This method extracts the feature points automatically based
on the Gabor filter responses. Another type of features used for face representa-
tion is based on Scale Invariant Feature Transform (SIFT) [9]. The SIFT features
are invariant to rotation, scale and lighting conditions. Later a Speeded-Up Ro-
bust Features (SURF) is also used for face recognition as shown for instance
in [4]. It reaches comparable results as the SIFT, however it has significantly
lower computational demands.

In the last couple of years, also Local Binary Patterns (LBP) are successfully
used as features for face representation and recognition. The LBP operator was
first used for texture representation as presented in [10]. It is computed from the
neighbourhood of a pixel and uses the intensity of the central pixel as a threshold.
The pixels are marked either 0 or 1 if the value is lower or greater than this
threshold. The binary values are concatenated into one binary string and its
decimal value is then used as a descriptor of the pixel.

1 http://www.ctk.eu
2 http://multimedia.ctk.cz/en/foto/

http://www.ctk.eu
http://multimedia.ctk.cz/en/foto/


248 L. Lenc and P. Král

The first application of LBP for face recognition is proposed by Ahonen et al.
in [1]. The face is divided into rectangular regions. In each region a histogram of
the LBP values is computed. All histograms are then concatenated into one vec-
tor which is used for the face representation. A histogram intersection method
or Chi square distance are used for vector comparison. A weighted LBP mod-
ification is also proposed in this work. It gives more importance to the regions
around the eyes and the central part of the face. The reported recognition rate
on the FERET dataset [11] reaches 93% for the original method and 97% for
the weighted LBP method.

A modification of the original LBP approach called Dynamic Threshold Local
Binary Pattern (DTLBP) is proposed in [8]. It takes into consideration the mean
value of the neighbouring pixels and also the maximum contrast between the
neighbouring points. It is stated there that this variation is less sensitive to the
noise than the original LBP method.

Another extension of the original method is Local Ternary Patterns (LTP)
proposed in [13]. It uses three states to capture the differences between the
center pixel and the neighbouring ones. Similarly to the DTLBP the LTP is less
sensitive to the noise.

The so called Local Derivative Patterns (LDP) are proposed in [18]. The
difference from the original LBP is that it uses features of higher order. It thus
can represent more information than the original LBP.

An important idea which is proposed already by Ojala in [10] are so called
uniform Local Binary Patterns. The pattern is called uniform if it contains at
most two transitions from 0 to 1 or from 1 to 0. It was proved that approximately
90% of the patterns in facial images are uniform. The histogram can then be
shortened from 256 intervals (bins) to 59, where the 59th bin is reserved for the
non-uniform patterns.

An interesting method which uses uniform patterns is proposed in [17]. The
authors state that the histogram bin containing non-uniform patterns dominates
among other bins and gives thus too much importance to this bin. Therefore
they propose to assign such patterns to the closest uniform pattern. Hamming
distance is used for the face comparison.

Some methods also combine other preprocessing tools with the LBP. In [12]
Gabor features and LBP are combined. The Gabor features as well as the LBP
features are extracted and transformed using PCA. The features are then com-
bined and used as face representation.

Another method called Local Gabor Binary Pattern Histogram (LGBPH) [16]
also combines the Gabor wavelet transform and LBP. It first filter the image
with a set of Gabor filters and obtains a set of magnitude images. Then the LBP
operator is applied to each of the magnitude images.

Note that the common property of all above described LBP methods is that
the images are divided into rectangular regions and histograms are computed in
each region. All histograms from one image are concatenated and create the face
representation.
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3 Method Description

The proposed method is motivated by the assumption that the most representa-
tive features must be created in the “important” face points. This set of points
where the features are created is calculated dynamically for each image by the
Gabor wavelets. Therefore, the feature positions differ for each face image. We
also propose to compare the features separately. In order to facilitate the read-
ing of the paper, we shortly introduce next the Gabor wavelets and the LBP
algorithm.

3.1 Gabor Wavelets

Gabor filter is a sinusoid modulated with a Gaussian. A basic form of a two
dimensional Gabor filter is shown in Equation 1.

g(x, y;λ, θ, ψ, σ, γ) = exp (− x́+ γ2ý2

2σ2
) cos (2π

x́

λ
+ ψ) (1)

where x́ = x cos θ + y sin θ, ý = −x sin θ + y cos θ, λ is the wavelength of the
cosine factor, θ represents the orientation of the filter and ψ is a phase offset,
σ and γ are parameters of the Gaussian envelope, σ is the standard deviation of
the Gaussian and γ defines the ellipticity (aspect ratio) of the function.

The Gabor wavelets are often used in image analysis because of their great
ability to capture important information in images.

3.2 Local Binary Patterns

The original LBP operator uses the 3×3 neighbourhood of the central pixel. The
algorithm assigns either 0 or 1 value to the 8 neighbouring pixels by Equation 2.

N =

{
0 if gN < gC
1 if gN ≥ gC (2)

where N is the binary value assigned to the neighbouring pixel, gN denotes
the gray-level value of the neighbouring pixel and gC is the gray-level value of
the central pixel. The resulting values are then concatenated into an 8 bit bi-
nary number. Its decimal representation is used for further computation. This
approach is illustrated in Figure 1.

The original LBP operator was further extended to use circular neighbour-
hoods of various sizes and also with different numbers of points. A bilinear
interpolation is used to compute the values in the points that are not placed in
the pixel centres. The LBP is then denoted as LBPP,R where P is the number
of points and R is the radius of the neighbourhood.

Figure 2 depicts the original image and the LBP image after applying the
original LBP , LBP8,1 and LBP8,2 operators.
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Fig. 1. An example of the feature computing by the original LBP operator

Fig. 2. An example of the original image and the LBP image after applying the original
LBP , LBP8,1 and LBP8,2 operators

3.3 Key-Point Position Determination

The determination of the feature positions is probably the most important part
of the whole algorithm, particularly in the case of real world photographs where
the faces are extracted automatically. We decide to adopt and extend the idea
proposed by Kepenekci in [6]. In that work the fiducial points (positions where
the features are created) are extracted automatically by the Gabor wavelets.
A set of Gabor filters of different orientations and wavelengths is applied to
the original image and then the fiducial points are determined from the filter
responses.

The filtered images are scanned using a square sliding window W of the size
w × w. The window centre (x0, y0) is considered to be a fiducial point iff:

Rj(x0, y0) = max
(x,y)∈W

Rj(x, y) (3)

Rj(x0, y0) >
1

wi ∗ hi
wi∑
x=1

hi∑
y=1

Rj(x, y) (4)

where j = 1, ..., N (N is the number of Gabor filters) and wi and hi are im-
age width and height respectively.

3.4 K-Means Clustering

The number of points determined in the previous section is usually too high
(hundreds) and the points are often concentrated near important facial parts.
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Moreover, a high number of the points increases significantly the computation
complexity. Therefore, we propose to use clustering to identify only the most
important points. This idea is supported by the fact that usual LBP based
methods use less than 100 points and achieve very good results. We chose the
K-means algorithm to cluster the key-points.

Figure 3 shows points detected with different window sizes (15, 25, 35) and
clustered points for the same window sizes and point counts (100, 75, 50).

Fig. 3. An example of the fiducial points determined with different window sizes (15,
25, 35) (left three ones) and the clustered points for the same window sizes and point
numbers (100, 75, 50) (right three ones)

3.5 Feature Construction

After determining the fiducial points, the features are constructed in these points.
Each feature is described by its coordinates and the LBP histogram. The his-
togram is computed from a square window around the feature point. The result-
ing histogram is then normalized and can then be interpreted as a vector of the
length 256.

In our application, we usually have several training images for each person.
It is thus beneficial to use all available images to create the face model. We pro-
pose a face specific schema for model creation. The fiducial points determination
algorithm and clustering are applied to each training image separately. Then, all
obtained features are put together to create the face model of a given person.

3.6 Face Comparison

The comparison of two faces is based on the image features extracted according to
the above described procedure. Each face is thus represented by a set of features
that contain also feature point coordinates. Note that the number of the features
in a face model may vary because the model is created from multiple images.

Contrary to the most of LBP based approaches we do not concatenate the
feature histograms but compare the features separately. The Chi square statistic
is used for computation of the distance of the features f and r:

χ2(f, r) =
∑
i

(fi − ri)2
fi + ri

(5)
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The distance of two faces is defined as:

sim(F,R) =
∑
fi

min
rj∈N(fi)

(χ2(fi, rj)) (6)

where N(fi) is the neighbourhood of the feature fi defined by the
distanceThreshold that specifies the maximum distance within that the fea-
tures are compared. It means that for each feature of the face F we find the
closest feature within the neighbourhood N(fi) from the face R. The distance
of the two faces is computed as a sum of these minimum distances.

The recognized face F̂ is given by the following equation:

F̂ = arg min
R

(sim(F,R)) (7)

4 Experimental Setup

4.1 Corpora

AT&T Database of Faces. This database was formerly known as the ORL
database. It was created at the AT&T Laboratories3. The pictures were captured
between years 1992 and 1994 and contain the faces of 40 people. 10 pictures for
each person are available. Each image contains one face with a black homoge-
neous background. They may vary due to three following factors: 1) time of
acquisition; 2) head size and pose; 3) lighting conditions. The size of pictures is
92× 112 pixels. A more detailed description of this database can be found in [5].

Czech News Agency (ČTK) Database. This database is created from real-
world photographs owned by the Czech News Agency. The dataset contains the
images of 638 people. The database was created automatically from common
photographs. The images have significant variations in pose, lighting conditions
and also ageing of the objects.

The experiments described in this paper will be realized on the cleaned version
of this corpus (see [7]), which contains up to 10 images for each of the 638
individuals. The testing part contains one image for each person whereas the
rest of images are used for training. Note that only the testing part was checked
manually.

4.2 Experiments on the AT&T Database of Faces

The first series of the experiments was carried out on the AT&T Database of
Faces. Its purpose was to show the performance of our method on a controlled
database where the face recognition is simple. Ten-fold cross-validation was used
for evaluation.

3 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Table 1 shows the recognition rates of the original LBP approach proposed
by Ahonen [1] in comparison with our methods. We evaluated our method with
three different types of the LBP operator: Original LBP operator, LBP8,1 and
LBP8,2. The first two rows show recognition rates when 9 out of 10 images for
each person are used for training and 1 for testing. The first row depicts the
results with k-means clustering (50 clusters). The second row shows recognition
rates without the clustering, it means we used directly all key-points detected
by the Gabor wavelet based detection algorithm (see Section 3.3). The last row
shows results for only one training example. It should demonstrate the differences
between the methods when only one image for training is available. In this case,
the clustering is also applied for the proposed approach.

Table 1. Recognition rates of the original LBP approach in comparison with our
methods

Method Baseline Proposed approaches
LBP(Ahonen) LBP(original) LBP8,1 LBP8,2

Training images number Recognition rate (%)

9 (k-means) - 98.0 97.5 99.5

9 (no clustering) 97.0 97.8 97.8 99.8

1 60.8 66.8 66.4 68.8

The obtained recognition rates show that our method outperforms the orig-
inal LBP method for all test configurations. Using the LBP8,2 operator gives
the best results. The difference is apparent especially in the case when only one
training image is used. If we compare the results with and without clustering, the
recognition rates are comparable. However, omitting the clustering causes sig-
nificantly increased number of features and longer computation time. Therefore
the clustering seems to be a good choice for feature number reduction.

4.3 Experiments on the ČTK Database

The remaining experiments were performed on the the ČTK database. As a base-
line we chose (similarly as in the previous section) the LBP based face recognition
algorithm proposed by Ahonen et al. [1]. The recognition rate obtained by this
baseline algorithm is only 38.1%.

In this experiment (see Table 2), we compare this baseline with the recognition
results and computation times of our proposed approaches with and without the
clustering. The original LBP operator is used.

This table shows clearly that both proposed configurations outperform signifi-
cantly the original approach. Moreover, the clustering decreases significantly the
computation time with almost no negative impact on the classification accuracy.

The last experiment (see Table 3) shows recognition rates of our algorithm
with varying number of clusters for three LBP operator types.

This table shows clearly that the LBP8,2 operator outperforms significantly
the other two ones. The highest recognition rate is obtained with 100 clusters.
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Table 2. Recognition rates and computation times of our proposed approaches with
and without the clustering, the original LBP operator is used, tested on the Intel Core
i5-2300, 2.80GHz, 16GB RAM

Clustering No clustering

Recognition rate (%) 56.4 55.3

Computation time (s) 6,905 17,476

Table 3. Recognition rates for different numbers of clusters. Three types of LBP
operators are evaluated

LBP type LBP(original) LBP8,1 LBP8,2

Cluster count Recognition rate (%)

50 45.6 45.1 56.4

75 47.8 46.9 58.6

100 47.5 46.1 59.1

5 Conclusions and Perspectives

We proposed and evaluated a new approach for face recognition based on the
LBP features. The main contribution is using automatically detected feature
positions instead of fixed positions used in usual LBP based approaches. We
use Gabor wavelets for key-point detection. Then, these points are clustered by
the k-means algorithm. The next contribution is proposal of a new algorithm
for face comparison based on the Chi square statistic. It compares individual
features within specified distance. The proposed method is evaluated on the
AT&T database of faces and on the ČTK dataset. The recognition rate for the
AT&T database is 99.5%. For the more challenging ČTK dataset we obtained
recognition rate of 59.1%. We significantly outperformed the baseline approach
in all cases.

One possible perspective is applying weighting to the automatically detected
key-points. Another possible improvement may be using only uniform patterns
or some modification of LBP algorithm such as LTP or LDP.
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Abstract. Deep learning is promising approach to extract useful nonlinear 
representations of data. However, it is usually applied with large training sets, 
which are not always available in practical tasks. In this paper, we consider 
stacked autoencoders with logistic regression as the classification layer and 
study their usefulness for the task of image categorization depending on the size 
of training sets. Hand-crafted image descriptors are proposed and used for 
training autoencoders in addition to pixel-level features. New multi-column 
architecture for autoencoders is also proposed. Conducted experiments showed 
that useful nonlinear features can be learnt by (stacked) autoencoders only using 
large training sets, but they can yield positive results due to redundancy 
reduction also on small training sets. Practically useful results (9.1% error rate 
for 6 classes) were achieved only using hand-crafted features on the training set 
containing 4800 images. 

Keywords: autoencoders, logistic regression, overlearning, generalization, 
image categorization. 

1 Introduction 

Classes of patterns in pattern recognition are rarely linearly separable, and nonlinear 
methods should be used. Classical nonlinear methods of pattern recognition can be 
treated as linear methods operating in some extended feature space. However, these 
methods use fixed sets of nonlinear transformations to map initial features into new 
space, and these transformations can be inappropriate to separate classes in a specific 
task. Thus, learning appropriate nonlinear features (or data representations in general) is 
the central problem in pattern recognition and particularly in its application to computer 
vision (e.g. [1]). One modern approach to learn such features is deep learning. 

Deep learning exploits the fact that adding extra hidden layers in a multi-layer 
classifier helps to learn more complex features and to improve their representational 
power [2, 3]. The key problem here is to train such classifiers. Earlier, training of 
shallow feed-forward networks with the back-propagation algorithm yielded better 
results than training deep networks with it, since bottom layers are difficult to train 
because of exponentially quick gradient vanishing, so these layers usually correspond 
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to random (not useful or even harmful) nonlinear feature mappings. Successful training 
of such networks was achieved [4, 5, 6] with the help of consequent unsupervised pre-
training of each hidden layer, and use of supervised training afterwards. 

However, successful supervised training of multi-layer perceptrons (resulting in a 
very low 0.35% error rate on the MNIST benchmark) was also achieved recently [7]. 
The way of achieving this is remarkable. It consists in intensive training of 
perceptrons using relevantly (with affine and elastic image deformations) transformed 
patterns. Even overlearning is avoided in spite of extremely large number of neurons 
(free parameters), because “the continual deformations of the training set generate a 
virtually infinite supply of training examples” [7]. One can also see [8] that many 
good results for MNIST are obtained using similar deformations of training patterns 
and convolutional nets, which additionally exploit shift invariance. It is obvious, that 
if one substitutes non-image patterns for training such classifiers, their results will be 
rather poor. Thus, this is not an appropriate way to learn (problem-specific) invariant 
features, which are not known a priori. 

Necessity of extremely large (with account for deformations of training patterns) 
training sets indicates that deep networks don’t really generalize, but only approximate 
invariants. Moreover, classifiers with many free parameters appear to be better than 
with fewer parameters. It can be compared with approximation of exponent with 
polynomials (or some other basis functions). Very many points should be used to get 
precise approximation with very complex model, but only few points are enough for 
exact generalization (if one has means to represent and find it). At the same time, 
humans have capabilities to learn complex invariant features from few examples [9]. 
Thus, interesting question consists in learning capabilities of deep networks on small 
training sets, that is, whether they are able to learn useful representations from such sets. 

Here we analyze this question on example of (stacked) autoencoders with logistic 
regression as the classification layer applied to the task of image categorization. Pixel-
level and hand-crafted features are used for experiments. 

2 Autoencoders 

We selected stacked autoencoders as the unsupervised layers with logistic regression as 
the classification layer. Single autoencoder has input, hidden, and output 
(reconstruction) layers. The input layer accepts a vector N]1,0[∈x  of dimension N, 
which is transformed to activities of neurons of the hidden layer )( bWxy += s ,  

d]1,0[∈y , corresponding to new features (hidden representation), where W is a d×N 
matrix of connection weights, b is a bias vector, and s is the activation (sigmoid) 
function. Activities of neurons of the last layer are calculated similarly as 

)( byWz ′+′= s ,  N]1,0[∈z . Autoencoders differ from other feed-forward networks in 
that they are trained to minimize difference between x and z (for patterns from a training 
set), that is W' is the matrix of the reverse mapping. W' is frequently taken as WT. One 
can calculate gradient of the reconstruction error relative to connection weights and bias 
vectors and to train the autoencoder using stochastic gradient descent. 

In the case of stacked autoencoders, each autoencoder on the next level takes 
outputs of the hidden (not reconstruction) layer of the previous autoencoder as its 
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input performing further nonlinear transformation of constructed latent representation 
of the previous level. Each next autoencoder is trained after training its preceding 
autoencoder. Outputs from the hidden layer of the last autoencoder are passed to the 
supervised feed-forward network. 

Multinomial logistic regression computes probabilities of a pattern to belong to 
different classes based on softmax applied to linear combinations of features. 

 =′ ′′ +
+

==
C
c c

T
c

c
T
c
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b
cyp

1 )exp(

)exp(
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xw

xw
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where x is the input vector, c is the class index, C is the total number of classes, W is the 
weight matrix composed by C vectors wc, bc are biases. Parameters of the classifier are 
learnt using stochastic gradient descent minimizing negative log-likelihood. 

One common modification is denoising autoencoders [10], in which reconstruction 
during training is calculated using patterns with introduced noise, but reconstruction 
errors are calculated relative to initial patterns without this artificial noise. Thus, a 
denoising autoencoder learns to reconstruct a clean input from a corrupted one. This 
is a way to deform input patterns efficiently increasing the training set size, but in the 
least problem-specific fashion. 

We introduce some additional modifications into denoising stacked autoencoders. 
One modification consists in that only the last (regression) layer is trained in the 
supervised fashion. This helps to check usefulness of unsupervised features. 

The second modification (which is to be compared with the basic version) consists 
in constructing multi-column autoencoders. Multi-column deep neural networks were 
already used (e.g. [11]), but each column in such networks is usually trained as a 
separate deep network, and predictions of all columns are then averaged. In our 
modification, the number of columns corresponds to the number of classes. Each 
column is trained for its own class to produce some non-linear features. These 
features are then gathered and passed as the input to the logistic regression layer. 

3 Image Features 

We took the task of image categorization for investigating behavior of autoencoders. 
In this task, images can vary considerably, and special hand-crafted features are 
usually used, that doesn’t eliminate necessity to learn non-linear features, especially 
when different hand-crafted features are combined. 

We used three types of image features for image description: color histograms, 
edge direction histogram (EDH) [12] and Haralick’s textural features based on gray-
level co-occurrence matrices (GLCM) [13]. 

Color features are built as concatenation of three 1D histograms calculated for 
LAB components. Histogram for each component contains Nc=32 bins, so the total 
size of the color vector is 3Nc=96. 

In order to build an edge direction histogram we apply Deriche filtration [14] at the 
first step. Then we get an assessment of orientation distribution by computing the 
direction of gradient vector at local maximums of gradient magnitude. Initial range of 
edge orientation angles [0°, 360°) is quantized to Nq bins (we use 72 bins). The last 
bin in histogram represents the amount of image pixels that don’t belong to edges. 
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Finally, because of possible difference in image sizes, all bins are normalized by 
corresponding values [12] 

,/)()(

];1,0[,/)()(

pqq

qedge

NNN

NiNii

EDHEDH

EDHEDH

=

−∈=
, (2)

where )(iEDH  – value in bin i of the histogram, Nedge is total amount of edge points 

in the image, Np is total number of pixels. 
Unfortunately EDH gives no information about location of contours on the image 

plane, so we tried to compensate this by splitting image into K parts (K=3) and computing 
the histogram for each of them. Thus, the EDH descriptor size is K(Nq+1)=219. 

The last part of our image descriptor is computed from normalized GLCM. Co-
occurrence matrices represent texture properties, but they are inconvenient for 
matching two textures, because of big number of elements, thus we used five features 
of normalized GLCM Cd, proposed in [13]: 

• angular second moment:   ( )
i j

ji,2
dC ; 

• entropy:    ( ) ( )−
i j

jiji ,log, dd CC ; 

• contrast:    ( ) ( ) −
i j

jiji ,2
dC ; 

• inverse difference moment: 
( ) −+i j ji
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1

,dC
; 

• correlation:    
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σσ

μ−μ− ,dC

, 

where μi, μj, σi, σj are the means and standard deviations of rows and columns of Cd, d 
is a displacements vector, for which co-occurrence matrix is computed (we used D 
options of d for each image). 

In order to consider color information, initial RGB images were transformed to 
HSV representation, so GLCM was computed for hue, saturation and value 
components, which in turn were preliminarily normalized to fit [0, 255] range. The 
size of modified GLCM descriptor (five GLCM based features for each of H, S and V 
component for 5 displacement vectors and 3 directions) appeared to be 5×3×5×3=225. 

Thus, the image descriptor is constructed by concatenation of LAB histogram and 
modified EDH and GLCM parts. The total size of the image descriptor is 
96+219+225=540. Reduced descriptor containing only two sets of features 
(96+219=315 features) was also considered for comparison. 

4 Experiments 

We conducted experiments with the neural networks composed of autoencoders and 
logistic regression layer described above. For experiments, two training sets were 
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constructed. Variability of images in these training sets was different. The first set 
(DB1) contained heads of cats of 5 breeds – European Shorthair, British Shorthair, 
Exotic Shorthair, Burmese, Abyssinian; examples of two of them are presented in 
fig. 1. The second set (DB2) contained images of 6 categories – city, flowers 
(garden), indoor, mountains, forest, sea (beach); see fig. 2. DB1 was composed of 330 
images, from which small training set was extracted with 50 (10 per class) images. 
DB2 was composed of 6000 images, and experiments with two training sets 
containing 60 (10 per class) and 4800 (800 per class) images were conducted. 
 

      
Fig. 1. Examples of images from two classes (breeds of cats) of DB1 

      
Fig. 2. Examples of images from two classes (categories of scenes) of DB2 

Logistic regression with and without autoencoders was tested separately using 
RGB values of pixels (on images rescaled to sizes of 64x64, 28x28, and 20x20) and 
hand-crafted descriptors as initial features on these two databases (three training sets). 
Results are presented in table 1. 

It can be seen that hand-crafted features are not always very informative. Reduced 
image descriptors (315 features) gave worse results and enhanced descriptors (540 
features) gave similar results in comparison with pixel-level features on DB1. 
However, for more complex image classes (DB2) these features yield better results, 
and results are greatly improved (in contrast to pixel-level features) with increase of 
the size of training sample. Of course, pixel-level features contain more information, 
but it is clearly seen that classes under consideration are not linearly separable in this 
feature space (but better linearly separable in the space of hand-crafted features), so 
one might expect that autoencoders would help to improve recognition rate for pixel-
level features more than for hand-crafted features. However, conducted experiments 
showed that this assumption is not correct. The results are presented in table 2. 

It appeared to be very difficult to train autoencoders in the case of pixel-level features 
and small training sets. Too small or too large number of training epochs leaded to 
recognition of all patters as belonging to one same class. The best achieved error rates 
for DB1 and DB2 (using 10 training images per class) are 0.418 and 0.601 
correspondingly with the use of multi-column autoencoder with one layer containing 
1000 neurons (with 20x20x3=1200 inputs). That is, autoencoders failed to learn useful 
features from small amount of raw data, and they only didn’t ruined initial features in 
fortunate cases. 
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Table 1. Recognition error rates of the logistic regression classifier 

 DB1 
(10 per class) 

DB2 
(10 per class) 

DB2 
(800 per class) 

Hand-crafted 
features (540) 

0.356 0.505 0.118 

Hand-crafted 
features (315) 

0.436 0.535 0.188 

64x64x3 0.361 0.620 0.583 
28x28x3 0.382 0.598 0.580 
20x20x3 0.401 0.615 0.571 

Table 2. Best recognition error rates of the autoencoders with logistic regression classifier 

 DB1 
(10 per class) 

DB2 
(10 per class) 

DB2 
(800 per class) 

Hand-crafted 
features (540) 

0.323 0.41 0.091 

Hand-crafted 
features (315) 

0.359 0.445 0.122 

20x20x3 0.418 0.601 0.353 
 

Training multi-column one layer autoencoders on 800 per class DB2 images resulted 
in 0.353 error rate (one-column autoencoders gave 0.383 error rate), which is much better 
than the error rate of the logistic regression on pixel-level features, but is much worse 
than the error rate of the logistic regression on hand-crafted features. That is, some useful 
nonlinear features were learnt, but they were worse than both (reduced and enhanced) 
hand-crafted features. It should be noted that we also tested autoencoders on the MNIST 
database with 50000 training images, and they considerable reduced error rate relative to 
the logistic regression (from 8% to 2% only for two layers and can be reduced further) 
even without using convolution autoencoders or additional image transformations during 
training. This implies that more complex nonlinear features indeed can be learnt by 
autoencoders, but this result can be achieved in the case of very low variability of 
patterns and using large training sets. 

Autoencoders trained using patterns represented by hand-crafted features appeared to 
be more useful (see table 2). The achieved error rate (~9%) for the scene classification 
task with 6 classes is rather high (e.g., in [12], 6% error rate is achieved while 
distinguishing only two classes – city and landscape images, and 9% error rate is 
achieved for forest-mountain-sunset classification), so this result is interesting by itself. 

However, it is also interesting to compare results in tables 1 and 2. In the case of 
hand-crafted features, larger improvement is achieved in the case of small training 
sets. In the case of pixel-level features, results are opposite implying that nature of 
this improvement may be different. Possibly, dimension reduction of linear features 
has stronger influence in the first case (and this is achievable on small training sets), 
while only construction of nonlinear features helps to increase recognition rate in the 
second case (and this requires large training sets). 

Consider also results in fig. 3-6. In all cases, error rates vary insignificantly for a wide 
range of hidden layer sizes. Best results are achieved on intermediate sizes, while the 
error rate rapidly increases for small hidden layers (in which too much information is 
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lost), and gradually increases with the number of hidden neurons exceeding the number 
of features meaning that reduction of features redundancy is more useful than 
construction of complex nonlinear approximation on small training sets. 
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Fig. 3. Error rates of one-layer autoencoders of different hidden layer sizes with logistic 
regression layer on DB1 (540 features) 
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Fig. 4. Error rates of one-layer autoencoders of different hidden layer sizes with logistic 
regression layer on DB1 (315 features) 

It can also be seen that multi-column autoencoders outperform one-column 
autoencoders on more difficult image classes (DB2) and have similar performance on 
simpler classes. Although multi-column autoencoders contain much more hidden 
neurons, they don’t suffer from overlearning more than one-column autoencoders (with 
the same number of neurons per column). 

Finally, stacked autoencoders were tested. However, they yielded very small decrease 
of the error rate. For example, multi-column autoencoders with two layers (400, 300) 
helped to decrease the error rate from 0.329 to 0.324, and for one-column autoencoders 
the error rate decreased from 0.323 to 0.319 on DB1. One might expect that multi-level 
autoencoders will be more useful in the case of pixel-level features and larger training 
sets, but adding the second layer was unsuccessful resulting in increase of the error rate 
from 0.353 to 0.373. Possibly, larger training sets or training image deformations are 
necessary for multi-level autoencoders to learn useful complex features. 
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Fig. 5. Error rates of one-layer autoencoders of different hidden layer sizes with logistic 
regression layer on DB2 (540 features) 
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Fig. 6. Error rates of one-layer autoencoders of different hidden layer sizes with logistic 
regression layer on DB2 (315 features) 

5 Conclusion 

Stacked autoencoders with logistic regression layer for classifying images were 
considered. Original modification of multi-column autoencoders was proposed. Their 
performance was evaluated on pixel-level features and special hand-crafted image 
descriptors. These descriptors were composed of color, gradient and texture features. 
Tests were conducted on two data sets – cat breeds and image categories (city, indoor, 
forest, mountains, features. Thus, some principal ways of efficiently extracting 
nonlinear representations of patterns from small training sets or constructing some 
general representations (similar to the proposed hand-crafted image descriptors which 
are applicable for recognizing different image categories) are required. 

Training on hand-crafted features appeared to be much more successful than on 
pixel-level features (without introducing deformations of training images). Error rates 
of 9.1% and 35.3% were achieved on the training set containing 4800 images for the 
task of recognizing 6 image categories using hand-crafted and pixel-level features 
correspondingly. Thus, only hand-crafted features yielded practically usable results. 
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Training autoencoders on small (10 patterns per class) samples using pixel-level 
features failed. In contrast, it stably improved (in comparison with single logistic 
regression) recognition rate in the case of hand-crafted features. 

From the gathered experimental data one can conclude that useful nonlinear features 
can be learnt by (stacked) autoencoders only using large training sets, since these 
networks don’t recover true underlying regularities in data, but approximate them by 
complex (multi-parametric) models. Most positive effect from usage of autoencoders on 
small training sets is possibly connected with redundancy reduction, and not with 
construction of nonlinear features. Thus, some principal ways of efficiently extracting 
nonlinear representations of patterns from small training sets or constructing some 
general representations (similar to the proposed hand-crafted image descriptors which are 
applicable for recognizing different image categories) are required. 
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Abstract. Predicting and mitigating demand peaks in electrical net-
works has become a prevalent research topic. Demand peaks pose a par-
ticular challenge to energy companies because these are difficult to foresee
and require the net to support abnormally high consumption levels. In
smart energy grids, time-differentiated pricing policies that increase the
energy cost for the consumers during peak periods, and load balancing
are examples of simple techniques for peak regulation. In this paper, we
tackle the task of predicting power peaks prior to their actual occurrence
in the context of a pilot Norwegian smart grid network.

While most legacy studies formulate the problem as time-series-based
estimation problem, we take a radically different approach and map it
to a classical pattern recognition problem using a simple but subtle for-
mulations. Among the key findings of this study is the ability of the
algorithms to accurately detect 80% of energy consumption peaks up to
one week ahead of time. Further, different classification methods have
been rigorously tested and applied on real-life data from a Norwegian
smart grid pilot project.

Keywords: Peak Prediction, Energy Consumption, Classification.

1 Introduction

Changes in the consumers electrical power consumption influences demand peaks,
which are difficult to predict due to their seemingly random occurrence. This is be-
cause consumption peaks are consequences of aggregated and collective behaviour
of several customers, and are influenced by many external factors. A simple exam-
ple of typical consumer’s behavioral influence is when people turn on their heater
when the weather is cold. When multiple consumers do this at the same time it,
which is natural since a drop in temperature affects them all, the aggregated be-
havior causes a peak in the overall electrical consumption. However, since there
are many factors other than temperature that influences a user electrical consump-
tion, it is far from trivial to foresee what the consumption will be and in turn pre-
dict high loads.

Both consumption peaks and peak supplies cause challenges for electrical ser-
vice providers because they need to design their grid for the maximum potential
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c© IFIP International Federation for Information Processing 2014



266 M. Goodwin and A. Yazidi

load. This is crucial since energy scarcity has severe consequences such as power
outages. An alternative approach to over dimensioning electrical grids for the
absolute maximum potential consumption peaks is evening out the peaks with
peak controlling methods. The difficulty lies in that to control consumption,
smart grid systems need know peaks prior to their occurrence, and there is no
existing method that can accurately do so. There is however no doubt that the
existence of such a method would help power companies, such as Agder Energy,
to design intelligent strategies for reducing the overall consumption. The overall
impact of successful peak prediction is enabling for electrical grids with less load
and in turn collectively less energy usage.

This paper addresses predicting electrical power consumption peaks in small
communities where there are no external data available, such as weather predic-
tions or detailed customer data. This contributes to a crucial part of larger smart
grid energy system which performs load balancing and avoids energy over-supply
to keep grid voltage at an acceptable level. The peak prediction algorithms are
meant to be used in a smart grid installation to: (1) Automatically turn off
smart electrical appliances. (2) Automatically ask consumer power cells to be
turned on. (3) Carry out local level load balancing. Hence, a potential peak at
one customer household will avoid contributing to an overall demand peak in
the system. This is a realistic scenario and such algorithms are planned to be
part of Smart Village neighbourhood in Arendal, Norway.

This is particularly difficult as peaks are influenced by complex behaviour
and typically occur in abnormal situations. Further, since this is planned to
be installed in a new Smart Village neighbourhood, there is no external data
available. We do not have access to other data such customer behavior, and
since this is a small relatively secluded area weather reports is expected to have
an equal impact on all customers and is therefore not particularly valuable1. The
latter is different most approaches in the literature [1].

Our main contributions in this paper are: In contrast to most other ap-
proaches, mapping peak detection into a two-labelled classification problem using
statistical terms. We further test it out with data from a real Norwegian pilot
smart grid project, and are able to get results in line with state-of-the-art with
relatively simple classification algorithms.

This paper is organised as following. Section 2 formally defines the problem
to be solved as a two-labelled classification problem. Section 3 continues with
the most relevant development in the area from two research areas: peak predic-
tion/detection and rare item classification. The data used in these experiments
are described in section 4 and the methods used for peak predictions are de-
scribed in section 5. Section 6 continues with the results and findings from these
methods. Finally, conclusion and future work is outlined in section 7.

1 The authors acknowledge that a change in temperature will influence electricity
usage and in turn yield peaks. However, if there is an over all energy usage increase
for all customers, techniques such as local load balancing will have limited value.
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2 Problem Setting

The goal of this research is to predict load peaks prior to their occurrence.
Formally, given a time sequence t let p(ti, n) be a statistical function asserting
whether ti is a peak where ti ∈ t and n tells the extremity of the peak as
following:

p(ti, n) =

⎧⎪⎨
⎪⎩

peak if ti > μ+ n ∗ σ
not peak otherwise (1)

where μ and σ are the arithmetic average and standard deviation of t, and n is a
number defined as the extremity of the peak. Thus, a value is defined as a peak
if it has a value more than n times the standard deviation above the mean value.
Is it possible to predict the output from p(ti, n) using only part of the sequence
occurring prior to ti (t<i ∈ t)? Hence, the peak detection problem is deducted
to a standard two-labelled classification problem. This is less trivial than most
two-labelled classification problems because the peaks are rare and “abnormal”.
Rare abnormalities are particularly hard to predict.

In layman’s terms: Is it possible to predict future load peaks using only past
data on electrical consumptions?2

3 State-of-the-Art

This section presents the most relevant research in the area of peak prediction.
Section 3.1 presents the research on prediction electrical loads, and section 3.2
presents research on classifications when there is a skewed division of labelled
data — i.e. classification when the positive labels are so few that it has a signif-
icant negative impact on the classification results.

3.1 Electrical Consumption Prediction

Many methods for load forecasting is available in the literature [1, 3–5]. Common
for many of these is a reliance on some sort of third-party data for predictions
and/or try to predict the actual power load. There are obvious similarities be-
tween peak prediction and load forecasting, but the objective is notably different.

A common approach is to use linear regression models in combination with
other factors such as heat data. This is shown very useful to predict short-term
peak loads [6, 7] and annual loads[8]. This research uses various functional linear
regression models and support vector regression for the actual prediction, and
clusters the data and assign one regression model per cluster.

Another common approach of load forecasting is to find a similar day based
on the available data, such as weather reports, and assume that similar days

2 Note that is very different from the seemingly similar peak detection (positive outlier
detection). For outlier detection it is possible calculate whether ti is an outlier using
ti itself.[2]
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have similar loads. Most relevant for this work is hierarchical two-step classifiers
used for short-term load forecasting [9] which first predicts the “type of day”
then an hourly forecast.

Some work exists without reliance on third party data with the assumption
that the data has some internal structure than can be learnt.3 Perhaps most
well known is the use of evolutionary algorithms and fuzzy logic approach to
predict hourly peaks from one to seven days ahead [10],wavelet transformation
techniques to accurately forecast power consumptions about 4 hours ahead of
time [11] and short-term predictions using exponential smoothing methods[12].
Further, other machine learning techniques been attempted such as non-linear
curve-fitting [13, 14] and Support Vector Machines (SVM) [15, 16]. .

3.2 Rare Item Classification

Rare item classification is a field within pattern recognition where the majority
of the data is impertinent, typically the normal situation, and consequently the
interesting data appears much rarer. Often times even the labels to be classified
are not known in advance. Further, there is an imbalance in the data available
for training (a priori). Exhaustive labelling is commonly required to build up
a proper training database. Both labelling and corresponding classification is
inevitably costly. Much research exists on this, but, to the best of our knowledge,
none of these directly address the peak prediction problem.

An effective technique when working with rare item classification is combina-
tion methods, such as hierarchical classifiers with more than one classification
technique [17, 18]. Generally this means organising local classifiers in an hierar-
chical structure and defining rules giving a global consensus. Based on techniques
such as majority voting, the classifiers yields significantly better results for rare
item classification than comparable algorithms, even with a flat structure [19].
Others use clever re-sampling, such as random under- and oversampling [17].

4 Data with Electrical Consumption Peaks

The data used in this project is from a summer cabin area in Hvaler, Norway for
six weeks in mid 2012 [20]. In total there are more than 7900 installations with
varying degree of activity — making the data very vacillated. From each installa-
tion, accumulated hourly energy consumptions (kWh) was collected throughout
the six weeks.

An examples of electrical consumption for one installation is presented in
Figure 1(b). This shows averaged values of 7 days — displaying some clear
trends: A rise and fall of the consumption with its highest around Norwegian
dinner time and lowest at night, repeated nightly.

Figure 1(a) shows an example of consumption with peaks for a specific 24
hour period. The threshold level, n, for the peak data in Figure 1(a) is set to 2

3 This is the same assumption we have in this paper.
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Fig. 1. Consumption patterns and peaks

yielding two peaks: around 05-03 22:00 and 05-04 16:00. Overall, by varying n
in the equation 1, the percentage of peaks varies from 15% for n = 1 down to
0.8% for n = 3.

5 Approach

This sections presents approaches for to predict p(ti, n). The first approach is a
straightforward solution introduced for comparison purposes. This is continued
with standard classification techniques inspired by similar work on load forecast-
ing [6, 15, 16, 21]. Lastly, we present hierarchical classification solutions inspired
by techniques in the literature on rate item classification[17–19]. All classifiers
aim at predicting p′(t<i, n) as close to p(ti, n) as possible.

Majority voting(cm):Firstly, a simple majority voting classifier was imple-
mented that counts the number of peaks in the training data and checks is
there are more peaks the previous day than could be expected based on simple
statistics.

Consistent Peaks.(cc):Secondly, another classifier was implemented that al-
ways predict the peak equal to the previous peak value as following:

cc(t<i, d, n) = p′(t<i, n) = p(ti−d, n). (2)

where ti is the data to predict and d is how many hours in advance ti is.

SVM(cl,cp):The purpose of the SVM is to create a function, linear(cl) or
polynomial(cp), that separates data that results in peaks from the data that does
not. Upon predicting p(ti, n) the vector space consists of a defined number of
points prior to ti ∈ t, namely t<i. Each individual point in t<i is then a separate
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dimension. Two variants of SVM are implemented; The linear SVM approach is
defined as cl(t<i, d, n), while the polynomial is defined as cp(t<i, d, n),

GMM(cg):GMM is a classifier known for handling outliers well [22]. It has, to
the best of our knowledge, not been used for load or peak prediction previously.
It has however been used for many other classification applications with success,
and is specially suited for rare item classification. Similar, to the SVM classifiers,
when classification of ti with GMM we populate the vector space with points
prior to ti (t<i). This classifier is defined as cg(t<i, n).

Two variants of hierarchical classifiers are presented: Hierarchical and Hierar-
chical with Consistent Peaks. They both use a flat approach similar to variants
in the literature [19] — namely straightforward combinations of the other clas-
sifiers.

Hierarchical (ch1): The hierarchical classifier is simply a combination of the
linear SVM and GMM similar to the common practice in the literature as
following:[23, 24].4

ch1(t<i, d, n) = cl(t<id, , n) | cg(t<id, n) (3)

Hierarchical with Consistent Peaks (ch2): An additional classifier was cre-
ated utilizing the data from the consistent peaks (see equation 2). This extends
equation 3 as following.

ch2(t<i, d, n) = cl(t<i, d, n) | cg(t<i, d, n) | cc(t<i, d, n) (4)

6 Experiments

This section presents empirical results from running the predictive algorithms
introduced in section 5. In line with common practice in the field [10], we present
predictions starting from one hour into the future and up to 7 days (168 hours).

Section 6.1 presents a comparative experiments when n set to 1 — predicting
moderate peaks. Additionally, section 6.2 shows the behaviour when varying n
— making the peaks to detect more extreme — influences the algorithms.

All results presented in this chapter use a vector size of 24.5

Further, several metrics exists to evaluate information retrieval approaches.
This paper promotes classification methods that favour false positives over false
negatives. This is because a false positive, predicting a peak that is not present,
has significantly less consequences than not predicting peaks which are present.
Thus, high recall is much more sought after than high precision.

4 Note that the decision rule is simpler than most other setups.
5 Several experiments were carried out with various vector sizes concluding with a

vector size of 24 units. These results are not crucial to the understanding of the
approach and therefore omitted.
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6.1 Predicting Small Consumption Peaks

This section presents peak predictions with n in equation in p(ti, n) (equation
1) set to 1. This is the most straightforward approach where peaks are defined
as simple values larger than the standard deviation.

Figure 2(a) and 2(b) show the recall and precision of the applied algorithms.
These figures all show predictions 1 to 168 (7 days) into the future with n set to
1. This means that each time instance in the data, the algorithms try to predict
from 1 to 168 hours ahead of time and the average is shown in the graph.

0 50 100 150

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

t

R
ec

al
l

Hierarchical with Consistent Peaks
Hierarchical
GMM
Linear SVM
Consistent Peaks
Majority Voting
Polynomial SVM

(a) Recall

0 50 100 150

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

t

Pr
ec

is
io

n

Hierarchical with Consistent Peaks
Hierarchical
GMM
Linear SVM
Consistent Peaks
Majority Voting
Polynomial SVM

(b) Precision

Fig. 2. Recall and precision for predicting 1 to 168 hours into the future with n set
to 1

All pattern recognition algorithms, SVM, GMM and Hierarchical has a de-
crease in recall as the t increases. This means that, in line with intuition, the
difficulty increases the further into the future the algorithm try to predict peaks.
However, when t reaches 24 the quality of the measure increases. Hence, it is
easier to predict 24 hours into the future than it is to predict other values.
This suggests that people behave similarly in 24 hour cyclic intervals (cook din-
ner, eat, sleep at roughly the same intervals). This is supported by “Consistent
peaks”-classifier is surprisingly accurate.

The figure shows that the hierarchical classifiers have an excellent recall (Fig-
ure 2(a)). Thus, these algorithms are able to detect about 80% of the peaks in
the data. Further, the recall decreases as t increases for all algorithms. Hence,
prediction becomes more difficult the further into the future the algorithms aim
at predict. This is however less true for hierarchical classifiers and GMM than
for comparative algorithms.
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Fig. 3. Recall predicting 1 to 168 hours into the future varying n

On the other hand, the hierarchical classifiers have a low precision (Figure
2(b)). The algorithms have many false positives (close to 80%). We can say
that an hierarchical classifier is able to predict 80% of the peaks, and whenever
it predicts a peak it is a 20% chance that it is an actual peak. Keep in mind
that the objective of the algorithms is to favor false positives compared to false
negatives false negatives having less impact in electrical power grids.

6.2 Predicting Larger Consumption Peaks

This section presents results upon varying n in p(ti, n) (equation 1). By in-
creasing n the peaks become more extreme and (presumably) more difficult to
predict.

Figure 3(a) and 3(b) show recall over time when n is set to 2 and 3. This is
same setup as shown in figure 2(a) with n set to 1, but the behaviour is notably
different. First and foremost, all classifiers have a decreased recall. Most notably,
the SVM classifiers drop fast to a recall close to 0. In this scenario, SVM is only
able to predict close to 24 hours into the future, and not very well. Consequently,
the hierarchical classifiers are only slightly better than GMM — which means
than SVM does not contribute much in an increased recall in the hierarchical
classifiers.

The trend in Figure 2(a) (n=1) and 3(a) (n=2) is continued in figure 3(b)
(n=3), but is more extreme. The SVM classifiers more quickly drops to 0 and
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the difference between the hierarchical and GMM classifiers are much less. Still,
the best algorithms are able to reach a recall more than 70%. 6

Another trend which is more visible is that the results are more chaotic which
may be caused by only some of these extreme peaks are predictable, while oth-
ers are not. With peaks as n increase this becomes more apparent in the data
rendering more challenging results.

A conclusion to be drawn from this is that an increase in the extremities of the
peaks makes the classification more difficult. However, GMM and corresponding
hierarchical classifiers are still able to detect more than 70% of the peaks. All
other classifiers fall short with a recall close to 0.

7 Conclusion and Future Work

This paper deals with predicting electrical consumption peaks as input to load
balancing and/or smart pricing strategies. This is done in a completely new way
by mapping the prediction activities into a two-labelled classification problem.
Further, in contrast to most existing approaches, the features are based solely on
previous consumptions, avoiding reliance on third party data for the predictions.

Several classification algorithms are implemented and successfully applied on
real-life data from a Norwegian smart-grid pilot project. The most promising
results are produced by a simple hierarchical classifier combining linear support
vector machines, Gaussian mixture models and deterministic assumption of con-
sistent peaks. This solution is able to detect 80% of consumption peaks up to one
week ahead of time. This promising result shows the usefulness of our approach.

This paper is part of an ongoing research project aiming at a developing smart
energy housing technology with peak prediction as an essential component. We
plan to carry out the following research: Comparison with additional classifiers,
such as graph based classification approaches and more advanced hierarchical
classifiers. We also plan to include weather information data as commonly done
in the literature in order to improve the prediction results. Most importantly,
this work is planned to be used in the scheduled Smart Village Skarpnes with
40 passive houses.

Acknowledgements. This project is partially funded by Agder Regional Re-
search Fund with the project “Grid Operation and Distributed Energy Storage:
Potential for improved grid-operation efficiency” and the Norwegian Research
Council funded project “Electricity Usage in Smart Village Skarpnes”. These
projects are carried out together with University of Agder, Teknova, Agder En-
ergi Nett and Eltek. Data is collected through the external DeVID project.7

6 The trend continues when increasing n even further. This is deliberately left out of
the paper since this does not contribute to further insight of the algorithms.

7 http://www.sintef.no/Projectweb/DeVID/Prosjektpartnere/

http://www.sintef.no/Projectweb/DeVID/Prosjektpartnere/
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Abstract. Current lifestyle in developed countries makes the practice
of outdoor activities to be almost mandatory. But, since these practices
such as trekking, biking, horseback, or simply running or walking in
urban parks, are made in nature (at least outdoors) not everyone can
practice them in optimal physical conditions at any time of the year. We
are referring to those who suffer from pollinosis or “hay fever”.

This work present the first stages in the development of a semi-
automatic system for counting and identifying airborne pollen, using
artificial intelligence techniques for recognizing four of the most repre-
sentative allergenic pollen types. The system consists of a first stage for
the location of pollen grains in the slides, and a second whose goal is the
identification using Independent Component Analysis (ICA) and neural
nets or SVM. The overall success results achieved with our system are
about 88%, averaging for all classes.

Keywords: Independent Component Analysis (ICA), airborne pollen,
pollen allergy, Neural Networks, SVM.

1 Introduction

Modern cities have good urban parks or nearby natural environments where its
citizens can practice outdoor activities. But, both in these urban parks and in the
nearby natural environments, there may be plants producing allergenic pollen
for many people. These plants can be natives or even exotic plants used for
ornamental purposes, because landscape artists tend to use them in new urban
parks. This can cause that many people may not practice outdoor activities, at
least not in full physical conditions at any time of year. We are referring to those
who suffer from pollinosis or “hay fever”, that is, presenting allergy to certain
types of airborne pollen at certain periods of the year in concrete geographical
locations. In [1] it can be found a review of the main types of allergenic pollen and
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Fig. 1. The slices used to collect the pollen are subjected to a dyeing process. In that
way, the pollen grains appear colored over the rest of the surface and others deposed
particles in it. Here a frame extracted from a video sequence recorded with a digital
camera through the microscope is shown. One can see in the picture the effect of
staining the pollen grains. Since, four grains appear fully differentiated from other
particles deposited on the adhesive.

the rates of pollen allergy in Europe. There, authors state that the prevalence
of pollen allergy is presently estimated to be up to 40%.

Count and classification of airborne pollen is a very laborious task that require
a lot of time and has to be made by skilled professionals. It is necessary a
high level of training to obtain accurate classification results. The study of a
preparation (Fig. 1) normally require the identification of a huge number of
pollen grains. These analysis can take 2 hours or more, depending on pollen
concentration in the sample. Another problem to consider is that the pollen
identification can involve some error, because this task is subject to personal
perceptions. Normally, the experts work with 400x optical microscopes and when
they locate a pollen grain, they need to change the focal plane many times. The
pollen grain is a tri-dimensional particle which have an aerodynamic size of 15−
40 μm. Therefore, its appearance in the microscope image changes dramatically
depending on the chosen focal plane. Furthermore, the pollen grains can present
some degree of translucence, depending on the type of treatment they have
undergone. And, in this case, it is possible to see its apparent inner structure.
In Fig. 1 (image extracted from a video sequence) there are four pollen grains
of different sizes and, therefore, differently focused. It can be appreciated that
the one located at the upper left corner is fully unfocused, whereas the other
three can be seen clearly. In subsequent sequences of the video, this pollen grain
will appear well focused and completely defined while the other three will be
unfocused. This makes pollen identification a very complicated and challenging
task, where it is necessary to consider a number of features such as the grain
shape, the polarity, the number of openings and their arrangement and shape,
texture features,..., and finally, this is translated to a number of perceptions that
each expert can have [2].
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In recent decades many works have been proposed aimed at locating and
identifying pollen using computer vision techniques. In [3], the authors assess the
potential of IR spectroscopy of the Fourier transform as an alternative method
for fast and realizable identification of some of the pollen grains types that cause
a higher rate of allergy. In [4], a prototype of a full self-station for counting
and identifying of pollen on standard glass slides is presented. In [5] a system
for automatic detection and classification of pollen on standard slides is also
proposed. And, as in the previous case, it also uses parameters and texture
analysis to obtain the feature vectors. As can be seen, several approaches have
already been proposed to get an automatic or semi-automatic counting station
and classification of airborne pollen. It is relatively easy to locate the pollen
grains on the slide once the sample has been prepared, that is, it has been
subjected to a dyeing process so that the pollen grains are colored (Fig. 1).

Currently, we are developing a self-station where a video camera linked to a
microscope is controlled by a computer to get the sample images. The microscope
digital camera set can be moved in the direction of Z axis to fit the focus, while
the sample to be analyzed is placed on a standard microscope slide and it can be
moved in the XY plane, so that the system can move along the entire surface of
the slide capturing conventional light microscope video images. Then, each one
of the captured videos is analyzed to select the frames with better definition,
which will provide the main information. The selected frames are subjected to
a process of feature extraction using Independent Component Analysis (ICA),
resulting in a feature vector that it will be the input to a classifier. ICA has been
widely used in the last decade as a feature extraction technique for its ability
to get a base of functions adapted to every problem [6], especially for natural
images [6,7]. Different approaches for the analysis of frames are given in [4] and
[5], where dark field images (photograph of the silhouettes) are captured and
then analyzed together with shape and texture features.

2 Dataset

Our aim is to develop a self-station for counting and identifying airborne poten-
tially allergenic pollen. For this reason, we have opted for capturing prototypes
from pollen images taken under the same conditions in which palynologists,
responsible for this task, carry it out, and not to take the prototypes from a
standard database as the European Pollen Database [8]. The samples were col-
lected by an aerobiological sensor (7 days recording volumetric spore trap), Hirst
type, Burkard 7-day. Once they were treated, we used those samples to record
the videos. And from these videos, the pollen prototype images used in this work
(Table 1) were captured by means of an algorithmic method. As will be explained
in detail in the next section, the algorithm, looks for the frame with higher con-
trast (larger number of edges), for each pollen grain present in the sample. That
will be equivalent to having the better definition, showing a greater amount of
characteristic details of each particular pollen grain.

It can be seen in Table 1 how there are different classes that seem very simi-
lar. This could be because, in those cases, the pollen grains came from the same
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Table 1. Examples of pollen of each class and of unwanted particles (trash)

class samples class samples

Avena sativa Avena sterilis

Calocedrus decurrens Olea europaea

Cypress Phalaris minor

Dactylis glomerata Lolium rigidum

Quercus rotundifolia trash

family: Lolium rigidum, Dactylis glomerata, Phalarais minor belong to Gramineae
family. However, this is not true for Avena sativa and Avena sterilis which also be-
long to the Gramineae family. Besides, Calocedrus decurrens and Cypress belong
to Cupressaceae family and in the images appear quite different. For this reason,
it is very difficult to discriminate among pollen of the same family, even for skilled
persons. Therefore, in some experiments the pollen belonging to the same family
is treated as the same class.

3 Methods

Two processes have to be differentiated: first the process followed to segment
the pollen grain images in the video sequences, and second the process followed
to classify these images.
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3.1 Segmentation

Videos from standard glass microscope slides containing the grains of pollen were
recorded. These videos were recorded by moving the microscope (that is, chang-
ing the focal plane) in the direction perpendicular to the slide (Axis Z) for about
100 μm, depending on the pollen sizes and the slides conditions. Furthermore,
these conditions determined the speed at which the microscope was moved, be-
cause, at this stage of the project development, the movement was carried out
by hand. In this way, each video has about 120 to 180 frames. Afterwards, these
videos were analyzed to segment the pollen grains contained in them, with the
ultimate goal of finding the best image for each pollen grain that appears in each
video. Due to the change in the focal plane, it is possible that, when a video has
more than one pollen grain, the best frame for segmenting each grain does not
match, as can be seen in Fig. 1.

Fig. 2. Outline of segmentation algorithm of pollen grains

The process is shown in Fig. 2. First, the algorithm calculates the co-occurrence
matrix for each frame in each video. The contrast of each frame can be measured
from this co-occurrence matrix and, thus, it is possible to select the frame with
higher contrast. This frame is used to segment the possible grains of pollen con-
tained in the image. And after that, once the position of each grain of pollen is
known, the algorithm analyzes again the video, but now looking each time in the
position where the grains of pollen are.

To start the process of segmentation of pollen grains, the frame (color image)
with higher contrast is converted to grayscale. And, the pollen grains are seg-
mented by using the histogram and taking into account a series of parameters
such as shape factor (pollen grains have a more or less rounded shape), size
for each pollen class and others based on the gray value features in each region
as deviation and entropy (pollen grains have a semi-translucent inner structure
(cytoplasm) and it is not homogeneous in its gray levels).

To find the best frame for each pollen grain the algorithm uses two different
processes. One of them consists in using the co-occurrence matrix, equal than to
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look for the frame with higher contrast, but now, focusing at the regions where
the pollen grains are. And the other one consists in using the Fourier transform
to find the frame with higher contrast focusing also at the same regions that the
previous one. In that way, the algorithm obtains two different sets of images for
grains pollen prototypes. Obviously, artifacts (unwanted particles as dust and
detritus) are taken as well in this process. These artifacts will be used as image
prototypes for background and unwanted particles.

3.2 Classification Algorithms

For training our system, a classical scheme to train classifiers was followed, which
consists in to use three independent sets of patterns: one for training, one for
avoid the overtraining and another for testing [9]. For generating each of these
sets was applied ICA to the pollen images prototypes. We have used Neural
Networks and Support Vector Machine (SVM) [10] classifiers.

Independent Component Analysis, (ICA). ICA is a statistical generative
model whose objective is to explain the original data (X) using statistically
independent random vectors (S). X can be modeled as X ≈ AS, where S is the
matrix of latent independent components and A is the mixing matrix.

This technique can be used for feature extraction since the components of
X can be regarded as characteristics representing the objects (patterns) [6].
FastICA algorithm [11] was used to build ICA base functions of the pollen image
space. Once a suitable ICA model has been created, it can be expressed, as also
with other transformations (wavelets or Gabor filters [12]), each sample of an
image (I) located in (x, y), that is, the pixel gray-scale values (point luminances)
in an image, as a linear superposition of some base functions Aj(x, y) (rows of
the mixing matrix A) called features,

I(x, y) =

q∑
j=1

Aj(x, y)sj (1)

where the sj are image-dependent coefficients. While the features Aj are the
same for all patches, all prototypes used to generate the ICA base functions.
That is, by estimating an image basis using an ICA algorithm, it can be obtained
a basis adapted to the data that can model the image space.

The optimal ICA model order is estimated based on the performance of a
classifier. Where, the input vectors to this classifier are generated in the following
way: first, two different input window sizes, 32× 32 and 64× 64, are considered;
hence each sample used to build the ICA model was resized accord to the size
of the model. The resizing was done using the bilinear interpolation algorithm
provided by the OpenCV library [13]. For each input size were built 11 ICA
models providing a given number of features in the range of 10 to 60.



282 A. Garćıa-Manso et al.

Neural Networks, (NN). The neural classifier was built with a feed-forward
multilayer perceptron which has a single hidden layer. The neural network weights
were adjusted with a variant of the classical Back-Propagation (BP) algorithm
named Resilient Back-Propagation (Rprop) [14]. Rprop is a local adaptive learn-
ing scheme performing supervised batch-learning in a multilayer perceptron with
faster convergence than the standard BP algorithm.

In this work, the Stuttgart Neural Network Simulator environment SDK [15]
was used to generate and train the neural network classifiers. To avoid local
minimum during the training process, each setting was repeated four times,
changing the initial weights in the net at random. Furthermore, the number of
neurons in the hidden layer was allowed to vary between 50 and 650 in steps
of 50 selecting the network that provides the highest success rate over the test
subset.

Support Vector Machines, (SVM). LibSVM [16] library was used with the
radial basis function kernel showed in eq. 2. To find the optimal configuration
of the classifier, the best values to use for parameters γ and C were studied,
varying them between 0.125 and 4 in a nested loop which doubles the value of
the corresponding parameter in each round.

K(xi, xj) = exp(−γ ‖xi − xj‖2 , γ > 0) (2)

4 Results

Due to the nature of the dealt problem was decided to do two experiments. In the
first (Experiment 1) all classes shown in Table 1 are considered independently
each from others. That is, in Experiment 1, ten classes are considered. While
in the second (Experiment 2), Dactylis glomerata, Phalaris minor and Lolium
rigidum are grouped in a same class named Gramineae; Avena sativa and Avena
sterelis are also grouped in a same class named Avena, although, they also
belong to the Gramineae family. And finally, Calocedrus decurrens and Cypress
are grouped in a same class named cypress, although images of those classes
appear somewhat different. In that way, only six classes are considered in the
Experiment 2.

A double training process was done, on the one hand NN classifiers were
trained and, on the other hand, SVM classifiers. After training process were
obtained the results shown in Tables 2 and 3, where can be seen the results
obtained over the test subsets. To perform the test, the same sets prototypes
in a 10-fold cross validation configuration for the two types of classifiers were
used. Therefore, the results are shown using box plots. The total number of
prototypes was 1660 with a average distribution in the 10-fold as follow: 167.9
for trash, 134.4 for Cypress, 174.7 for Calocedrus decurrens, 175.1 for Lolium
rigidum, 76.5 for Dactylis glomerata, 141.2 for Phalaris minor, 121 for Avena
sativa, 105.6 for Avena sterelis, 298.1 for Quercus rotundifolia and 264.9 for
Olea europeae.
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Table 2. Classification results depending on components number obtained for the
Experiment 1

First of all, it has to be said that the training times for the neural nets
classifiers were longer than for the SVM classifiers (in average, about 25 minutes
for SVM against more than 48 hours for NN). For this reason, after to do a
significant number of trainings with NN and to test that the results were worse
than with SVM, it was decided not to do more trainings.

In tables 2 and 3 one can see the performance obtained by the neural and
SVM classifiers depending on the number of features in the inputs vectors. In
that way, the results obtained, choosing the median as a standard to select the
best value, are shown in Table 4.

As can be seen in these tables the performance of the SVM classifiers is
better than that of the neural classifiers, about 10 percentage points in all cases.
This along with the training time do that, for this problem, the election of the
SVM classifiers is much more convenient than NN classifiers. Another points to
consider are, on the one hand, that the success results do not seem to depend
on the prototypes dimension. At least for the two sizes that were considered.
Which indicates that there is information enough in the prototypes of less size.
And, in the other hand, the grouping of the classes in Experiment 2 does not
seem to improve very much the average success results.
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Table 3. Classification results depending on components number obtained for the
Experiment 2

Table 4. Summary of Tables 2 and 3. Maximum value of the median in each case.

SVM NN

Prototypes dim. Experiment 1 Experiment 2 Experiment 1 Experiment 2

32 87.16→15 comp 86.59→20 comp 76.24→25 comp 79.50→20 comp
64 86.59→20 comp 86.78→20 comp 77.58→30 comp 79.31→30 comp

5 Conclusions

The aim of this study was to test if by mean of an algorithm we were able to
count and classify the allergenic airborne pollen in a semi-automatic way. Since,
we need the samples already prepared. And from the obtained results, we could
say that we have developed an algorithm able to segment well the pollen in the
image samples. And the classifier algorithm using SVM carries out about a 90%
success. Which, taken into account nature of the problem, is a very promising
result. As future work, we have to improve the algorithm to segment the pollen
images doing it more adaptable to the samples conditions. And, with the station
built, we have also to capture each time more image prototypes of all classes to
do more robust the classifier.
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Abstract. An enhancement to the growth curve approach based on neuro
evolution is proposed to develop various forecasting models to investigate
the state and worth of the producer, to market a new product. The fore-
casting model is obtained using a newly introduced neuro evolutionary
approach called Cartesian Genetic Programming based ANN (CGPANN).
CGPANN helps in obtaining an optimum model for all the necessary pa-
rameters of an ANN. An accurate and computationally efficient model is
obtained, achieving an accuracy as high as 93.37% on the time devised
terrains, providing a general mechanism for forecasting models in math-
ematical agreement to its application in econometrics. Comparison with
other contemporary model evidences the perfection of the proposed model
thus its vital power in developing the growth curve approach for predicting
the sustainability of new products.

Keywords: Growth curve approach, Cartesian Genetic Programming
(CGP), Artificial Neural Network (ANN), Product sustainability.

1 Introduction

Marketing a product needs knowledge about the anticipation of the end user
and forecasts make it possible to respond to these changes. Different types of
forecasts are made in order to mend the stability of a firm in the market includ-
ing: demand forecast, supply forecast, sales forecast, production forecast, profit
forecast, advertisement and promotional expense forecast.

Food products are always in the phase of innovation so that the user remains
adhered to the products of a specific company. It is the job of a food company
to know the exact limits of demand for a new product before its commissioning,
machinery planting and management of other capital resources [10]. Trends in
the previous products and their variation in different ingredients results a timely
development or evolution of new products. Firms having past experience and
marketing setup therefore always keep using previous knowledge for establishing
a new product, that is a resultant of some alteration in the present or previously
developed product(s).

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 286–297, 2014.
c© IFIP International Federation for Information Processing 2014
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Data from the previous products that correlates the developing products is of
great importance while dealing demand forecast. Without proper formulation of
the past facts, the theories constituted for product forecast are meaningless 1.
Economists use different traditions strategies and probabilistic models to eval-
uate the core consumption of a product before its initiation [2,3] . The general
concept of economists circle around one point that is the net income from a
product which is to be commercialized [9]. So the financial market can be stud-
ied completely by its two major aspects: fundamental and technical analysis.
The fundamental analysis involves the study of economic factors of the prod-
uct on a firm, while the technical analysis has to do with the future worth of
a product and its sustainability. Joel Dean [4] has explained the achievement
of these two goals in a six point formula by exploring evolutionary approach,
substitution approach, opinion poll approach, sales experience approach, growth
curve approach and vicarious approach.

This paper is using the growth curve approach [4] for the prediction of the
sustainability of new products. The uniqueness in the work is that the growth
curve of the future sales and stock is used for the prediction of the sustainability
of the product by utilizing a neuro evolutionary approach of Cartesian Genetic
programming evolved ANN (CGPANN). The paper is organized in the following
manner. Section 2 provides an overview of the past work done in the field. It
explains factors involved in product design and prior marketing steps. Section
3 gives an insight of the basic strategies followed in the development and com-
mercialization of market products whereas section 4 covers the concept of CGP
evolved ANN and their implementation mechanism. The Experiments, Results
confirmed by the experiments and concluding remarks are added in later sections
of the paper.

2 Literature Review

Expected future market of products and financial time series forecasting has
been explored in the past using various methods including econometric, statisti-
cal, probabilistic, expert systems and various other ANN based techniques. The
most popular econometric model is the logit model [13], based on qualitative
analysis of the product. Mixed logit with repeated choices that is an extension
of the logit model dealing with the dependencies within each nest is proposed in
[16]. The logit model and nested logit [1] model neglects the dependency of the
prediction by using independence from irrelevant alternatives property. [3] deals
the innovative perspective of new product by measuring the impact of society
in choosing the right size of automobile and issues like downsizing of cars etc.
[2] deals real world cases, including stock problem and inventory issues, while
applying statistical approaches for making estimation about the consequences
and likelihood of some future events. Fuzzy logic based production time-lining
is developed in [15] for rescheduling of the production in the presence of varying
perturbations.

1 http://www.statsoft.com/Textbook/Demand-Forecastin

http://www.statsoft.com/Textbook/Demand-Forecastin
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Neural Networks are always comparable to other prediction models when it
comes to time series analysis. Back-propagating Neural Network model is used
in [12] for forecasting the demand of sea food material demand. SVM is used
for financial time series forecasting in [8]. Financial time series analysis has been
covered in [6] using Support Vector Machine (SVM) with modified features.
The prediction model in [5] uses neural networks while it takes time series of
bankruptcy data, predicting likelihood of bankruptcy. The stock market fore-
caster design is also obtained using Modular Neural Network in [5]. Neural Net-
works are employed in stock market for future trading volumes in [9]. This work
is different from the past applications of the Neural Networks to the industrial
development in the sense that it uses the trading volume and the change in the
market value of the production of the firms for predicting the sustainability of
the firm. This whole technique is collectively termed as growth curve approach.

3 New Product Development - An Insight

Product design is the core issue for the deployment of new product in the market.
New product should be consummate in terms of its function, environment, cost,
ergonomics, material, customers need and industrial production feasibility2. It
should be unique and carry the identity of the producer in case of cash-cow3

companies. The more relevance of the product to the discussed attributes makes
it more user friendly, affordable and attractive. In case, the product that is to be
commercialized, is the renovation of some already existing product(s) or product
that were developed in the past, the deployment should follow the production
and consumption trends of these previous versions of the products. Forecasting
the peak consumption era depends on the need of a product, for which the
producer must be ready to place the product in the market at the exact time for
the exact duration. The key discrepancies can be removed easily if the products
are ready in their development.

Investigating the company’s ability to introduce a successful product can be
done by analyzing the past statistics of the firm [8]. The variation in the pro-
duction of the company can be studied from the daily market values, variation
in the sales with time and the total development to the date of announcing new
products. The behavior of the time series is the resultant of the features that
constitutes the growth of a product or company. This particular time series is
thus used for predicting the near future and ensembles of the product profile.

4 Cartesian Genetic Programming Evolved Artificial
Neural Network (CGPANN)

The dynamicity of Artificial Neural Network is enhanced using different evolu-
tionary techniques. These techniques including NEAT [7], TWEANN [17] and

2 http://www.deaconlloyd.com/services/market-feasibility-studies.html
3 http://www.wikinvest.com/wiki/Cash_cow_business

http://www.deaconlloyd.com/services/market-feasibility-studies.html
http://www.wikinvest.com/wiki/Cash_cow_business
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co-evolutionary method including adaptive and self-adaptive differential evolu-
tion systems [18]. The application space of ANN is increased when it is evolved
using CGP.

Architectural overview of CGPANN. A typical CGP evolved ANN consists
of CGP Nodes connected with each other and to the inputs/output(s). The nodes
or neurons thus are used as processing elements. A node can either be in input
layer, it can form hidden layer or it can be a part of the output layer. In feed-
forward CGPANN, this node takes its input either from the preceding sister
nodes or from the system input, depending upon its location in the network.
Each node takes a defined number of inputs that is specified in the initialization
step for the network evolution. These input are then scaled (defined by Eq. 1)
and summed before passing through an activation function.

∀WϕεPRG([1,−1]) ∧ ϕ = [1, 2, 3, ..., n] (1)

ϕ is the total number of input connections to a node and the weights that are
generated by PRG are assigned to these input connections respectively. All the
connections are scaled before applying to a random node. Input nodes take their
inputs from the system inputs directly without scaling. Intermediate nodes take
its input(s) from preceding nodes in case of feed forward ANNs. The activation
f(x) is chosen to be log-sigmoid for all nodes in this network, defined by the Eq.
2. Junk nodes have no connectivity hence contribution to the network output.

f(x) =
1

1 + e−x
(2)

Here, x is the sum of scaled inputs of the randomly chosen inputs. The x is given
by the Eq. 3

x =

n∑
i=1

[Ii]× [Wi] (3)

Where the number of inputs ranges from 1 to n, given by matrix [I] in Eq. 4.
The matrix [W ] is the collection of respected random weights to the node, given
by Eq. 5. Eq. 3 adds the product of all inputs and their respected weights.

I = [i1, i2, i3, ....., in] (4)

W = [w1, w2, w3, ....., wn] (5)

Any summing junction in ANN can be represented by

y′ =

N∑
i=1

xi (6)

where xi is the input to the junction. If the same input is scaled with a randomly
assigned weight wi then Eq. 6 takes the form

y′ =

N∑
i=1

xiwi (7)
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Let for N inputs to a node, we have yj output such that

yj = f j(y′j) = f j

( N∑
i=1

xiwi

)
(8)

Here f is an activation function, particular to node j. If total number of nodes
in the network are NT then j is defined by

{j|jεN ∧ 1 ≤ j ≤ NT } (9)

Let I be the input set to a unique genotype networkGk, consisting unique entries
i such that, for all inputs

iεR ∧ 0 ≤ i ≤ 1 (10)

in
I = {i1, i2, i3, ....in}

so, network Gk is the a set of random selection from inputs [I], outputs of nodes
yj , for a single output Op such that

Op =
1

n

N∑
i=1

(
f

(∑
(yjWj + yj−1Wj−1 + .... + y1W1 + IWk)

))
(11)

here, Wj , Wj−1, ... W1 are Random subsets of W such that Wk is a subset Wj

and
Wj = {wk|wkεR ∧ −1 ≤ wk ≤ 1} (12)

Now
Gk = {I, yj, yj−1, ...., y1, Op} (13)

yj =

(
f

(∑
(yj−1Wj−1 + yj−2Wj−2 + ....+ y1W1 + IW )

))

yj−1 =

(
f

(∑
(yj−2Wj−2 + yj−3Wj−3 + ....+ y1W1 + IW )

))

...

y2 =

(
f

(∑
(y1W1 + IW )

))

y1 =

(
f

(∑
IW

))

(14)

Let Gk and Gl be the two successive genotypes. Gl is produced from Gk by
mutating μ% weights of connections in Gk, nodal connectivity, functions defining
each node or the combination of these.
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Let the total entries in Gk, including weights, connections and functions be Ncwf

then
N ′

cwf = μ×Ncwf (15)

N ′
cwf represents genotype entries that are to be randomized to get Gl.
Let r be a unique entry to the set ζ that contains value to be changed to get

mutated Gk or Gl defined by r.

{r|rεζ∀(W, I, yj)} (16)

each value in r is defined by a Pseudo Random Generator (PRG) that takes
N ′

cwf values from available Ncwf entries using the relation

{
ri|riε{1, 2, 3, ..., Ncwf} ∧ ri ⊂ {1, 2, 3, ..., Ncwf}

}
, i = 1, 2, 3, ...N ′

cwf (17)

where ri belongs to {1, 2, 3, ...Ncwf} so each entry in ζ is

Γ (i) =

{
ri|riε{1, 2, 3, ...Ncwf} ∧ {1 ≤ ri ≤ Ncwf}

}
(18)

The value that is replaced in Gk for N ′
cwf values uses Pseudo Random Number

Generator (PRG). Here, each input Ii is the output of some proceeding node or
the network input given by the Eq. 19.

I(G,L,N) = PRG([O(G,Lp, Np)] : [I(G,L0)]) (19)

G represent a specific genotype, L is the Layer in which the node N is situated.
Lp and Np are representing the preceding Layers and Nodes respectively whereas
L0 represent the input matrix to the Genotype G.

The mutation rate is kept 10% for its better results in [11]. In each generation,
connections are altered and weight are varied according to the relevance of the
network output with the desired values that are also given to the network for
its training. Junk nodes that contribute none to the network and having no
influence on the network performance are exscinded using CGP in an efficient
way. Thus the final phenotype might have node number less than the number of
nodes that are initialized at the start of evolutionary phase. The data is taken for
three different dairy product producing companies i.e. Nestle (NSRGY)4, Dean
Food Company (DF)5 and Saputo (SAPIF).

The growth curve estimation model works in two major steps. The first step
involves the training of the model. The daily stock market values of NSRGY for
the years 1998-99 are used to train the particular CGPANN model. The model
develops an intrinsic intuition for predicting the next half day stock value while
taking 7 days data as its input sequence. 10 different networks, on the basis

4 http://money.rediff.com/companies/Nestle-India-Ltd/11120007/nse/

day/chart
5 https://finance.yahoo.com/q?s=DF

http://money.rediff.com/companies/Nestle-India-Ltd/11120007/nse/day/chart
http://money.rediff.com/companies/Nestle-India-Ltd/11120007/nse/day/chart
https://finance.yahoo.com/q?s=DF
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of the number of their nodes, were initialized for this purpose. The number of
nodes were varied between 50 and 500 with a step size of 50. Inputs are taken
from the provided stock value time series to the network where the CGPANN
calculates the output Vforecasted. This output is compared with the given desired
value Vactual and the generation proceeds to minimize this difference between
the output from the network and the desired output. The evolution stops after
reaching to the maximum number of generation, initialized at the start of this
training session or if the desired fitness is achieved. The fitness of 10 mutants is
measured at the end of each generation using Eq. 20. This training phase took
20 hours when performed with 3.4GHz corei7-2600 processing unit with 16GB
RAM and 8MB L3 Cache.

Fitness = 100%−MAPE (20)

Where MAPE is the mean absolute percentage error that is calculated as

MAPE =

∣∣∣∣VActual − Vforecasted
VActual

∣∣∣∣× 100% (21)

After selecting the best mutants among the evolved genotypes, these networks
are evaluated with the time series data of normalized stock values, change in
stock and total sales to data. Sliding window mechanism is used for the prediction
of whole sequence. The model takes 14 inputs and gives forecast value for the
nested inputs.

5 Experiment Results

Selecting Network: MAPE values of the networks for the years 1998-1999
given for each network in Table 1. Table 1 is the numerical evidence of the fact
that although all networks are giving a minimal MAPE due to their better adapt-
ability features while each network is evolved for its 1M generations, the network
that is initialized with 450 nodes outperforms over other networks. Although the
error increases when the forecasting horizon is elevated yet the model is useful
as this MAPE value is competent to other models quoted in the literature. Table
2 contains MAPE results for the year 2002 for different companies with various
data sets. The model takes 14 instant inputs and gives single output. Results

Table 1. MAPE values for training session - 14 instants input

Single 7 14 Single 7 14
Nodes output outputs outputs Nodes output outputs outputs

50 1.8016 2.5912 2.681 300 1.8045 2.6114 2.694
100 1.8046 2.6059 2.692 350 1.8109 2.6222 2.705
150 1.8107 2.6000 2.687 400 1.8040 2.6228 2.703
200 1.8028 2.5981 2.703 450 1.7992 2.6041 2.694
250 1.8072 2.5929 2.687 500 1.8198 2.6018 2.713
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Table 2. MAPE results for Stock value, Change in stock and Cumulative stock with
network inputs ranging from 50 to 500 with step size of 50

Nodes 50 100 150 200 250 300 350 400 450 500

SAPIF(S) 6.087 5.372 5.588 5.478 5.523 5.685 6.105 5.788 5.365 5.730
SAPIF(CH) 12.806 11.101 11.810 11.441 11.535 11.994 13.094 11.970 11.042 12.08
SAPIF(CS) 9.334 8.104 8.519 8.261 8.333 8.666 9.386 8.843 8.089 8.750
DF(S) 7.624 6.633 7.000 6.806 6.864 7.117 7.709 7.186 6.624 7.178
DF(CH) 11.603 10.068 10.701 10.370 10.456 10.869 11.772 10.877 10.032 10.96
DF(CS) 9.310 8.069 8.514 8.254 8.327 8.661 9.38 8.802 8.064 8.746
NSRGY(S) 7.861 6.875 7.215 7.023 7.084 7.342 7.898 7.459 6.867 7.417
NSRGY(CH) 6.663 6.4366 6.528 6.462 6.449 6.542 6.554 6.564 6.382 6.521
NSRGY(CS) 8.949 7.7498 8.182 7.934 8.003 8.323 9.010 8.451 7.747 8.402

are tabulated with respect to the initialized nodes for network.
here: S=Stock value, CH=Change in stock and CS=Cumulative stock

The Standard deviation and Peak to Average ratio (P/A) values in Table 3
describe the distribution of the data on the given time line. It is the beauty of
the model to predict up to the excellent level of accuracy as given in Table 2.
It is evident from the Table 2 that different data sets (of exclusive data trends)
gives best results on network with 450 nodes. The best results obtained in all the
models for the year 2002 for different data trends are given by in Table 4. The
comparison of the proposed CGP evolved ANN with different other forecaster
models is performed in Table 5.

Table 3. Standard deviation and Peak to average ration of the data sets

Attribute DF(S) DF(CH) NSRGY(S) NSRGY(CH) SAPIF(S) SAPIF(CH)

P/A 1.766 1.282 1.799 1.825 2.008 1.226
SD 0.234 0.035 0.225 0.0775 0.206 0.0440

Table 4. MAPE results for different data sets - 450 initial nodes - 14 instances input
- Single output

Company
Time series SAPIF(%) DF(%) NSRGY(%)

Stock Value 5.365 6.624 6.867
Change in Stock 11.042 10.032 6.382
Total Sales to date 8.089 8.064 7.747
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Table 5. Comparison of proposed CGPANN model with different models[6,14]

Testing Accuracy Testing Accuracy
Model(s) (%age) Model(s) (%age)

MDA 79.13 RBF SVM 83.06
Logit 78.30 Polynomial SVM(1) 82.01
BPNN(1) 81.48 Polynomial SVM(2) 77.24
BPNN(2) 71.16 Sigmoid SVM 71.16
Linear SVM 77.24 CGPANN 93.37

Fig. 1. Nestle - Instantaneous stock
value, per instant change and cumula-
tive stock prediction (14 inputs(7 days)
1 output)

Fig. 2. Dean - Instantaneous stock
value, per instant change and cumula-
tive stock prediction (14 inputs(7 days)
1 output)

It can be inferred from Table 5 that CGPANN is a better techniques that can
be used to evolve Artificial Neural Network for human biased certainty reluctant
time series such as stock value and productions due to its self-adaptability and
fast learning features.CGPANN, in comparison with other prediction models,
performs better for its non-linear characteristics and non-conventional behavior.
The non-conventional behavior of CGPANN increases its MAPE to 93% that is
22.21% in addition to the MAPE value of Sigmoid SVM, a non-linear model,
conventional model. On the other hand, the Linear SVM that follows linear
approach and possesses conventional behavior, gives 6.08% more effective MAPE
values for a given timely devised data.

Fig. 1, 2 and 3 graphically explain the accuracy of the model by plotting the
estimated stock values, instantaneous changes and the cumulative stocks of each
company. The Fig. 1, 2 and 3 explain progress of each producer as well as the
change in their market stock time by time. It can be inferred from the estimated
and the actual values of the entities that the proposed forecaster has learned
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the pattern that is experienced by each producer. The time series thus obtain is
authenticated one and can be used for econometric analysis.

Cumulative stock or the growth curve defines the exact position of the firm
after each and every time instant which has been made possible by using the
newly developed CGPANN. Basic fact about SNRGY food producing company
can be explained from its cumulative stock value. Based on cumulative stock,
SNRGY is leading among its competitors, shown in Fig. 4. The variations in the
market stock value (defined by peak to average ratio and standard deviation) is
also compared in Fig. 4. More fluctuation in the time series of the per-instant
change of the company stock, as given by Table 3, reflects the dynamicity in the
products of the company.

Fig. 3. Saputo - Instantaneous stock value, per instant change and cumulative stock
prediction (14 inputs(7 days) 1 output)
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Fig. 4. Predicted growth curve using CGPANN (initialized with 450 nodes)

6 Conclusion

The paper uses CGPANN prediction model for forecasting the growth curve of
a firm. This growth curve thus enables a particular producer, at any instant,
to compare its production statistics with other similar producer and find out
the margin to which they have to take risk in introducing new product in the
market. The buying power of the consumer can be predicted by looking at the
daily change in the stock usage that can be used in the estimation of the future
production by a company. Thus the companies can estimate the raw material
and manage their stock according to the future buying capacity of the present
users. The model further enables newly developed firms to calculate their incre-
ment in market reputation while looking at the daily change in stock value. The
model can be much effective if the consumption time series of a single product
is employed for its future use. The producers can then manage their inventory
while knowing the exact number of future consumer of each and every single
product, supplied by them.
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Abstract. It is easy to gather a huge amount of information from a battlefield by 
satellites, manned or unmanned aerial vehicles. But it becomes an important issue to 
effectively deal with the tremendous information and create reasonable solutions 
based on that. This paper introduces an Intelligent Force Deployment system 
DX-IFD, which combines topography heuristic information and military principles 
with the Genetic Algorithm to automatically identify the battlefield features and 
make the optimized force deployment in terms of the topography, the enemy status 
and our mission. A Relative Position Code method is presented to encode the dep-
loyment, which ensures the optimized formation will be kept after genetic opera-
tions. According to basic military principles, we propose a force deployment  
assessment scheme which evaluates a deployment solution from three aspects: unit 
fitness, formation fitness and relationship fitness. The DX-IFD system can quickly 
response to the change of battlefield situation, evaluate and create the optimized 
deployment in different configuration conditions. It greatly improves the force abil-
ity to quickly react and occupy the dominant positions in a battle. 

Keywords: Intelligent Force Deployment, Genetic Algorithm, Topography 
Analysis. 

1 Introduction 

The modern information technology and computer science have made a deep impact on 
military. A variety of automatic weapons and systems are changing the way of war.  
A huge amount of information, which is gathered from battlefields, enemies and our-
selves, has to be properly treated on time, otherwise any opportunity is fleeting. In 
contrast with computer, mankind is good at fuzzy decision making based on knowledge 
rather than precise computation. It is obviously impossible for a person to manually 
deal with a large scale of various data in minutes. However, artificial intelligence 
applications can help us to quickly process big data, analyze miscellaneous situations 
and find appropriate candidate solutions. Hence, a commander will decide promptly on 
correct actions with substantial rational power rather than temerity. 

This paper introduces an Intelligent Force Deployment system DX-IFD, which aims 
to automatically identify the battlefield features and make the optimized force dep-
loyment in terms of the topography, enemy status and our mission. This system can 
quickly response to the change of battlefield situation, evaluate and create the opti-
mized deployment in different configuration conditions. As a result, DX-IFD improves 
the force ability to quickly react and occupy the dominant positions in a battle. 
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2 Related Work 

Since 1980s, United States Department of Defense has been studying the application of 
expert system in the military. Franklin et al.[1] introduced some applications for the 
military expert system and pointed out the key problems existed in the representation 
and reasoning about the uncertain knowledge and machine learning. In 2012, Haberlin 
et al.[2] presented a battle management system based on event simulation and  
optimization for military decision support. The Turkish army [3,4] researched the 
simulation system for military deployment and military logistics transport deployment 
optimization. The system exploited the probability statistics and regression tree to 
analyze the principal influence factors. Kettani et al.[5] in Canadian Department of 
National Defense proposed a spatial reasoning method to analyze battlefield situation 
and support military decision. 

White et al.[6] presented a hybrid heuristic/evolutionary algorithm for automatically 
generating spatial deployment plans that minimize power consumption. Aleti et al.[7] 
put forward Heuristic for Component Deployment Optimization (BHCDO), which 
constructs solutions based on a Bayesian learning mechanism to improve quality of 
new deployment architectures. Lian et al.[8] proposed a method for 3D deployment 
optimization of sensor network based on an improved Particle Swarm Optimization 
(PSO) algorithm. Guan et al.[9] also proposed a PSO algorithm to minimize the aver-
age outage area rate of the LED deployment scheme in VLC systems. 

Chinese researchers studied more on air defense force deployment issues than the 
land force deployment. The stochastic optimization method is a very popular way. 
Wang[10] and Xiong et al.[11] separately introduced the PSO based algorithm for the 
optimized hybrid deployment of air defense troops. Kong et al.[12] presented a grey 
comprehensive correlation analysis method and a double bee population evolutionary 
genetic algorithm for air defense force position optimization problem. Chen [13] 
combined a Genetic Algorithm with a local neighborhood search strategy for the 
firepower unit deployment issue.  

3 The DX-IFD System 

3.1 System Architecture 

The DX-IFD system is an intelligent force deployment system based on the topography 
analysis. It exploits empirical military knowledge to automatically and intelligently 
deal with the topography information and create optimized force deployment solutions 
according to the military requirements.  

The figure 1 shows the DX-IFD system main workflow. The system is composed of 
five steps. First, it collects battlefield picture photos by satellites or unmanned aerial 
vehicles. Second, it analyzes the features in these photos to identify objects, such as plain, 
hill, river, residential area etc. Third, it determines the fitness value for different types of 
troops in an area, such as armored troops, artillery troops, and infantry troops etc. At this 
step, the system employs a rule based uncertainty reasoning scheme to take both military 
knowledge and geographic into account. Fourth, it makes a digital grey map for each troop  
 



300  J. Bao et al. 

 

 

Fig. 1. The DX-IFD system main workflow 
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type to illustrate its fitness at anywhere of the battlefield, and then grey maps are combined 
into color maps according to a special order. Finally, it creates the optimized force dep-
loyment solutions based on the color fitness maps according to military requirements. 

This paper concentrates on the last step, especially on the GA based intelligent force 
deployment method and the force deployment assessment scheme.  

3.2 The Optimization Goal 

The force deployment task is to assign blended troop units into most appropriate areas 
in the given geographic space and satisfy the given military requirements. The troop 
units are of various types, including headquarters, armored units, artillery units, and 
infantry units etc. Apparently, the force deployment task is a Constraint Satisfaction 
Problem in theory, which is a typical Non-deterministic Polynomial (NP) problem. We 
abstract the problem as follows. 

1. The troop units of various types are represented by different sizes of squares that 
located somewhere in the battlefield map.  

2. The fitness of a troop unit in an area is measured by the Relative Average Grey 
(RAG) value of the unit in the square.  

3. The spatial location relationship among all of the deployed units should conform to a 
certain formation. 

4. The spatial relationship between our deployment and the enemy has to satisfy some 
constraints. 

Thus, the optimization goal of the force deployment is to locate k squares on the given 
color map so as to maximize the entire assessment value on the whole. Namely, it can 
be described in the following formulas. 
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Where ui(i=1,. . .,k) denotes a troop unit, U denotes the whole deployment, F(U) means 
the entire fitness of the whole deployment, G denotes the given battlefield color map. 
T(ui) means the troop type of the ui. S(U) means the spatial location relationship of the 
U, R(U,E) means the spatial relationship between our deployment U and the enemy E. 

3.3 Intelligent Deployment Algorithm 

Genetic Algorithm (GA) is a popular method to effectively solve optimization problem. 
It focuses on the representation and assessment of solutions to the problem, rather than 
precisely mathematical analysis process. The Intelligent deployment algorithm indeed 
exploits the GA to make the optimized force deployment solutions. It releases us from 
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plenty of complicated uncertain deduction of deployment transformation. The key 
points of the Intelligent deployment algorithm are the representation and the assess-
ment of force deployment solution.  

3.3.1   The Representation of Force Deployment Solution 
A force deployment solution is represented by a k-dimension vector, called deployment 
vector, in which each dimension is responsible for a specific troop unit, and the type of 
a unit corresponds to its position in the vector. The construction of the deployment 
vector is based on prescient military knowledge that is stored in a database. Naturally, it 
depends on specific military requirements.  

In theory, a unit area consists of 2-dimensional space coordinates and the radius. 
But for a given level of the troop unit, the area size is fixed, which can be obtained from 
the database. In order to reduce the length of the vector and improve the computational 
efficiency, 2-dimensional space coordinates is only used to represent a unit.  

In Genetic Algorithm, a deployment vector (i.e. individual) is encoded into a 
sequence of code, i.e. a genome. A directly coding strategy takes a troop unit’s absolute 
position as a gene code, which corresponds to the unit’s Cartesian coordinates in the 
battlefield map. But this strategy would destroy deployment formation and is not 
conducive to a better formation. For example, there are two deployment solutions A 
and B. A is on the left of the battlefield while B is on the right, then they exchange half 
of the vector respectively and generate another two new solutions whose part of the 
units are on the left and the others on the right. Obviously, it is not a valid formation 
because a deployment cannot be scattered across the whole battlefield. 

We propose a Relative Position Code (RPC) method, which takes the relative 
coordinates, i.e. polar coordinates, to code a genome. A genome consists of two parts: 
polar coordinates of the headquarters and the other deployment units’ polar coordi-
nates, as shown in the figure 2. The headquarters polar coordinates are relative to the 
enemy position, but the other units’ polar coordinates are relative to the headquarters. 

 
Fig. 2. A deployment vector and Relative Position Code 

Formation is actually the spatial location relationship among each unit. It is a very 
important constraint of force deployment. Because units have to keep reasonable dis-
tance and effective connection from each other. A wrong formation causes deadly 
chaos. The RPC method accurately keeps this relationship so as to avoid the formation 
damaged by absolute position coding. No matter how to cross and exchange the old 
genome sequences, the new created genome sequences are valid because each gene is 
still relative to the origin of polar coordinate, i.e. the headquarters, in the new genome. 
The RPC method ensures that the optimized formation will be kept after crossing 
operation.  
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3.3.2   The Assessment of Force Deployment Solution 
We present a 10-point score scheme to assess an individual and conform to generally 
grading habits. A force deployment solution U is assessed from three aspects: unit 
fitness A(U), formation fitness D(U) and relationship fitness R(U), i.e. 

)()()()( 210 URwUDwUAwUF ++=  (1)

Where the range of each fitness value is [0,1] and the weights (w0, w1, w2) are adjustable 
parameters, such as w0=4.5, w1=2.5, w2=3.0. 

The unit fitness evaluates how much each deployment unit suits for specific topol-
ogy. Namely, is a unit deployed to a suitable topography? In practice, it is often not the 
best solution to put every unit on its best position. When the whole solution is the best, 
many parts of the solution, i.e. units, may not locate at the best position. A reasonable 
deployment solution not only makes a tradeoff between all units but also considers the 
overall formation and the relationship with enemy. It is a complicated multi-parameters 
optimization problem to find a reasonable deployment solution. 

The formation fitness evaluates whether the overall formation of a deployment is 
reasonable. It refers to the space geometry relation among the deployment units. There 
is a basic principle, i.e. “Act according to circumstances”, the optimized deployment 
solution must face to the specific topography. Moreover, it must consider the spatial 
relationship among all units, satisfy certain geometric constraints and follow the basic 
military principles.  

The relationship fitness assesses whether a deployment solution is effective against 
the enemy according to enemy information. Our deployment should be revised when 
the enemy position changes. The most basic requirement is that our offensive firepower 
should be toward the enemy and do not put our back to the enemy. Additionally, we 
should keep a proper distance with the enemy, neither too close nor too far. 

3.3.3   The Unit Fitness 

The unit fitness of a deployment solution is defined as follows. 
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Where |U| denotes the number of units in an individual U. |ui| denotes the area of the 
unit ui. Grey(p) is the actual fitness of a unit type at the point p, i.e. how much the point 
point p is suitable for the unit ui, which is in the range of [0,255].  

The Grey(p) value is read from the fitness grey map of the specific type of unit. For 
a given battlefield, the grey map depends on the type of deployment unit. For example, 
an armored unit’s grey map is obviously different from an infantry unit on the same 
field. Because an area where is suitable for infantry, may be adverse to the armored, 
such as hillside. These fitness grey maps are made at the step 4 of the DX-IFD system 
main workflow, as shown in the figure 1. 

In fact, a pixel grey value needs only 1 byte. But for a colorful RGB image, a pixel 
has three bytes. Therefore, three grey maps of different unit types can be compounded 
in a colorful RGB image. It is convenient for data management. 
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3.3.4   The Formation Fitness 
The formation of a deployment solution should try to meet some rules that describe 
relatively fixed geometric relationship. The position of the headquarters is defined as 
the formation’s origin. Thus, a formation is described by a serial of unit’s polar coor-
dinates that is relative to the headquarters. 

The formation fitness of a deployment solution is measured by the deviation be-
tween the polar coordinate of the unit and the ideal polar coordinate, i.e. 
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Where di and edi respectively denote the straight-line distance and ideal distance be-
tween the i-th unit and the headquarters. ri and eri respectively denote the angle and 
ideal angle between this unit direction and horizontal direction. σdi and σri respectively 
denote the standard deviation of ideal distance and ideal angle. It is defined that first 
dimension in a deployment vector corresponds to the headquarters. 

3.3.5   The Relationship Fitness 
The figure 3 illustrates relations between 
our deployment and the enemy. The 
enemy bearing point (the o point) is 
regarded as the origin of polar coordi-
nate. The distance between o and the 
deployment center (the c point), denoted 
as dc, should be as close as possible to an 
ideal distance de. The c point is better on 
the way to the front of enemy. Thus, the 
direction angle from o to c, denoted as rc, 
should be opposite to the enemy direc-
tion angle re. The head unit (the h point) 
is expected to point to the enemy. So the 
head unit angle rh should equal rc, the 
distance between o and h, denoted as dh, 
should less than dc. Considering these 
factors comprehensively, the relation-
ship fitness is defined as follows. 
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Where σh, σr and σd are standard deviation of head unit angle, deployment center angle 
and deployment center distance respectively. Angles are measured in degree. μ is the 

 

Fig. 3. The spatial relations between the 
deployment and enemy 
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sign whether the deployment direction is facing to or back to the enemy, it is defined as 
follows. 
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4 Experimental Results  

The figure 4 (a) shows a randomly created deployment solution whose final assessment 
value is 2.9187. Obviously, its formation is so poor that it cannot effectively attack 
enemy at all. In the figure, the blue arrow marks the enemy bearing point and the 
direction. Each deployment unit is marked by a red rectangle with a unit type label, 
such as “H” for headquarters, “AR” for armored unit, “INF” for infantry unit and “AA” 
for anti-aircraft artillery unit. 

The figure 4 (b) shows a good deployment solution recommended by the DX-IFD 
system algorithm, of which the assessment value is 7.7757. This deployment is rea-
sonable and the spatial relationships between each unit are in line with military prin-
ciples. Moreover, it can effectively attack the enemy. 
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   (a)                                     (b) 

Fig. 4. (a) A worse deployment solution (F(U)=2.9187). (b) A good deployment solution rec-
ommended by the DX-IFD system algorithm (F(U)=7.7757). 

5 Conclusions  

Intelligent force deployment is a complicated multi-parameter optimization process. 
The DX-IFD system combines topography heuristic information and military  
principles with the Genetic Algorithm to automatically deal with the topography in-
formation and create optimized force deployment solutions according to the military 
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requirements. The RPC method is presented to encode the deployment, which ensures 
the optimized formation will be kept after genetic operations. According to basic  
military principles, we propose a force deployment assessment scheme which evaluates 
a deployment solution from three aspects: unit fitness, formation fitness and relation-
ship fitness. The test result shows that the system can automatically generate the  
optimized deployment solution for the given topography and enemy information. 
However, some system parameters need to be further refined. 
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Abstract. In this paper we present a statistical approach based on
evolving Fuzzy-rule-based (FRB) classifiers for the development of dialog
managers for spoken dialog systems. The dialog managers developed by
means of our proposal select the next system action by considering a set
of dynamic fuzzy rules that are automatically obtained by means of the
application of the FRB classification process. Our approach has the main
advantage of taking into account the data supplied by the user through-
out the complete dialog history without causing scalability problems,
also considering confidence measures provided by the recognition and
understanding modules. The use of EFS also allows to process streaming
data on-line in real time, thus dynamically evolving the structure and
operation of the dialog model based on the interaction of the dialog sys-
tem with its users. We also describe the application of our proposal to
develop a dialog system providing railway information.

Keywords: Spoken Dialog Systems, Evolving Classifiers, Spoken
Human-Machine Interaction, Statistical Methodologies, Dialog Manage-
ment.

1 Introduction

Spoken Dialog Systems (SDSs) are computer programs that receive speech as
input and generate synthesized speech as output, engaging the user in a dia-
log that aims to be similar to that between humans [1]. These interfaces make
technologies more usable, as they ease interaction, allow integration in different
environments, and make technologies more accessible, especially for disabled and
elderly people [2].

Usually, SDSs carry out five main tasks [1,3,4]: Automatic Speech Recogni-
tion (ASR), Spoken Language Understanding (SLU), Dialog Management (DM),
Natural Language Generation (NLG), and Text-To-Speech Synthesis (TTS).

� This work has been supported by the Spanish Government under i-Support (Intelli-
gent Agent Based Driver Decision Support) Project (TRA2011-29454-C03-03).

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 307–316, 2014.
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These tasks are typically implemented in different modules of the system’s ar-
chitecture.

Although dialog management is only a part of the development cycle of spoken
dialog systems, it can be considered one of the most demanding tasks given that
it decides the next action of the system and encapsulates the logic of the speech
application [5]. The selection of a specific system action depends on multiple
factors, such as the output of the speech recognizer (e.g., measures that define
the reliability of the recognized information), the dialog interaction and previous
dialog history (e.g., the number of repairs carried out so far), the application
domain (e.g., guidelines for customer service), knowledge about the users, and
the responses and status of external back-ends, devices, and data repositories.
Given that the actions of the system directly impact users, the dialog manager is
largely responsible for user satisfaction. This way, the design of an appropriate
dialog management strategy is at the core of dialog system engineering.

As an attempt to reduce the time and effort required for system imple-
mentation and carry out rapid system prototyping, statistical approaches for
dialog management are gaining increasing interest. These approaches enable
automatic learning of dialog strategies, thus avoiding the time-consuming pro-
cess that hand-crafted dialog design involves. Statistical models can be trained
from real dialogs, modeling the variability in user behaviors. Although the con-
struction and parameterization of these models depend on expert knowledge
about the task to be carried out by the dialog system, the final objective is to
develop systems that are more robust for real-world conditions, and that are
easier to adapt to different users and tasks [3].

In this paper we present a statistical approach for the development of dialog
managers, in which the next system prompt is selected by means of a novel
approach for online classifying based on Evolving Fuzzy Systems (EFS) [6]. These
systems have an evolving structure which is updated according to the input
samples. A prototype for this kind of classifiers is a data sample that groups
several samples. The classifier is initialized with the first data sample and then,
each data sample is classified into one of the existing prototypes. Finally, based
on the potential of the new data sample to become a prototype, form a new
prototype, or replace an existing one. Unlike other statistical approaches, our
approach has the advantage of taking into account the data supplied by the user
throughout the complete dialog without causing scalability problems. Confidence
measures provided by the recognition and the understanding modules are also
taken into account in the selection of the next system response.

The most widespread methodology for machine-learning of dialog strategies
consists of modeling human-computer interaction as an optimization problem
using Markov Decision Processes (MDP) and reinforcement methods [7]. The
main drawback of this approach is that the large state space of practical spoken
dialog systems makes its direct representation intractable. As described in [8],
Partially Observable MDPs (POMDPs) outperform MDP-based dialog strategies
since they provide an explicit representation of uncertainty. This enables the
dialog manager to avoid and recover from recognition errors by sharing and
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shifting probability mass between multiple hypotheses of the current dialog state.
Other interesting approaches for statistical dialog management are based on
modeling the system by means of stochastic Finite-State Transducers [9], or
Bayesian Networks [10].

The use of EFS allows us to cope with huge amounts of data, process stream-
ing data on-line in real time, and evolve the structure of a dialog model that
defines an activity based on the human-computer interaction. The dialog model
is designed and treated as a changing model which constantly reflects the changes
in the way the dialog system interacts with the users. Thus, it can start learning
“from scratch” since the number of fuzzy rules do not need to be defined a priori.
However, EFS can also be used to evolve an initial dialog model which has been
previously defined taking into account expert knowledge about the specific in-
teraction domain. In addition, the proposed solution addresses other important
related requirements such as processing huge amounts of sequential data in an
optimized way.

After this introduction, the remainder of the paper is organized as follows.
Section 2 describes the proposed methodology for dialog management and its
specific application for the eclass0 classifier. This section also presents a practical
application of our proposal to develop a spoken dialog system providing railway
information and the results of a preliminary evaluation. Section 3 presents the
conclusions and suggests some future work guidelines.

2 Our Proposed Methodology for Dialog Management

The process followed by a statistical dialog manager for the selection of the next
system response is summarized in Figure 1 [11]. As this figure shows, the user
has an internal state Su corresponding to a goal that is trying to accomplish
and the dialog state Sd represents the previous history of the dialog. Based on
the user’s goal prior to each turn, the user decides some communicative action
(also called intention) Au, expressed in terms of dialog acts and corresponding
to an audio signal Yu. Then, the speech recognition and language understanding
modules take the audio signal Yu and generate the pair (Ãu, C).

This pair consists of an estimate of the user’s action Au and a confidence score
that provides an indication of the reliability of the recognition and semantic
interpretation results. This pair is then passed to the dialog model, which is in
an internal state Sm an decides what action Am the dialog system should take.
This action is also passed back to the dialog manager so that Sm may track
both user and machine actions. The language generator and the text-to-speech
synthesizer take Am and generate an audio response Ym. The user listens to Ym

and attempts to recover Am. As a result of this process, users update their goal
state Su and their interpretation of the dialog history Sd. These steps are then
repeated until the end of the dialog.

In our statistical approach for dialog management, we propose that, given a
new user turn, the statistical dialog model makes the assignation of a system
response Am according to the result of a classification process. The classification
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Fig. 1. Set of internal processes in a spoken dialog system

function can be defined in several ways. We propose the use of the eClass (evolv-
ing Classifier) family. During the training of these classifiers, a set of fuzzy rules
that describes the most important observed features for the classification of each
class (i.e., system prompt) is formed. These rules can also be constantly adjusted
to the available training data. One of the advantages of eClass is that it does
not require parameter optimization as its only parameter ’scale’ can be directly
inferred from the training data. This technique [12] is based on partitioning the
data space into overlapping local regions through Recursive Density Estimation
(RDE) and associating clusters (respectively fuzzy sets) to them.

The eClass family includes two different architectures and on-line learning
methods:

– eClass0 with the classifier consequents representing class label [12].
– eClass1 for regression over the features using first order eTS fuzzy classifier.

In this paper, we focus on the eClass0 classifier. eClass0 possesses a zero-
order Takagi-Sugeno consequent, so a fuzzy rule in the eClass0 model has the
following structure:

Rulei = IF (Feature1 is P1) AND . . .
. . . AND (Featuren is Pn)
THEN Class = ci

(1)

where i represents the number of rule; n is the number of input features
(observations corresponding to the different attributes and concepts defined for
the semantic representation of the user’s utterances); the vector Feature stores
the observed features, and the vector P stores the values of the features of one
of the prototypes of the corresponding class ci ∈ {set of different classes}. Each
class is then associated to a specific system action (response).

The dialog manager must consider the concepts and values for the attributes
provided by the user throughout the previous history of the dialog to select
the next system action. For the dialog manager to take this decision, we have
assumed that the exact values of the attributes are not significant. They are
important for accessing databases and for constructing the output sentences of
the system. However, the only information necessary to predict the next action
by the system is the presence or absence of concepts and attributes. Therefore,
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the codification we use for each concept and attribute provided by the SLU
module is in terms of three values, {0, 1, 2}, according to the following criteria:

– (0): The concept is unknown or the value of the attribute is not given;
– (1): The concept or attribute is known with a confidence score that is higher

than a given threshold;
– (2): The concept or attribute has a confidence score that is lower than the

given threshold.

The eClass0 model is composed of several fuzzy rules per class (the number of
rules depends on the heterogeneity of the input data of the same class). During
the training process, a set of rules is formed from scratch using an evolving
clustering approach to decide when to create new rules. The inference in eClass0
is produced using the “winner takes all” rule and the membership functions that
describe the degree of association with a specific prototype are of Gaussian form.

The potential (Cauchy function of the sum of distances between a certain data
sample and all other data samples in the feature space) is used in the partitioning
algorithm. However, in these classifiers, the potential (P) is calculated recursively
(which makes the algorithm faster and more efficient). The potential of the kth

data sample (xk) is calculated by means of equation 2 [6]. The result of this
function represents the density of the data that surrounds a certain data sample.

P (xk) =
1

1 +
∑k−1

i=1 distance(xk,xi)

k−1

(2)

where distance represents the distance between two samples in the data space.
The potential can be calculated using the euclidean or the cosine distance.

In this case, cosine distance (cosDist) is used to measure the similarity between
two samples; as it is described in equation 3.

cosDist(xk, xp) = 1−
∑n

j=1 xkjxpj√∑n
j=1 x

2
kj

∑n
j=1 x

2
pj

(3)

where xk and xp represent the two samples to measure its distance and n
represents the number of different attributes in both samples.

Note that the resolution of equation 2 requires all the accumulated data sam-
ple available to be calculated, which contradicts to the requirement for real-time
and on-line application needed in the proposed problem. For this reason, in [6] it
is developed a recursive expression for the cosine distance. The proposed formula
is as follows:

Pk(zk) =
1

2− 1

(k−1)
√∑n

j=1(z
j
k)

2
Bk

; k = 2, 3...

where : Bk =

n∑
j=1

zjkb
j
k ; bjk = bj(k−1) +

√
(zjk)2∑n
l=1(zlk)2

and bj1 =

√
(zj1)2∑n
l=1(zl1)2

; j = [1, n + 1]; P1(z1) = 1

(4)
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where zk represents the kth data sample (xk) and its corresponding label
(z = [x, Label]). Using this expression, it is only necessary to calculate (n+1)
values where n is the number of different subsequences obtained; this value is
represented by b, where bjk, j = [1, n] represents the accumulated value for the
kth data sample.

In this case, a specific system action can be represented by several rules,
depending on the heterogeneity of the samples that represent the same action.
Thus, a class could be represented by one or several prototypes. The different
prototypes that represent a system action are obtained from the input data
and they are updated constantly. However, an initial rule-based model can be
defined (if necessary) by hand as start point of the classifier. In this sense, new
prototypes are created or existing prototypes are removed if necessary.

2.1 Practical Application: A Spoken Dialog System Providing
Railway Information

We have applied our proposal to develop a mixed-initiative spoken dialog system
to provide railway information system using spontaneous speech in Spanish. The
system integrates the CMU Sphinx-II system speech recognition module1. As in
many other conversational agents, the semantic representation chosen for dialog
acts of the SLU module is based on the concept of frame [13]. This way, one
or more concepts represent the intention of the utterance, and a sequence of
attribute-value pairs contains the information about the values given by the user.
For the task, we defined eight concepts and ten attributes. The eight concepts
are divided into two groups:

1. Task-dependent concepts: they represent the concepts the user can ask for
(Timetables, Fares, Train-Type, Trip-Time, and Services).

2. Task-independent concepts: they represent typical interactions in a dialog
(Acceptance, Rejection, and Not-Understood).

The attributes are: Origin, Destination, Departure-Date, Arrival-Date, Class,
Departure-Hour, Arrival-Hour, Train-Type, Order-Number, and Services.

A total of 51 system responses were defined for the task (classified into con-
firmations of concepts and attributes, questions to require data from the user,
and answers obtained after a query to the database).

Using the previously described codification for the concepts and attributes,
when a dialog starts (in the greeting turn) all the values are initialized to “0”.
The information provided by the users in each dialog turn is employed to update
the previous values and obtain the current ones, as Figure 2 shows.

This figure shows the semantic interpretation and confidence scores (in brack-
ets) for a user’s utterance provided by the SLU module. In this case, the con-
fidence score assigned to the attribute Date is very low. Thus, a “2” value is
added in the corresponding position for this attribute. The concept (Hour) and

1 cmusphinx.sourceforge.net

cmusphinx.sourceforge.net
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Fig. 2. Excerpt of a dialog with its correspondent representation of the task-dependent
and active task-independent information for one of the dialog turns

the attribute Destination are recognized with a high confidence score, adding a
“1” value in the corresponding positions.

The set of features for the classifier includes the codification of the differ-
ent concepts and attributes that can be provided by the user and the task-
independent information provided in the last user turn (none in this case). A
total of 49 rules for the task were obtained with eClass0. Figure 3 shows the
structure of these rules. Using them, the dialog manager would select the class
′SystemResponse23′, which corresponds to a system confirmation of the depar-
ture date. This process is repeated to predict the next system response after
each user turn.

An initial corpus of 900 dialogs (10.8 hours) was acquired for the task by
means of the Wizard of Oz technique with 225 real users, for which an initial
dialog strategy was defined by experts [4]. A set of 20 scenarios was used to carry
out the acquisition. Each scenario defined one or two objectives to be completed
by the user and the set of attributes that they must provide. The corpus consists
of 6,280 user turns, with an average number of 7.7 words per turn. The corpus
was split into a training subset of 4,928 samples (80% of the corpus) and a test
subset of 1,232 samples (20% of the corpus).

We defined the following three measures to evaluate the statistical dialog
model: i) Matching: percentage of responses provided by the system that match
exactly the initial dialog strategy defined by the experts; ii) Coherence: percent-
age of responses that are coherent with the current dialog state but do not match
the initial strategy; and iii) Error : percentage of responses that could cause a
dialog failure.

We have test the behavior of our proposal comparing it with different defini-
tions of the classification function used to determine the next system response.



314 D. Griol et al.

FRB −RailwayTask(eClass0) :

IF (T imetables is 1) AND (Fares is 0) AND · · · AND (Not − Understood is 0)
THEN Class =′ Ask −Date′

IF (T imetables is 2) AND (Fares is 0) AND · · · AND (Not − Understood is 1)
THEN Class =′ Confirm− T imetables′

IF (T imetables is 0) AND (Fares is 1) AND · · · AND (Not − Understood is 0)
THEN Class =′ Provide− Fares′

· · ·
IF (T imetables is 1) AND (Fares is 2) AND · · · AND (Not − Understood is 1)
THEN Class =′ Close−Dialog′

Fig. 3. Set of rules for the dialog manager obtained with eClass0 for the railway task

In this work, we have used three approaches for the definition of the classification
function: a multilayer perceptron (MLP), a multinomial naive Bayes classifier,
and finite-state classifiers. We also defined three types of finite-state classifiers:
bigram models, trigram models, and Morphic Generator Grammatical Inference
(MGGI) models [14].

Table 1 shows the results obtained. As it can be observed, the Fuzzy-rule-
based classifier provides satisfactory results in terms of the percentage of correct
responses selected (Matching and Coherence measures) and responses that could
cause the failure of the dialog (Error measure). With regard the rest of classifiers,
the MLP classifier is the one providing the closest results to our proposal. The
table also shows that among the finite-state model classifiers, the bigram and
trigram classifiers are worse than the MGGI classifier, this is because they cannot
capture long-term dependencies. The renaming function defined for the MGGI
classifier seems to generate a model with too many states for the size of the
training corpus, therefore, this classifier could be underestimated.

Table 1. Results of the evaluation of the different classification functions

Dialog manager Matching Coherence Error

Fuzzy-rule-based (FRB) classifier 76.7% 89.2% 5.6%

MLP classifier 76.8% 88.8% 5.8%

Multinomial classifier 63.4% 76.7% 10.6%

Bigram classifier 28.8% 37.3% 42.2%

Trigram classifier 31.7% 42.1% 44.1%

MGGI classifier 46.6% 67.2% 24.8%
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Secondly, we have evaluated our proposal with the acquisition of 100 dialogs
by means of a user simulator [4]. We considered the following measures: i) Di-
alog success rate (Success); ii) Average number of turns per dialog (nT ); iii)
Confirmation rate (Confirmation); and iv) Error correction rate (ECR). The
confirmation rate was computed as the ratio between the number of explicit
confirmation turns and the total number of turns in the dialog. The ECR was
computed as the number of errors detected and corrected by the dialog manager
divided by the total number of errors.

The results presented in Table 2 show that in most cases the automatically
learned dialog model has the capability of correctly interacting with the user.
The dialog success depends on whether the system provides the correct data
for every objective user’s query. All of the objectives defined are achieved in
93.5% of the dialogs. The analysis of the main problem detected in the acquired
dialogs shows that, in some cases, the system did not detect the introduction of
data with a high confidence value due to errors generated by the ASR that were
not detected by the dialog manager. However, the evaluation confirms a good
operation of the approach since the information is correctly given to the user in
the majority of cases. The confirmation and error correction rates have also a
remarkable impact on the described system performance.

Table 2. Results of the objective evaluation with real users

Success nT Confirmation ECR

Fuzzy-rule-based (FRB) dialog manager 93.5% 13.8 22% 0.87%

3 Conclusions and Future Work

In this paper, we have presented a statistical methodology for the development
of dialog managers and the optimization of dialog strategies in spoken dialog sys-
tems. The selection of the following system response is based on a classification
process that takes into account the history of the dialog. The most important
contribution of our work consists of the use of Evolving Fuzzy Systems (EFS) to
complete this classification. As a result of the application of our proposal, the
dialog model is modeled by a set of automatically obtained dynamic rules that
are applied to select the next system response. The use of EFS allows us to cope
with huge amounts of data, and process streaming data on-line in real time.

We have described a practical application of our proposal to develop and
evaluate a spoken dialog system providing railway information. A codification
of the information sources has been proposed to facilitate the correct operation
of the eClass0 classification function. This representation allows the system to
automatically generate a specialized answer that takes the current situation of
the dialog into account. Task-dependent information is isolated from the model
taking into account whether the user has provided a given piece of information
related to the task and also the confidence scores assigned by the ASR and NLU
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modules.This allows not only to cope with the situations observed the training
corpus, but also to manage unseen situations by selecting the most convenient
system action. The results of the evaluation shows the correct operation of the
learned dialog manager with regard other definitions of the classification func-
tions.

Future work will be oriented to deploy and evaluate our proposal in additional
domains. As the dialog model is learned from a corpus of training samples, the
performance of the dialog manager depends on the quality and size of the corpus
used to learn the model. For this reason, we also want to evaluate the influence
of the main features of the training corpus in the quality of the dialog model
obtained by means of our proposal.
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Abstract. Our paper presents a new method for solving the rectangle piece jig-
saw puzzle problem. The puzzle image is RGB full color and because of uni-
form shape of the individual pieces the process of puzzle assembly is based on 
information of the pixel values along the border line of the piece only. We have 
utilized a genetic algorithm that searches for the optimal piece arrangement us-
ing dissimilarity between adjacent pieces as the measure of progress. Unlike the 
previous attempts to utilize genetic algorithms to solve the problem, we have 
proposed a new heuristic asexual operator that aims at identification of points of 
fraction within partially assembled picture, extraction of supposed sequence of 
correctly joint pieces, and its insertion into a new position in such a way that, if 
possible, the segment is enlarged. Our approach has been successfully tested 
and the algorithm is capable of solving puzzles consisting of several hundred 
pieces. 

Keywords: genetic algorithms, image reconstruction, pattern matching, puzzle 
solving. 

1 Introduction 

Solving puzzles is usually viewed as a special example of pattern matching recogni-
tion problem. At the first sight it might be viewed as a pleasant and very popular 
widespread game for players of all ages but we should not forget the complexity of 
jigsaw puzzles. It is a well-known fact that jigsaw puzzles and their equivalents be-
long to NP-complete class [1] and thus provide serious obstacles for various attempts 
to solve them automatically. Moreover, there are many practical applications ranging 
from image mosaicking up to the reconstruction of archaeological artifacts and as-
sembly of shredded documents [2]. The first jigsaw puzzle was produced in 1760 in 
London [3] and then the game of puzzle gradually expanded all over the world. There 
are various types of jigsaw puzzle and an integrated classification terminology is 
missing. However, there are some basic classification terms that are commonly used 
and we will mention here at least the most important of them. 

The term standard jigsaw puzzle is usually used to describe puzzles created by cut-
ting pictures printed on firm stiff paper into interlocking patterns of pieces. The pieces 
have a distinctive geometrical shape that provides an important piece of information 
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that is used together with image information in the process of puzzle assembly. It is 
necessary to point out that there are also so cold apictorial types of puzzle that do not 
have any picture not chromatic information and the shape of the pieces is the only 
clue to solve the problem.  

We are interested in square jigsaw puzzles where the individual pieces lack charac-
teristic curvilinear shape because all the pieces have straight borders and uniform 
rectangular size. In this case pictorial information provides us only information and 
guidance that is available there. This type of puzzle is sometimes called as edge-
matching puzzle [1] in order to emphasize that the adjacent pieces match along their 
respective edges. These puzzles are very challenging as there is no guarantee that two 
pieces that fits together should be together and the only way to proof the correctness 
of individual matches is the completion of the entire solution.  

Of course, the simple categorization of different kinds of puzzle above is very su-
perficial and definitely incomplete, but for the sake of this paper we do not need to go 
further in this direction. For more details concerning different kinds of puzzle and its 
classification please refer to [3]. 

The rest of the paper is organized as follows. Section 2 summarizes various  
approaches to the automatic solution of jigsaw puzzles with the particular focus on 
utilization of genetic algorithms. Section 3 is the key part of our paper and the newly 
proposed solution is described there. Our experimental results are briefly described in 
Section 4 and it is followed by discussion and conclusions. 

2 Previous Work 

Many attempts to utilize various problem solving techniques were made since 1964 
when the first paper describing computer solution of apictorial jigsaw puzzle was 
published [4]. Is has been pointed out that the difficulty encountered when attempting 
to program a computer to solve jigsaw puzzles relates to three different aspects of the 
problem: 1) the description of the pieces, 2) the manipulation of the pieces (rotating 
and matching), and 3) the evaluation of the correct matching of the individual pieces. 
The complexity of the problem implies that a brute-force approach, which may work 
for small puzzles, becomes impractical as the number of pieces is increased [4].  

It is necessary to emphasize that majority of attempts that dates more that fifteen 
years back focused on apictorial puzzles. It means that the relevant experiments are 
concerned with geometric shape information of the puzzle pieces and chromatic (pic-
torial) information is neglected (see, for example, [5] or [6]). These articles brought 
up gradually improved methods and techniques for representation of boundaries of 
puzzle pieces and their subsequent efficient pertaining and correct matching. 

Perhaps the most efficient algorithm for automatic solution of jigsaw puzzles was 
presented by Goldber et al. [7]. It is based on the similar ideas as the already men-
tioned algorithm described in [5], but it utilizes better and more global matching tech-
niques. In particular, use of fiducial points to align adjacent pieces of puzzle together 
with optimization of partial solutions based on the method of global relaxation 
worked surprisingly well and allowed authors to solve the puzzles consisting of more 
than two hundred pieces [7]. 
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An obvious way to improve efficiency and robustness of the algorithm is a suitable 
utilization of additional pieces of information on the top of a distinctive geometric 
shape of the puzzle pieces. Colours or textures on the boundaries of these pieces could 
provide the algorithm further clues and direction if such information is available (see 
[8] or [9]). However, as we have mentioned above, there are also so called edge-
matching puzzles where all the pieces have straight borders and uniform rectangular 
size and pictorial information provides us the only information and guidance that can 
be used in order to solve it. 

Toyama et al. [10] proposed a method for solving the rectangle piece jigsaw puzzle 
problem using a genetic algorithm. The picture of their puzzle is painted only in black 
and white and so the pieces of the puzzle are represented as binary images. The as-
sembly of the puzzle is then performed using information of the pixel value on  
the border line of the adjacent pieces. They utilised the populations of 200 randomly 
generated individuals representing candidate solutions and employed two genetic 
operators (2-point crossover and self-crossover) to produce offspring and run the evo-
lutionary process. They reported that the method described there correctly assembled 
all pieces in the 8x8-piece puzzle. 

This team of researchers collaborated on another interesting paper [11] and devel-
oped an improved method for solving the rectangle piece jigsaw puzzle assembly 
problem, but no evolutionary algorithm is used in this process any more. The assem-
bly of the puzzle is once again performed only using information of the pixel value on 
the border line of the pieces and this time a puzzle image is RGB full colour. Pieces 
are connected by a matching function between two pieces and a simple method con-
nects together a single piece to a block that is defined as a group of already connected 
pieces. According their results the proposed method correctly assembled all pieces in 
16x12-piece puzzles. 

Alajlan [12] experimented with gray picture puzzles and he used dynamic pro-
gramming to facilitate non-rigid alignment of border pixels for local matching of the 
puzzle pieces. Moreover, instead of the classical best-first search, his algorithm simul-
taneously positioned the neighbours of a puzzle pieces during the search using the so-
called Hungarian procedure. This procedure begins with a starting piece of the puzzle 
and then locates four adjacent pieces of puzzle to the initial piece in the way the sum 
of border distances is minimal. In order to make the algorithm robust, every puzzle 
piece was considered as starting piece at various starting locations. Experiments using 
several images demonstrated that the proposed algorithm correctly assembled puzzles 
up to 8×8 pieces. However, the author of this article acknowledged that its perform-
ance deteriorates as the number of pieces exceeds 64. 

Finally, we would like to mention one completely different approach that was de-
scribed by Gindre et al. [3]. Their algorithm is a part of the development of Intelligent 
Robotic System that solves an unknown jigsaw puzzle. The system uses pattern rec-
ognition techniques as edge and feature detection in conjunction with genetic algo-
rithms. The novelty of this as approach is based on a completely different encoding 
scheme. The candidate solutions are represented by relevant graphs describing the 
interconnections between puzzle pieces and that is why the corresponding chromo-
somes are defined by the relevant adjacency matrix. 
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The common limitation of the above presented approaches is that just small scale 
puzzles could be tackled and solved. That is the fact that fostered our interest in this 
area and based on a detailed analysis of the methods that were already tested we have 
designed a hybrid genetic algorithm for jigsaw puzzle problem. 

3 Problem Definition and Representation  

We have shown that there are various types of jigsaw puzzles and therefore it is ne-
cessary to start with its definition. We have decided to experiment with rectangular 
pictorial puzzle as it is described in [10]. Therefore, we assume that it consists of NxM 
puzzle pieces that do not rotate and the assembly of the puzzle is performed by using 
the pixel values on the border lines of the individual pieces.  

Whereas Toyama worked with black and white pictures only where the pixel val-
ues are 0 and 1 respectively, we have decided to use color 24-bit RGB images. De-
spite the fact that the comparison of border lines is very easy and straightforward, 
there is no guarantee that there is an absolute correspondence between border lines of 
the neighboring pieces. It depends on the particular picture and irregularities along the 
border make the problem difficult. It is clear that algorithm could be even mislead in 
the situation when wrong piece of the puzzle is regarded as more suitable from the 
point of borders matching than the right one. Hence, it is evident that the problem 
cannot be solved by the simple local piece matching. The example of the puzzle used 
in our experiments is shown on Fig. 1. 

Having defined the problem we can decide what kind of representation of partial 
(or candidate) solutions would be suitable for our algorithm. We have realized that 
graph representation used by Gindre et al. [3] is rather inconvenient for genetic opera-
tors and the pertinent manipulations and that is why we have chosen simple NxM 
matrix for each individual and each cell ci,j corresponds to one piece of puzzle. The 
matrix depicts the relevant arrangement of puzzle pieces in a very straightforward 
manner that the left/right/up/down adjacency in the matrix means the same interrela-
tionship between the relevant puzzle pieces. This representation is very convenient for 
fitness evaluation as well as for utilization of genetic operators. 

Each piece of the puzzle is represented by matrix LxLx3, where L is the width and 
length of the piece (i.e. the number pixels along the border). The fitness function of 
our algorithm is based on two measures of dissimilarity. Horizontal dissimilarity be-
tween two pieces xi and xj, where xj is placed to the right of xi is defined as 
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where c stands for intensity of red, green, and blue color and each value is integer 
from 0 to 256. Likewise, vertical dissimilarity between two pieces xi and xj, where xi 
is placed on the top of xj is defined as 
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where square difference between pixels of the last row of xi and the first row of xj is 
computed. These measures of dissimilarity will be calculated many times during the 
process of evaluation of thousands of individuals and therefore it is advantageous to 
create a lookup table covering all the relevant values at the beginning of run. 

 

Fig. 1. Example of the puzzle used for the algorithm testing (10x10-piece puzzle) 

The fitness function of each individual is calculated as the reverse value of the 
sums of horizontal and vertical differences of the relevant puzzle pieces. Providing 
that individual a is represented by NxM matrix C as we have described it above, then 
its fitness is defined as 

 
(3)

It is evident that the important feature of fitness function f(a) is that individual with 
smaller sum of dissimilarities is fitter and thus will have a higher chance of being 
selected. We have employed standard biased roulette wheel selection method together 
with an elitist approach when the best individuals (10%) from current population are 
copied without any change to the newly created population.  

The novelty of our approach is based on the utilization of problem specific opera-
tor. Besides the common partially-matched crossover (PMX) that assures legitimacy 
of created offspring we have employed a new operator that helps to preserve the al-
ready created segments of the picture being assembled. The main drawback of PMX 
is that crossover points are selected randomly and therefore it is easy to split a  
sequence of correctly assembled pieces. Nevertheless, it provides us necessary varia-
bility, exchanges pieces of information between different individuals and thus it is 
important for the whole process of evolution. 

We have experimented with asexual heuristic operator that is designed to enlarge 
the already created segments of the picture. These segments are not only scattered 
over the whole candidate solution but they are usually located at incorrect locations. 
We are unable to assign them to their correct place within the picture as the algorithm 
does not use this piece of information, nevertheless we can try to connect them with 
other segments believing that larger segments will finally settle at the right positions.  
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First of all, we identify likely points of fraction where the horizontal measure of 
dissimilarity is relatively large. For NxM pieces of puzzle we identify N points of 
fraction with the greatest value of Dh function using (1). We select one of these points 
of fraction randomly using the biased roulette wheel selection mechanism so the point 
of fraction with the greatest dissimilarity has the highest probability to be selected. 
When the point of fraction has been determined we follow the horizontal direction till 
the next point of fraction is identified and the sequence of pieces between these two 
points of fraction constitutes the segment. An example of distribution of points of 
fraction as well as the relevant segments is on Fig. 2. 

The final phase of this procedure is an attempt to allocate the segment into a new 
position within the picture using Dh function value (1) for the very first or very last 
piece of the segment. Moreover, we must not forget that albeit the point of fraction 
cannot occur at the beginning or at the end of rows (it results from the definition of 
Dh), the right place of segment could be at the beginning of the row and such 
a placement will be indicated by Dv according to (2)). 

 

Fig. 2. Points of fraction and prospective segments (10x10-piece puzzle) 

Of course, there is no guarantee that the sequence selected is a real and correct 
segment of the picture. However, as the points of fraction present very likely some 
faults within current arrangement of pieces, there is a chance to improve the overall 
composition.  

It is clear that the above described asexual operator is efficient especially in latter 
phases of evolution when suitable building blocks (segments) exist within relevant 
individuals. That is why we have started the evolution process with 1000 individuals 
and carried it on for 50 generations. Then we employed decimation operation and 
discarded most of the population. Decimation is a secondary genetic operation that is 
normally performed at the beginning of a run and it is used to increase the proportion 
of fitter individuals in the population. It has been shown [13] that decimation provides 
improvement in performance that justifies the additional computation at the beginning 
of the run. Hence, taking advantage of the decimation operation only 100 individuals 
survived (we made sure that these individuals are unique in order to provide enough 
diversity) and then we start using the newly devised operator.  
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4 Experiments 

We have experimented with three different pictures that were divided into NxN 
pieces. The size of the pieces was 80x80 pixels and so the size of the picture changed 
accordingly the number of pieces taken into account. The algorithm run for 200 gen-
erations, the first 50 generations using PMX operator with pc=0.8 and simple mutation 
(changing mutually places of two randomly selected pieces) with pm=0.05. For the 
next 150 generations the fraction point operator was applied to 50% of population 
whereas frequency of PMX slowed down to pc=0.3. Taking into account that the best 
individuals (10%) are copied automatically to the new population, the size of it re-
mains constant for the rest of the evolution process.  

We ran our algorithm 50 times for each image and the results are given in Table 1. 
We can see that correct solution has been found for all the cases that were tested and 
the efficiency of the algorithm clearly deteriorates with increasing number of pieces. 
We have not included puzzles with more than 625 pieces (25x25) into our results 
table as we were unable to get a correct result within the given size of population and 
limited number of generations. 

Table 1. Experimental Results. 

No. of pieces Test 1 Test 2 Test 3 

15x15 100% 94% 100% 

20x20 92% 74% 86% 

25x25 56% 42% 52% 

5 Discussion and Limitations 

Our results show that the method using points of fraction is promising. There are still 
some opportunities to improve the way of points of fraction location as well as the 
way of matching the individual segments. Nevertheless, using this approach we were 
able to assemble puzzles of larger sizes than our predecessors.  

In several cases our algorithm got stuck when it reached a partial solution in a form 
of horizontally cut picture that is glued together in a completely wrong way. We have 
analyzed this malfunction and we have realized that the algorithm was simply misled 
by a low level of dissimilarity along the cutting line. Because our algorithm does not 
make any use of the correct order and/or location of the individual pieces within the 
original picture, there is no way to avoid this kind of fault.  

6 Conclusions 

We have described the new algorithm for solving the rectangle piece color puzzle 
problem. Genetic algorithm has been augmented by new heuristic asexual operator 
that aims at identification of points of fraction within partially assembled picture, 
extraction of supposed sequence of correctly joint pieces, and its insertion into a new 
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position in such a way that, if possible, the segment is enlarged. This method pro-
motes the gradual enlargement of correctly connected blocks and the search for an 
optimal position of the block within the frame of the assembled picture is enabled and 
supported at the same time too. Our approach has been successfully tested and the 
algorithm is capable of solving puzzles consisting of several hundred pieces. 
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Abstract. We present in this work a scalable distributed genetic algorithm of 
Data Ordering Problem with Inversion using the MapReduce paradigm. This 
specific topic is appealing for reduction of the power dissipation in VLSI and in 
bioinformatics. The capacitance and the switching activity influence the power 
consumption on the software level. The ordering of the data sequences is an un-
conditional consequence of switching activity. An optimization problem related 
to this topic is the ordering of sequences such that the total number of transi-
tions will be minimized – Data Ordering Problem (DOP). Adding the bus-invert 
paradigm, some sequences can be complemented. The resulting problem is the 
DOP with Inversion (DOPI). These ordering problems are NP-hard. We estab-
lish a scalable distributed genetic approach - MapReduce Parallel Genetic Algo-
rithm (MRPGA) for DOPI, MRPGA_DOPI and draw comparisons with greedy 
algorithms. The proposed methods are estimated and experiments show the ef-
ficiency of MRPGA_DOPI.  

Keywords: Data Ordering with Inversion, Low Power, Distributed Algorithm, 
Evolutionary Approaches, Transition Minimization, Greedy, MapReduce, 
Apache Hadoop. 

1 Background and Motivation 

Quicker access time and bigger storage capacity are actual demands for electronic 
devices ([10]). That’s why the low-power topics have to be considered at the begin-
ning of the design process ([11], [12], [14], [17]). The software component for the 
design of embedded systems is of importance for the power consumption of the cir-
cuit, since its optimization could lead to significant improvements ([12], [14]).  

Often, the design complexity describes directly the power consumption of a circuit. 
It is a fact that nowadays the power consumption has grown, bringing also more com-
plex design approaches. Reliability, cooling costs, packaging, and computer battery 
life are some domains with positive effects regarding a design based on low power 
consumption. For handling the power management issue, new directions and  
approaches are necessary. The capacitance and the switching activity influence  
the (software level) power consumption. An important design metric, the switching 
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activity, characterizes the quality of an embedded system-on-chip design. The switch-
ing activity proves to be an important design metric, which describes the quality of an 
embedded system-on-chip design. It is directly related to the ordering of data strings. 
One first problem related to this topic is the ordering of data words for minimizing the 
total number of transitions Data Ordering Problem (DOP). This problem could be of 
interest for various practical situations, e.g. reordering and optimize DNA sequences 
or in the linguistic leveling [4, 7].  

2 Problem Domain 

Definition 2.1. Hamming distance. If a word wr of length k is followed by the word ws 
of the same length k, the total number of transitions is given by the number of bits that 
change. This is: 
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also known as the Hamming distance between wr and ws. Here, the wrj denotes the jth 
bit of wr, and ⊕ the XOR operation. For instance, d(1010, 0100) = 3. The number of 
transitions is, in fact, the Hamming distance between wr and ws.  

 
Definition 2.2. Total number of transitions. The total number of transitions is the sum 
of number of transitions needed for the transmission of all the words w1, w2, …, wn. It 
is denoted with NT. If σ is a permutation of {1, 2, …, n}, then the total number of 
transitions will be:  
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Definition 2.3. Phase-assignment. The phase-assignment (polarity) δ is a function 
defined on {1,…, n} with values in {0, 1}, which specifies if a word is sent as it is or 
complemented (negated, inverted).  

For example, the complemented word of 10011 is 01100. That is, if δ (i)=0  then 
the word wi is sent as it is, otherwise is sent his complement.  

 
Definition 2.4. The Data Ordering Problem (DOP) is defined as the problem of finding a 
permutation σ of the words w1, w2, …, wn such that the total number of transitions: 
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is minimized. 
 
 
 



 Scalable Distributed Genetic Algorithm for Data Ordering Problem with Inversion 327 

 

Definition 2.5. The Data Ordering Problem with Inversion (DOPI) is defined as the 
problem of finding a permutation σ and a phase-assignation δ of the words w1, w2, …, 
wn such that the total number of transitions:     
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is minimized. 
The problems DOP and DOPI are NP-hard [11, 12].  
Note that the Hamming distance between two words with the same length provides 

the total number of dissimilarities between these words. 
We denote the generalizations of these problems also with DOP and DOPI. Given 

a set of n words with the same length k over an alphabet A, and in the case of DOPI 
also a permutation of length k which denotes the inversion (complementation) 
function, it is requested to provide a permutation of the given words (in the case of 
DOPI also an assignation of them) which minimizes the total number of 
dissimilarities (transitions). 

3 Previous Work 

The optimal method and two evolutionary approaches, MUT_DOPI (with mutation) 
and GA_DOPI (hybrid genetic algorithm) are proposed in [6], together with three new 
genetic operators Simple Cycle Mutation (SIM), Cycle OX and Cycle PMX. The two 
ordering problems are very similar to the Traveling Salesman Problem (TSP). For 
DOP, DOPI and TSP a efficient ordering of elements regarding to a given weight has 
to be determined. Since the two problems DOP and DOPI are NP-hard [11, 12], the 
optimal algorithms can only manage small instances. In the past years some ap-
proaches were introduced for the problems DOP and DOPI: 

 

Spanning Tree/Minimum Matching (ST-MM) [11] 
Double Spanning Tree (DST) [11] 
Greedy Simple (GMS) [12] 
Greedy Min (GM) [12] 
Evolutionary Approaches [6] 
 

The Evolutionary Algorithms (EAs) provide the best results quality. Such evolutio-
nary methods return better outcome than the above-presented Greedy Min, but with 
much more time resources. Further, they have no capability to cope with very large 
data sets. EAs which produce high-quality optimizations are presented in [6], where 
are presented evolutionary algorithms for both DOP and DOPI.  

4 Scalable Distributed Algorithm Using MapReduce 

Our scalable distributed evolutionary algorithm uses the genetic algorithm GA_DOPI 
[6] and is realized with Hadoop. Apache [18] proposes Hadoop as an OpenSource  
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MapReduce [3] framework implementation. Hadoop is a batch data processing system 
for running applications and process large amounts of data in parallel, in a reliable 
and fault-tolerant manner on large clusters of compute nodes, usually running on 
commodity hardware. This system offers monitoring and status tools and provides an 
abstraction model for programming tasks. It supports automatic distribution and paral-
lelization. Apache’s Hadoop offers a distributed file system (HDFS) which creates 
multiple duplicates of data sets and distributes them on compute nodes throughout the 
cluster to enable reliable, rapid computations. The nodes for computation and for 
storage are usually the same. The application specifies the input/output locations, 
supply map and reduce methods and possibly invariant data.  

 

 

Fig. 1. MapReduce Dataflow 

The scalable distributed evolutionary algorithm performs for a given number of 
generations. During every generation, it creates an arbitrary number of permutations 
of the current set of sequences, splits the set of permutations in subsets (map opera-
tion) and performs GA_DOPI [6] on all of them during the reduce operation. Lastly, 
it collects the best permutations (individuals) provided on each reducer node in the 
cluster and stick them together. Groups of initial individuals are initialized using the 
greedy approaches GMS and GM [7, 12]. The outcome represents the set of se-
quences for the next generation. The map operation associates for each given permu-
tation a subset index in range 0 to reductionFactor–1 randomly, as output key. During 
the Shuffle & Sort action, the sequences get sorted after their indices, and each re-
ducer node gets and executes GA_DOPI in one call over its subset of sequences with 
the same index. 
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ALGORITHM_ MRPGA_DOPI  
 Initialization(size_of_population, rate_crossover, rate_mutation) 
 Initialization(factior_reduction) 

Initialisation_GreedyMinSimplified_individuals()  
Initialization_GreedyMin_individuals() 

  Initialization_Random_individuals() 
def MRPGA_MAP(initialIndex, pair<permutation, assignation>) = { 

reductionSetIndex = random(0.. reductionFactor–1) 
context.write(reductionSetIndex, pair<permutation, assignation>) 

} 
def MRPGA_REDUCE  

(reductionSetIndex, Iterable<pair<permutation, assignation>>)= 
{ 

  run_crossover(number_crossovers); 
  run_mutation(number_mutatios); 

   get_fitness(all_new_individuals); 
removal_WorstInviduals (number_crossovers+number_mutations); 
for (pair<new_perm, new_assign>: all_new_individuals) 

context.write 
      (reductionSetIndex,pair<new_perm, new_assign>) 

} 
for( j← 1; j ≤ number_Generations; step 1)  

job← NewJob(MRPGA_MAP, MRPGA_REDUCE) 
job.configuration.set(populationHDSFPath) 
job.configuration.set(crossoverRate) 
job.configuration.set(mutationRate) 
job.configuration.setNumberReduceTasks(reductionFactor) 
job.submit_and_wait() 
collect_new_population 

end_for 
return bestIndividual 

             END_ALGORITHM_MRPGA_DOP 

Fig. 2. Pseudocode for MRPGA_DOPI 

5 Realization Specifics 

The Hadoop implementation for DOPI is the Open Source project “dopiSolver” on 
sourceforge.net. “dopiSolver.jar” contains the java binary application, as well as all 
the libraries depends on. The jar’s main method (dopisolver.DopiSolverDriver) sub-
mits the DopiSolver's Hadoop Job (dopisolver.DopiSolverJob). I order to launch the 
application use  "hadoop jar dopiSolver.jar" and supply afterwards the solvers name: 
dopi. 
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Fig. 3. Implementation of dopiSolver using Java and Apache’s Hadoop 

With "hadoop jar dcpSolver.jar dopi -h" you get the description of the application 
supported options. The source code is available on sourceForge under 

https://dopisolver.svn.sourceforge.net/svnroot/dopisolver 
(Subversion repository). The application depends on the libraries JUnit 4 (for test 

units), Apache Commons CLI2, and Apache Commons Math Version 2.0.  

6 Experimental Results 

Various sets of data were generated artificially with different parameters, like e.g. 
sequences set dimension (n, that is the number of words), length of the words (k). We 
start by performing the two greedy algorithms GM and GMS [6] on 421 different 
artificial generated data sets with 1000 ≤ n ≤ 7000, 50 ≤ k ≤ 1000. We do some expe-
riments with the Greedy methods because we use them also in the initialization of the 
distributed algorithm. In Figure 5 we show the mean values for the difference GMS–
GM on intervals and the mean (standard deviations ±) for the execution time for all 
these experiments. 
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Fig. 4. (a) Allocation on intervals of the difference GMS–GM within 421 experiments with 
1000 ≤ n ≤ 7000, 50 ≤ k ≤ 1000 (b) Mean and variance for the execution time difference (GMS-
GM) 

 

Fig. 5. Mean and variance for the difference GMS-GM for (a) values of n and b) values of k 
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Fig. 6. Statistical boxplots with values for GM  and MRPGA for 50 runs of  the algorithms GM 
and MRPGA with n=100, 3000, 4500 and k = 200, 5000. 

The mean values and student T-Tests illustrate the quality of results using MRPGA 
algorithm versus GM. Comparison in pairs (GM vs. MRPGA) concludes the null 
hypothesis rejection with significance level = 0.001. 
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Fig. 7. Sample Hadoop Web Admin. The system offers monitoring and status tools and pro-
vides an abstraction model for programming tasks. It supports automatic distribution and paral-
lelization. 

7 Conclusions 

Experiments executed on randomly generated data input indicated the efficiency of 
the proposed approach - MRPGA_DOPI - especially for specific attributes of the 
benchmarks. An application was written for the scalable distributed algorithm using 
the Hadoop implementation for MapReduce [11, 12]. Scalability, status reporting and 
monitoring, the fault toleration, the facility to work on commodity hardware, perform-
ing the computation there the data is, robustness, are all benefits of the Hadoop im-
plementation. Next steps would be to perform experiments on larger data inputs, with 
various distributions, but also variants for the map or reduce functions. By performing 
the algorithms on real data inputs, e.g. from bioinformatics or system-on-chip design, 
will provide further knowledge. E.g. in bioinformatics, DOPI problem could be for-
mulated using the Watson-Crick complements, for every nucleic acid: 

ATGCCGTA ==== ,,, .  (5)
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Abstract. The paper deals with “resource leveling optimization problems”, a 
class of problems that are often met in modern project management. The prob-
lems of this kind refer to the optimal handling of available resources in a candi-
date project and have emerged, as the result of the even increasing needs of 
project managers in facing project complexity, controlling related budgeting 
and finances and managing the construction production line. For the effective 
resource leveling optimization in problem analysis, evolutionary intelligent me-
thodologies are proposed. Traditional approaches, such as exhaustive or greedy 
search methodologies, often fail to provide near-optimum solutions in a short 
amount of time, whereas the proposed intelligent approaches manage to quickly 
reach high quality near-optimal solutions. In this paper, a new genetic algorithm 
is proposed for the investigation of the start time of the non-critical activities of 
a project, in order to optimally allocate its resources. Experiments with small 
and medium size benchmark problems taken from publicly available project da-
ta resources, produce highly accurate resource profiles. The proposed metho-
dology proves capable of coping with larger size project management problems, 
where conventional techniques like complete enumeration is impossible, obtain-
ing near-optimal solutions. 

Keywords: Time Constraint Project Scheduling, Resource Levelling, Project 
Management, Genetic Algorithms. 

1 Introduction 

Operation research and artificial intelligence have evolved along parallel lines in the 
last three decades, often by attempting to competitively solve the same class of real-
world optimization problems and in other circumstances to show how the integration 
of techniques from different fields can lead to interesting results on large and complex 
problems [1]. Computational intelligence methods and algorithms such as evolutio-
nary or neural programming, and more recently also nature inspired intelligent  
techniques, have succeed to obtain high quality near-optimal solutions to hard optimi-
zation problems, thus becoming competitive approaches in OR fields. Nature inspired 
intelligent methods such as ant colony optimization, memetic algorithms and hybrid 
particle swarm optimization, have been successfully dealt with various other optimi-
zation problems such as the quadratic multiple container packing problem [2], the 
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dynamic strategic planning for electric distribution systems [3], the bandwidth mini-
mization problem [4], etc. The current work proposes the use of genetic algorithms 
for solving effectively the well-known optimization problem of resource leveling.  

The Resource Leveling Problem (RLP), also known as time-constrained project 
scheduling problem (TCPSP) is an NP-hard optimization problem [5, 6]. The aim of 
this paper is to highlight the advantages of evolutionary intelligent algorithms in re-
source leveling problems. More specifically, an intelligent metaheuristic is proposed 
based in a new genetic algorithm, in order to produce an optimal resource manage-
ment profile. An important contribution of this work is the way that the proposed 
approach investigates the various different feasible start-time values of non-critical 
activities of a project, thus leading to improved resource profiles and contributing to 
optimal resource allocation. The paper is organized as follows:  

In Section 1, introductory comments are made. In Section 2, a literature review re-
garding both, the resource leveling problem and the proposed intelligent metaheuris-
tic, is provided. In Section 3, the main methodological issues are presented in order to 
get a better understanding of the underlying mechanisms of the algorithm. In Section 
4, the mathematical formulation of the resource leveling problem is analyzed, and 
complexity issues are discussed. Finally, the last Section concludes to remarks and 
interesting points which are summarized in an intuitive manner. 

2 Literature Review 

In the literature some selected studies regarding the application of several convention-
al and intelligent optimization algorithms and techniques on the resource leveling 
problem, are presented. Research work dealing with the resource leveling problem is 
quite extensive, as it is shown in Table 1. The given collection of papers contains a 
variety of methodologies ranging from dynamic programming and relaxation me-
thods, to a number of intelligent approaches such as fuzzy optimal models, neural 
networks, genetic optimization based multicriteria techniques, Petri nets, ant colonies 
and memetic algorithms.  

Analytical methods such as exhaustive search (complete enumeration approaches) 
[7], integer programming [8], dynamic programming [9] and branch-and-bound me-
thods have been used to search for an accurate solution. However most of these me-
thods have many limitations. Their major drawback is that they cannot be used to 
solve large and complex problems effectively [6, 9], as they are either computational-
ly infeasible and lead to combinatorial explosion in cases of large and/or complicated 
projects [10].   

For the effective management of large projects, researchers prefer to apply  
heuristic methods, which are successful in solving large and complex problems com-
paratively to analytical methods, although their effectiveness highly depends on the 
problem. Several efforts in the direction of developing heuristic rules for resource 
leveling, aiming at producing high-quality feasible solutions, have been made [11-17]. 
The models also presented by Neumann and Zimmermann [5,18] are indicative ex-
amples of a polynomial heuristic procedure for various types of resource leveling 
problems, where general temporal constraints are given by minimum and maximum 
time lags among activities. 
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In recent years, advanced computational methods like Genetic Algorithms (GAs) 
[6, 9, 19-26] and particle swarm optimization approaches [27, 28] have been used for 
solving resource leveling problems. Also, Kartam and Tongthong [29] introduced a 
methodology for solving resource leveling problems using Artificial Neural Networks 
(ANN). Also, Geng et al. [10] improved an ant colony optimization (ACO) approach, 
another nature-inspired algorithm, for non-linear resource leveling problems. Howev-
er, potential drawbacks of these methods, such as premature convergence and poor 
exploitation, have attracted increasing attention from researchers and engineers, 
whose main aim is to upgrade their efficiency. 

Finally, a few other interesting approaches to the resource leveling problem can be 
found, that do not fall in any of the above mentioned categories. Research by Jeeten-
dra et al. [30] described the use of Petri nets (PNs), whereas Raja et al.  [31] pro-
posed the use of a Petri net in combination with a memetic algorithm. 

Findings from the literature survey indicate the effectiveness of intelligent tech-
niques such as genetic algorithms and neural networks, in solving resource leveling 
problems. Especially, in the case where new formulations of the problem at-hand are 
considered, these algorithms have proven their ability to yield high-quality, if not the 
optimal, solution. Literature shows the evolution of applied methodologies for the 
resource leveling problem, progressing from naïve techniques to more sophisticated 
ones. However, based on their weak points, ground for further development exists.  

3 Resource Leveling 

The project network production in the initial phase displays many peaks (maximum 
resource uses) and valleys (minimum resource uses) in resource profiling diagrams. 
This fact emanates from the non-uniform resource requirement when the project ex-
ecution begins [32].  Two basic Resource Leveling versions are used in several stu-
dies. The fixed project duration restriction is common in both of them:  

1. Reduction of the minimum and maximum resource uses, [20, 29, 32-35]. 
2. Reduction of resource use fluctuation from period t to period t+1 [10, 20, 24, 29, 

30, 35-38]. 

A usual problem formulation is the following: 
Let A 1,2, . . , n  be the set of the project’s activities to be scheduled, where ac-

tivities 1 and n are dummy activities that represent the starting and ending phase, 
respectively. Duration and resource requirements for these activities equal to zero. 
The duration of each activity i A is denoted by di. T denotes the total duration of 
the project. Also T is computed by CPM method, where the project network is de-
signed as A.O.N.  (Activity On Node). Precedence relations among the activities in A 
exist. These relations indicate which activities should be completed before a specific 
activity can start. The underlying assumption is that the type of relationships among 
activities is finish-to-start with zero lag. 

Each activity i requires ri units of k (k=1,…,K)  resource types per time period. If 
a type of resource is used in resource leveling process, then ck=1 else ck=0.  
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The most often used multi-objective function in literature for the resource leveling 
problem uses one or blends more than one of the following seven objectives:  

1. min Gf (minimization of the maximum resource usage for the project) 
2.  min RLI (difference between actual and desirable resource usage) 
3. min StD (minimization of the standard deviation) 
4. min Step (minimization of uniform resource use from period to period) 
5. min R2 (minimization of the squared resource usage) 
6. min RIC (relates variation of a selected resource histogram to an ideal one) 
7.  min EV (minimum entropy) 

The present GA is able to use each of the above mathematical measurements for the 
resource profiles evaluation. 

4 Algorithmic Framework 

The paper applies an evolutionary algorithmic approach (GA) for solving the resource 
leveling problem. In particular, optimization problems can be tackled efficiently intel-
ligent and evolutionary methodologies and algorithms. In the scope of this paper, the 
resource leveling problem corresponds to a typical optimization task.  

The standard genetic algorithm was initially proposed by Holland [39]. The main 
characteristics of the algorithm lie in the concept of evolutionary process. Genetic 
algorithms apply the mechanisms of selection, crossover and mutation in order to 
evolve the members of a population, through a number of generations. The ultimate 
goal is to reach a population of good-quality solutions, approaching the ‘optimum’ 
region. In order to assess the quality of each member of the population, the concept of 
fitness value is introduced. In the case of the resource leveling problem, each solution 
represents a chromosome in the GA. 

In Figure 1, the GA for the resource leveling problem is presented. Below, the 
main terms and processes mentioned in Figure 1 are explained. 

 

Fig. 1. GA operation 
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4.1 Construction of the Next Generation 

The first generation is formed by randomly creating feasible resource profiles. To 
produce the subsequent generations, the top 10% (best chromosomes) of each genera-
tion is transported directly to the next generation, 70% of the descendant generation is 
produced by applying the two-point crossover operator on parents’ chromosomes. 
Finally, the last 20% chromosomes of the offspring will occur from mutation gener-
ated in the same way by which the initial population was formed. Resource profiles 
are generated by taking the start-time of non-critical activities contained in each 
chromosome and the start-times of critical activities that always remain unchanged. 
Then, the fitness function (e.g. RLI) is used to evaluate each resource profile.  

It is important to be mentioned that the crossover and mutation processes produce 
the sequence for the non-critical activities start-time production. The solution feasibil-
ity depends on the non-critical activity ES-LS as well as on the correlations that has 
each non-critical activity with the other non-critical activities. All possible different 
start-time values of all non-critical activities of a project are explored and are com-
bined on the basis of the ES-LS value restrictions and on non-critical activities corre-
lations. In other words only efficient solutions are produced and no efficient solution 
is excluded by the solution search process.  

Let’s denote as S: start-time (day), SP: time step (in days), SS1: new early start 
value and SS2: new late start value. After the initial population, a new restriction  
applies, which is a frame   from the best chromosome start-times for the  
non-critical activities. GA applies local search around the previous generation best 
chromosome using this frame.  also defines how close to the best chromosome the 
searching takes place, by receiving values between:   1  1 .  
When  is defined by the decision maker, two new limits are set which satisfy the ,  restrictions:     :     :  

These new bounds ,   obtained from the above described process, as well as the 
correlations between non-critical activities, are the restrictions for the new start-time 
production taking place in Crossover process (Fig. 2).  

The proposed technique for the the investigation of the start time of the non-critical 
activities of a project has the following three advantages which contribute to the GA 
effectiveness in optimal solution finding:  

• Maintenance of the optimal solutions (TOP) from the previous generation in order 
to be compared with the newly produced solutions.  

• The restriction ±  from the optimal solution start-time in previous generation 
offers the possibility for faster convergence to an optimal solution. 

• The BOT chromosomes receive randomly a start-time value according to a uniform 
distribution in corresponding interval ES - LS for each gene. This fact releases the 
GA algorithm from a premature convergence in a semi-optimal solution.   
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Fig. 2. New generation start-time production 

4.2 Benchmark Experiments 

The parameter settings of the GA approach used during the experimentation were (a) 
size of population set to 40, (b) number of generations set to 50, (c) best 10% chro-
mosomes of each generation transferred directly to the next generation, (d) 70% of the 
current population subjected to crossover, (e) mutation in the remaining 20% of 
chromosomes, and (f) number of independent simulations set to 50 per criterion (pa-
rameters’ values have been selected after extensive experimentation). 

Firstly the proposed GA was compared with similar studies existing in literature. Ex-
haustive enumeration was also applied for small size problem and the proposed GA ap-
proach could identify the optimal solution for those problems. Specifically, 50 repeated 
runs of the algorithm were made, and in almost all cases the GA-approach provided ex-
cellent results identifying the global minimum of the benchmark projects (excluding the 
RLI criterion for the problem posed by [24], where the optimal solution was identified in 
37 out of 50 repeated experiments, Table 1). Results in Table 1 show that in most cases 
the proposed approach is superior to the existing ones. The implementation of the algo-
rithm was made in Matlab programming language. Experiments were conducted on a 
Pentium(R) Dual-Core CPU E5400 at 2,70 GHz and RAM  2,00 GB. 

Table 1. Experimental results for benchmark problems existing in literature 

Research Paper Function Optimal 
result 

Result 
of 

Paper  

GA 
best 

result 

times found 
optimal in 
experiments 

[10] Geng et  al. (2011) STD 5,2034 5,6151 5,2034 100% 

[29] Katram & Tongthong (1998) R2 885 885 885 100% 

[40] Kim et al (2005) R2 448 448 448 100% 

[24] Leu et al (2000) RLI 25 25 25 74% 

[20] Leu and Hung (2002) RLI 11 13,09 11 100% 
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Table 2. Results of experiments for 5 benchmark PSPlib projects 

PROJECT 
GA 

PROJECT 
GA 

Gf RLI StD Gf RLI StD 

P 1 

mean 65,26 829,2 15,34 

P 4 

mean 61,38 1084,8 17,05 

std 2,63 106,45 1,74 std 3,17 125,08 1,62 

min 59 657 12,78 min 54 839 14,15 

P 2 

mean 44,44 697,72 9,94 

P 5 

mean 50,32 973,12 13,50 

std 1,16 53,49 0,64 std 1,66 86,05 0,91 

min 42 552 7,89 min 46 765 11,75 

P 3 

mean 62,78 877,76 17,08 

std 2,61 70,7 1,16 

min 56 744 14,91 

5 Concluding Remarks 

In this paper, the application of evolutionary algorithms for solving resource leveling 
problems was studied. The basic idea behind this work is the way that the proposed 
approach investigates the various different feasible start-time values of non-critical 
activities of a project, thus leading to improved resource profiles and contributing to 
optimal resource allocation. This mechanism (SP) assists the decision maker in 
searching efficiently the area surrounding the optimal star-time values. The proposed 
mutation process also assists in avoiding premature convergence in a semi-optimal 
solution. Experimental results are considered as near-optimal because mathematically 
the optimal solution cannot be found. With repeated runs one can conclude about the 
approximate area where the optimum lies. 

In conclusion, evolutionary intelligence (GAs) proves capable of solving adequate-
ly complex optimization problems and can be proposed as an efficient and effective 
method for coping with large real-world projects. It is our firm belief that the optimal 
resource profile could be achieved through even more extensive experimentation and 
simulations, e.g. in a ship construction project consisting of more than 1000 activities, 
which is currently tested on its effectiveness. Research is also underway around 
the implementation of other competitive nature-inspired and hybrid intelligent metho-
dologies on the same application domain.  
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Abstract. The paper presents two alternative approaches to solve inverse relia-
bility task – to determine the design parameters to achieve desired target relia-
bilities. The first approach is based on utilization of artificial neural networks 
and small-sample simulation Latin hypercube sampling. The second approach 
considers inverse reliability task as reliability-based optimization task using 
double-loop method and also small-sample simulation. Efficiency of both ap-
proaches is presented in numerical example, advantages and disadvantages are 
discussed. 

Keywords: Inverse reliability, artificial neural network, reliability-based opti-
mization, double-loop optimization, uncertainties, Latin hypercube sampling. 

1 Introduction 

To achieve desired level of reliability in limit state design is generally not an easy 
task. Uncertainties are involved in every part of structural system (e.g. material prop-
erties, geometrical imperfections, dead load, live load, wind, snow, corrosion rate, 
etc.). When performing either reliability assessment or advanced engineering design, 
it is certainly essential to take uncertainties into account using a probabilistic analysis. 
Reliability assessment requires forward reliability methods for estimating the reliabili-
ty (usually theoretical failure probability and/or reliability index are determined). On 
the other hand, the engineering design requires an inverse reliability approach to de-
termine the design parameters to achieve desired target reliabilities. 

Some sophisticated approaches to determine design parameters (material properties, 
geometry, etc.) related to particular limit states have been proposed under the name 
“inverse reliability methods”, e.g. a reliability contour method [1] and [2], iterative algo-
rithm based on the modified Hasofer-Lind-Rackwitz-Fiessler scheme used in reliability 
analysis [3], Newton-Raphson iterative algorithm to find multiple design parameters [4] 
and [5], decomposition technique [6] or various implementation of artificial neural net-
work (ANN) with other soft-computing techniques [7], [8] and [9]. 

The two methods proposed in this paper attempts to overcome the shortcomings of 
existing inverse reliability methods. The first one utilizes ANN too, but in a different 
way: Computational time is reduced by using a small-sample simulation technique 
called Latin hypercube sampling (LHS) in ANN based inverse problem proposed by 
Novák and Lehký in [10] and [11] first.  
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The second one is double-loop reliability based optimization (RBO) approach. 
Classical optimization usually leads to solutions that lie at the boundary of the ad-
missible domain, and that are consequently rather sensitive to uncertainty in the de-
sign parameters. In contrast, RBO aims at designing the system in a robust way by 
minimizing some objective function under reliability constraints. It provides the 
means for determining the optimal solution of a certain objective function, while en-
suring a predefined small probability that a structure fails. Thus RBO methods have to 
mix optimization algorithms together with reliability calculations. The approach 
known as “double-loop” consists in nesting the computation of the failure probability 
with respect to the current design within the optimization loop (e.g. [12]). FORM-
based double-loop approach has been proposed by Dubourg in [13, 14]. The authors 
developed a double-loop reliability-based optimization approach based on small-
sample simulation and FORM [15, 16]. 

2 Inverse Reliability Task 

The aim of classical (forward) reliability analysis is the estimation of unreliability 
using a probability measure called the theoretical failure probability, defined as: 

 ( )0 P ≤= Zp f , (1) 

where Z is a function of basic random variables X = X1, X2, …, XN called safety mar-
gin. This failure probability is calculated as a probabilistic integral: 

 ( )=
fD

f fp XXX d  (2) 

where the domain of integration of the joint probability distribution function (PDF) 
above is limited to the failure domain Df where g(X) ≤ 0. The function g(X), a compu-
tational model, is a function of random vector X (and also of other, deterministic 
quantities). Random vector X follows a joint PDF fX(X) and, in general, its marginal 
variables can be statistically correlated. The explicit calculation of integral in (2) is 
generally impossible. Therefore a large number of efficient stochastic analysis me-
thods have been developed during the last seven decades. 

The inverse reliability task is the task to find design parameters corresponding to 
specified reliability levels expressed by reliability index or by theoretical failure prob-
ability. In general, an inverse problem involves finding either a single design parame-
ter to achieve a given single reliability constraint or multiple design parameters to 
meet specified multiple reliability constraints. The design parameters can be determi-
nistic or they can be associated with random variables described by statistical mo-
ments (mean value, standard deviation) and PDF. In case of mean value one need to 
choose if either standard deviation or coefficient of variation will be fixed. 
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2.1 Solution Based on Artificial Neural Networks 

An efficient general approach of inverse reliability analysis is proposed to obtain 
design parameters of a computational model in order to achieve the prescribed relia-
bility level. The inverse analysis is based on the coupling of a stochastic simulation of 
Monte Carlo type and an ANN. The design parameters (e.g. mean values or standard 
deviations of basic random variables) play the role of basic random variables with a 
scatter reflecting the physical range of design values. A novelty of the approach is the 
utilization of the efficient small-sample simulation method LHS used for the stochas-
tic preparation of the training set utilized in training the ANN. The calculation of 
reliability is performed using the first order reliability method (FORM). Once the 
ANN has been trained, it represents an approximation consequently utilized in an 
opposite way: To provide the best possible set of design parameters corresponding to 
prescribed reliability. 

The procedure of ANN based inverse reliability method is illustrated by a simple 
flow chart as shown in Figure 1 and is implemented as follows: 

1. The design parameters are considered as random variables with selected (physical-
ly reasonable) appropriate scatter and probability distribution. Rectangular distri-
bution is often used. 

2. Random samples of design parameters (possibly correlated) are generated using 
LHS simulation method. 

3. Stochastic model of analyzed problem is prepared including generated samples of 
design parameters. 

4. Reliability analyses are performed repeatedly for individual samples of design pa-
rameters and set of reliability measures like failure probabilities or reliability in-
dices are calculated. 

5. Reliability measures obtained from simulations together with set of random design 
parameters serve as training set for ANN training. During training an error between 
simulated and desired outputs of ANN (here in form of MSE) is minimized using 
appropriate optimization technique (e.g. back propagation methods, evolutionary 
algorithms). 

6. Desired reliability measures are used as an input signal which is distributed 
through ANN structure to its output where optimal design parameters are obtained. 

7. Verification of the results by calculation of failure probabilities related to limit 
state functions using the optimal parameters is carried out. A comparison with tar-
get failure probabilities will show the extent to which the inverse analysis was suc-
cessful. 

In the case of inverse reliability analysis a double stochastic analysis is needed for 
the training set preparation for ANN (steps 2 and 4 of the procedure). In the outer 
loop random realizations of design parameters are generated using the LHS simula-
tion technique. The inner loop represents the reliability calculation for one particular 
realization of design parameters. Here, the FORM approximation method is recom-
mended due to computational demands. The number of simulations in outer loop is 
driven by ANN and only tens of simulations are usually needed. 
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The design is performed fully according to Eurocode 5. The ultimate limit state (ULS) 
as well as the serviceability limit state (SLS) is taken into account. Target reliability 
indices are β1 = 3.8, β2 = 1.5. The limit states are described by the following limit 
state functions g1 and g2: 
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where MR is the bending moment of resistance, ME is the bending moment of load 
action, ulim,fin is the final limit deflection and unet,fin is the final deflection caused by 
load action. Bending moments MR and ME are calculated as: 
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where b and h are the width and height of rectangular cross-section, l is the length of 
the beam, fm is flexural strength, kmod is the modification factor taking into account the 
effect on the strength parameters of the duration of the load and the moisture content 
in the structure (value kmod = 0.8 was considered), g is permanent load, q is variable 
load and θR and θE are the model uncertainties of resistance and load action. Deflec-
tions in the second limit state function g2 are calculated as: 
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where u1,fin and u2,fin are the final deflections caused by the permanent load and variable 
load, E is the modulus of elasticity of timber, k1,def is a factor which takes into account the 
increase in deflection with time due to the combined effect of creep and moisture and it 
belongs to permanent load and k2,def  is the same factor but for variable load (values of 
k1,def  = 0.8 and k2,def  = 0.25 were used). Table 1 summarizes all random variables and 
their randomization. The values of the material parameters correspond to spruce timber. 
Randomization was carried out according to the recommendations of JCSS probabilistic 
model code [17]. Reliability analysis was carried out using the FORM method; the start-
ing values were means; the tolerance for convergence was 10-4. For both a training set 
preparation and purpose of optimization the design parameters were considered as ran-
dom variables with rectangular distribution, see Table 2. 
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Table 1. Random variables and design parameters 

Variable Distribution Mean Std COV 

l [m] Normal 3.5 0.175 0.05 

b [m] Normal ? -- 0.05 

h [m] Normal ? -- 0.05 

E [GPa] Lognormal (2 par) 10 1.3 0.13 

fm [MPa] Lognormal (2 par) 34 8.5 0.25 

g [kN/m] Gumbel max EV 1 1.686 0.169 0.10 

q [kN/m] Gumbel max EV 1 2.565 0.770 0.30 

θR [-] Lognormal (2 par) 1 0.1 0.10 

θR [-] Lognormal (2 par) 1 0.1 0.10 

Table 2. Randomization of design parameters for training set preparation and purpose of 
optimization 

Variable Distribution Mean Std a b 

mean(b) Rectangular 0.125 0.0144 0.10 0.15 

mean(h) Rectangular 0.225 0.0144 0.20 0.25 

3.1 ANN Inverse Analysis 

First, ANN inverse reliability analysis was carried out. The ANN (see Figure 3) con-
sisted of one hidden layer having four nonlinear neurons (hyperbolic tangent transfer 
function) and an output layer having two output neurons (linear transfer function) 
which correspond to two design parameters – the mean values of width b and height 
h. The ANN has two inputs which correspond to two specified reliability indices, β1 
and β2. For preparation of training set one hundred random samples of design parame-
ters were generated using LHS method according to stochastic model in Table 2 and 
stochastic analyses were carried out to obtain corresponding reliability indices. 

The resulting design parameter values are given in Table 3. To check their accuracy 
these values were used in equations (4) to (6) and reliability indices were calculated; see 
the comparison with the target reliability indices in Table 3. In the case of practical de-
sign the dimensions of cross-section should be selected from available set of dimensions. 
In our example, the resulting width and height would be b = 140 mm and h = 220 mm 
which gives the final reliability indices β1,fin = 4.068 and β2,fin = 1.912. 

 

Fig. 3. A scheme of artificial neural network 
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3.2 Double-Loop Optimization Approach 

If we define optimization problem according to definition at section 2.2 then inverse 
reliability problem can be also solved using double-loop reliability-based optimization 
approach. During the solution of the problem an option to determine a target value of 
reliability index for the selected limit state function was utilized. Therefore target 
reliability index for the limit state function g2 was defined as β2 = 1.5. As a constraint 
an interval (3.75, 3.85) of allowable values of reliability index β1 for the limit state 
function g1 was set. 

During solution of the task using aimed multilevel sampling (AMS) optimization 
algorithm [15] the total number of 300 simulations was used. The result solution of 
the task is displayed in Table 3 and in Figure 4. Final solution corresponds well to the 
values obtained using ANN inverse analysis. The resulting cross-sectional area is 
2.8302×10-2 m2 compared to 2.8385×10-2 m2 obtained from ANN inverse analysis. 
The graph in Figure 4 shows the gradual convergence of generated solutions toward 
the required values of reliability indices. 

Table 3. Resulting values of design parameters and reliability indices β obtained by double-
loop optimization approach 

Approach mean(b) mean(h) β1 β2 β1,target β2,target 
ANN inverse analysis 0.13244 0.21432 3.8001 1.5001 

3.8 1.5 
Double-loop optimization 0.1311555 0.215135 3.793 1.50009 

 

 
Fig. 4. Evolution of values of reliability indices during optimization 

4 Conclusion 

The paper presents two alternative approaches to solve inverse analysis task. Both 
approaches provide very good results, as is indicated in numerical example. Some 
advantages and disadvantages of the methods can be highlighted: 
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ANN inverse analysis will be probably more accurate and capable to solve also 
highly nonlinear problems. But more simulations are generally needed for good train-
ing of ANN (in case of very small numbers – training cannot be simply done at all). 
The step “training of ANN” requires deeper involvement of a user, which makes the 
usage of the approach difficult. 

On the other hand the double-loop reliability-based optimization approach can 
solve problem satisfactorily using small number of simulations, but the lower accura-
cy can be expected. In case of highly nonlinear problems less efficiency can be ex-
pected comparing to ANN inverse analysis approach. The advantage of double-loop 
optimization approach is a transparency of solution and better understanding by gen-
eral engineering practice.  

The above mentioned summary is formulated based on testing approaches using 
limited number of numerical examples. The more systematic verification and testing 
are needed. Presents results indicate that both approaches have very good potential to 
solve inverse reliability task using small-sample simulation. 
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Abstract. In today’s world of rapid technological advancement, we find an in-
creasing demand for low-cost systems that are capable of fast and easy genera-
tion of realistic avatars for use in Virtual Reality (VR) applications. For example,
avatars can enhance the immersion experience of users in video games and facil-
itate education in virtual classrooms. Therefore, we present here a novel model-
based technique that is capable of real-time generation of personalized full-body
3D avatars from orthogonal photographs. The proposed method utilizes a sta-
tistical model of human 3D shape and a multi-view statistical 2D shape model
of its corresponding silhouettes. Our technique is automatic, requiring minimal
user intervention, and does not need a calibrated camera. Each component of our
proposed technique is extensively evaluated and validated.

Keywords: personalized avatars, 3D body shape modelling, multi-view ASM,
image segmentation.

1 Introduction

In today’s world of rapid technological advancement, we find an increasing demand
for low-cost systems that are capable of fast and easy generation of realistic avatars
with minimal user intervention. Such systems have applicability in many Virtual Real-
ity (VR) applications. For example, they can be used in cultural heritage visualizations
and to populate virtual worlds in multi-player computer games, enhancing a user’s im-
mersion experience. In addition, they can facilitate communication and education when
incorporated in chat applications and in virtual classrooms. They can even assist users
to make shopping decisions by allowing them to dress their avatars accordingly. Ex-
isting technologies make it possible to create 3D avatars, e.g., using 3D scanning de-
vices such as Microsoft’s Kinect, using 3D modelling software, etc. However, this kind
of technologies tend to require dedicated hardware, calibration of imaging equipment,
creative skills and considerable amount of post-processing manual intervention.

Motivated by this multitude of applications and the limitations of existing technolo-
gies, we develop a model-based method for the generation of realistic personalized full-
body 3D avatars [1]. The novelty of our work is that it is automatic and it works using
photographs taken by any uncalibrated low cost camera. Our method extends the work
of Hilton et. al. [2], however ours does not require the user to mark the location of 3D
landmarks in the 2D image, in order to extract model-silhouette correspondences, for

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 354–363, 2014.
c© IFIP International Federation for Information Processing 2014
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the purpose of improving accuracy. Furthermore, the proposed method does not require
the user to measure the camera’s field of view and the subject’s distance to the camera,
which serve as camera calibration. Instead, and as our main contribution, we train and
use a multi-view Active Shape Model (ASM) [3] of human silhouettes (as viewed from
the front, left, right and back), in order to refine the extracted silhouettes obtained from
the segmentation result and to register them to the projection of the 3D shape model in
each of the orthogonal views. Our only assumption is that when taking the multi-view
input images the user does not significantly change their depth relative to the camera.
This means that the avatars can be generated quickly and easily, as no time is wasted
for calibrating the camera nor for marking correspondences. Additionally, in order to
increase the recognizability and hence the realism of the generated avatar, together with
the full-body model we use a face-only 3D model, which has a significantly higher
resolution aimed at capturing the more detailed facial characteristics.

An outline of our method is illustrated in Figure 1. First we train a statistical model
of 3D human shape using a dataset of dense full-body 3D scans [4]. We project the
3D scans of the dataset to orthogonal views and extract the corresponding silhouettes,
which we use to train our multi-view ASM [3], thus concluding the training phase. Once
these two models are trained, we can deploy the proposed technique live as follows.
Orthogonal input images are captured using an uncalibrated low cost camera and we
extract 2D silhouettes using background subtraction and other image processing tech-
niques. The extracted silhouettes are refined and registered to the 3D model’s projection
using the trained multi-view ASM. For improved accuracy around the face, we detect
facial features (eyes, nose and mouth) using Viola/Jones detectors [5] and combine the
detection result with the registered silhouettes, while performing an optimization over
the space of permissible 3D shape parameter. Once the shape is reconstructed, the two
3D models (full-body and face-only) are aligned with each other, using a rigid trans-
formation and then texture from input images is mapped to both models assuming a
cylindrical model [2].

The remainder of our paper is organized as follows. Section 2 covers previous work
on the problem of avatar generation. Section 3 discusses in detail each phase of our pro-
posed method, such that Sect. 3.1 covers the components of the off-line model training
phase and Sect. 3.2 describes the steps involved in the avatar generation phase. Section
4 presents experimentation for the evaluation of our work. We conclude with Sect. 5
where we also mention a few thoughts on possible future work.

2 Related Work

Previous efforts on the generation of realistic human-like avatars can be categorized into
two groups. In one group are model-based methods (such as [2], [6], [7], [8], [9] and
[10]) that rely on a model of human body shape to reconstruct the subject’s geometry
from a multi-view camera setup. In the other group are model-free methods (such as
[11], [12], [13], [14] and [15]), which do not rely on a human body shape model and
perform multi-view reconstruction, using for example, multi-view photometric stereo
[12], [15] or even a setup of inexpensive range scanners like those found in the recently
popularized Kinect device [11], [14], [16].
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(b)

(f)

(g)

(a)

(h)

Fig. 1. Method overview (dotted line separates training and live phases): (a) A 3D shape model is
trained by applying PCA on a dataset of dense full-body 3D scans, (b) A multi-view Active Shape
Model is trained from the 2D silhouettes of the full-body 3D dataset, (c) Orthogonal input images
are captured using an uncalibrated low cost camera, (d) Extract silhouettes using background sub-
traction, (e) Refine and register the silhouettes to the 3D model’s projection using the multi-view
ASM, (f) Detect facial features using Viola/Jones detectors, (g) Given the registered silhouettes
and detected facial features optimize over the 3D shape parameters and map the texture from the
input images, (h) Frontal and side views of generated 3D avatar

Fig. 2. (Left) Sample scans in used dataset [4]. Only 111 (in neutral pose) were used for training,
(Right) The model can be used to generate random populations that follow the distribution of the
training set by varying the shape parameters to vary e.g., height, weight, muscle/fat ratio, etc.
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Model-based approaches use a prior model of the human body shape, which allows
for consistent reconstruction across frames but the reconstructed shapes are limited by
the utilized model, in that they may not accurately reconstruct a previously unseen hu-
man body shape that is not consistent with the training set. Model-free methods are
more dynamic in nature and can reconstruct shape from any scene but because of their
lack of a prior model, their reconstructed shapes may not be consistent even across
neighboring frames and cannot handle ambiguities. An important advantage of model-
based approaches is the uniformity of the avatars created in terms of the number and
positioning of polygons, that facilitates the animation of the resulting avatars in virtual
environments. In our approach we adopt a PCA model-based approach, since it natu-
rally enforces consistency in the reconstructed shape across the four orthogonal views.

3 Methodology

The proposed avatar generation method involves two main phases: (i) the off-line model
training phase and (ii) the live avatar generation phase. Figure 1 illustrates the overall
work flow of our proposed technique. In the following subsections we describe the
various steps in detail.

3.1 Off-line Model Training

In the off-line phase, we use a dataset of full-body range scans [4] (selecting only the
111 samples with a neutral pose – see Fig. 2 (right)) to train a 3D full-body shape
model. Then the training samples are projected to four orthogonal views (front, left,
right, back) to generate a training set of corresponding multi-view silhouettes, which
we use to train a multi-view ASM model (see Fig. 1 (a-b)).

3D Model. In the training phase we utilize a Principal Component Analysis (PCA)
model trained on range scans from a 3D body scan dataset [4] to extend the work of [2],
[9] and [13]. The purpose of the PCA model is to learn the permissible modes of human
body 3D shape variations reflected in the training set, so that the avatars we generate
will have a realistic human shape. Each range scan is represented as a column vector,
x, of vertex coordinates such that x = [x1, ..., xN , y1, ..., yN , z1, ..., zN ]�, where N
represents the number of vertices in the 3D mesh (in our case N = 6449). The range
scans are aligned using Procrustes Alignment [17].

We apply eigen-decomposition on the covariance matrix of the aligned shapes, while
keeping only the firstm out of the resulting n eigenvectors, sorted in order of decreasing
eigenvalue, λi, such that:

arg max
1≤m≤n

{(
m∑
i=1

λi

)
/

(
n∑

i=1

λi

)
< v

}
, (1)

where v ∈ [0, 1] is the amount of variance that we want the PCA model to capture (we
have set v = 0.98 in our experiments, which resulted in m = 13). In this way, any new
shape, xi, can be represented as:

xi ≈ x̄+Cbi , (2)
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where x̄ is the mean shape of the model, C are the principal m eigenvectors of the
learned shape manifold and bi is a column vector of shape parameters, also known as
the encoding of shape xi. This encoding vector b is typically truncated, so that each
element satisfies bi ∈ [−2√λi,+2

√
λi], where usually k = 2. This ensures that any

shapes generated by (2) remain plausible with respect to the training set.

Silhouette Multi-view ASM. We project the 3D range scans of the training set to four
orthogonal views (front, left, right and back) extracting the corresponding 2D silhou-
ette contour in each view. Each silhouette contour is represented as a column vector,
yi, of 2D coordinates such that yi = [x1, ..., xC , y1, ..., yC ]

�, where C represents
the number of points in the 2D contour and i ∈ {front, left, right, back}. For each
training range scan, the set of four silhouette vectors, representing its multi-view or-
thogonal 2D projection, is stacked vertically, resulting in the augmented column vector:
y = [yfront,yleft,yright,yback]

�.
The set of augmented column vectors is aligned using Procrustes Alignment and

subsequently used to train by application of PCA a multi-view ASM model (we set
v = 0.98, yieldingm = 33), instead of training a separate ASM model per view. In this
way, during the ASM search algorithm [3] the shape parameters are optimized across all
four views simultaneously, instead of independently, providing robustness to outliers,
as it naturally enforces shape consistency across all views, yielding a more accurate
result. Figure 3 illustrates the modes of variation learned by the first few eigenvectors
of the trained multi-view ASM.

Fig. 3. Illustration of the modes of variation in the first 6 eigenvectors of our trained silhouette
multi-view ASM for the frontal (top) and left-side (bottom) views. Blue plots represent the mean
shape, while the green and red plots represent a variation from this mean by an amount of -2

√
λi

and +2
√
λi, respectively, where λi represents the ith eigenvalue and i ∈ {1, ...6}.
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3.2 Avatar Generation

In the live phase, we extract the subject’s silhouettes and then we use the trained models
to reconstruct the 3D shape of the subject, register the face model and perform texture
mapping (see Fig. 1 (c-h)).

Fig. 4. Generated avatar samples

Image Acquisition. Image acquisition is done using a low cost camera. First we photo-
graph the background and then the subject is photographed from the front, left, right and
back, using a tripod to keep the camera stationary. We assume that the subject maintains
a constant distance from the camera during the acquisition.

Segmentation. The segmentation step is needed to extract the silhouettes in each view.
First the input images are converted to the CIELAB colorspace and we obtain their
difference image with respect to the background. The difference image is then thresh-
olded and we apply erosion and dilation to merge foreground regions, selecting the
largest connected component as the foreground. We extract the contour by following 8-
connected adjacent pixels on the silhouette boundary. Figure 5 illustrates the procedure.
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Fig. 5. Segmentation illustration: (Top left) Input image of subject converted to CIELAB col-
orspace, (Top middle) Input image of background converted to CIELAB colorspace, (Bottom
left) Raw difference image, (Bottom middle) Average pixel values along y-axis (green graph)
and average pixel values along x-axis (blue graph), which can be used to guide the selection of
an appropriate segmentation threshold, (Right) Extracted silhouette

Multi-view ASM Fitting. The procedure for fitting the trained multi-view ASM to
a set of four silhouette images follows the ASM search algorithm presented in [3].
For simplicity, we chose the search function in such a way that the model drives it-
self towards regions of high gradient, i.e. strong edges, which tend to coincide with
foreground-background boundaries. In each iteration, each landmark searches a win-
dow in its neighborhood for the point of strongest gradient and moves towards it. Once
all points have moved to new locations, the new shape vector is projected to the ASM
shape manifold to regularize it and the resulting shape parameter vector is truncated to
maintain shape plausibility. The ASM search terminates once the 2-norm of the shape
parameter vector stabilizes within an ε-value between successive iterations (see Fig. 6).

3D Model Fitting. Silhouette points on the reconstructed 3D shape when projected to
each of the four views, should minimize the RMS error with the corresponding silhou-
ette points in the input images. Therefore, we seek to find the shape parameter vector,
b∗, which minimizes the constrained objective given below:

b∗ = argmin
b

∑
i

(
1

Ni
‖P i (x̄+Cb)−QiY i‖2

)
, (3)

such that. bj ∈ [−2√λj ,+2
√
λj ] , (4)

where i ∈ {front, left, right, back}, P i is the projection matrix, Y i is the matrix of
2D coordinates of the silhouette contour in the input image, Qi is the alignment trans-
formation matrix and Ni is the number of silhouette contour points in the ith view.
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We solve the problem in (3) using CVX, a package for specifying and solving convex
programs [18], [19].

Texture Mapping. Once we have the shape of the avatar we fill-in the realistic ap-
pearance by mapping texture information from the input images to the projected model
vertices using the cylindrical model described in [2]. This involves converting the coor-
dinates of each reconstructed 3D vertex to polar coordinates to determine which image
needs to be looked up to get the texture. Then the 3D coordinates are projected to 2D
image coordinates (using P i from (3) above) to get the color value at the projected
image pixel.

In order to obtain an avatar with a more realistic appearance, we then register the fa-
cial landmarks (nose, eyes, mouth) of the higher resolution face model (11655 vertices)
to corresponding landmarks on the full-body 3D model. This allows us to determine the
rigid transformation that aligns the two models. Hence, we transform the higher resolu-
tion face model and apply the texture mapping process again, transferring the realistic
appearance to the high resolution face model (sample results shown in Fig. 4).

4 Evaluation

In order to evaluate the ability of the trained model to reconstruct a subject’s 3D body
shape when given four orthogonal images of the body’s 2D projection, we conducted
the following experiment. Using the trained PCA model of 3D body shape, we trained
regression functions [4] for various physical shape-controlling parameters e.g., height.
In this way, we were able to synthesize 100 new shape models (50 male, 50 female)
having desired physical measurements:

– Weight: varied uniformly in the range [50kgs, 120kgs]
– Height: varied uniformly in the range [150cm, 200cm]
– % Muscle: varied uniformly in the range [0%, 100%]

From each synthetic shape we constructed four orthogonal images of its 2D pro-
jection (front, back, left, right). Landmark correspondences between image and model
points were manually marked. The goal was then to recover the 3D synthetic shape
when presented with only its four projection images and the manually marked land-
mark correspondences, and assess the 3D shape reconstruction accuracy. The shape
parameters were estimated by minimizing a cost function of the average error between
the image landmarks and the corresponding projected landmarks of the model. We per-
formed the experiment twice, once using on average only 17 landmarks per view (se-
lected similarly to the feature points in [2]) and once using 144 landmarks per view
(sampled regularly around the silhouette outline). For each shape we then calculated
the average relative point-to-point reconstruction error (calculated as the absolute dif-
ference between the reconstructed projection and the ground truth projection of each
landmark, averaged over all 6449 landmarks; this was then divided by the maximum
point to point distance between model vertices to yield the average relative point-to-
point reconstruction error). The results were as follows: (i) 144 landmarks per view:
μ = 0, 81%, σ = 0, 1803, (ii) 17 landmarks per view: μ = 0, 90%, σ = 0, 2167.
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Finally, we calculated the sample correlations and p-values to determine correla-
tions between the reconstruction error and the physical parameters. We found that the
most significant correlations of reconstruction error were between weight and % mus-
cle. More specifically, for weight we got ρ = 0.2685 and p-value=0.0069, indicating
that error increases with increasing weight. For % muscle we got ρ = 0.3503 and p-
value=0.0004, indicating that error increases with increasing % muscle because higher
% muscle cause more bulging of the body thus greater deviation from the mean shape.

In another experiment, we evaluated the accuracy of the multi-view ASM against
the accuracy of four separate single-view ASM models. The results, which are shown
in Fig. 6 illustrate the superiority of the multi-view ASM. We are in the process of
performing evaluation simulations of the proposed method against a large synthetic
dataset as well as quantitative evaluation on real data. See Fig. 4 for a visual evaluation.
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Fig. 6. Comparative evaluation of our silhouette registration method by a multi-view ASM on a
synthetic dataset of 100 subjects. (Left) Plot of average relative silhouette registration error for
each view, using single-view ASM models (98% variance). (Right) Corresponding plot evaluating
silhouette registration error using a multi-view ASM model.

5 Conclusions and Future Work

We presented our ongoing work towards the generation of realistic animation ready
avatars that will allow users and their friends to participate and collaborate in VR game
adaptations. While this is work in progress and additional evaluation experiments are
under way, early results obtained prove the potential of our overall approach. In the
future we plan to increase the accuracy of model fitting and texture mapping so that the
end result is cleaner and more realistic. Furthermore, we plan to add automatic rigging
and animation on the personalized avatars, so that they can be easily incorporated in
collaborative VR applications.
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Abstract. Reconstructing human motion data using a few input signals or trajec-
tories is always challenging problem. This is due to the difficulty of reconstruct-
ing natural human motion since the low-dimensional control parameters cannot
be directly used to reconstruct the high-dimensional human motion. Because of
this limitation, a novel methodology is introduced in this paper that takes benefit
of local dimensionality reduction techniques to reconstruct accurate and natural-
looking full-body motion sequences using fewer number of input. In the pro-
posed methodology, a group of local dynamic regression models is formed from
pre-captured motion data to support the prior learning process that reconstructs
the full-body motion of the character. The evaluation that held out has shown
that such a methodology can reconstruct more accurate motion sequences than
possible with other statistical models.

Keywords: character animation, local regressions, motion reconstruction.

1 Introduction

Full-body motion reconstruction is a process that is quite important in cases in which
the ability to animate virtual characters while using a reduced number of sensors or user
defined trajectories is necessary. Such techniques, especially those that are developed
to reconstruct the motion of the character during the performance capture process can
be quite beneficial in various areas that are related to virtual reality, such as rehabili-
tation and sports training, as well as in video games. Although various motion capture
systems for capture of the user’s performance, such as Vicon [1] and XSens [2], can
provide desirable results, the basic limitation is the high cost for general family use.
Recently, low-cost commercial products, such as those provided by Microsoft, Sony,
and Nintendo, have developed next generation hardware devices to capture the online
performances of individual players. However, a reduced number of input signals re-
trieved from those devices cause the motion reconstruction process to be challenging.
The reason is that human motion has many degrees of freedom (DOF) and, therefore,
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motion models are required that can reconstruct the natural and realistic motion of a
character while using few parameters.

In the proposed methodology, the motion reconstruction process is formulated in a
maximum a posteriori (MAP) framework that is responsible for producing a natural-
looking motion sequence that best matches the user-defined inputs. Specifically, the
proposed methodology learns a group of local regression models in order to constrain
the prior learning of the pre-captured motion data. Then, by searching within the motion
database, by using K nearest motion examples that are similar to the previously recon-
structed poses qt−1, ...,qt−m, and the motion sequences qtk−1 , ...,qtk−m along with their
subsequent poses qtk for k = 1, ...,K as the training data, it learns a predictive model for
the reconstruction of the current character’s posture qt .

The proposed methodology can reconstruct a variety of motion sequences by using a
reduced number of input trajectories, such as walking, running, jumping, and punching,
as well as golf swings. Further, by evaluating the presented methodology with previous
solutions for reconstructing the character’s motion, the proposed approach can recon-
struct motion sequences by reducing the reconstruction error. The remainder of this
paper is organized as follows: Section 2 presents related work in data-driven character
animation and motion reconstruction. Section 3 provides an overview of the proposed
methodology. The proposed reconstruction methodology is explained in Section 4. Sec-
tion 5, presents the results obtained from the evaluations of the proposed methodology
versus those oft previously examined techniques. Finally, conclusions are drawn and
the potential future work is discussed in Section 6.

2 Related Work

In data-driven motion synthesis techniques [3], the low-dimensional control signals that
are obtained from the motion capture device are used to retrieve suitable motion se-
quences from a database that contains high-dimensional motion capture sequences. The
reuse of pre-recorded human motion data requires efficient retrieval of similar motions
from databases [4][5], as well as a good understanding of how motions must be param-
eterized in order to yield smooth transitions between several retrieved motion clips [6].

On the other hand, statistical motion models are often described as several mathe-
matical functions that represent human motion by a set of parameters that are associated
with probability distributions [7]. So far, using pre-captured motion data to learn statis-
tical motion models have been used for full-body character control [8], in key frames
interpolation [9], motion styles synthesis [10][11], facial animation [12] and speech-
driven facial expressions [13][14], hands-over animation techniques [15][16], interac-
tive creation of a character’s pose [8][17] or control of human actions using vision-based
tracking [18], real-time human motion control with inertial sensors [19] or accelerom-
eter sensors [17], construction of physically-valid motion models for human motion
synthesis [14] and so forth.

During the past years, a number of researchers have developed approaches that use
sparse constraints provided by sensors to control high-dimensional human motions. A
single depth camera to track and reconstruct various human motions, their approaches
acquired no makers attached on user’s body, however, no less than 15 control points
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needed to be used to segment the human body [20][21]. By combining inverse kinemat-
ics algorithms and a few constraints from eight magnetic sensors to provide an analytic
solution for human motion control [22]. By using six to nine retro-reflective markers as
the control points for online human motion reconstruction [18], and by using five in-
ertial sensors for real-time upper-body control [23]. Recently, full-body human motion
control was achieved using the positional and orientational constraints from six inertial
sensors [19]. Finally, another solution [17] utilizing a few constraints provided by four
accelerometer sensors achieved full-body motion control of the character.

3 Overview

In the proposed methodology a reduced number of input trajectories retrieved from a
reference motion sequence are used to reconstruct the full-body motion of the character.
Those input trajectories automatically transform the control inputs into realistic human
motion by building a group of online local regression models during the runtime. An
overview of the methodology appears in Figure 1.

Fig. 1. An overview of the proposed system

For the motion reconstruction process, it is assumed that the character’s actions can
be represented as an m−order Markov chain, such as the current posture of the charac-
ter at the t− th frame qt can be considered to depend only on previous m reconstructed
postures Qt,m = [qt−1, ...,qt−m]. Thus, the probabilistic model should be able to ful-
fill p(qt |qt−1, ...,q1) = p(qt |qt−1, ...,qt−m). In the proposed local regression modelling
methodology, the spatiotemporal directions to the models to constrain the transforma-
tion of the character’s postures in the configuration space are added. This approach
predicts how the humans move in each region and constrains the reconstructed motion
to remain in the natural-looking space. For that reason, it was considered to be an online
learned model to generate the desired posture qt from various forms of kinematic con-
straints ct that are specified by the input trajectories. Finally, the motion reconstruction
process is optimized in a MAP framework by estimating the posture qt that is satisfied
by the input trajectories ct along with the previous reconstructed postured Qt,m such as:

argmax
qt

p(qt |ct ,Qt,m)

∝ argmax
qt

p(ct |qt)p(qt |Qt,m)
(1)
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In this case, by applying the negative logarithm to the posteriori distribution function
p(qt |ct ,Qt,m), the constrained MAP problem becomes an energy minimization problem,
which is now represented as:

argmax
qt
− ln p(ct |qt)︸ ︷︷ ︸

Elikelihood

+− ln p(qt |Qt,m)︸ ︷︷ ︸
Eprior

(2)

where the likelihood term (Elikelihood) measures how well the reconstructed posture qt

fits the user defined input trajectories ct , and the prior term (Eprior) measures the nat-
uralness of the reconstructed posture. It should be noted that an optimal estimation of
the reconstructed posture produced a natural motion that achieved the inputs that were
specified by the user.

4 Motion Reconstruction

Using a reduced number of input trajectories to reconstruct the motion of the virtual
character is quite challenging, since the control inputs cannot fully constrain the entire
human motion to remain in the natural-looking space. Thus, in the proposed solution, a
group of local regression models are used to solve this issue of motion reconstruction
ambiguity. The methodology that used is presented in the following subsections.

4.1 Prior Motion Modelling

The prior motion modelling that was based on the local regression models is presented
in this subsection. This model is responsible for adequately constraining the recon-
structed posture of the character to remain in the natural-looking space. The novelty of
the proposed model is that there is no need to find an appropriate structure for a global
dynamic model, which would necessarily by high dimensional and non-linear. In the
proposed methodology, a k-nearest neighbour (k−NN) searching algorithm is adopted
to find the K motion examples that are contained in our motion capture database and
are similar to the already reconstructed posture. The examples and their subsequent
postures are used for our online learning process.

In order to estimate the current posture qt at the t − th frame, a searching of the
database of the motion data is employed in the first steps. This searching process finds
the motion segments that are most similar to the recently reconstructed motion segment
Qt,m = [qt−1, ...,qt−m]. Thus, the k nearest motion segments qtk for k = 1, ...,K are cho-
sen as training data to learn a predictive model by means of a statistical learning method
of current posture qt .

Now, assume a linear relationship between an input angle vector x = [qt−1, ...,qt−m]
and an output joint angle vector y = qt . In this case, one should note that the predictive
function for each DOF in the output qt is learned separately. Then, by subtracting the
means from the input and output training data, one assumes that the mean values of x
and y are zeros. Therefore, the function of the proposed model is represented by using
linear regression as follows:

y = aT x+βy (3)
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where the input joint angle x is an m×D-dimensional vector. D represents the dimen-
sion of DOF for a virtual character and y is the joint angle value for the output motion.
Vectors a and βy are regression coefficients that represent a homoscedastic noise vari-
able, which is independent of vector x. Moreover, given the K motion examples (xk;yk)
for k = 1, ...,K that are similar to the current reconstructed poses, and by minimizing
the expected squared error E = min ∑K

k=1 ‖yk− aT xk‖2, the coefficient a is obtained by
the least squares solution that follows:

a = (XT X)−1XT y (4)

where the row of the matrix X stores the input joint angle vectors xk for k = 1, ...,K,
and K output joint angle values are stacked in vector y.

The proposed methodology calculates the projections of the highest correlation be-
tween the input joint angle matrix X and the output vector y. These projections can be
obtained by maximizing the squared relationship as follows:

correlation2(Xu j ,y) =
(uT

j XT y)

(uT
j XT Xu j)

(5)

where u j denotes the one of the projection’s directions. It should be noted that since
each of the projections Xu j is orthogonal to others and its length is unit, it is possible to
get uT

j XT Xu j = 1. Hence, u j is one column of the matrix U that includes the eigenvectors
of the covariance matrix C = (XT X)−1XT yyT X . In the proposed model, X is projected
onto U for only considering the projections. Thus, by minimizing ‖y−XUγ‖2 with
respect to the reduced coefficient γ , one obtains:

a =Uγ =U(UT XT XU)−1UT XT y (6)

Since each DOF is predicted separately in output qt , the model has only one projec-
tion direction u for each time. The weight for each data point xk can now be calculated
by the Gaussian function, using its relative distance from the previously reconstructed
postures Qt,m = [qt−1, ...,qt−m] as:

ωk = exp
(
− 1

2
(xk−Qt,m)

TW (xk−Qt,m)
)

(7)

where W denotes the diagonal matrix that contains the weights for each DOF. It should
be noted that in the proposed implementation used an identity matrix to represent W .
The eigenvectors are extracted from the matrix as:

Cω = (DX)−1XT DyyT DX (8)

where D denotes a diagonal matrix that constrains ωk along its diagonal. Moreover, the
weighted regression coefficients can be represented as:

aω =U(UT XT DXU)−1UT XT Dy (9)

In this case, assuming that there is a Gaussian distributed noise variable βy, its stan-
dard deviation σ can be estimated by yk− β xk for k = 1, ...,K. In our experiments, a
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predictive function for each DOF of the reconstructed posture is constructed. There-
fore, to predict the d− th DOF of the character’s posture, the local regression model is
described as:

qt,d = aT
d,ωQt,m +N(0,σd) (10)

where qt,d and σd are scalars, qt,d represents the d− th DOF of the t− th frame posture,
and σd is the standard deviation of the d − th predictive function. aT

d,ω and Qt,m are
vectors, where aT

d,ω are the weighted regression coefficients for the d−th DOF, and Qt,m

is the reconstructed motion segment of the previous m postures of the character. The
complexity of such a model for reconstructing the character’s posture is O(Km2D2),
where K, m, and D represents the number of training data, the previous m postures, and
the dimension of DOF for the virtual character repsectivelly.

4.2 Likelihood Estimation

The likelihood term (Elikelihood) of the MAP framework measures how well the corre-
sponding joint in the reconstructed character’s postures fits the user-defined constraints.
Therefore, the likelihood term is formulated as:

Elikelihood =−lnp(ct |qt)

∝ ‖ f (qt ;s)− ct‖2 (11)

where qt , ct , and s are vectors. qt denotes the joint angles of the reconstructed posture
at frame t, s denotes the character’s skeletal size, which is modelled according to the
Acclaim Skeletal File format (ASF) as provided by [24]. Finally, ct is the user-specified
input trajectories that are retrieved from reference motion data. Finally, f denotes a
forward kinematics function that calculates the global coordinates value of the current
posture qt of the character.

5 Implementation and Results

The following subsections briefly present the implementation and the results obtained
from the evaluation process of the proposed methodology.

5.1 Implementation

For the implementation of the proposed methodology a gradient-based optimization
was used using the Levenberg-Marquardt method [25] for the objective function that is
defined in Equation (2). This method uses the most similar motion examples that are
already in the motion database to initialize the optimization. The computational effi-
ciency of the proposed motion reconstruction process relies on the scope of the search
in the motion database. Thus, the process to find the K nearest neighbour is accelerated
using the neighbour graph approach as presented in [18]. Finally, examples of posture
reconstructed with the proposed methodology are shown in Figure 2.
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Fig. 2. Examples of postures synthesized with the proposed methodology

5.2 Results

To evaluate the proposed methodology two different datasets were used. The first
dataset contains 85,097 postures that are separated into five different actions that the
character can perform: walking, running, jumping, punching, and swinging a golf club.
The second dataset contains a total of 1.1 M poses that were downloaded from [24].
All of the motion sequences were recorded by use of a Vicon motion capture system
that has a framerate of 120 fps. In the proposed implementation, the motion data were
downsampled to 60fps in order to achieve more natural-looking motion for visualiza-
tion. The effectiveness of the proposed approach was verified on various behaviours and
the reconstruction error was evaluated against the ground truth data.

Comparing to Other methods: The proposed methodology was evaluated against three
popular approaches for reconstructing the character’s motion. Specifically, the method-
ology was evaluated against the Gaussian Process Latent Variable Model [17], the local
PCA model [18] and the local PCR model [19], while reconstructing different actions
that the character can perform. The results of this evaluation process appear in Figure 3.
Specifically, the mean error of five different actions for all of the aforementioned tech-
niques is presented. In the evaluation, we also adopt six constraint points that were used
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in [19]. The results show that our method achieved smaller mean errors than the other
three techniques. In another aspect, while using only four control points (two wrists and
two ankles), the three previous methods cannot reconstruct natural-looking human data.
The results indicate that the proposed method is better than those of the two other local
methods.

Using Different Number of Control Points: We tested a different number of control
points for four methods. We chose from two to six positional control points. (1) Left
wrist and right ankle; (2) left wrist and two ankles; (3) two wrists and two ankles; (4)
root, two wrists and two ankles; (5) head, root, two wrists and two ankles. After testing
with different motions, we concluded that the reconstruction errors usually decrease as
the number of constraints increases. In addition, we also found that, in comparison to
the six constraint points (head, center of torso, two wrists and two ankles), which was
used in [19] to obtain a natural-looking, reconstructed human motion, we can use as few
constraint points as possible (4 constraint points: two wrists and two ankles) to achieve
a comparable result with the motion capture data. Table 1 is the average reconstruction
error comparison for various numbers of control points. Despite the use of fewer con-
straint points, our model is more powerful for accurate motion reconstruction than the
three previous methods.

Table 1. Reconstruction errors based on different numbers of control points for different algo-
rithms

2 3 4 5 6
GPLVM 56.76 41.88 16.13 9.45 5.92
LPCA 43.27 29.25 10.56 6.39 3.81
LPCR 38.71 23.61 7.33 4.73 3.22
Proposed Method 18.63 7.86 2.67 2.25 1.90

Using Different Datasets: Table 2 presents the average reconstruction errors of five
different actions from the three aforementioned techniques, while using the different
training database. The reconstruction errors were calculated using 3D positional con-
straints from six control points. We found that, for the GPLVM method, the reconstruc-
tion error is large when using a large and heterogeneous database. When using a small
database, the reconstruction error is also larger than that of local modeling approaches.
For the other local modeling methods, the reconstruction error decreased when the size

Table 2. Average reconstruction errors for four methods on different databases

69888 poses 1.1 M poses
GPLVM 5.86 26.57
LPCA 3.92 3.02
LPCR 3.38 2.75
Proposed Method 2.01 1.56
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of training database increased. In addition, our proposed model can achieve a smaller
reconstruction error than others. By testing on different databases, we also verified the
proposed model’s power.

Fig. 3. A comparison of the proposed methodology to three popular algorithms: GPLVM, lo-
cal PCA, and local PCR. The percentage error while using six (up), and four joints (down) for
reconstruction of the motion of the character.

6 Conclusion

In this paper, a new local regression model was presented for reconstructing natural
full-body human motion based on as few user-specified constraints as possible. The
proposed method, which uses a data-driven approach, utilizes several nearest motion
examples to construct a group of online local regression models for online motion re-
construction. However, based on the same defined constraints and motion database, the
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proposed method has a better force of constraint than the previous local models and thus
can reconstruct more realistic human motions. Therefore, our proposed model is suit-
able for the next generation of hardware devices to exploit the motion capture system
for a common use.

On the other hand, the proposed method has three limitations. Firstly, like other data-
driven approaches, the database is crucial for the quality of reconstructed motion. The
system will not produce a desired motion if the training data does not contain any de-
sired motion patterns. For example, if the walking motion pattern is not included in the
database, our system cannot reconstruct desired walking data. Secondly, user-specified
constraints are also crucial for the final results. In fact, if user-specified constraints are
not natural or self-conflicting, the reconstruction result will not be a realistic human
motion that satisfies the user’s constraints. Finally, the motion data must be previously
arranged for online search. Like most local modeling approaches, a specific data ar-
rangement structure is applied for motion data to accelerate the searching process.
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Abstract. A number of Computer Vision and Artificial Intelligence applications 
are based on descriptors that are extracted from imaged objects. One widely used 
class of such descriptors are the invariant moments, with Zernike moments being 
reported as some of the most efficient descriptors. The calculation of image mo-
ments requires the definition of distance and angle of any pixel from the centroid 
pixel. While this is straightforward in images acquired by projective cameras, it is 
complicated and time consuming for omni-directional images obtained by fish-eye 
cameras. In this work, we provide an efficient way of calculating moment invari-
ants in time domain from omni-directional images, using the calibration of the ac-
quiring camera. The proposed implementation of the descriptors is assessed in the 
case of indoor video in terms of classification accuracy of the segmented human 
silhouettes. Numerical results are presented for different poses of human silhou-
ettes and comparisons between the traditional and the proposed implementation of 
the Zernike moments are presented. The computational complexity for the pro-
posed implementation is also provided.  

Keywords: Pattern recognition, computer vision, image descriptors, moment 
invariants, Omni-directional image/video, fish-eye camera, silhouette pose  
recognition. 

1 Introduction 

Pattern recognition in images is a very common task in artificial intelligence. Among 
other methods [1], invariant moments have been used extensively for providing re-
gional descriptors to be used in pattern recognition problems [2] – [6]. The calculation 
of invariant moments of a region of an image requires a valid distance metric defined 
in the image domain (e.g. [3]). In omnidirectional images, the distance between two 
pixels cannot be defined in terms of their coordinates in the image frame, since the 
image is acquired not through a simple projection, but using a spherical element with 
180 degrees field of view.  



376 K.K. Delibasis et al. 

 

This need has been recently addressed in a few publications. In [7] the implementa-
tion of the SIFT algorithm ([8]) is presented for omni-directional images, using the 
convolution operators on a sphere in the Fourier domain, whereas it has also been 
studied for wide angle images [9]. In other approaches, the SIFT algorithm has been 
applied to the unwrapped omni-directional images [10]. Pixel distance was redefined 
in conic sensor images [11]. 

The contribution of this work focuses on an efficient way of computing Zernike 
moment invariant (or any other invariant moments) for calibrated omni-directional 
images in the time domain. We propose the measurement of geodesic distance and 
angles between image pixels, based on the calibrated model of the acquiring fish-eye 
camera. The geodesically corrected implementation of Zernike moments presents 
reduced variability when applied to known geometric shapes and it achieves increased 
accuracy when applied to pose classification of segmented human silhouettes. The 
proposed implementation is computationally quite efficient, since it allows the proc-
essing of a high number of frames per second.  

2 Proposed Methodology 

2.1 Zernike Moment Invariant 

Zernike moments of order m, n are defined by a set of radial polynomials Rnm(r), 
which are orthogonal inside the unit circle: 
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Zernike polynomials are defined as  

 ( ) ( ), jm
nm nmV r R r e θθ =  (2) 

The Zernike moments of a bivariate function f(x,y) are defined as: 
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The above Eq. is easily adapted to be used in discrete images. 

2.2 Omni-Directional Image Formation and Camera Calibration 

The formation of omnidirectional image using a spherical camera, as presented  
in detail in [12], is shown in Fig. 1, using only two dimensions to facilitate under-
standing. In Fig. 2, neighbouring pixels are shown in different positions on the image 
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sensor. It is clear that the distance of two pixels is different when measured on the 
sensor and on the position of the images points on the spherical optical element. 
Therefore, in order to produce accurate results, image processing algorithms that use 
pixel distances have to be re-implemented for omni-directional images. In this work, 
we utilize the calibration of the specific fish-eye camera, proposed in [12], according 
to which, for each pixel (i, j) of the image, the corresponding vector (θ, φ) on the 
spherical element is precalculated 

 ( ) ( ), ,M j iθ ϕ =  (4) 

Spherical 
optical element

Image sensor

 

Fig. 1. Model of image formation for spherical omni-directional camera 

P0

P1

 
(a) (b) 

Fig. 2. A typical omni-directional image (a) and the segmented human silhouette (b). The 
strong deformation imposed by the fish-eye spherical lens is evident.  
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2.3 Calculation of Zernike Moment Invariants for Calibrated Omni-
Directional Images – Geodesic Correction 

The calculation of Zernike moments requires the distance and orientation with respect 
to the centre of mass for each pixel of the segmented object / pattern to be classified. 
Let us assume that we need to calculate Zernike moments in the case of the seg-
mented human silhouette of Fig. 2(b). If P0 is the centroid pixel, the distance and  
angle to any other pixel P1 needs to be calculated. Let us use the calibration of the 
camera to obtain the spherical coordinates ( )0 0,θ ϕ and ( )1 1,θ ϕ  on the unit sphere, of 

points P0 and P1, respectively. Now, the distance and relative angle of P1 with respect 
to P0 can be measured on the unit sphere. 

 

Parallel circle
γ

t1

t2

 

Fig. 3. The mapping of pixels P0 and P1 on the unit sphere and the calculation of their geodesic 
distance and angle. The great circle and the parallel circles through P0 and P1 are also shown. 

It is well known that the geodesic curve of a sphere is a great circle. Thus, the dis-
tance between any two points on a sphere is the length of the arc that is defined by the 
two points and belongs to a circle that passes through the two points and has the same 
centre with the sphere. We will call this circle “great circle”. Let v0 and v1 be the posi-
tion vectors pointing to P0 and P1. The distance r01 of points P0 and P1 on the unit 
sphere is easily calculated, (assuming that cos-1 returns the result in radians): 
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 ( )1
01 0 1cosr −= ⋅v v . (6) 

Zernike moments, like any other definition of moment invariants, require the distance 
between any two pixels as well as their angle γ. If we assume the parallel circle  
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passing through P0 and the great circle passing through P0 and P1, then angle γ is cal-
culated as the angle between the tangent vectors t0, t1 of the two circles at P0. The 
great circle through P0, P1 is calculated as following:  

 0 0 1 1,  with 1λ λ= + =v v v v . (7) 

After some algebraic operations we obtain: 

 ( )2 2
0 0 1 0 1 12cos 1 0λ λ λ λ+ ⋅ + − =v v . (8) 

After solving the above equation and requiring 0 1,λ λ  to be real number we obtain: 
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Since execution speed is essential and taking into consideration that the circle is a 
very smooth curve (with constant curvature), the tangent vector is calculated by finite 
differences, as following. It is obvious that for 0 1 01, 0,  λ λ= = =v v . We set 

0 0.9λ =  and use Eq. (9) to calculate λ1. Then, [ ]
0

1 0 1 1 00.9
0.9 λλ

=
= + −t v v v . The 

tangent vector of the parallel circle at P0 is trivially calculated: ( )2 1 1, ,0y xP P= −t . The 

angle γ is now easily obtained as  

 1 1 2

1 2

cosγ −  ⋅
=   

 

t t

t t
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The sign of angle γ will be set equal to the sign of (θ1 – θ0). Thus, the distance and 
angle (r, θ) in Eq. (3) are replaced by r01 defined in (6) and γ defined in Eq. (10). This 
correction will call “geodesic” in the rest of the paper. 

3 Experimental Results 

3.1 Experiments with a Geometric Shape  

A rectangular shape of known constant RGB values was captured in a video sequence 
of approximately 500 frames with different distances and positions from the fish-eye 
camera. Fig. 4(a) shows portions from 5 such frames of the original RGB video and 
the corresponding segmented ones are shown in Fig. 4(b). Segmentation was per-
formed by thresholding, based on the known RGB values of the test pattern. The 
Zernike moments of the binary image were calculated, using the traditional definition 
and the geodesic corrections. Fig. 4(c) plots the Zernike for n=2, m=0. It is evident 
that the geodesic correction Zernike is less noisy than the traditional implementation. 
The negative peak is caused by a drastic change in scale. Fig. 4(d) and 4(e) show the 
fraction of Z60/Z30 and the fraction Z40/Z20 (see Eq. (3)). It can be observed that these 
fractions are immune to the sudden scale change. Furthermore, the fractions of the 
geodesically corrected Zernike are less noisy than the traditional ones.   
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(a) 

 
(b) 

(c) 

(d) 

Fig. 4. Zernike moments before and after geodesic correction for the rectangular geometric 
shape (see text for details) 
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(e) 

Fig. 4. (Continued.) 

3.2 Classification of the Human Silhouette Pose 

In this experiment, we acquired 2 different videos of a human with two different 
classes of poses: walking/standing and sitting. In each video the subjects sits in 2 or 3 
different places. The human silhouette is segmented using an unsupervised segmenta-
tion algorithm presented in [12] and the Zernike moments are calculated twice:  
without and with the geodesic correction. The simple k-Nearest Neighbour (k-NN) 
classifier with k=3 was employed to classify each frame into the two classes, using 
the Euclidean distance metric between the Zernike features. 

The classical Zernike moments have been used to classify the human action of 
each frame, utilizing moments of the first n orders, where n = 3, 4, 5. In Table 1 the 
results for each video are presented. The classification results for both videos are 
quite similar for moments of the same order. More specifically, in video 1 the classi-
fication accuracy increases for higher order Zernike moments. On the other hand, in 
the more complex video 2, the best results are obtained using N = 4. It is evident that 
higher order Zernike moments, results in an increase in computational complexity, as 
well as the CPU time needed to process each frame. The average number of frames 
per second (FPS) processed by applying the Zernike moments and the k-NN classifier 
is also reported. 

Table 1. The resulting classification accuracy of the segmented silhouette pose for different 
orders of the traditional Zernike implementation. The frame processing rate is also provided. 

Zernike 
 order 

Classification Accuracy (%)  
FPS Video 1 Video 2 

n = 3, m=-1,+1 84.22 85.77 16 fps 
n = 4, m=-2,0,+2 92.11 92.08 15 fps 
n = 5, m=-3,-1,+1,+3 94.88 91.82 12 fps 
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To improve the classification results, the subset of the Zernike moments with radial 
symmetry were used. Table 2 exhibits the classification results for n up to 30, while 
m=0 for the classical and the geodesically corrected Zernike moments, respectively. 
The rate of frames processed is also provided. It can be observed that the classifica-
tion results are improved by the introduction of geodesic correction, with minimal 
increase to the measured execution time. 

Table 2. The resulting classification accuracy of the segmented silhouette pose for different 
orders of the traditional radial Zernike implementation. The rate of frame processing is also 
provided. 

Zernike  
order 

Geodesic 
correction 

Classification Accuracy (%) Execution 
speed  Video 1 Video 2 

n = 2,4,6,8,10, m=0 
NO 93.39  94.53  17 fps 
YES 94.09 96.13  17 fps 

n = 2,4,6,8,…,20, m=0 
NO 91.68  94.14  11 fps 
YES 94.24 95.94 12 fps 

n = 2,4,6,8,…,30, m=0 
NO 92.11  94.01  8 fps 
YES 92.24 95.75 9 fps 

 
Fig. 5 graphically exhibits the classification results, using n≤20, m=0, without and 

with geodesic correction. Class 0 corresponds to sitting silhouette and class 1 corre-
sponds to standing/walking silhouette. The algorithmic results are shown in blue and 
the ground truth in red. It can be seen that the geodesic correction improves the 
Zernike based classification accuracy.  

(a) 

Fig. 5. Graphical representation of the results for pose estimation. Class 0: “sitting”, Class 1: 
“standing/walking”, using Central Zernike with n≤10, without geodesic correction (a) and with 
geodesic correction (b). 
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(b) 

Fig. 5. (Continued.) 

4 Discussion and Conclusions 

As shown in the previous section the geodesic correction enhances the descriptive 
properties of Zernike moments, when applied to omni-directional images. The 
Zernike descriptors appear to be more stable (less variability for the same pattern). 
The accuracy of a classifier in terms of classifying two human postures was also in-
creased when using Zernike moments with the proposed geodesic correction. Finally, 
the execution time was only marginally increased. The proposed methodology can 
significantly improve the accuracy of more complex activity recognition algorithms 
usually found in ambient assisted living environments 
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Abstract. Video processing and analysis applications are part of Artificial Intel-
ligence. Frequently, silhouettes in video frames lack depth information, espe-
cially in case of a single camera. In this work, we utilize a three-dimensional 
human body model, combined with a calibrated fish-eye camera, to obtain 
three-dimensional (3D) clues. More specifically, a generic 3D human model in 
various poses is derived from a novel mathematical formalization of a well-
known class of geometric primitives, namely the generalized cylinders, which 
exhibit advantages over the existing parametric definitions. The use of the fish-
eye camera allows the generation of rendered silhouettes, using these 3D mod-
els. Moreover, we present a very efficient algorithm for matching that 3D 
model with a real human figure in order to recognize the posture of a monitored 
person. Firstly, the silhouette is segmented in each frame and the calculation of 
the real human position is calculated. Subsequently, an optimization process ad-
justs the parameters of the 3D human model in an attempt to match the pose 
(position and orientation relatively to the camera) of real human. The experi-
mental results are promising, since the pose, the trajectory and the orientation of 
the human can be accurately estimated. 

Keywords: fish-eye camera video processing, three-dimensional human model-
ling, posture recognition, minimization, generalized cylinders, and elliptical  
intersections. 

1 Introduction 

The field of automated human activity recognition utilizing fixed cameras of indoor 
environments has gained significant interest during the last years. It finds a variety of 
applications in diverse areas, such as assistive environments, smart homes, support for 
the elderly or the chronic ill, surveillance and security, traffic control, industrial 
processes, etc.  

This work focuses on fish-eye camera video processing for pose estimation of  
sitting or standing/walking humans. Therefore, human silhouette segmentation of the 
video sequence is a prerequisite.  Recognizing a human pattern is often possible via 
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volume intersection [1] or a voxel-based approach [2,3]. Stereometry based models 
have also been constructed through calibrated camera pairs. Using triangulation, the 
depths of the points are calculated. This approach has been taken into account  
by Plänkers and Fua [4] and Haritaoglu et al. in [5]. Stereo vision is also used by Jojic 
et al. [6], with the optional aid of projected light patterns. The proposed algorithm is 
based on a parametric three-dimensional (3D) human model with limited degrees of 
freedom so that it allows efficient manipulation for standing/walking and sitting post-
ures. Our aim is to estimate human position, trajectory and standing/sitting state, 
which would be useful towards human behavior recognition.  

The first step in applications dealing with human activity recognition from video is 
the foreground segmentation. Most video segmentation algorithms are based on back-
ground subtraction. The background has to be modelled, since it may change due to a 
number of reasons, including: motion of background objects, changes in light condi-
tions, or video compression artifacts. In this work, we employ the forward and inverse 
camera model that was proposed in [7]. We follow a “top-down” approach that 
matches the model rendered through the calibrated fish-eye camera, with the seg-
mented frame of the video. Then, an optimization algorithm is utilised to find the 
model parameters and determine human orientation and pose. The rest of the paper is 
structured as follows: Section 2 discusses the technical details of the proposed algo-
rithms, Section 3 presents some initial results, while Section 4 concludes the paper. 

2 Proposed Methodology 

2.1 Generalized  Cylinders 

For the generation of the human model, we utilized the concept of generalized cylind-
ers (GC), as proposed in [8]. More specifically, let C1 be a piecewise smooth curve 
defined in a Cartesian coordinate system OXYZ, as: 

 ))(),(),(()(
1

tztytxtr = , R b][a,t ⊂∈  (1) 

and C2 be a planar curve defined in an orthogonal local Cartesian system OXY. Letus 
now consider the surface S that is generated by moving the curve C2 along C1, so that 
its plane is perpendicular to the tangent vector of C1, and the origin of OXY belongs to 
C1.If we express the planar curve C2 in polar coordinates 2 2 ( ), [0,2 ]r r u u π= ∈ and 

introduce a scale factor s(t)and a rotation factor ( )tφ  along the tangent vector of C1 
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Fig. 1. Two examples of surfaces derived from equation (2) – (4) from [8] 

2.2 3D Model Construction 

In this work, a free triangulated model of a standing human (Fig.2) is utilised, defined 
by the Cartesian coordinates of approximately 27,000 vertices [9]. Since we are inter-
ested in simulating the rendering of the human model through the fish-eye camera in 
real time, we discard the triangle information of the model and we treat it as a cloud 
of points. 
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Fig. 2. Triangulatedmodel of a standing human [9] 

Therefore, we compute the intersections of the model in a number of horizontal 
planes, in distance of two centimetres along the Z axis (feet – head direction)  
as shown in Fig.3 (a). The same process is repeated, along hands and legs –  
see Fig. 3(b). 
 

(a) (b) 

Fig. 3. Elliptical intersections of torso and leg 
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employ the calibration of the acquiring fish-eye camera that provides the spherical 
coordinates (θ, φ) for each pixel of the current frame, as well as the frame pixel that 
corresponds to any real world point (x,y,z), according to [7]: 

 ( ) ( ), , ,j i M x y z=  (6) 

 ( ) ( )1, ,M i jθ ϕ =  (7) 

Let PHI(i,j) hold the value of φ for pixel (i,j), as obtained by (7) and shown in Fig. 
7(b). Thus, for any pose of the 3D parametric model, we can obtain the binary im-
ageIM of the human model, rendered by the fish-eye model using (6). Fig.8illustrates 
image IM combined for various standing and sitting models, as rendered by the cali-
brated fish-eye camera. Let IS be segmented binary frame, after using the binary mask 
in Fig.7(a). The initial estimation of the person’s position is obtained by locating the 
non-zero pixel (i0,j0) of IS that holds the minimum value of angle φ. The objective 
function, which quantifies the match between the model and the segmented human 
silhouette as a function of its real world position (x,y) and its orientation θ0, is defined 
as the intersection of the segmented silhouette ISand the rendered human modelIM: 

 ( )0, , M S
image
domain

f x y I Iθ = ∩  (8) 

where IM (defined above) is shown in red, IS shown in green and their intersection IM∩ 
IS is shown in yellow. Fig. 9 presents graphically the calculation of the objective func-
tion for one instance of each class (sitting and standing). Subsequently, the simplex 
[10] multidimensional unconstrained maximisation algorithm is utilised to optimise 
the objective function. The initial position (x,y) of the human is approximately com-
puted from the first frame by finding the segmented human silhouette pixel (i,j) with 
maximum PHI, (as described in [7]) and used to initialize the simplex method. Thus, 
the maximisation algorithm computes the human model parameters that best match 
the segmented figure and returns the coordinates x and y, as well as the orientation θ0 
of model.  
 

 
(a) (b) 

Fig. 7. (a) Binary mask used to exclude out of filed-of-view pixels in video frames  (b) Visua-
lization of the PHI angle for each frame pixel as resulted from the camera calibration [7] 
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Fig. 8. Rendered standing and sitting human model in various angles and positions in the room 

 
(a) (b) 

Fig. 9. Visualization of the calculation of the objective function (see text for details) for the 
standing (a) and sitting human (b) 

3 Experimental Results 

Classification results of two different videos are presented in Table 1, considering  
the sitting as “positive” and the standing as “negative” status. The ground truth was 
established by manually annotating the video with the human pose, as “sitting” or 
“standing”. 

Table 1. Pose classification results 

 TP TN FN FP Accuracy Sensitivity Specificity 

Video 1 110/278 112/278 23/278 33/278 0.7986 0.8271 0.7724 
Video 2 98/164 54/164 5/164 7/164 0.9268 0.9515 0.8852 
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The proposed model-based algorithm is able to estimate the trajectory of the hu-
man silhouette, as well as its orientation. Fig. 10 shows the estimated positions and 
orientation of the human silhouette for video 1, as recovered by the optimization de-
scribed above. The person moves from left to right at the bottom of the frame (A to 
B), then vice versa at the top of the frame and finally sits down at the point designated 
by E, where it rotates. Between points B and C the segmentation fails temporarily, 
however, the model-based tracking algorithm successfully recovers the silhouette’s 
new position. The experimental results indicate that the simplex optimization method 
is robust and efficient. It needs approximately 30 iterations for each frame in order to 
converge. Each objective function evaluation requires approximately 30msec on an 
Intel i5 laptop with 4 GB Ram using the Matlab environment. Running time ap-
proaches the 900 milliseconds per frame. 

 

Fig. 10. Graphical representation of the results for model based trajectory and orientation esti-
mation for video 1 

4 Discussion and Conclusions 

In this paper, an algorithm for estimating the trajectory of a human silhouette in in-
door videos acquired by an omni-directional camera has been presented. The algo-
rithm is based on a parametric 3D human model and it recovers the model parameters 
(translation and orientation) by optimizing a suitable defined objective function.  
Initial results show that the proposed algorithm can estimate the trajectory and orien-
tation and discriminate between two different postures: sitting and standing. The pro-
posed methodology may improve the accuracy of more complex activity recognition 
algorithms usually found in ambient assisted living environments. This methodology 
can be adopted for detecting higher level activity events and understand behavioural 
patterns. 

A 
B

C

D 
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Abstract. The correct classification of airborne pollen is relevant for
medical treatment of allergies, and the regular manual process is costly
and time consuming. Aiming at automatic processing, we propose a set of
relevant image-based features for the recognition of top allergenic pollen
taxa. The foundation of our proposal is the testing and evaluation of
features that can properly describe pollen in terms of shape, texture,
size and apertures. In this regard, a new flexible aperture detector is
incorporated to the tests. The selected set is demonstrated to overcome
the intra-class variance and inter-class similarity in a SVM classification
scheme with a performance comparable to the state of the art procedures.

Keywords: pattern recognition, feature extraction, feature evaluation,
apertures, palynology.

1 Introduction

The correct estimation of airborne pollen concentration is important for the
prevention and treatment of allergies. Traditional methods require manual and
specialized labor, which is expensive, time consuming and susceptible to incon-
sistency. Commonly, collected airborne particles are analyzed manually under a
brightfield microscope in order to count the frequency of different pollen taxa.
With the introduction of computer vision techniques, pollen counting aspires
to become automatic, faster and more accurate, which would enable a more
frequent and broader analysis of samples.

Common strategies for image-based pollen classification follow a typical image
classification process: image digitization, preprocessing, segmentation, pollen de-
scription, and pattern recognition. In all the cases, pollen description is based on
different types of metrics and representations of the pollen image, known in the
literature as features. Previous strategies are differentiated mainly by the type
of employed features. Chen et al. found a relevant combination of seven general
shape features, four aperture-colpus features, and a statistical gray-level feature
to recognize Birch, Grass and Mugwort pollen with 97.2% of accuracy with a
Linear Normal Classifier (LNC) and forward feature selection [1]. Unfortunately,

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 395–404, 2014.
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the aperture and colpus detectors are type-specific and are not easily usable for
other taxa.

Additionally to general shape and aperture features, Boucher et al. used color
features for the classification of 30 pollen taxa [2]. With the same deficiency as
Chen et al. for the aperture detection, they achieved an accuracy of 77%. The
average of 11.6 images/taxon in the dataset looks small for capturing all the vari-
ations. Interestingly, they used a knowledge-based classification instead of typ-
ical statistical methods. A good performance just employing five general shape
features was achieved by Rodŕıguez Damián et al. in the classification of three
types of Urticaceae pollen with 85.6% of accuracy with a minimum distance clas-
sifier [3]. Employing only Haralick measures, Li et al. classified four pollen taxa
with 100% of accuracy using the Fisher’s linear discriminant method [4]. How-
ever, the tested taxa does not appear to have strong inter-class similarity which
leaves the performance unknown on typical allergenic pollen. The aforemen-
tioned results suggest that the synergic contribution of features from different
descriptive foundations could be the key for a robust and accurate classification.

Atypically, Ranzato et al. used local invariant features without segmentation
with accuracy of 78.2% on eight pollen taxa, and employed aBayesian classifier with
a Gaussian mixture probability density function [5]. Similarly, Ronnenberger et al.
developed 3D features from the Haar integration framework, achieving 98.5% of
precision with a Support Vector Machine (SVM) and the Radial Basis Function
(RBF) as the transformation kernel, for 33 taxa after the rejection of uncertain
results [6]. Although very impressive, unfortunately the method requires 3D volu-
metric scans of the particle, which looks impractical for real-time applications.

Our proposed solution takes advantage of the strength of diverse feature
groups in order to provide robustness and accuracy. The rest of the paper is
organized as follows: in section 2, the proposed strategy for description and
classification is explained in detail. In section 3, experiments and results are
presented. Finally, in section 4, conclusions of the proposed method and the
following steps are stated.

2 Strategy for Pollen Description and Classification

2.1 Outline of the Proposed Solution

We propose the application of selected features for the classification of the five
most important allergenic pollen taxa in Germany: Alder, Birch, Hazel, Mugwort
and Grass. Starting with microscopic 2D images, the solution involves the seg-
mentation of the pollen from the background and the description of the particle
by different types of features. Our contribution is a robust set of descriptive fea-
tures, which range from general to more specific, and it is able to overcome the
most important problems in pollen recognition: the inter-class similarity and the
intra-class variation. Robustness is provided by employing features related to dif-
ferent pollen characteristics such as shape, size, texture and apertures. Moreover,
an unified flexible aperture detector is employed for first time in pollen classifi-
cation instead of multiple fixed algorithms. Finally, a relevant set of features is
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systematically selected and applied to a support vector machine process for clas-
sification of the taxa. This classifier is chosen due to its well known performance
in different tasks, particularly when high dimensional data are involved [7].

2.2 Segmentation of the Pollen Particles

Color images of magenta-dyed pollen are manually digitized from microscope
slides and labelled by palynologists. The isolation of the particle from the back-
ground by a bounding contour is a necessary step to compute the set of features.
For this purpose, the application of the active contour method is often found
in previous works, for example in [3][6]. Although effective in filling gaps, this
method requires a modelling stage for a good performance with the risk of loosing
flexibility. In contrast, Chen et al. successfully used a simple two-step automatic
thresholding and hole-filling for segmentation of three different pollen taxa [1].

Following this simple idea, our automatic method employs Otsu’s thresholding
because it is nonparametric, unsupervised and fast [8]. This method searches
the threshold that minimizes the intra-class variance of the background and the
particle pixels on gray level images. It was found experimentally that the method
can determine the correct threshold even under variation of light intensity due
to the scanning process, as long as a certain intensity difference between the
background and the particle exists (cf. Fig. 1). After the binarization, it is easy
to trace the contour using Suzuki’s method [9]. Due to its high contrast, debris
could affect the correct estimation of the contour. If not stuck to the pollen,
debris is detected and rejected by its size and irregular shape.

Alder Birch Hazel Mugwort Grass

Fig. 1. Example of the five pollen taxa of interest and their segmentation using Otsu’s
automatic method. The detected contour in blue is enhanced for visualization.

2.3 Description of the Pollen Particles

According to their descriptive characteristics, features can be grouped as general
shape features, elliptic Fourier descriptors, texture features, and apertures.

General Shape Features. As mentioned in section 1, shape features are proven
to be suitable to characterize pollen for classification purposes [1][3]. The
computation of these features is based on a few main variables. Additionally
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to perimeter and area, statistics of the distance between the centroid and the
contour are used: standard deviation, mean (Dmean), minimum (Dmin) and
maximum (Dmax). The first part of Table 1 shows the ten classical features that
are employed in the present work, and whose detailed equations are given in [10].
These features focus, besides on estimating the size, on quantizing statistically
the complexity of the shape. However, there is no feature that relates to the
outline of the pollen, which in general can be described as spherical, oblate or
prolate. Because this property is pointed out by palynologists to be discrimi-
native [11], we propose a point-by-point representation of the pollen outline by
fitting an ellipse to the contour using the Joon Ahn et al. optimal fitting algo-
rithm [12]. From this, useful rotation invariant features are added to the classical
shape features: ratio between major and minor axes length, and rms value, mean
and standard deviation of the error of the fitting.

Particularly, perimeter, area and 2eN are features that are proportional to
the shape size. If combined with the rest of the general shape features, these
three features could introduce bias related to the pollen size differences in the
evaluation of the ability of general shape features to discriminate shape. For this
reason, they are not considered at the shape evaluation stage. However, size is
an important discriminant of pollen taxa and these three features are included
in a global evaluation together with other type of features.

Table 1. List of general shape features grouped in classical and ellipse-fitting-based

Classical shape features

Feature Short name Features Short name

Perimeter P Radius dispersion rdis
Area A Ratio Dmax/Dmin ratio1
Roundness R Ratio Dmax/Dmean ratio2
O’Higgins Undulation U Ratio Dmin/Dmean ratio3
Complexity f cf 2n Euclidean norm 2eN

Ellipse fitting features

Feature Short name Features Short name

Axes Ratio EF ratio Mean error EF mean
RMS error EF rms Std Dev of the error EF std

Elliptic Fourier Descriptors (EFD). These descriptors are employed to rep-
resent shapes given their contour as point pairs (x, y). The method is based
on treating each dimension, x and y, as separate functions, and computing the
Fourier coefficients. The coefficients are then transformed into translation, rota-
tion and scale invariant descriptors [13]. The EFD’s contain all the information
to reconstruct the original shape in an inverse operation. Moreover, the EFD’s
are ordered in relation to the frequency content of shape contour form low to
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high. Iwata et al. were able to describe subtle variations of similar root shapes
belonging to the same taxa with principal component analysis on EFD’s [14].
Due to the strong similarity among the classes, the root representation would
have not been effective if general shape features had been employed instead. For
our tests, 400 EFD’s are computed, from which the first two descriptors are not
considered since they are meaningless due to a normalization step, resulting in
398 EFD’s.

Texture Features. This group of features is focused on recognizing the texture
patterns that are formed by the contribution of the outer ornamentation and
the inner mass of the pollen. Motivated by results of previous works, we are
interested in testing the Haralick measures on the top five german allergenic taxa.
Our approach employs eleven Haralick measures from the gray co-occurrence
matrix(GLCM): angular second moment, contrast, correlation, variance, inverse
difference moment, sum average, sum variance, sum entropy, entropy, difference
variance and difference entropy [15]. 24 different pixel offsets are employed,
resulting in a total of 264 features ranging from two to eleven pixels of separation
distance (0.5 to 2.9 microns) in different orientations. Because of the compactness
of the texture patterns, longer distances are not needed. Only the area inside the
contour is considered in order to avoid influence from the particle border and
the background.

Aperture Feature. Palynologists state that the type and amount of apertures
is very discriminating of the taxa [11]. Apertures are morphological distinctive
regions of the pollen wall, usually visible in typical microscopic observations.
Due to their inter-class variety, previous approaches have struggled to detect
this kind structures efficiently. Moreover, changes in the point of observation
increase the variability of their appearance. Figure 2 shows examples of different
aperture appearances. Previous recognition strategies have focused on just par-
ticular pollen types, which would require the development of new algorithms for
other types. For example, Boucher et al. detected apertures of Grass by means
of segmentation techniques, shape and color features [2]. Chen et al. detected
the aperture and colpus of Birch and Mugwort based on the intensity profile of
the image polar transformation, the Hough transform and a template matching
technique [1].

The present strategy employs the proposed method by Lozano Vega et al.
in which different aperture types can be detected with the same algorithm [16].
This flexibility is an advantage for the recognition of multiple taxa with multiple
appearances. Moreover, the method was tested on Birch and Alder with recall
above 80%. The representation of the apertures is through the histogram of
primitive visual words contained in the image and densely extracted. These visual
words capture most of the variance of the different patterns present in the pollen
and are gathered in a codebook. The visual words are created from clusters based
on the similarity of local feature vectors computed on small image patches. Local
Binary Patterns (LBP) [17] is chosen due to its simple but efficient computation
and successful results on the description and classification of complex image
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Alder Birch Hazel

Fig. 2. Different aperture appearances due to the change of the viewing angle and
taxon variety. Aperture is highlighted by a green circle.

patterns such as faces [18]. The uniform (u2) normalized LBP version with a
(8,1) neighborhood is employed as local feature to reduce the length of patterns
and take advantage of the rotation invariance [19].

A SVM classifier is trained for the recognition of the aperture region his-
tograms. SVM is a popular method that maps the feature vectors into a higher
dimensional space in order to separate the positive and negative classes with a
hyperplane with a maximum margin. The radial basis function is used as map-
ping kernel, and the penalty C and the kernel parameter γ are tuned with a grid
search in a three-fold cross validation.

In order to evaluate an unknown pollen, multiple regions covering the particle
are classified as aperture or not an aperture using the aforementioned method. A
pixel-wise confidence map is created by the averaged votes of overlapping regions,
which can be interpreted as the likelihood of the occurrence of apertures. Finally,
apertures are found by estimating the local maxima of the map and the total
amount is used as the aperture feature. Our implementation creates 20 visual
words and square regions of 30 pixels by side, being able to detect apertures of
Alder, Birch, and Hazel among five pollen types. An example of the confidence
map and the detection of apertures is shown in Fig. 3.

(a) (b) (c) (d)

Fig. 3. Original images of Alder (a) and Birch (c) pollen and their respective con-
fidence maps (b) and (d). Warmer colors (red-orange) on the maps indicate a high
likelihood of detecting an aperture. Blue squares indicate the estimated location of the
apertures after searching local maxima.
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3 Experimental Results

We employed a statistical classification strategy for the evaluation of the feature
groups on the discrimination of the five most important pollen taxa in Ger-
many. The source microscope slides were prepared in a laboratory, stained with
magenta, and scanned with a Keyence BZ-9000 microscope in brightfield mode
with a magnification of 40x and a resolution of 0.26 microns/pixel. The dataset
of individually cropped pollen images consisted of 100 labeled images/taxon, ex-
cept for Hazel, for which 48 images were employed due to a defective staining.
Automatic segmentation was performed according to the method described in
section 2.2 and the complete set of features was computed according to section
2.3: 14 general shape features, 398 EFD’s, 264 texture features, and the aperture
feature.

Initially, each group of features was evaluated individually in order to evaluate
the performance of the subsets and to be able to discover the most discriminant
features. The aperture feature was not tested individually because results from a
single-value feature are not relevant. Moreover, palynologists support firmly the
discriminant importance of this characteristc [11]. Although SVM classification
was selected especially for the high-dimensional EFD’s and texture features, it
was employed also for the rest of the experiments in order to keep comparability.
The performance measure was the accuracy in a three-fold cross validation with
stratified sampling and a training/testing ratio of 0.67/0.33. This method allows
to verify the robustness to unseen data. We also tried five and ten folds in order to
validate changes of the training/testing ratio (0.8/0.2 and 0.9/0.1 respectively).
Since results were comparable, they are not shown here.

The optimal set of features can be found by examining all combinations,
strategy called brute force feature selection. However, this solution is not com-
putational efficient, particularly for high dimensional vectors, as in the case of
EFD’s and texture groups. For those cases, Sequential Forward Selection (SFS)
is the method employed for discovering the most relevant features and for reduc-
ing the feature space dimensionality. SFS is a wrapper approach that searches
the best set of features based on the classification performance. It begins with
the empty subset of selected features X = {∅} and starts an iterative search of
features {x1, x2, . . . , xn} to grow X . In each iteration, all the combinations of
X with a new feature is evaluated. The feature xi that delivers the best perfor-
mance is integrated permanently to X . The iteration is stopped until no better
performance is obtained, and then the current X is regarded as the best subset.
This method avoids evaluating all the combinations of features and it is espe-
cially fast when the optimal set is small. To keep consistency, the performance
metric was a three-fold cross validation using a SVM classifier with RBF kernel.

For the individual experiments with the general shape features; perimeter,
area and 2eN ; related directly to the pollen size; were excluded intentionally to
avoid influence of the size differences in the evaluation of the shape recognition.
Because of the reduced size of this group, brute force feature selection was feasible
and employed in this feature group, with the advantage of finding the best subset
of features.
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The achieved accuracy was 83.49% ±2.19% with cf, rdis, ratio2, ratio3,
EF rms and EF mean. As expected, ellipse-fitting features came up as an im-
portant extension to classical features. Interestingly, neither R nor EF ratio,
which measure shape circularity, were selected. We consider that the intra-class
variation of the shape of the pollen when projected into a 2D plane is strong
enough to cause also a strong variation of the shape circularity, decreasing the
discrimination power of this type of measures.

The accuracy with the EFD’s group was 76.18% ±2.10% with 34 descrip-
tors using SFS, discarding 90% of the features. It is relevant to notice that 50%
of the selected descriptors correspond to the first 90 positions, containing the
lower frequencies of the contour.

The texture group reached an accuracy of 83.26% ±1.39% with 42 fea-
tures after applying SFS, discarding 84% of the features. The most discriminant
Haralick measures were angular second moment, contrast and sum average with
21 features. The most frequent offsets belong to equivalent distances of two and
ten pixels, which correspond together to 16 selected features.

Finally, we evaluated the performance of the classification using together all
the feature groups. Only selected features from the individual tests were input
in addition to area, perimeter, 2eN and the aperture feature for a total of 86
features. The classification accuracy increased up to 94.42% ±1.27%, more
than 10% above better than the individual groups. The confusion matrix is
shown in Table 2 and the comparison with individual results in Fig. 4. Most
errors are due to the mix up of Alder and Birch, which belong to the same family
betulaceae, due to their mutual similarity in size, ornamentation and aperture
number.

In summary, results show the importance of the contribution of different fea-
tures to the classification accuracy. The combination of features of different na-
ture allows to capture the diversity of visual information present in the pollen,
which is linked to palynological properties. While the general shape features
measure the shape complexity, EFD’s can describe finely the pollen outline.
Texture features capture appropriately pollen ornamentation patterns. Size and

Table 2. Confusion matrix of the clas-
sification of the five pollen taxa using
all the feature groups together
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Fig. 4. Accuracy of the different tested
groups. Using all groups together performed
much better that the individual groups.
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apertures are concepts which are statistically and semantically related to each
taxon. The combination of the groups contributes to enhance the classification
performance and the robustness against unknown data and errors on the contour.

4 Conclusions and Future Work

The performance of our proposal is among the best pollen recognition processes,
comparable to that of Chen et al. with the addition of two more taxa and using
a single method for aperture detection. More than 400 pollen samples from five
pollen taxa and validation with different training and testing sets support the
reliability of the results. Feature selection enables to identify relevant features
and to reduce the feature space dimensionality. Assembling different feature
groups facilitates to sum up strengths and to minify weaknesses, resulting in a
more robust classification.

Focusing on the rich information (usually disregarded) in the palynology lit-
erature, we suspect that building a knowledge-structured classification system
based on palynological properties could improve robustness while maintaining
high accuracy. Those properties could be detected by taking advantage of the
relevant features that are proposed in the present work.
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Abstract. Concept drift is a common problem in the data streams,
which makes the classifiers no longer valid. In the multidimensional data,
this problem becomes difficult to tackle. This paper examines the possi-
bilities of identifying the specific features, in which concept drift occurs.
This allows to limit the scope of the necessary update in the classifi-
cation system. As a tool, we select a popular Kolmogorov-Smirnov test
statistic.

Keywords: Concept drift, detection, statistical test.

1 Introduction

Due to the evolution of the internet and the expansion of the decision making
technology, the systems designed for classifying the data streams [2] recently be-
came a popular area of research. In the field of machine learning, data streams
are defined as sources of continuous data generation, examples of which can be
found in real life e.g., shopping trends, stock market, weather control, surveil-
lance systems or health care. Classification task in these areas is often hindered
by various factors which cause undesirable changes in the data classification
rules. Such phenomenon is called concept drift [6] and it is a major problem in
the classification systems.

There are various methods described in the machine learning literature for
defending against concept drift, mostly deploying one of the two popular strate-
gies [4]:

– Adapting a learner at the regular intervals without considering whether the
changes have really occurred or not,

– First detecting the concept changes and then adapting a learner to them.

The idea presented in this article has a potential of improving the classifier
adaptation process as well as enhancing the efficiency of the concept drift detec-
tion algorithms.

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 405–413, 2014.
c© IFIP International Federation for Information Processing 2014
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2 Problem Description

We assume that in the multidimensional data, concept drift may influence only
some specific features, leaving all other features in the same conceptual dis-
tribution model. Identifying these features may improve the adaptation of the
classification systems, as well as provide useful information for the sophisticated
concept drift detection algorithms, such as LDCnet [9].

Our previous experiments [8][10] have shown, that the popular test statistics,
such as the Kolmogorov-Smirnov test [7], Wilcoxon rank sum [11] or Wald-
Wolfowitz test [12] are capable of detecting concept drift with a similar efficiency
as advanced methods, designed specifically for this purpose, such as the CNF
test [3]. The most efficient in our experiments was the Kolomogorov-Smirnov
test statistic, therefore we have selected it for further analysis in this article.

Kolomogorov-Smirnov test is a non-parametric statistic, as it makes no as-
sumption about the distribution of data and therefore can be deployed on any
data.

For the two-sample test, a Kolmogorov-Smirnov statistic is computed as

Dn,m = sup
x
|F1,n(x) − F2,m(x)| (1)

where F1,n and F2,m are the empirical distribution functions of samples com-
puted as:

Fn(t) =
1

n

n∑
i=1

1{xi ≤ t}, (2)

where (x1, ..., xn) are independent and identically distributed (i.i.d.) random
variables laying in the real numbers domain with a common cumulative distri-
bution function. The statistic is used to perform a KS-test to reject the null
hypothesis at level α by computing:√

nm

nm
Dn,m > Kα, (3)

where Kα calculated from:

Pr(K ≤ Kα) = 1− α, (4)

and K is a Kolmogorov distribution computed as:

K = sup
t∈[0,1]

|B(t)|, (5)

B(t) being the Brownian bridge [5].
In short, the Kolmogorov-Smirnov test compares the distributions of two sam-

ples by measuring a distance between the empirical distribution functions, taking
into account both their location and shape.

In this paper we evaluate the possibilities of applying the Kolmogorov-Smirnov
test statistic as a tool for identifying the fueatures, which are influenced by
concept drift. For this purpose, the tool needs to accurately classify the true
positives (sensitivity) as well as the true negatives (specificity).
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3 Data

Due to limited availability of the real data with concept drift, the data used in
experiments is taken from the UCI Repository of datasets [1] and concept drift
is simulated by swapping the features with each other.

In mathematical notation, if a reference dataset DS is characterized by n
features f then the concept drift is applied by swapping any two features i and
j with each other. Data with swapped features forms a new dataset DSi,j and
the role of the algorithm is to identify which features are influenced by concept
drift (i.e. find the i and j).

Example swap of features 1 and 2:

DS = [f1, f2, ..., fn]
DS1,2 = [f2, f1, ..., fn]

, (6)

The swaps are made for each possible pair of features, resulting in
(
n
2

)
com-

binations, where n is the dimensionality of the dataset. Each of the dataset is
described in general by the number of samples and number of features in Tab. 1.

Table 1. Datasets

Dataset # of features # of samples

breast 9 683
credit-australian 14 690

haberman 3 306
heart-c 13 297

heart-statlog 13 270
ionosphere 34 351
kr-vs-kp 36 3196

letter-recognition 16 20000
mfeat-mor 6 2000

nursery 8 12960
optdigits 64 3823

page-blocks 10 5473
pendigits 16 7494

pima-indians-diabetes 8 768
segmentation 19 210

tic-tac-toe 9 958
vehicle 18 846

vote 16 232
waveform 21 5000

yeast 8 1484

This method of simulating concept drift is relatively common in the machine
learning literature [13].
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4 Experiments

In the experiments, we use the original dataset D as the reference data and the
drifted datasets Di,j (i and j indicate the features which are swapped), with
the samples randomly drawn from the datasets Di,j and groupped into data
windows DW of various sizes s.

The Kolomogorov-Smirnov statistic is evaluated on every feature f in the
data window to reject the null hypothesis that the values arise from the same
population as the values of features in the reference dataset D with confidence
level of 5%. It means, that if the test returns the p-value lower than 0.05, then
the analyzed feature is considered to be influenced by concept drift and the
detection signal is noted and added to the scores.

In order to evaluate the specificity, i.e. the ability to identify the true negatives,
the data windows which do not include any feature swap are evaluated and if
in this test the statistic returns the p-value lower than 0.05, then the algorithm
makes a mistake, as it results in a false positive concept drift detection.

A short description of the experimental process is described in the pseudocode
in Fig. 1.

Algorithm 1. Pseudo-code of a single loop in experimental series
Notations:

DS - original dataset with n features,

DSi,j - dataset with swapped features i and j,

DW s
i,j - data window of size s with features i and j swapped,

Single loop of experiment seriers:

DW s = draw s random data samples from DS
For i = 1 to f

For j = 1 to f

DW s
i,j = swap features i and j in DW s

For k = 1 to f

Evaluate KS statistic on feature k of DW s
i,j and feature k of D

IF p-value < 0.05

Note concept drift for feature k

END IF

END FOR

END FOR

END FOR

In the presented way, the sensitivity and specificity of the Kolmogorov-Smirnov
test statistic are evaluated for every possible feature swap and for various sizes of
the data windows.
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5 Results

All presented values are averaged from the series of 1000 trials.
Tables 2 and 3 show the percentage of correctly detected concept drifts in cer-

tain features for the breast dataset (size of data window 20 and 50, respectively),
where columns are the base features and rows are the features which swap them.
The diagonals are the percentage of detected false positives, the lower the value
the higher the specificity of the algorithm.

Tables 4 and 5 show how the window size influences the performance of al-
gorithm for the breast and credit − australian datasets. The tables store the

Fig. 1. Concept drift detection ratio for various window sizes

Table 2. Concept drift detection ratio in breast dataset, window size = 20

win size 20 Base feature

Swap feature 1 2 3 4 5 6 7 8 9

1 0.02 0.7 0.67 0.86 0.82 0.89 0.27 0.91 1

2 0.65 0.02 0 0.02 0.93 0.01 0.5 0 0.47

3 0.59 0.01 0.01 0.03 0.93 0.03 0.43 0.07 0.63

4 0.84 0.02 0.02 0 0.95 0.01 0.71 0.03 0.34

5 0.68 1 0.99 0.99 0 1 0.03 1 1

6 0.73 0.02 0.08 0.02 1 0 0.8 0.04 0.33

7 0.39 0.56 0.62 0.63 0.17 0.78 0.03 0.85 1

8 0.89 0.03 0.03 0.01 1 0.02 0.83 0 0.16

9 1 0.6 0.58 0.27 1 0.42 0.99 0.13 0
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Table 3. Concept drift detection ratio in breast dataset, window size = 20

win size 20 Base feature

Swap feature 1 2 3 4 5 6 7 8 9

1 0.02 1 0.98 1 1 1 0.79 1 1

2 1 0 0 0.02 1 0.07 1 0.03 0.92

3 0.99 0.01 0 0.1 1 0.08 0.95 0.12 0.99

4 1 0.03 0.05 0.01 1 0.05 0.99 0.03 0.83

5 1 1 1 1 0 1 0.48 1 1

6 1 0.1 0.11 0.14 1 0 1 0.11 0.89

7 0.88 0.98 0.96 1 0.57 1 0 1 1

8 1 0.07 0.09 0.01 1 0.03 1 0.01 0.59

9 1 0.99 1 0.89 1 0.97 1 0.58 0

Table 4. Window size influence, breast dataset

breast Feature 1 swapped with feature..

win size 1 2 3 4 5 6 7 8 9

5 0.03 0.30 0.24 0.37 0.21 0.34 0.18 0.42 0.86

10 0.02 0.41 0.37 0.55 0.43 0.47 0.20 0.60 0.97

20 0.01 0.75 0.62 0.85 0.72 0.79 0.42 0.89 1

50 0.01 0.99 0.99 1.00 0.99 1.00 0.85 1.00 1

100 0.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1

Table 5. Window size influence, credit− australian dataset

credit-aus Feature 1 swapped with feature..

win size 1 2 3 4 5 6 7 8 9 10 11 12 13 14

5 0.00 1.00 0.89 0.91 1.00 0.99 0.46 0.02 0.06 0.26 0.06 1.00 0.96 0.63

10 0.00 1.00 0.98 0.98 1.00 1.00 0.62 0.04 0.13 0.32 0.09 1.00 1.00 0.78

20 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.09 0.31 0.90 0.24 1.00 1.00 1.00

50 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.31 0.83 1.00 0.70 1.00 1.00 1.00

100 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.63 0.99 1.00 0.97 1.00 1.00 1.00
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results obtained by swapping the first feature with other features. The results
obtained for the breast dataset are also presented on the Diagram 1 for a more
clear view of the efficiency trend in the domain of window size.

Finally, Tab. 6 shows the overall performance of the Kolmogorov-Smirnov
statistic in identifying the features affected by concept drift, divided into the
sensitivity and specificity scores for each of the datasets and for various window
sizes. Specificity is presented only for window size 20, as the results were not
significantly different for other window sizes.

Table 6. Overall sensitivity and specificity scores

Sensitivity Specificity

win. size 20 50 100 200 20

Dataset avg var avg var avg var avg var avg var

breast 0.53 0.15 0.70 0.17 0.77 0.14 0.82 0.11 0.99 0.00

credit-australian 0.92 0.06 0.95 0.04 0.96 0.03 0.97 0.02 0.99 0.00

haberman 0.92 0.06 0.95 0.04 0.96 0.03 0.97 0.02 0.99 0.00

heart-c 0.94 0.04 0.98 0.01 1.00 0.00 1.00 0.00 0.99 0.00

heart-statlog 0.95 0.03 0.98 0.01 1.00 0.00 1.00 0.00 0.99 0.00

ionosphere 0.60 0.16 0.70 0.15 0.76 0.14 0.81 0.13 0.97 0.00

kr-vs-kp 0.41 0.18 0.56 0.20 0.65 0.19 0.72 0.18 1.00 0.00

letter-recognition 0.48 0.18 0.62 0.19 0.72 0.17 0.78 0.15 0.99 0.00

mfeat-mor 0.48 0.19 0.62 0.19 0.72 0.17 0.78 0.15 0.99 0.00

nursery 0.47 0.18 0.62 0.19 0.71 0.18 0.77 0.16 0.99 0.00

optdigits 0.69 0.16 0.78 0.13 0.84 0.11 0.89 0.08 0.98 0.00

page-blocks 0.69 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.98 0.00

pendigits 0.68 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.97 0.00

pima-indians-
diabetes

0.69 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.97 0.00

segmentation 0.70 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.98 0.00

tic-tac-toe 0.68 0.17 0.78 0.14 0.83 0.11 0.87 0.09 0.98 0.00

vehicle 0.71 0.16 0.80 0.13 0.85 0.10 0.89 0.08 0.98 0.00

vote 0.66 0.17 0.75 0.15 0.81 0.12 0.86 0.10 0.98 0.00

waveform 0.68 0.16 0.78 0.13 0.83 0.11 0.88 0.08 0.97 0.00

yeast 0.68 0.16 0.78 0.13 0.83 0.11 0.88 0.08 0.97 0.00

6 Discussion

In this paper we have proposed an unsupervised tool for enhancing the
methods coping with concept drift. We have evaluated the efficiency of the
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Kolmogorov-Smirnov test statistic in detecting the features affected by concept
drift in the multidimensional data.

The most apparent conclusion is that the performance of algorithm depends
on the data window size. Fig. 1 clearly shows this relation.

Regardless of the window size, algorithm achieves a very high specificity score,
proving that the tool performs very well with true negatives, i.e. when there is
no drift. It means, that the tool can be used for detecting features with concept
drift without the need to worry about the false positive detections.

On the other hand, sensitivity i.e. the true positive detection rate, leaves a
field for improvement. With increasing window size, sensitivity of the tool also
increases, what suggests that the tool is more feasible for problems, which do
not require a very limited window size.

Overall, the performance of the proposed tool is on a decent level, as e.g. in
the optdigits dataset scenario, which has 264 possible feature swap combinations,
algorithm correctly identifies on average 88% of them with only 8% variance.
Pairing it with the fact that the method does not require any supervision, the
Kolmogorov-Smirnov test statistic can be considered an efficient tool for detect-
ing the features with concept drift in multidimensional data. This functionality
may be used for supporting the adaptation of classifiers as well as improving
algorithms designed for detecting concept drift, such as LDCnet [9].

Further research aims on expanding the functionality of the mentioned LD-
Cnet algorithm using the presented technique to battle concept drift in the
multidimensional data.
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Abstract. Nonlinear Cartesian Genetic Programming is explored for extraction 
of features in the growth curve of social web portals and establishment of a pre-
diction model. Daily hit rates of web portals provide the measure of the growth 
and social establishment behavior over time. Non-linear Cartesian Genetic Pro-
gramming approach also termed as CGPANN has unique ability of dealing with 
the nonlinear data as it provides the flexibility in feature selection, network ar-
chitecture, topology and other necessary parameters selection to establish the 
desired prediction model. A number of socially established web portals are used 
to evaluate the performance of the model over a span of two years. Efficient 
performance is shown by the system keeping the fact in consideration that only 
single independent web portal data is used for training the network and the 
same network was used for the other web portals for their performance evalua-
tion. The system performance is significantly good as the system selects only 
the desired features from the features presented as input and achieves an optim-
al network and topology that produce the best possible results. 

Keywords: Neuro Evolution, Artificial Neural Network, Cartesian Genetic 
Programming, Web Traffic Prediction, Web Portals, Future Demand. 

1 Introduction 

For the last few years a large number of web portals have been developed which in-
tend to provide various kinds of valuable services to the internet users. Web portals 
such as social networks, online forums, job portals, blogging platforms, and news 
websites aim to provide uninterrupted free as well as paid services to their users. 
These web portals can also be used for business purposes or an advertising platform 
when its number of users increases and hit rate becomes high.  

The forecast of internet traffic is an important issue [1] and accurate forecasting of 
web portals helps in determining the current growth and future prospect of the portals. 
It also provides the business department an idea to identify the features and patterns 
[3] that can lead to a higher hit rate in future, also an insight about the future demand 
and anomalies [4] [24] in the network can be detected. Software developers can get an 
idea about the types of browsers that are used to get access to the company website 
with the aid of forecasting. 

The business departments, developers and the network administrators do the task 
of forecasting internet traffic intuitively with the help of market information about the 
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usual behavior and future number of visitors [6]. This produces only a rough idea of 
what the future traffic will look like with a little day to day network administration. 
On the other hand, contributions from the areas of computational intelligence and 
artificial neural networks have replaced the intuition based forecasting methods [20] 
[21]. The forecasting results obtained by these neural networks are accurate, reliable 
and less time consuming compared to the former methods. 

Different methods have been used to forecast the internet traffic and several expe-
riments have been performed on real-world datasets using these methods in order to 
determine their accuracy [1] [2]. In addition, different time scales have been used for 
forecasting purposes [2] and some methods perform well in short term forecasting, 
while others perform better in large term forecasts. By accurate prediction and fore-
casting, the services of web portals can be extended, diminished or altered in order to 
maintain a high number of visitors. 

The main intent of this work is to present the application of artificial neural  
networks to web traffic forecasting for web portals.  

2 Literature Review 

2.1 Traffic Forecasting of Web Portals 

Forecasting of web traffic is one of a critical task [6] for researchers these days. There 
are several applications of internet traffic forecasting that aims for efficient traffic 
engineering, anomaly detections and business tools development [1]. Various tech-
niques have been used to predict the internet traffic accurately. Paulo Cortez used a 
neural network ensemble approach and two important adapted time series methods 
such as ARIMA and Holt-Winters [2] in order to determine their accuracy for predict-
ing traffic in TCP/IP based networks. G. Rutka inspected the performance of traffic 
models for forecasting the future traffic variations as precisely as possible using  
multilayer perceptron and radial basis function networks based on measured traffic 
history [7]. Machine learning methods have been used to analyze web traffic using 
decision trees [8]. A multi scale decomposition approach was used for real time traffic 
prediction that outperforms traffic prediction using neural network approach [9] and 
gives comparatively better results. 

Many internet service providers use multi-protocol label switching to establish fill 
mesh of MPLS between pairs of the routers in a network in order to optimize the 
bandwidth resources in the network [10]. Even if MPLS is not used, with the know-
ledge of future demand of traffic matrix, the traditional allocation of the routing pro-
tocol weights can be done more efficiently [1]. The forecasted web traffic cab be used 
for anomaly detection [11] [12] in the network by comparing the actual traffic to the 
forecasted traffic in the network.  

The forecasted web traffic can be used by the business departments [1] of the com-
pany to get an idea about the current popularity and future demand of their web ser-
vices and applications. The statistical data about the visitors on a particular web portal 
contain patterns that are viable in determining the future demand. By analyzing statis-
tical data, the factors effecting hit rate of the web portals can be identified, an insight 
about the future hit rate, types of visitors, and survival of the web portals can be pre-
dicted. Several factors have been identified in past that effect the number of visitors 
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on these portals [1]. These factors include accessibility, browsers compatibility, trust 
level, flexibility, productive and organized content, and the targeted age, group and 
gender etc [2]. The business department and the developers of the company can take 
decisions based on the forecasted results in order to get increased traffic in the future. 

Cartesian genetic programming and neural network models are used for forecasting 
purposes. Today the numbers of structures of the artificial neural networks and train-
ing algorithms that are applied in their learning process have evolved and these mod-
els are also used to forecast future network traffic. Similarly these models can be used 
to forecast the traffic patterns of web portals.  

2.2 Cartesian Genetic Programming (CGP) 

The idea of Cartesian Genetic Programming (CGP) was proposed in 1999 by Julian F 
Miller [22], that is a genetic programming approach with a two dimensional graphical 
arrangement of its functional units i.e. nodes. These programs are represented as di-
rected acyclic structures operating in a feed forward fashion. CGP has two formats of 
network representation i.e. phenotype and genotype. The physical format of array of 
interconnected nodes represents the phenotypic structural space and its genotype can 
be represented as an array of integers i.e. genes. The nodes are the functional units 
that exhibit a node function, inputs, and outputs [23]. CGP provide a general platform 
for evolving the hybrid structure of any number of networks in any order. It provides 
a complete Cartesian architecture for their interconnectivity patterns producing less 
hybrid structures from a pole of networks. CGP is explored in a range of applications 
producing interesting results [23]. 

3 Cartesian Genetic Programming Evolved Artificial Neural 
Network 

The strategy employed for the evolution of an ANN plays a vital role in ANNs and 
hence is a major concern for the researchers these days. The evolutionary strategy 
used for the evolution of ANN model proposed in this research is CGP. CGPANN is 
signal processing system that is based on some of the known organizing principles of 
the human brain [15] [16] [17]. CGP evolve the ANN with its unique architecture that 
makes it computationally cost effective and efficient. They are computational models 
that are capable of machine learning and pattern recognition. These systems are 
represented by a number of independent, simple processors called neurons which are 
interconnected with each other by weighted connections [18].  Figure 1 shows a typi-
cal CGPANN genotype and phenotype with inputs (I0, I1, I2, ... I9), outputs (O0, O1, 
O2, ... O9) , active nodes (0, 1, 2, 4, 5, 7, 8 & 9), inactive nodes (3 & 6) and weights 
(w0, w1, w2……., w17). The arity (number of inputs per node) of the network is 2 and 
the number of inputs to the system is 10.  
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Fig. 1. A typical cgpann phenotype and genotype 

The string of numbers underneath the nodal figure is the genotype arranged in boxes 
represent individual node in terms of its function, inputs and the weights associated with 
the inputs respectively. The box having dotted lines represents the inactive nodes.  

The generic expressions for the CGPANN model can be given in the following eq-
uations.  Equation (1) shows the system outputs y  as the summation of system 
inputs (x ) when the weights and node functions are not associated with them. Equa-
tion (2) and (3) shows the network outputs y   with the weights (wi) and functions 
(f ) are associated with the system inputs.  ∑                            (1) ∑                           (2) 

(∑ )                      (3) 

Equation (4) and (5) shows the range (i) of the inputs, functions and weights respectively. 
As can be seen from Eq (4) the range (i) belongs to natural numbers (N) where N begins 
from 1 to NT. The weights belong to real numbers and are chosen in the range [-1, 1]. | є                            (4) | є                         (5) 

Equation (6) represent the single generation obtained from the network in terms of 
inputs (I), system outputs (yi’s) and ultimate output (Op).  , , , … … , ,                       (6) 

Equation (7) shows the ultimate system output in terms of individual system outputs. 
Equation (8) shows the individual system output in terms of nodal outputs (yi) and 
system inputs (I’s) with weights (wi’s) associated with them.   ∑                          (8) 

Oi= ∑  … … .            (9) 
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3.1 Mutation in CGPANN 

The optimal network of the CGPANN is achieved during the process of evolution. Dur-
ing evolution mutation in the genotype takes place and optimal network is achieved by 
the selection and promotion of the fittest genotype. Figure 2 (a, b, c) show the mutation 
process of the CGPANN network during evolution process. Figure 2a shows the original 
phenotype and genotype of the network and Figure 2b and 2c demonstrate the process of 
mutation in the function (f2) and input (I3) genes respectively. 
 

  

Fig. 2a. Original cgpann phenotype 
Genotype1= f0 I0 w0 I1 w1 I2 w2, f1 f0 w7 I4 w4 I2 w6, f2 f0 w7 I4 w8 I3 w9, f3 f0 w10 f1 w11 I0 w12  

 

Fig. 2b. Mutation in the function of the network 
Genotype2= f0 I0 w0 I1 w1 I2 w2,  f1 f0 w7 I4 w4 I2 w6, f0 f0 w7 I4 w8 I3 w9, f3 f0 w10 f1 w11 I0 w12 

 

Fig. 2c. Mutation in the input to the node 
 Genotype3= f0 I0 w0 I1 w1 I2 w2, f1 f0 w7 I4 w4 I2 w6, f0 f0 w7 I3 w9, f3 f0 w10 f1 w11 I0 w12 
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3.2 The Forecaster Model 

The learning process of our forecaster model consists of adaptive modifying of the 
connection weights to improve the overall functionality of the neural network as the 
parallel signal processing system. The system learns the patterns and selects the op-
timal features in the historical data to predict the future values. The performance of 
the forecasting model is measured by Mean Absolute Percentage Error (MAPE) as it 
is a common metric in forecasting applications [6].  

The forecaster model consists of single row and multiple columns of neurons 
trained by altering the values of the connections between the neurons. A nonlinear 
CGP is used for translating the network as it handles the nonlinear data such as that of 
web portals efficiently. The statistical data of six web portals for a period of one year 
is fed to the forecasting model and model is trained. The network is capable of feature 
selection i-e selecting optimal (not all) number of inputs and nodes for evolving the 
final network. The neural network model is trained on a one year hourly spaced data-
sets of Linkedin.com. The trained model is then used to forecast the internet traffic of 
web portals other web portals. The mean absolute percentage error is calculated be-
tween the forecasted values and the actual values. 

4 Experimental Setup 

A collection of time ordered dataset is taken for six web portals including Linke-
din.com, Time.com, Tumblr.com, Answers.com, Hubpages.com and Collegehu-
mor.com for a period of two years starting from October 2011 to October 2013. The 
data is obtained and verified by Quantcast.com that is a web portal used for monitor-
ing the visitor hit rate on the portals available on the internet. The obtained data was 
the average daily hit rates of the six specified web portals for a period of two years. 

During the training phase daily global hit rates of LinkedIn.com is used for training 
the system. Initially a random population of ten networks is produced for five inde-
pendent seeds. The system parameters are defined and initialized. The number of 
offspring per generation is 9 under the 1+λ evolutionary strategy where λ is set to  
be 9. The initially generated genotype is mutated to produce nine offspring. The best 
genotype among these genotypes is selected and mutated again. The process is re-
peated unless the best network is achieved. The mutation rate (μr) is set to be 10%. 
The number of system inputs is set to be ten and that is the daily hit rates data and the 
arity of the system i.e. number of nodal inputs is set to be 5. Log sigmoid is taken as 
the activation function. These system parameters are chosen based on previous per-
formance of CGPANN [5, 14] and evolutionary performance. The network is trained 
for variable number of inputs and outputs. The network takes seven days and fourteen 
days instances of the daily dataset as inputs to the network and forecasts the hit rate of 
the web portal for the next single day, seven days and fourteen days as outputs of the 
network. 

Performance of the system is evaluated with MAPE (Mean Absolute Percentage 
Error) that is calculated by comparing the actual value of the hit rate with that  
estimated by the model.  
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The mathematical expression for MAPE is given below: MAPE 1N i 1 to N  |LF LA |LA 100 
Where LAi is the actual value, LFi is the estimated value and N is the number of days.  

5 Results and Analysis 

During the training phase the system is been trained for one million generations and 
the best trained network is then tested for its performance. The system is trained on 
one web portal data i.e. LinkedIn.com and is tested on a different dataset of five web 
portals. The data with known hit rate values are estimated during the testing phase and 
compared with the actual values to evaluate the performance of the model. 

The CGPANN forecaster model proposed in this work has been trained using daily 
averaged web traffic data of LinkedIn.com for one year, starting from October 2011 
to October 2012. The results for the training session of each network are given in the 
following Table I. The output of the system is evaluated from the average of five 
independent evolutionary runs for each network with mentioned combination of in-
puts and outputs. The fittest network is achieved for the network with 7 inputs and 1 
output during the training phase with the MAPE value of 1.1149. 

Table 1. Training results of CGPANN for web portal forecasting model 

Nodes 7 in 1 out 7 In 7 out 14 In 7 out 50 0.11675 0.13302 0.132575616 100 0.11686 0.13457 0.132009816 150 0.11493 0.13291 0.13219517 200 0.11581 0.13402 0.132067988 250 0.11624 0.13377 0.133859813 300 0.11557 0.13290 0.132211834 350 0.11666 0.13318 0.132714417 400 0.11619 0.13349 0.133092481 450 0.11925 0.13347 0.13273484 500 0.11659 0.13286 0.13262616 
 
For evaluation and testing, a new dataset is fed to the network for its validation. 

The new dataset is the statistical data of the visitor hit rate of Time.com, Tumblr.com, 
Answers.com, Hubpages.com and Collegehumor.com for a period of two years from 
ranging from October 2011 to October 2013. The testing phase results for the hit rates 
forecasting model are tabulated in Table II, III and IV for the mentioned combination 
of inputs and outputs. The proposed forecaster model takes seven days hit rates as 
input to the system and predicts the eighth day hit rate in the first case. In the second 
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case it takes seven daily hit rates as input and predicts seven future daily hit rates as 
output of the system. In all the combinations of the inputs and outputs the forecaster 
model showed higher accuracy hence the model is proficient both in terms of single 
instant prediction and multiple instants predictions. The best MAPE values achieved 
for each web portal are highlighted in each table respectively. 

The best MAPE value achieved by the model is 9.053% given in Table 2 where as 
other works done the web portal forecasting has achieved accuracies in the ranges 
such as 12-23% [1], 13–22% [2], 72.74 and 12.04 % [19]. 

Table 2. Testing results for one day hit rate as input with seven day’s data as output 

No. Of Nodes Times Tumblr Answers Hubpages Collegehumor 

50 0.1463 0.09053 0.14202 0.09647 0.1553 
100 0.1433 0.09261 0.14445 0.09671 0.1541 
150 0.1549 0.09426 0.14266 0.10058 0.1692 
200 0.1537 0.09373 0.14592 0.10016 0.1652 
250 0.1603 0.09414 0.14548 0.10192 0.1730 
300 0.1430 0.09072 0.14254 0.09622 0.1507 
350 0.1469 0.09361 0.14625 0.09828 0.1565 
400 0.1545 0.09301 0.14100 0.09983 0.1677 
450 0.1686 0.10202 0.15097 0.10875 0.1873 
500 0.1424 0.09478 0.14661 0.09819 0.1542 

Table 3. Testing results for seven days hit rates as input with seven days data as output 

No. Of Nodes Time Tumblr Answers Hub pages College humor 

50 0.1442 0.1159 0.19272 0.10967 0.15613 
100 0.1426 0.1152 0.19391 0.10884 0.15269 
150 0.1270 0.1141 0.18955 0.10495 0.13731 
200 0.1496 0.1191 0.19283 0.11337 0.16625 
250 0.1571 0.1201 0.19474 0.11554 0.17485 
300 0.1447 0.1165 0.19327 0.11035 0.15741 
350 0.1530 0.1186 0.19458 0.11311 0.16570 
400 0.1351 0.1151 0.19247 0.10721 0.14410 
450 0.1112 0.1141 0.19209 0.10121 0.11393 
500 0.1121 0.1134 0.19011 0.10173 0.11769 
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Table 4. Testing results for 14 days hit rates as input with 7 days data as output 

No. Of Nodes Time Tumblr Answers Hub pages College humor 

50 0.12795 0.11923 0.19835 0.10806 0.14111 
100 0.13847 0.11873 0.19897 0.10981 0.15333 
150 0.15067 0.12162 0.20324 0.11404 0.16946 
200 0.13021 0.11689 0.19627 0.10698 0.14178 
250 0.09451 0.11605 0.19751 0.09905 0.09592 

300 0.15046 0.12001 0.20089 0.11343 0.16898 
350 0.14978 0.12036 0.20373 0.11343 0.16571 
400 0.14785 0.12161 0.20692 0.11215 0.16292 
450 0.15392 0.12095 0.20030 0.11530 0.17346 
500 0.14222 0.11855 0.19732 0.11093 0.15814 

6 Conclusion and Future Work 

We have explored nonlinear CGP for the implementation of forecasting model for 
global web portals growth analysis and extracting the prominent features. A number 
of socially established web portals are analyzed for their growth process. The perfor-
mance of the system revealed that the system is robust that learns the trends and  
extracts the optimal features responsible for the growth rate of these portals. The net-
work is capable of feature selection i-e selecting optimal (not all) number of inputs 
and nodes for the evolution of the final network. The proposed system has the ability 
to obtain an optimal set of features, number of nodes and connections paradigm and 
morphology for the best possible prediction model for the task at hand. Further work 
can explore the social behavior on individual portals including: probing the posts  
and updates, advertisement on web portals for improving the news feeds, analyzing 
the intent and emotions in user updates, company survival capabilities analysis and 
business success or failure of start-up firm analysis.  
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Abstract. Air pollution is a serious problem of modern urban centers. The 
objective of this research is to investigate the problem by using Machine 
Learning techniques. It comprises of two parts. Firstly, it applies a well 
established Unsupervised Machine Learning approach (UML) namely Self 
Organizing Maps (SOM) for the clustering of Attica air quality big data vectors. 
This is done by using the concentrations of air pollutants (specific for each area) 
for a period of 13-years (2000-2012). Secondly, it employs a Supervised 
Machine Learning methodology (SML) by using multi layer Artificial Neural 
Networks (ML-ANN) to classify the same cases. Actually, the ANN models are 
used to evaluate the SOM reliability. This is done, because there is no actual 
and well accepted clustering of the related data to compare with the outcome of 
the SOM and this adds innovation merit to this paper. 

Keywords: Self Organizing Maps, Artificial Neural Networks, Classification, 
Air Pollution. 

1 Introduction 

Air pollution has been defined as the release of any substances affecting the normal 
cycle of any vital process or degrade infrastructure [10]. The target of this research 
effort is to reveal existing air pollution patterns by performing distinct clusterings for 
each selected measuring station of the Attica area. The clusterings are based on a vast 
volume of air quality data vectors related to specific air pollutants for each site. The 
motivation to use Self Organizing Maps was mainly related to their potential to 
produce a low-dimensional (typically two-dimensional) discretized representation of 
the input space of the training samples. Another reason was the unsupervised learning 
mode of SOM [6], [13]. It is well known, that the effectiveness of such an effort is 
obtained by estimating Sensitivity and Specificity indices as a result of the 
comparison between the actual clusters to the obtained ones [2]. However, in the case 
examined here, there is no well accepted clustering either from the literature or from a 
study of the civil protection authorities. For this reason, Multi Layer Feed Forward 
(MLFF) ANNs were developed for each measuring location which classify the 



 Comparison of Self Organizing Maps Clustering with Supervised Classification 425 

 

available data of each site. The input vectors of the MLFF approach comprised of air 
pollutants, plus seven meteorological and five daily factors. The outputs of the MLFF 
ANNs were considered as a comparison metric for the validation of the SOM’s 
efficiency. It is the first time that SML is employed to support the validation of the 
UML classification. Herein, we will designate by classification the process of 
supervised learning on labeled data and by clustering the process of unsupervised 
learning on unlabeled data. 

1.1 Literature Review 

There are several research efforts in the literature that use ANN to model pollution of 
the atmosphere [1], [5]. [11]. However, only recently some researchers have used 
SOM clustering to analyze air pollution of major cities. Patterns of air quality have 
been searched for Mexico City by Neme and Hernandez [10], whereas Karatzas and 
Voukantsis have done the same for the city of Thessaloniki [7]. Skön et al., have 
analyzed indoor air quality using SOM [12]. Li and Chou have investigated air 
pollution spatial variation with SOM [9]. Glorenec applied SOM to forecast Ozone 
peaks [3]. Unfortunately though, due to different pollution measurements and 
different approach methods, any comparison of these works is inaccurate. Moreover, 
due to station’s malfunctions in our case, there were a lot of records missing, which 
made our effort even more challenging. Also, we had only daily measurements for 
PM pollutants, while daily for every other pollutant. To the best of our knowledge 
there is no similar research for the wider area of Attica. 

2 Materials and Methods  

2.1 Area of Research and Data 

The area of research included four characteristic air pollution and meteorological 
stations. They were chosen as follows: “Athinas” is located exactly in the heart of the 
city centre. “Piraeus” has a unique position by the seaside, “Peristeri” is an urban site 
at Northwest and “Agia Paraskevi” is a suburb in the Northeastern part of Attica, 
close to a more mountainous area. So each measuring station is characterized by 
different topographic and geographic attributes. Figure 1 depicts the four locations 
under study. The available data sets that were used were related to the wider area of 
Athens, for a period of 13-years (2000-2012) and they varied from station to station. 
Overall, the pollutants of interest were hourly concentrations of monoxides plus 
dioxides like CO, NO, NO2, SO2, and daily concentrations of Particulate Matter like 

PM10, (
3m

gμ ). The meteorological data were hourly values of air temperature (Co), solar 

radiation ( 2−Wm ), wind speed (
sec

m ) and direction (rad), pressure (mbar), Illumine and 

relative humidity. Finally, for every record we added its daily attributes; Year, Month, 
Day, Day_ID (1 for Monday, 7 for Sunday) and Hour. However not all stations 
measure the same pollutants. Thus, the inputs fed to both SOMs and MLFF ANNs 
were dependent on the sensors of each station. The meteorological parameters were 
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the same everywhere and obtained from “Penteli” station, except from “Agia 
Paraskevi” station, where, because it is located between “Penteli” and “Thiseion” 
stations, we averaged the meteorological values for it. 

 

 

Fig. 1. The four measuring stations 

Data were obtained from the Greek ministry of Environment [4]. Totally 1,017,733 
vectors without missing values were available, whereas an average as high as 18.82% 
of the data are missing with the station of Piraeus having the worst percentage equal 
to 33.67%.  

The following table 1 presents the types of parameters measured in each station 
and percentage of missing values [14]. 

Table 1. Description of the stations employed for this research 

ID 
Station’s 

name 
Code 

Missing 
values 

Correct Data 
Vectors 

Station’s data 

1 
Ag. 

Paraskevi 
AGP 12.32% 99,936 Ο3, ΝΟ, ΝΟ2 , SΟ2 

2 Athinas ATH 21.86% 89,058 Ο3, ΝΟ, ΝΟ2, CO, SO2 
3 Peristeri PER 33.61% 75,668 Ο3, ΝΟ, ΝΟ2, CO, SO2 

4 Piraeus PIR 33.67% 75,600 Ο3,ΝΟ, ΝΟ2, CO, SO2 
5 Penteli PEN 3.66% 109806 Meteorological  
6 Thiseion THI 0.30% 113,632 Meteorological 

2.2 Unsupervised Learning 

In UML we let the algorithm decide how to group samples into classes that share 
common properties. Some examples of unsupervised learning are Kohonen's Self 
Organizing Maps, K-Means Clustering and Neural Gas Networks. 

Self Organizing Maps (SOMs) are a well established unsupervised ML approach, 
based on competitive learning. Their main advantage is their ability to isolate clusters 
in high dimensional spaces [9]. The Self Organizing Map as all ANN consists of 
neurons (nodes). A weight vector is assigned to each neuron. This vector is of the 
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same dimension as the input data vectors.  The amount of nodes is the number of the 
clusters that will be used to group the input data. The obtained Map is a NxN space, 
where the data are scattered and arranged. The number of neurons is set as the square 
of the map. Their function can be summarized in four steps [8]: 

Initialization: All of the connection weights of each cluster are initialized 

Competition: In this stage for each input pattern, the neurons compete to each other 
in order to “win” this input. The neuron which adapts its value closest to the input 
“wins”. We can define the discriminant function to be the squared Euclidean distance 
between the input vector x and the weight vector wj for each neuron j as:  

( )
2

1
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=
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i
jiij WXXd                                                (1) 

Cooperation: Here follows the creation of a neighbourhood located close to the 
previously winning neuron. In this way, the winning neuron creates a neighbourhood 
with other neurons, in order to cooperate with each other and win future inputs. If Sij 

is the lateral distance between neurons i and j on the grid of neurons, we define a 
topological neighbourhood Tj,I(X) where I(x) is the index of the winning neuron.  
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Adaption: In this last stage, each neuron creates a neighbourhood or becomes a 
member of a neighbourhood and self - organizes, so that the feature map between 
inputs is formed. In practice, the appropriate weight update equation is: 

)(),().( )(, jiiXIjji WXtTtnW −=Δ  (3) [8]. 

In every step, all neurons adapt their weights to the current input, but not as much 
as the winner neuron and its neighbourhood [8]. In this way, each neighbourhood is 
suitable for certain values, and so the map is ordered and shaped.  

3 SOM Clustering 

In this study, the number of neurons was the only subject of experimentation, in the 
development of the feature maps. The main target was to isolate the extreme pollutant 
values of every station and then to record the meteorological and spatiotemporal 
characteristics for these particular cases. Through this research we have experimented 
with 2, 3 and 4 neurons. As a result, the obtained maps have 4, 9 and 16 clusters 
accordingly. Often, the selection of a small number of clusters may lead to loss of the 
pattern (if there is one). However in this effort, the numbers mentioned above have 
proven to be suitable. Larger numbers produced larger maps, separating our input data 
in a chaotic level. For every map produced, we kept the hits of each cluster, the 
cluster of each record, the neighbour weight distances and the weights of each input.  
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The following images show the results of the SOM clustering. They can represent quite 
efficiently almost every other case. The Neighbour Weight Distance Figure provides 
information about the neighbourhoods created; the darker colours represent larger 
distances, and the lighter colours represent smaller distances. In fact we have separated the 
neurons which were isolated and not part of any neighbourhood. These neurons had the 
extreme pollutant values and thus they correspond to very interesting cases. 

The Input Weights Figure shows the weight assigned to each node from every 
input. It must be specified that input1 to input5 correspond to CO, ΝΟ, ΝΟ2, Ο3, SO2 

respectively. Lighter colour means larger value. Here, wherever we have bright 
colours (yellow or orange), we have the isolated neurons who are assigned the 
extreme values. Another clue for the most extreme neuron was that this neuron 
usually had less record than the others (Figure 4). The combination of these three 
figures helped us to figure out where the most hazardous values were. We are seeking 
yellow or orange from the Input’s Weights Figure, while dark connections in the 
Distances Figure. The neuron in the bottom - left corner is the first, the one next to it 
is the second, while the last one is on the top - right corner. 

 

Fig. 2. Neighbor Distances for “Athinas” Hourly pollutants values, period 00-04 (the 1st neuron 
seems to be the extreme one) 

 

Fig. 3. Input weights for “Athinas” Hourly pollutants values, period 00-04 (the 1st neuron 
seems to be the extreme one for CO, NO, NO2 and SO2, while the third for O3) 
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Fig. 4. Sample hits for “Athinas” Hourly pollutants values, period 00-04 (the first neuron has 
won 220 records, the forth 656, while the ninth 3317) 

4 Pattern Recognition with MLFF ANNs 

Classification is a form of Supervised Learning. After we obtained the Clusters for 
each station, we used the pattern recognition tool of MATLAB to classify the 
available data records by developing MLFF ANNs (three for each site plus a daily 
one for the stations were we had PM pollutants measures). The purpose was to figure 
out if obtained grouping was suitable. For the development of the optimal ANNs the 
data were divided in training, evaluation and testing sets by 70%-30% and 30% 
respectively. The evaluation metrics were mean square error and confusion matrices. 
The training function was trainscg (Scaled conjugate gradient backpropagation) and 
the number of hidden neurons 10, for all networks. 

As it has already been mentioned, the input data for every station comprised of the 
measured pollutants plus seven meteorological parameters (as shown in table 1) and 
five daily parameters (year, month, day, day identification and hour). By this 
approach, evaluation became stricter, as we had 17 input parameters totally. As it is 
shown in the following Figures, the performance of the ANN is very accurate for the 
“Peristeri” station for the period 2000-2004. 
 

 

Fig. 5. Error Histogram for the MLFF ANN for the “Peristeri” station (00-04) 
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Fig. 6. Performance for the MLFF ANN for the “Peristeri” station (00-04) 

If a pollutant was missing values (for example in Agia Paraskeui, the SO2 pollutant 
has value only from 2000 to 2005), we created a separate SOM for it. Also, if 9 
neurons could not group the extreme values of a pollutant, we developed a second 
SOM with more neurons (16), in order to manage to cluster the specific pollutant. 
Unfortunately, the confusion matrix of the networks with 16 clusters is not visible, as 
it contains 256 elements. For every network we obtained the confusion matrix and the 
percentages of correct and incorrect classifications. Figure 7 shows the confusion 
matrix which specifies the high compatibility level between clustering and 
classification for the “Peristeri” site. Unfortunately there is not enough space for all 
confusion matrices. However the high agreement of the two approaches is shown in 
the following tables. 

 

Fig. 7. Overall Confusion Matrix for the MLFF ANN for the “Peristeri” station (00-04) 
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5 Comparative Analysis between SOMs and MLFF ANNs 

The tables below show the results from both the clustering and the classification 
procedures. Columns 2 to 4 are the average, minimum and maximum values for each 
pollutant. Columns 5 to 8 are the same values extracted from each cluster which 
contained the extreme values for each pollutant. The last column is the correct 
percentage of the classification process.  

Table 2. Comparative analysis for “Agia Paraskevi” Station 

AGP ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

NO (00-04) 2,75 1 411 25,84 1 411 

0,1 93,6 
NO2 (00-04) 20,15 1 347 95,25 45 347 
O3 (00-04) 91,38 1 330 190,67 155 330 

SO2 (00-04) 7,35 2 244 25,98 2 244 
NO (05-08) 2,19 1 141 47,96 22 141 

0,14 
 

82,9 
 

NO2 (05-08) 22,37 2 198 73,44 36 165 

O3 (05-08) 76,34 1 279 166,9 143 279 
SO2 (05-08) 6,02 2 100 32,2 24 100 0,06 98,1 
NO (09-12) 2,46 1 111 11,71 1 111 

0,1 92,5 NO2 (09-12) 13,23 1 287 49,94 22 287 
O3 (09-12) 86,91 2 251 146,01 129 251 

PM10  26,13 6 292 127,75 91 292 
0,19 87,9 

PM2,5  17,17 4 74 45,87 23 67 

Table 3. Comparative analysis for “Athinas” Station 

ATH ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 2,43 0,1 21,4 11,03 5 21,4 0,1 
 

95,0 
 NO (00-04) 72,86 1 908 659,62 545 908 

NO2 (00-04) 73,83 1 377 184,14 128 377 
0,1 82,5 O3 (00-04) 33,22 1 253 124,51 93 253 

SO2 (00-04) 13,29 2 259 41,13 3 259 
CO (05-08) 1,78 0,2 11,8 7,93 4,1 11,8 

0,09 
 

95,8 
 

NO (05-08) 57,57 1 787 536 451 787 
O3 (05-08) 30,97 1 199 - - - 

SO2 (05-08) 8,76 2 126 34,55 2 122 
NO2 (05-08) 63,92 4 275 147,13 117 275 0,15 43,8 

CO (09-12) 1,39 0,1 10,4 5,81 1,7 10,4 

0,09 97,5 
NO (09-12) 50,72 1 678 431,76 362 678 
NO2 (09-12) 55,35 3 323 94,4 39 263 
O3 (09-12) 34,33 1 186 - - - 

SO2 (09-12) 7,63 2 86 19,85 8 60 
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Table 4. Comparative analysis for “Piraeus” Station 

PIR ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 1,58 0,1 13,3 5,8 0,1 6,6 

0,12 90,3 
NO (00-04) 55,81 1 590 343,09 246 590 
NO2 (00-04) 65,41 1 243 108,09 47 224 
O3 (00-04) 35,05 1 217 114,17 81 217 

SO2 (00-04) 23,45 2 293 93,57 37 293 

CO (05-08) 1,23 0,1 9,8 4,82 1,2 7,9 

0,16 73,6 
NO (05-08) 50,66 1 902 377,05 300 902 
NO2 (05-08) 66,26 1 296 129,25 12 198 
O3 (05-08) 36,2 1 190 118,54 95 190 

SO2 (05-08) 18,07 2 275 124,23 57 275 
CO (09-12) 0,88 0,1 6,4 2,75 0,6 6,4 

0,14 81,6 
NO (09-12) 34,67 1 504 279,9 210 504 
NO2 (09-12) 49,77 1 277 118,97 61 277 
O3 (09-12) 42,23 1 192 109,32 92 192 

SO2 (09-12) 10,36 2 279 50,4 2 207 
PM10  41,89 11 185 104,93 72 185 

0,22 91,6 
PM2,5  29,48 5 157 60,7 12 157 

Table 5. Comparative analysis for “Peristeri” Station 

PER ALL RECORDS SOM CLASS 
 AVG MIN MAX AVG MIN MAX RMSE % 

CO (00-04) 0,79 0,1 11,5 4,15 0,3 11,5 

0,1 94,2 
NO (00-04) 17,72 1 427 198,97 133 427 
NO2 (00-04) 42,74 1 289 106,38 22 289 
O3 (00-04) 55,93 1 257 146,76 110 257 

SO2 (00-04) 14,14 2 272 86,83 6 272 
CO (05-08) 0,71 0,1 8,3 3,6 0,9 8,3 

0,2 
 

60,6 
 

NO (05-08) 16,27 1 447 202,81 137 447 
NO2 (05-08) 40,76 1 353 86,98 42 287 
SO2 (05-08) 11,48 2 163 36,3 4 156 
O3 (05-08) 52,98 1 284 224 194 284 0,09 2,3 
CO (09-12) 0,52 0,1 8 2,55 0,7 8 

0,1 96,6 
NO (09-12) 9,31 1 284 104,8 60 284 
NO2 (09-12) 28,46 1 201 79,4 44 201 
O3 (09-12) 64,15 1 246 137,31 112 246 

SO2 (09-12) 6,7 2 106 14,92 2 77 

6 Conclusions – Discussion 

In almost every station we managed to isolate the extreme pollutants’ values. From the 
clusterings we have obtained certain pollution patterns comprising of specific temporal, 
meteorological and air pollutant concentrations. While observing these conditions, we 
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came to the conclusion that high values of CO and NO are present, when we have low 
temperature, high humidity, low solar radiation and low wind speed, between 8-12 AM 
or 6-10 PM. On the other hand, high levels of Ο3 appear under high temperature, low 
humidity and high solar radiation and between 12 - 6 PM.  

In almost every case, the cluster which included the extreme values was in one 
corner of the map (in most cases, in the lower right cluster). This was because this 
cluster was isolated and not part of a neighbourhood. 

Although most cases had their extreme values put together in the same cluster, the 
values of Ο3 were separated from the others. What is more, the cluster which 
contained the extreme values of Ο3 was across the one which contained the other 
pollutants.  

Almost all percentages of correct classification were above 80%, showing that the 
SOM clustering can be considered reliable and compatible to the MLFF ANN 
classification. 

In most cases, when we had two SOMS (with 9 and 16 clusters) the correct 
percentage of the clustering with 9 clusters is higher from the one with 16 clusters. 

Most of the times, the network failed to assign the extreme records in the right 
neuron. Instead, it put every record in the closest cluster. Although this may sound 
like a malfunction of the classification, it may be used as a specific pattern 
recognition tool. This occurs because meteorological parameters act in a catalytic 
manner and they are not the primary source of pollutants.  

This research is quite innovative and it has proven the ability of SOM to reveal 
clusters with specific attributes in real world problems and moreover their potential 
contribution for quality of life.  

Future work will include the comparison and evaluation of SOM with other 
unsupervised methods (like fuzzy k- means and Neural Gas Networks), for the same 
case. 

In the matrices below we have the daily attributes modes for every station’s 
extreme pollutant values. Inside the parenthesis we have the counter for each mode 
(for example, most extreme records for NO2 appeared in 2009 511 times, while they 
occurred on Friday (DAY_ID is 5)). PM10 and PM2.5 have given the same results, so 
we combined them into one column. 

Table 6. Daily attributes for extreme pollutant values for “Agia Paraskevi” Station 

AGP CO NO NO2 O3 SO2 PM 

YEAR 
2009 
(511) 

2009 
(511) 

2009 
(511) 

2010 
(453) 

2003 
(247) 

2008 
(5) 

MONTH 1(253) 1(253) 1 (253) 8(499) 5(147) 4(5) 

DAY 16(74) 16(74) 16(74) 6(81) 30(47) 21(2) 

DAY_ID 5(210) 5(210) 5(210) 6(277) 4(160) 3(4) 

HOUR 8(159) 8(159) 8(159) 14(291) 10(127) - 
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Table 7. Daily attributes for extreme pollutant values for “Athinas” Station 

ATH CO NO NO2 O3 SO2 PM 

YEAR 
2009 
(139) 

2009 
(139) 

2009 
(139) 

2002 
(444) 

2009 
(139) 

- 

MONTH 1(194) 1(194) 1(101) 7(363) 1(194) - 

DAY 3(28) 3(28) 3(28) 4(61) 3(28) - 

DAY_ID 5(72) 5(72) 5(72) 7(184) 5(72) - 

HOUR 9(298) 9(298) 11(165) 16(154) 11(90) - 

Table 8. Daily attributes for extreme pollutant values for “Piraeus” Station 

PIR CO NO NO2 O3 SO2 PM 

YEAR 
2002 
(145) 

2002 
(145) 

2002 
(294) 

2002 
(893) 

2002 
(294) 

2007(11) 

MONTH 12(76) 12(76) 3(151) 5(294) 3(151) 12(7) 

DAY 30(27) 30(27) 26(36) 17(73) 26(36) 1(4) 

DAY_ID 3(59) 3(59) 1(95) 6(500) 1(95) 2(9) 

HOUR 9(85) 9(85) 10(136) 17(577) 10(136) - 

Table 9. Daily attributes for extreme pollutant values for “Peristeri” Station 

PER CO NO NO2 O3 SO2 PM 

YEAR 
2011 
(282) 

2011 
(282) 

2011 
(436) 

2003 
(479) 

2011 
(282) 

- 

MONTH 12(203) 12(203) 5(535) 7(579) 12(330) - 

DAY 2(43) 2(43) 13(71) 24(61) 20(44) - 

DAY_ID 5(113) 5(113) 5(231) 5(196) 5(113) - 

HOUR 9(210) 9(210) 8(177) 15(310) 11(103) - 
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Abstract. Water permeability is a key concept when estimating load
bearing capacity, mobility and infrastructure potential of a terrain.
Northern sub-arctic areas have rather similar dominant soil types and
thus prediction methods successful at Northern Finland may generalize
to other arctic areas. In this paper we have predicted water permeability
using publicly available natural resource data with regression analysis.
The data categories used for regression were: airborne electro-magnetic
and radiation, topographic height, national forest inventory data, and
peat bog thickness. Various additional features were derived from original
data to enable better predictions. The regression performances indicate
that the prediction capability exists up to 120 meters from the closest
direct measurement points. The results were measured using leave-one-
out cross-validation with a dead zone between the training and testing
data sets.

Keywords: load bearing capacity of soil, water permeability, regression,
k-nearest neighbor, mobility, sub-arctic infrastructure.

1 Introduction

This paper is about predicting the water permeability of the soil by regression
analysis using publicly available multi-source data. Water permeability (also
called hydraulic conductivity) is a central soil property related to soil type and
soil texture. High permeability means that soil tends to stay dry and traversable
most of the year, whereas low permeability creates a risk for mobility when pre-
cipitation is high. Mobility in arctic areas is of great interest to many different
parties. E.g. the mining industry is interested about the mobility estimates when
placing various facilities. The forest industry is interested on the load bearing
capacity of the soil, since the route solutions can be adaptive to mobility pre-
dictions.

Our input data set consists of 44 features which are publicly available. The
data is in raster format with grid resolution ranging from 10 meters to 50 meters.

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 436–446, 2014.
c© IFIP International Federation for Information Processing 2014
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Water permeability of the soil has been measured in 1788 test spots at North-
ern Finland provided by the Geological Survey of Finland (GTK). It is an im-
portant attribute which, when combined with other features available, helps to
determine the soil types. Related studies have been conducted in [1] where soil
respiration rates are predicted from temperature, moisture content and soil type.
Another related research was published in the paper of P. Scull, J. Franklin and
O.A. Chadwick [2]. In their paper they use classification tree analysis for pre-
dicting the soil type in desert landscapes. R.P.O. Schulte et al.[3] focuses on
soil moisture deficit, which is a related concept but not of concern in sub-polar
areas, H. Gao et al. [4] and R.A. Chapuis [5] focus on water budget model-
ing, which was not yet attempted in our study. H.S. Mahmood et al. [6] uses
on-site gamma-ray measurements for analysis of the farming soil. N.J. McKen-
zie [7] combines gamma-ray and digital elevation model to predict the chemical
composition of the farming land. Closest to our paper is [8], where several data
sources (topographic and remote sensing) are combined with 85 soil samples to
assess the usability of the soil within and outside the sampled area. One can try
to by-pass the water permeability estimation by directly learning the dynamic
coupling between the precipitation and remotely observed soil moisture. This
approach must include the digital terrain model (DTM) to estimate the water
catchment. An example of this approach is [9].

The main novelty of this paper related to the previous studies is that the
prediction is based on wide-area public data on a subpolar region. The features
used in this paper are basically available through-out the arctic zone.

We use regression analysis to find a mapping between the publicly available
data and water permeability of the soil. In the following, we present the regression
methods in Ch. 2. Then we introduce the test area, the original data sets and
derived features (Ch. 3) and describe the analysis process and results of the
analysis (Ch. 4). The last part is for conclusions and future approaches (Ch. 5).

2 Regression Methods

Regularized least squares regression (RLS) is well known so we describe it mainly
to introduce the variables and the notation used later in the paper. The explana-
tory variables x1, ..., xp consist of given data and dependent variable y is the
water permeability. We need to find a set of parameters w ∈ R

p and b ∈ R such
that the error function:

E(w) =
1

n

n∑
i=1

(
yi −wTxi − b

)2

+
λ

n
wTw (1)

is minimized, where xi ∈ R
p is the input vector, yi ∈ R is the response value, n

is the number of observations and λ is the regularization parameter.
The k-nearest neighbors (k-NN) approach predicts the test sample by taking

the average from k points nearest to it. Euclidean distance is the used metric
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in our analysis. Explicitly stated, if y1, ..., yk are the response values of the k-
nearest points to the test sample, then the response value for the test sample
ŷt is:

ŷt =
1

k

k∑
i=1

yi.

3 Test Area, Data Sets and Features

The research area is located in the northern part of the municipality of So-
dankylä, which is a part of Finnish Lapland. The size of the target area is
18432 km2. The center point of the rectangular target area is at ETRS-TM35FIN
coordinates 7524 kmN, 488 kmE, zone 35.

The data set consists of aerial gamma-ray spectroscopy data (referred later as
gamma-ray data, AGR) combined with electromagnetic (AEM), topographical
(Z), peat bog mask (PBM) and The National Forest Inventory 2011 (VMI1) data
when predicting the qualities and characteristics of the soil, namely its type and
water permeability (WP). Gamma-ray data is inversely related on the amount
of water on the soil, which can be used to predict the type of the soil. The forest
inventory data describes the profile of tree species, their maturity and foresting
state. Albeit this kind of data is not directly available elsewhere in northern sub-
arctic areas (e.g. Russia, Canada), several studies are underway to predict the
main characteristics of the forest by remote measurement methods [10]. These
methods include LiDAR and various satellite measurements.

The data providers are:

Table 1. Data providers, data and the grid size

Provider Data Grid size

Geological Survey of Finland (GTK) AGR, AEM 50 m
WP

Finnish Forest Research Institute (Metla) VMI, PBM 20 m

National Land Survey of Finland (NLS) Z 10 m

When considering all the derived features used in the analysis we get a total
of 96 data layers.

The test site has 1788 sample points, where many mechanical and electro-
chemical properties of the soil were measured, see [11]. The water permeability
is a theoretical value derived from the soil particle size distribution of the soil.

We now present our data sources and donors.

1 VMI2011: http://www.metla.fi/ohjelma/vmi/vm11-info-en.html

http://www.metla.fi/ohjelma/vmi/vm11-info-en.html
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3.1 Forest Inventory Data

The National Forest Inventory (VMI) holds the state of Finnish forests. The data
is updated once in two years. The parameters are derived from various remote
sensing sources, and several spot-wise verification and calibration methods are
applied to it before publishing the data [12]. 44 numerical features include green
mass, trunk dimensions and tree density per specie category. These multi-source
features exhibit built-in dependencies, thus the final number of useful features
is lower.

3.2 Aerial Gamma-Ray Data

The aerial gamma-ray data was provided by the Geological Survey of Finland
(GTK). The raster data is based on gamma-ray flux from potassium, which is
the decay process of the naturally occurring chemical element potassium (K).
This data indicates many significant characteristics of the soil, including the
tendency to stay moist after precipitation and tendency to frost heaving. Also
the soil type, especially density, porosity, grain size and humidity of the soil have
an effect to gamma-ray radiation. In Fig. 1 we present the gamma-ray data from
Sodankylä target area. The bright end of the gray scale is for the high gamma
radiation and hence less water in the locality of the pixel.

Fig. 1. Aerial data: gamma-ray (left) and electromagnetic data (right). Air-borne elec-
tromagnetic data is sensitive to geological properties to depth of hundreds of meters,
but it also indicates some features of the top soil.

3.3 Electromagnetic Properties of Soil

The air-borne electromagnetic (AEM) data was provided by the Geological Sur-
vey of Finland (GTK). Primary AEM components, in-phase and quadrature,
were transformed to apparent resistivity values by using a half-space model [13].
The apparent resistivity gives information on different kind of soil conductors.
The apparent resistivity is governed by grain size distribution, water and elec-
tronic conductors content of soil and cumulative weathering.
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3.4 Topographical Height Data

Topographical data provided by the National Land Survey of Finland (NLS) was
included in the analysis. The data from NLS server is basically similar to aerial
laser measurements (LiDAR) except LiDAR can reach denser grid. Instead of raw
height alone we used local height difference, flow accumulation area, confluence
and inclination described in [14]. These four derived features are more efficient
for prediction than raw height data alone.

3.5 Peat Bog Mask

Peat bog mask is created from GTK aero-radiometric data and is courtesy of
NLS and METLA. The grid size is 20 m and the value 1 indicates that peat
thickness is over 60 cm. Value 0 indicates thickness less than 60 cm. The limit
chosen is practical for mobility prediction.

3.6 Derived Features

The following features were derived from gamma-ray and electromagnetic data:

– Mean and variance over 3× 3 window
– Mean and variance over Gabor filter with 8 orientations, see [15]
– Local Binary Pattern (LBP) with pixel radii r ∈ {1, 2}, see [16]

From topographical height we derived the following features: local height dif-
ference, ground inclination, convergence index and flow accumulation area. The
definition of these features is at [17]).

There are several additional attributes possible to derive from topographical
height data, and more geomorphological features will be employed in the future.

The regression methods use total of 44 original and 52 derived features, in-
cluding the constant feature. The derived features are useful only if the original
feature is continuous enough. E.g. the Forest Inventory data often has locally
constant zones with abrupt changes and the derived features do not help much.

3.7 Water Permeability Exponent

This is the subject of prediction. Basically, the water permeability indicates the
nominal vertical speed of water through the soil sample. The measurement of
this quantity is indirect, based on soil particle size distribution, and the actual
speed highly depends on the inhomogeneities (roots, rocks) and micro-cracks in
the soil. This is why this quantity is descriptive and theoretical. In our analysis
we are using a logarithmic quantity xwp derived from water permeability speed v.
For purposes of this presentation it is called as the water permeability exponent
and defined as:

xwp = − log10 v, [v] =
m

sec
, (2)

This formula has v as the vertical speed of water flow through the soil.
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4 Analysis and Results

We are looking for methods which predict water permeability on areas, where
there may not be direct water permeability measurements nearby. Therefore,
we developed a modification of the leave-one-out cross-validation (LOOCV) for
measuring the degree of spatial dependency from the nearby direct measure-
ments, which we refer to as LOOCV with dead zone. Namely, the approach
works on the measurement data just like an ordinary LOOCV in which each
measurement at a time is omitted from the training set and used as a test point,
except that we also remove from the training set all points that are within geo-
graphical distance r from the test point. This approach is illustrated in Fig. 2.
By varying r, we can measure how far from the test area we assume the closest
measurements to be at the very least. In addition, the results can be helpful in
deciding how dense grid of direct measurement one should use in order to obtain
a certain level of prediction performance.

We perform the regression of water permeability with the following three
feature sets:
– location only
– features + location
– features only

where location refers to the geographical coordinates (e.g. latitude and longitude)
and features to the ones described in Section 3. Note that one can not rely on
the location information if there are no nearby direct measurements at all, and
therefore we measure the prediction performance separately with these.

The prediction performances with the different feature sets as a function of
the radius r of the dead zone are depicted in the two leftmost graphs in Fig. 3
on p. 443. The generic version based on feature data only gives weaker results,
since the sample point arrangement at Sodankylä (see sample sets A and B in
Fig. 2) and perhaps the phenomenon itself induce spatial dependency. No good
generic regression method for this data set has been found, instead the problem
is about how much additional samples are needed per target area to make the
prediction useful.

The common k-NN method has one essential parameter, the number of neigh-
bors k. The spatial dependency can be probed by adding the dead zone radius r
to avoid the optimistic effect of the nearest neighbors. Fig. 2 depicts the modified
leave-one-out arrangement, where k nearest points outside the dead zone of ra-
dius r are used for teaching. By varying r one gets a varied data set and a rough
estimate on how dense it should be for it to predict well in new circumstances.

The same parameterized dead zone leave-one-out arrangement was used with
regression, too.

4.1 Predicting Water Permeability

As mentioned in Sec. 3.7 before, the prediction subject is the water permeability
exponent xwp defined by Eq. 2. The values used for regularization parameter λ
ranged from 2−15, ..., 215. k-NN parameter had k ∈ {1, 3, 6, 12, 22}. Two different
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r

LOO test point

Omitted points

Fig. 2. Left : 1788 sample points. Set A (1187 points, marked with red circles, distance
to the nearest neighbor dNN ≤ 86m) is tightly packed and set B is very sparse (601
points, marked with black dots, aver. dNN ≈ 1.1 km). Right : the dead zone (with radius
r) around the leave-one-out test point (black circle). The gray circles are omitted from
the training set (white circles). Both the k-NN and RLS method address the training
data only, e.g. the k nearest neighbours are selected from outside the circle.

error measures were used for estimating prediction performance: mean absolute
error (MAE) and concordance index (CI) [18]. Explicitly, the error measures are:

MAE =
1

n

n∑
i=1

∣∣∣∣yi − ŷiyi

∣∣∣∣ CI =
1

N

∑
yi<yj

h(ŷi − ŷj) (3)

MAE prediction baseline ỹ is the best possible prediction under the assump-
tion that the prediction will be constant, thus constraining all values ŷj = ỹ, j =
1..n in the error minimization process. MAE baseline becomes thus:

MAEb = arg min
ỹ

1

n

n∑
i=1

|yi − ỹ
yi
|

The prediction performance should be better than this to be useful. The
corresponding percentage values (MAPE and MAPE b) have been used in the
rest of the text.

Concordance index counts the occurrences when the prediction fails to be
monotonical. In equation (3) we denote N = | {(i, j) | yi > yj} | as the normal-
ization constant which equals to the number of data pairs with different label
values. h(.) is Heaviside step function.

The values of the C-index range between 0.0 and 1.0, where 0.5 corresponds
to a random predictor and 1.0 to the case where prediction is monotonically
correct.
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4.2 Results

The results for regression analysis can be seen in Fig. 3 on p. 443.
Both MAPE and C-index indicate rather good prediction performance to the

distance of 120 m from the nearest soil sample point. This is seen both with
k-NN and RLS methods. When MAPE is higher than the baseline, it is better
to use baseline average than the prediction. MAPE baseline is the horizontal line
in the lower figures in Fig. 3.
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Fig. 3. Left : k-NN results with k = 6 and 3 different feature sets. Right : RLS results
on features-only case. C-index and Pearson correlation at top and MAPE below. The
prediction performance is adequate below 120 meters.

The dead zone radius r > 0 simulates a situation, where the test point is at
least r distance away from the given training points. r = 0 is traditional LOO
test arrangement and measures best the properties of the predicted value within
the training set itself. It may be too optimistic, since we seek for generalization.
A large radius r ≈ ∞ is overly pessimistic, since it would use only tiny fragments
of the training set and would completely distort the prediction.

The prediction performance near r = 0 seems to indicate rather good gen-
eralization ability, but the performance reduces drastically over the dead zone
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distance r. Further study, both theoretical and practical, must be done to prop-
erly address classical geoinformatics concepts such as spatial autocorrelation and
spatial semivariance together with the general prediction ability. The problem
is new, since spatial analysis in geosciences is usually applied in the sense of
interpolation and extrapolation performance, and general prediction is usually
analyzed in the terms of Machine Learning performance.

The feature selection was not attempted. There were two reasons for this:

– the number of features (96) remained modest.
– the forest inventory features are unique to Finland. They can be largely

substituted by various remote measurements [12], which would extend the
application scope of the method to whole sub-polar area.

5 Conclusions and Future Work

The results indicate that the chosen five data sources (forest inventory, gamma-
ray, air-borne electromagnetic, topographical data and peat bog mask) can be
used to estimate the water permeability to a certain range from known measure-
ments. This range seems to be c. 120-150 m. The best results come from the
k-NN method based on the location of the sample points only. This method is
naturally unavailable for general prediction.

There are several possible improvements. Since the mapping from water per-
meability to soil types is not unique, see [19], a special majority rule could be
used to select the dominant soil type from neighboring grid point predictions.
Such expert rules would require additional features like sophisticated geomor-
phological categories.

The Aerial Light Detection and Ranging (LiDAR) data can substitute most
of the topographical and forest inventory data features. This would extend the
scope of the prediction to any location at the arctic zone, where only aerial and
satellite measurements are economical. LiDAR has also potential for derived
features like geological morphology [20] and soil water budget modeling [10].

The final goal is to predict the water permeability, soil types, approximate wa-
ter budget and the load bearing capacity of the terrain in relation to the given
weather forecast, while the model is based on remote measures and online learn-
ing based on measurements from the harvester fleet. The potential applications
aim to wide-area routing and location planning. In this regard, even a modest
prediction power of features-only prediction could yield a cumulative effect on
route decisions.
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Abstract. This paper presents a new model for daily solar radiation prediction. 
In order to capture the hidden knowledge of existing data, a time-frequency 
analysis on past measurements of the solar energy density is carried out. The 
Hilbert-Huang transform (HHT) is employed for the representation of the daily 
solar irradiance time series. A set of physical measurements and simulated  
signals are selected for the time series analysis. The empirical mode decomposi-
tion is applied and the adaptive basis of each raw signal is extracted. The  
decomposed narrow-band amplitude and frequency modulated signals are  
modelled by using dynamic artificial neural networks (ANNs). Nonlinear auto-
regressive networks are trained with the average daily solar irradiance as ex-
ogenous (independent) input. The instantaneous value of solar radiation density 
is estimated based on previous values of the time series and previous values  
of the independent input. The results are promising and they reveal that the  
proposed system can be incorporated in intelligent systems for better load man-
agement in photovoltaic systems.   

1 Introduction 

Today there is an obvious need for eco-friendly and sustainable energy sources. It is 
well known that in developed world the daily life depends on the continuous supply 
of energy. Unfortunately, the exponential increase in energy demand compromises the 
ability of future generations to meet their needs. The provision of fossil fuel cannot be 
taken for granted. In recent years many European governments introduced subsidy 
programs in order to encourage the utilization of alternative energy resources with 
high efficiency and environmentally sound. 
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Nowadays, there are many options for renewable energy sources. One of the most at-
tractive and promising resource is the solar irradiance. Solar energy usage is small glo-
bally, but it is commonly accepted that it will increase substantially in the near future. 

Solar energy is one of the most considerable design parameters in many research 
fields such as bioclimatic design of buildings, analysis of the performance of  
photovoltaic systems, agriculture science and meteorology. Moreover, in the case of 
autonomous energy systems with solar power source an automatic and efficient  
management of solar energy is required in order to minimize the strain of storage 
components and increase their lifetime.  

Due to the widely use of solar energy there is an obvious need for a more precise 
modeling and close prediction of the solar irradiance future trend. Several studies for 
solar prediction exist in the literature. These studies involve empirical models [1, 2], 
statistical approaches [3, 4] and intelligent system approaches [5, 6]. 

This paper presents a new approach for solar radiation prediction by taking into  
account the past measurements of the series. The HHT operates on the original signal 
in order to extract the different spectral components. Afterwards, nonlinear autore-
gressive neural networks are trained with the average daily solar irradiance as exoge-
nous input. The instantaneous values of solar radiation density are predicted for each 
of the partial component and are summarized in order to estimate the original signal’s 
prediction. 

The paper is organized as follows: Section 2 introduces the HHT. Section 3 refers 
to the nonlinear autoregressive networks, while section 4 deals with the proposed 
model implementation. Section 5 presents the experimental results.   

2 The Hilbert Huang Transform 

The HHT is an appropriate tool for analyzing non-stationary and nonlinear data.  
The HHT, a NASA’s designated name, is proposed by Huang et al [7]. The essential 
difference between HHT and most currently data decomposition methods is that HHT 
provides an adaptive analysis of data. The term adaptivity refers to the requirement for 
an adaptive basis. There is no a priori reason to believe that an arbitrarily selected basis 
is able to describe the underlying processes of any given phenomenon. This algorithm 
comprises Empirical Mode Decomposition (EMD) and Hilbert Spectral Analysis 
(HSA). The combination of EMD and HSA provides a consistent and physically mea-
ningful definition for instantaneous frequency and amplitude. First, the EMD process 
decomposes any complicated set of data into a finite and often small number of intrin-
sic mode function components. This decomposition is adaptive since it is based on  
local characteristics of the original signal and it can be applied to nonlinear and nonsta-
tionary signals. Second, the HSA is applied to the generated components in order to 
provide a meaningful time-frequency-energy distribution of time series.  
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2.1 Empirical Mode Decomposition (EMD) 

The EMD step is based on the assumption that any time series consists of different, 
intrinsic modes of oscillation. Each mode of oscillation is derived from the data and 
fulfills the following conditions: 

1  In the whole data set, the number of extrema and the number of zero-
crossings must be equal or differ at most by one. 

2  At any point, the mean value of the envelope defined by the local maxima 
and the envelope defined by the local minima is zero. 

An intrinsic mode function (IMF) represents a simple oscillatory mode similar to a 
component in the Fourier-based simple harmonic function. IMFs constitute an a post-
eriori adaptive basis. The decomposition of any time series is described below. 

First, all the local extrema of the series x(t) are extracted. The local maxima are 
connected by a cubic spline to produce the upper envelope u(t). Similarly the lower 
envelope v(t) is created with the connection of the local minima. The mean of these 
two envelopes is designated as m1, and the difference between x(t) and m1 is the first 
component h1. 

 (1)

 (2)

Usually, h1 does not satisfy all the requirements of an IMF. Therefore, the previous 
process, entitled “sifting process”, is repeated more times. In the subsequent sifting 
process, h1 is treated as the data, then 

 (3)

where m11 is the mean of the upper and lower envelopes of h1. After repeated sifting, 
up to k times which is usually less than 10, h1k, given by 

 (4)

is designated as the first IMF component c1 from the data, or 

 (5)

Typically, c1 will contain the shortest-period component of the signal. The c1 com-
ponent is removed from the original signal in order to obtain the residue 

 (6)

The residue r1, which contains longer-period components, is treated as the new da-
ta and subjected to the same sifting process as it has been described above. This pro-
cedure can be repeated to obtain all the subsequent rj functions as follows: 

 (7)

The sifting processs is terminated by either of the following predetermined criteria: 
either the component cn or the residue rn becomes so small that it is less than a prede-
termined value of consequence, or the residue, rn, becomes a monotonic function, 
from which no more IMF can be extracted. Using the above equations the original da-
ta is the sum of the IMF components plus the final residue 

 (8)
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2.2 Hilbert Spectrum Analysis (HSA) 

In HSA the Hilbert transform (HT) is applied in each extracted IMF to obtain the re-
presentation of the original signal in time-frequency-energy domain. The application 
of HT in each IMF yields sharp frequency and time localization. For an arbitrary 
function, x(t) its Hilbert transform, y(t), is defined as 
 

 (9)

and the analytic signal z(t) is described by   

 (10)

where   (11)

the instantaneous frequency is given by 

f  (12)

and the original signal can be expressed by  

 (13)

where (13) represents the general form of Fourier equation 

 (14)

3 Nonlinear Autoregressive Network with Exogenous Inputs 

3.1 NARX Networks 

Several processes in real world are described by time series.  The ANNs have been 
widely used in the scientific field of time series prediction due to their inherent 
nonlinearity and high robustness in noise. It is well-known that ANN represents a 
nonparametric approach since there is no need to have any knowledge of the underly-
ing processes that generate the original signal.  

Typically, the challenge task of time series prediction can be expressed as finding 
the appropriate function I so as to acquire an estimate  of the time series y 
at time t+D (D=1,2 …) given the past values of y up to time t, plus  the values of ex-
ogenous input x: 

 (15)

where y(t) and x(t) represent the values of y and x in time t respectively. The va-
riables  and  are the lags parameters of model and in case of D>1 we have the 
multi step ahead prediction of time series y. 

NARX networks are recurrent neural architectures and it has been demonstrated 
that they are powerful in theory and at least equivalent to Turing machines. One can 
utilize those models rather than conventional recurrent networks without any compu-
tational loss [8]. The main advantages of NARX networks are:  more effective learn-
ing of models and faster convergence than in other ANNs [9].  
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4 Proposed Method 

4.1 Solar Radiation Dataset 

In this paper, a study of forecasting half daily solar radiation is presented by taking 
into consideration past values of the solar radiation time series. The dataset contains 
solar radiation measurements provided by the Joint Research Centre (JRC) Renew-
able Energies unit of the European Commission [10]. Cubic spline interpolation is 
utilized in order to increase the size of data. Thus, from a 15-minute sample frequency 
is created a 1-minute sample frequency time series. Each daily artificial solar irradi-
ance signal is a vector of length 840 which represents the daily 1-minute time interval 
solar irradiance samples. The geographic parameters latitude and longitude were set 
to 35°27'29" and 24°9'5", respectively. These parameters refer to Koiliaris river re-
gion in Crete, where the solar radiation prediction is studied to manage the energy 
demands of the CyberSensors monitoring system [11]. The daily solar power density 
samples, which are utilized in our analysis, are records that refer to the most adverse 
solar radiation conditions. This data is taken in December, which is the month that 
provides the lowest amount of solar energy.   

4.2 Solar Radiation Analysis 

In the present study the “clear-sky” values and the data for “real” conditions were 
taken into account. The former refers to values of irradiance where the sky is com-
pletely free of clouds. This signal is valuable since it provides the maximum values of 
solar irradiance that may appear at a given time in the examined month. The latter re-
fers to values of solar irradiance with average cloud cover for the given month. In 
Fig.1 the “clear-sky” and the time series with average values of solar irradiance in 
December are presented for the examined region.   
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Fig. 1. Solar irradiance plot in December for the examined region with 25o angle 
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A typical solar radiation power density for a cloudy day is shown in Fig.2. 

 

Fig. 2. Solar radiation power density for a cloudy day in December 

The decomposition of each examined signal is implemented by means of EMD.  
An example of the EMD is presented in the following figure, where the solar power 
density signal from the previous figure is analyzed into a set of IMFs. It should be 
mentioned that the generated basis is an a posteriori basis created based on the local 
characteristics (local maxima and minima) of the time series. From Fig. 3 it can be 
noticed that the initial signal consist of five IMFs and a residue. 

 

 

Fig. 3. Decomposition of a solar radiation signal into IMF components 

4.3 The NARX Models 

Nonlinear autoregressive with exogenous inputs networks were used for the solar ra-
diation prediction. For each extracted intrinsic mode function a NARX network is 
trained and used for the prediction of the specific mode of oscillation. The NARX 
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network is a two-layer feed forward artificial neural network. In the hidden layer a 
sigmoid transfer function is utilized and a linear transfer function is set to the output 
layer. In order to predict the future values of the time series y(t), which in our case 
represents the solar radiation intrinsic mode function, the past values of time series 
x(t) are also required. In the present study the clear-sky solar irradiance power density 
is treated as the exogenous input x(t). Fig. 4 shows the topology of the NARX net-
work, where the values dy and dx are the delays of y(t) and x(t) respectively. 

 

Fig. 4. Topology of the NARX network 

5 Results 

NARXs models are trained taking into account the solar radiation time series, which 
is derived from measurements of twenty five days. Five days records are utilized to 
assess the performance of the algorithm. The training function is set to Levenberg-
Marquardt algorithm and the performance metric is the Mean Squared Error (MSE). 
The maximum horizon, which is taken, is 420 time steps ahead. The performance is 
estimated by taking into consideration the root-mean squared error (RMSE) and the 
maximum error. Table 1 shows the simulation results. The number of hidden neurons 
is set to 10 and the number of delays is 30. The validation and test data points are set 
to 15% of the original data, while the rest 70% is used for training.  

Fig. 5 shows the simulation results of solar radiation for a half day horizon. As it 
can be seen from the below figures, solar radiation prediction is a complex task due to 
the extremely uncorrelated high frequency components. These high frequency com-
ponents represent clouds and atmosphere attenuation, which are extremely difficult to 
predict using only past information. Thus, additional inputs are required in order to 
optimize the simulation results. Fig 6 shows an alternative view of the difference be-
tween the desired and predicted solar radiation values for the first day. 
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Fig. 5. Simulation of solar radiation for a half day maximum horizon 

Table 1. RMSE from simulation results 

 1st day 2nd day 3rd day 4th day 5th day 

RMSE (W/m2) 26.891 21.732 31,009 39,658 35,729 

MAX Error 97.847 60.130 120.510 129.815 128.858 
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Fig. 6. Desired and predicted solar radiation values for the first day 

6 Conclusions 

In this paper the HHT is used for the decomposition of solar irradiance time series  
in order to predict solar radiation within a time horizon of half day ahead. From the 
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results it can be seen that a more accurate prediction is required for the higher fre-
quency components of the solar radiation time series. Taking into account extra data 
such as images from satellites, additional information regarding the impact of cloudi-
ness on ground irradiance will be obtained. Moreover, deferencing of solar irradiance 
time series may generate stationary signals which are relatively easy to predict. In the 
nearby future, research will continue in this line by following the aforementioned ap-
proaches with ultimate goal to integrate this technique in an intelligent Energy Con-
sumption Controller. 
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Abstract. Globally, there are variations in climate, there is fossil fuel
depletion, rising fossil fuel prices, increasing concern regarding energy se-
curity, and awareness about the environmental impacts of burning fossil
fuels. These factors lead to a growing interest around the world in green
and renewable energy resources, solar energy being a common one. A
Neuro-evolutionary approach is explored to extract the trend ensembles
in the solar irradiance patterns for renewable electric power generation,
using the data taken from stations in Al-Ahsa, Kingdom of Saudi Arabia.
The algorithm, based on Cartesian Genetic Programming Evolved Arti-
ficial Neural Network (CGPANN) was developed and trained for hourly
and 24-hourly prediction, using the solar irradiance value as the input
parameter. It was tested to predict solar irradiance on hourly, daily, and
weekly basis. The proposed technique is 95.48% accurate in solar irra-
diance prediction.

Keywords: Solar irradiance Forecasting, Neural Networks, Cartesian
Genetic Programming (CGP), Neuro-evolution, Time Series Prediction.

1 Introduction

Most places on the earths surface receive clean and abundant solar energy, free
of cost, throughout the year. Owing to the rising fossil fuel costs and the degra-
dation of atmosphere by these fossil fuels, there is a dire need for economical
and effective harnessing and utilization of solar energy. Because the world has
to pay the cost of losing its energy resources at an alarmingly fast pace, there is
an increasing reliance of power generation on renewables, such as solar energy.
Worldwide efforts are being taken to increase the capacity of renewable power
production. However, the intermittent nature of renewables makes it a challeng-
ing task to integrate them into any system. Accurate solar irradiance is therefore
essential in improving the efficiencies of solar and wind energy based applica-
tions, obtaining optimized power production [1], overcoming the challenges of
integrating them in the power grid and for the efficient management and oper-
ation of solar thermal energy plants. Solar radiation data gives us information

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 456–465, 2014.
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about the amount of energy that hits the earths surface during a particular time
frame and is required for research on effective solar energy utilization. Because
this data is not readily available, and because the intensity and availability of
solar radiation is dependent upon several other environmental factors, alternate
ways of generating the data must be developed [2].

Artificial Neural Networks is an emerging technology for handling complex,
practical problems, such as forecasting. Neural networks are capable of making
computationally efficient, faster and more practical predictions than any of the
conventional methods.

Our work mainly focuses on introducing a new and efficient solution based on
the Neuro-evolutionary technique termed as the Cartesian Genetic Programming
Evolved Artificial Neural Network (CGPANN) [3] to extract the trend ensembles
in the solar irradiance patterns for renewable power generation. Neuro-Evolution
is the phenomenon that involves the artificial evolution of the entities of an
Artificial Neural Network (ANN). In CGPANN, Neuro-Evolution exploits the
powerful structural properties of Cartesian Genetic Programming [4] and the
functional properties of an ANN. This leads to the evolution of all the network
parameters; node weights, system inputs, node inputs, node functions, network
topology as well as the system outputs [3]. The research solution discussed here
is specific only to CGPANN. The proposed technique uses past solar irradiance
data to estimate the hourly, 12-, 24-, 48- and 168-hourly solar radiation patterns.

2 Literature Review

2.1 Computational Intelligence Techniques for Solar Irradiance
Forecasting

Estimation methods used in the literature for forecasting solar radiation include
stochastic, analytic [5], and artificial neural networks [6].The analysis by Mubiru
and Banda [7] shows that owing to the nonlinear, non-stationary nature of solar
radiation; ANNs are thought to be superior to empirical methods in estimating
the global solar radiation.

Autoregressive (AR) and autoregressive moving average (ARMA) are models
frequently used for the estimation of solar irradiance [8, 9]. Angstrom [10] was
the pioneer to apply Regression models based on sunshine duration. Ahhi et al.
[11] have used various input parameters of an ANN to predict solar radiation.

Kalogirou Model applies the standard back propagation learning algorithm.
The model uses the hourly records for one year to predict hourly solar radiation.
Other ANN models are; The Mohandes Model [6]; The Kemmoku Model [1]; The
Reddy Model [13]; The Sozen Models [14] that has explored Scaled conjugate gra-
dient (SCG), Pola-Ribiere conjugate gradient (CGP), and Levenberg-Marquardt
(LM) learning algorithms and logistic sigmoid transfer function; The Cao Model
[15] that establishes a recurrent BP network for forecasting of solar irradiance;
The Soares Model [16] that develops a neural network exploring feature determi-
nation and pattern selection techniques. Linares-Rodriguez et. al. [17] explores
an articial neural network ensemble model for estimating global solar radiation



458 M. Rehman et al.

from Meteosat satellite images. This model uses clear-sky estimates and satellite
images as input variables. Tymvios et al., Angela et. Al [20] have introduced
a single-parameter model for solar irradiance prediction. Lorenz et al., [21] use
numerical weather predictions (NWPs) as input parameters to NNs to estimate
global irradiance. Hocaoglu et al., [22] study and compare feed-forward NNs with
seasonal AR models. Cao and Lin, [23] combined NNs with wavelets to predict
next day hourly values of global irradiance, incorporating various meteorological
parameters as inputs to the models. Jain and Goel, [24] developed a multilayer
feed forward neural network model for solar radiation forecasting in India. For
the input to the network, the geographical, solar and meteorological parameters
were taken from different areas of India. Azadeh et. al. [25] proposed an ANN
model based on multilayer perceptron approach, incorporating all climatological
and meteorological factors as input variables for prediction of solar global radi-
ation. The results of the integrated ANN-MLP model have been compared to
those of angstroms model [10]. There is a notable decrease in the MAPE value
from 14.78% by the Angstrom model to 7.5% by the integrated ANN model.

2.2 Cartesian Genetic Programming evolved Artificial Neural
Network (CGPANN)

CGPANN is a Neuro-Evolutionary technique based on Cartesian Genetic Pro-
gramming where the nodes are replaced by articial neurons, the basic elements
of CGPANN. A CGPANN node or neuron is composed of inputs, weighted con-
nections, non-linear activation functions and outputs. The genotype is generated
by encoding all these attributes of the neural networks [3]. The parent genotype
undergoes mutation, producing the offspring. The network and its parameters
continue to evolve until the best possible solution is obtained [4]. In this paper,
CGPANN is used as the principle estimator in the prediction system. For the
production of the next generation population in CGPANN, (1+) evolutionary
strategy is recommended. The 10 % mutation rate used implies that only 10%
of the genes take part in mutation to give the offspring. During the process of
evolution some neurons, whose outputs remain unconnected (Junk Nodes) may
not participate at all in generating the system output whereas others (Active
Nodes) may play an active role in producing the system output. The weights are
generated randomly (ranging from -1 to 1). The output can either be the system
inputs or the output of any of the nodes. The neurons in the network are not
fully connected. The systems inputs are not connected with all of the neurons in
the input layer. The fundamental entities of a typical node in a CGPANN can
be observed in Figure 1. The selection of the inputs is from the input array Ip,
such that

Ip = [ip1, ip2, ip3, ....., ipn] (1)

The weighing matrix [array of weights] Wg,

Wg = wg1, wg2, wg3, ....., wgn (2)
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for a particular genotype g, consists of random weights ranging from +1 and
-1. The output of a junction in ANN that takes xi as junction input, where the
input is multiplied by a randomly alloted weight, wgi can be represented by

On′ =

N∑
i=1

xiwgi (3)

If the inputs to a node are N, output Onj′ is

Onj = ξj(On′ ) = ξj
( N∑

i=1

xiwgi

)
(4)

W1

W2

Wn

Node
Function, f

Node 
Output,O

SummationI1

In

I2

Weights
Inputs

Fig. 1. The Nth node of CGPANN

here, ξ is the node function. Also, j is defined by

{j|jεN ∧NT ≥ j ≥ 1} (5)

If Ig is the input set to Gk, where each input i has unique value:

iεR ∧ 1 ≥ i ≥ 0 (6)

then, network Gk consists of randomly chosen inputs Ig, node outputs, Onj , for
a single output Op such that

Op =
1

n

N∑
i=1

Oi (7)

where

Oi = ξ

(∑
(OnjWgj + Onj−1Wgj−1 + .... + On1Wg1 + IWgk)

)
(8)
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Here, Wgj , Wgj−1, ... Wg1 are Random subsets of W such that Wgk is a subset
Wgj and

Wgj = {wgk|wgkεR ∧+1 ≥ wk ≥ −1} (9)

now
Gk = {I, Onj , Onj−1, ...., On1, Op} (10)

if we have two successive genotypes Gk and Gl. Gl is the product of Gk by
mutating μ% characteristics of the genotypes. Let the total entries in Gk be
Ncfw then

N ′
cfw = μ×Ncfw (11)

N cfw represents genotype entries that are to be mutated to get Gl. The set ζ
has ω as a unique entry such that

{ω|ωεζ∀(Wg, I, Onj)} (12)

Each value in ω is defined Pseudo-randomly. N cfw values are provided by the
available Ncfw entities using the equivalent expression

{
ωi|ωiε{1, 2, 3, ..., Ncfw} ∧ ωi ⊂ {1, 2, 3, ..., Ncfw}

}
, i = 1, 2, 3, ...N ′

cfw (13)

Where ωi can its value from {Ncfw, . . . 3, 2, 1} so each entry in ζ is

γ(i) =

{
ωi|ωiε{1, 2, 3, ...Ncfw} ∧ {1 ≤ ωi ≤ Ncfw}

}
(14)

The network takes inputs from array Ip. The network inputs are fed to the
primary layer, the output of which is fed into secondary processing nodes, known
as intermediate layer nodes. Activation function ξ, that is employed for this
particular CGPANN is Log-sigmoid function, given by Eq. 16.

ξ(x) =
1

1 + e−x
(15)

Here x is input to the activation function ξ(x). x is defined by the Eq. 17.

O(c, g, j) =

N∑
i=1

wg(c, i).I(g, c, i) (16)

Whereby N defines the quantity of inputs to the given node j for n = 1, 2,
3... N numbered inputs. K are the network inputs in set k = 1, 2, 3...N...K. g
represents a particular genotype in a population and c is the node taking part in
the operation. w(i, c) is the randomly assigned weight to each input and I(c, g, i)
is defined as a randomly selected input to the node j.

I(g, c, i) = PRG([I(g, c, 1), I(g, c, 2), ..., I(g, c,N)...

..., I(g, c, k)] : [O(g, c, 1), O(g, c, 2), ...O(g, c, j1)])
(17)

A typical CGPANN genotype and phenotype is shown in Fig. 2. The figure shows
a single row, four nodes, with three inputs per nodes, five inputs and outputs
network.
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Fig. 2. A typical CGPANN genotype and phenotype

3 Application of CGPANN to Solar Irradiance
Forecasting

3.1 Experimental Setup

The solar irradiance data of 1997, collected from Saudi Arabian stations in Al-
Ahsa [26], were used to train the network for hourly and 24-hourly prediction
and subsequently testing was done on the data acquired from 1997 as well as
1998, for hourly, 12-, 24-, 48- hourly and 7 days prediction capability of the
model. The inputs to the network are the solar irradiance values, where irra-
diance, given in W/m2 , is the intensity of electromagnetic radiation incident
per unit area. Al-Ahsa lies at an altitude of 178 m, 25.3oN latitude and 49.48oN
longitude. The average temperature is 304 K, relative humidity 23% and the
daily average solar global radiation is 21.6MJ/m2. Although the network has
been tested and trained using the data from 1997, the datasets for both belong
to different months which mean that the data used for training is not being
used for testing. The Mean Absolute Percentage Error (MAPE) value is used as
the performance criterion to compare the offspring to the fittest network (the
parent) and decide which of these are fit enough to be promoted to the next
generation. The parent network further produces nine more networks by muta-
tion. The process continues until the desired fitness is achieved or the maximum
number of generations is completed. For training the network, all experiments
are run for one million generations. Because a mutation rate of 10% is thought
to produce more satisfactory results in comparison to other rates, it has been
used in our experiment (Kadilar & Alada, 2009; Huang et al., 2006; Chen et al.,
2008).

MAPE is given by:

MAPE =
1

N

N∑
i=1

(∣∣∣∣LF − LA

LA

∣∣∣∣
)
× 100% (18)

Fitness = 100%−MAPE (19)

Where LF is the predicted value, LA is the actual value and n is the number of
days.
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3.2 Results and Analysis

The proposed CGPANN model has been evaluated using 24 hours input network
for the hourly, daily and weekly prediction of solar irradiance. The network takes
24 entries for the prediction of the next hour, next 12 hours, 24 hours, 2 days
and 7 days. While the number of nodes on the network is varied between 50
and 500 with a step size of 50, training and testing experiments are repeatedly
performed. Subsequently, a phenotype was being translated by the genotype that
showed the best fitness level and then testing was carried on hourly, daily, and
weekly basis. All the network nodes however may not be utilized by the final
phenotype. Usually 5 to 10 percent of nodes participate in the production of the
phenotype.

During testing, an independent dataset was given to the network for its val-
idation. Table 1 contains the MAPE values calculated using 24 hours input
network for the prediction of the next one hour, 12hrs, and 1 day. The network
used here has been trained for hourly prediction. The values change with the
changing number of nodes. MAPE values increase as the network is being used
for long-term forecasting. The best result has been for the hourly prediction for
500 nodes i.e. a MAPE of only 4.52%.

Table 2 shows the testing results of predictions on 12-hourly, daily, and weekly
basis, using the network model that has been trained for 24-hourly prediction.
A lowest MAPE value of 5.36 has been achieved for the 12-hourly prediction.
Hence, with the increase in time span, the forecasting of the model is affected

Table 1. Testing Results for Different Number of Nodes using 24 Hours Input Network
for Prediction of the Next One Hour, 12 hours, and 1 Day, for Hourly Prediction
Training

Prediction Year 50 100 150 200 250 300 350 400 450 500

Hourly 1998 6.65 4.83 4.61 4.79 4.65 4.77 5.05 5.15 4.94 4.52

12-hourly 1997 9.88 7.48 7.03 7.06 6.98 6.64 7.44 7.57 7.22 6.78
1998 11.01 8.37 7.97 7.96 7.87 7.55 8.36 8.49 8.14 7.68

24-hourly 1997 10.48 8.42 7.99 8.20 8.09 7.55 8.73 8.94 8.31 7.83
1998 11.72 9.50 9.10 9.27 9.13 8.62 9.83 10.03 9.41 8.88

Table 2. Testing Results for various Number of Nodes for 24 Hours Input Network and
Prediction of the Next 12 hours, 1 day, 2 Days, and 1 Week, for 24-hourly Prediction
Training

Prediction Year 50 100 150 200 50 300 350 400 450 500

12-hourly 1997 6.78 5.41 5.37 5.36 5.39 5.42 5.41 5.38 5.42 5.37
1998 8.15 6.67 6.64 6.63 6.65 6.67 6.67 6.65 6.68 6.64

24-hourly 1998 8.08 6.68 6.65 6.64 6.66 6.70 6.68 6.66 6.69 6.65

48-hourly 1997 7.80 5.98 5.92 5.90 5.95 6.03 5.99 5.93 6.00 5.92
1998 9.41 7.45 7.41 7.41 7.43 7.50 7.45 7.42 7.46 7.42

7 days 1997 8.30 7.43 7.28 7.17 7.39 7.52 7.56 7.26 7.59 7.31
1998 12.41 8.52 8.37 8.29 8.48 8.66 8.62 8.36 8.66 8.40
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owing to environmental, technical and climatic issues. The difference in values
of Tables 1 and 2 explain the fact that no matter what the number of nodes, the
CGPANN model exhibits better results when forecasting over a shorter period.
However, the model that is trained to predict a single instance is also capable of
predicting up to 24 hours without much error (see table 1). And the model that is
trained to predict 24 hours can predict up to 7 days (168 hours) in advance with
more than 90% accuracy (see table 2), indicating the robustness of the model.
Another fact revealed is that the duration for which the network is trained is
directly proportional to the efficiency of the model. This is indicated by the
lower MAPE values in Table 2 corresponding to 24-hourly prediction training
compared to those in Table 1 that correspond to hourly prediction training.

Figure 3 represents a graph that displays the deviation between the actual
and the estimated data in terms of the normalized values of irradiance. It is
obvious that the estimated data is following the frequent fluctuations in the
actual data throughout the time frame i.e. 300 hours. The graph indicates only
a minor difference between the two sets of values, confirming the accuracy and
robustness of the CGPANN model.

Fig. 3. The actual and the estimated normalized solar irradiance for 300 hours

4 Conclusion

The use of renewable energy necessitates exact estimation of renewable potential
throughout the globe. Our research is an effort to introduce a technique for solar
irradiance forecasting based on the Neuro-evolutionary technique called Carte-
sian Genetic Programming evolved Artificial Neural Network (CGPANN). The
use of this technique could be very useful for improving efficiencies of solar based
applications, the integration of renewable energy resources or the management
of solar energy systems. The experiments display promising results, yielding an
accuracy of 95.48 % and MAPE of 4.52% for hourly prediction. As the only
input to the learning model is the solar radiation patterns, in the future, other
parameters such as environmental conditions can be incorporated as inputs to
produce even more accurate results.
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Abstract. In this paper, a fuzzy feedback linearization is used to con-
trol nonlinear systems described by Takagi-Suengo (T-S) fuzzy systems.
In this work, an optimal controller is designed using the linear quadratic
regulator (LQR). The well known weighting parameters approach is ap-
plied to optimize local and global approximation and modelling capabil-
ity of T-S fuzzy model to improve the choice of the performance index
and minimize it. The approach used here can be considered as a gener-
alized version of T-S method. Simulation results indicate the potential,
simplicity and generality of the estimation method and the robustness
of the proposed optimal LQR algorithm.

1 Introduction

Feedback linearization has been used successfully to address some practical prob-
lems. These include the control of helicopters, high performance aircraft, indus-
trial robots and biomedical devices. More applications of the methodology are
being developed in industry [8].

It is well known that a robust a effective controller requires an accurate and
efficient model. In [9], an interesting method is developed to identify nonlinear
systems using input-output data. The main problem encountered is that T-S
identification method can not be applied when the MFs are overlapped by pairs.

Nonlinear control systems based on the T-S model have attracted lots of at-
tention during the last twenty years (e.g., see [12], [5] and [6]). It provides a pow-
erful solution for development of function approximation, systematic techniques
to stability and design of fuzzy control systems in view of fruitful conventional
control theory. They also allow relatively easy application of powerful learning
techniques for their identification from data.

T-S fuzzy models are proved to be universal function approximators [11]. But
it was clearly shown that the number of fuzzy rules increases as the approxi-
mation error tends to zero. So it becomes difficult to make use of the universal
approximation property of T-S fuzzy modelling for practical purposes. Moreover,
if the number of rules is bounded, the resulting set of functions is nowhere dense

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 466–475, 2014.
c© IFIP International Federation for Information Processing 2014
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in the space of approximated functions [10]. These conflicting objectives have
motivated researchers to find a balance between the specified accuracy and the
computational complexity of the resulting fuzzy model.

In [1] and [7] new and efficient approaches are presented to improve the lo-
cal and global estimation of T-S model. The first approach uses the minimum
norm method to search for an exact optimum solution at the expense of in-
creasing complexity and computational cost. The second one is a simple and less
computational method, based on weighting of parameters.

The rest of the paper is organized as follows. A description of feedback lin-
earization methodology is presented in section 2. In section 3, the estimation
of T-S fuzzy model is discussed. In section 4, the design of an optimal LQR
controller is developed. In section 5, an example of an inverted pendulum is il-
lustrated to demonstrate the validity of the proposed approach. The conclusions
of the validity of the proposed estimation approach and the robustness of the
LQR are explained in section 6.

2 Feedback Linearization

Feedback linearization is an approach to nonlinear control design which has
attracted a great deal of research interest. The central ideal is to algebraically
transform a nonlinear system dynamics into (fully or partly) linear one so that
linear control techniqus can be applied. This differes entirely from conventional
linearization (i.e. Jacobian linearization) in that feedback linearization is achieved
by exact state transformation and feedback, rather than by linear approximations
of the dynamics. Supposing that the system can be modeled as follows:

y(n)(t) = fn(y(t), ẏ(t), · · · , y(n−1)(t)) + bn(y(t), ẏ(t), · · · , y(n−1)(t))u(t) (1)

Let us define the following vector:

x =
[
y(t) ẏ(t) · · · y(n−1)(t)

]T ∈ �n

The system can be modeled as follows:

ẋn(t) = fn(x(t)) + bn(x(t))u(t) (2)

For systems which can be expressed in the controllable and canonical form, the
control action can be described as:

u(x) =
1

bn(x)
(s(x) − fn(x)) (3)

Substituting (3) in (2) to obtain the feedback system:

ẋn(t) = fn(x) + bn(x)u(t) = fn(x) + bn(x)
1

bn(x)
(s(x)− fn(x)) = s(x) (4)

Let us suppose the following control law:

s(x) = Sx = [−s0 − s1 · · · − sn−2 − sn−1]x (5)
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The feedback system becomes a linear one with a characteristic polynomial p(λ)
where the si are chosen so that the the characteristic polynomial:

p(λ) = λn + sn−1λ
n−1 + · · ·+ s1λ+ s0

The first inconvenient is the need to know explicitly the nonlinear system model,
which in general can not be obtained because of the difficulty of identifying their
parameters. Secondly, an adequate choice of the characteristic polynomial should
be made. A possible solution for the first problem is by using the T-S fuzzy model
for estimating nonlinear systems.

S(i1...in) : If z1 is M
i1
1 and . . . zf is M

in
n then

ẋ = a
(i1...in)
0 +A(i1...in)

n x+B(i1...in)
n u

where
A(i1······in)

n = [an1(x) an2(x) · · · ann(x)]

Applying this model, the identification of its parameters can be realized using
the proposed estimation methods which will be described in section 3. We sup-
pose that we have a first estimation of the T-S model parameters. In order to
obtain such estimation, the classical least square method can be used around
the equilibrium point. The objective is to obtain a local approximation of the
system.

ẋn = a0o + a0n1x1(x) + a0n2x2(x) + · · ·+ a0nnxn(x) + b0nu (6)

A design of an optimal controller is carried out to show the effectiveness of the
proposed estimation methods. The well known LQR controller is applied to solve
the second problem proposed in this work which is how to choose the optimal
characteristic polynomial p(λ) (see section 4).

3 Estimation of Fuzzy T-S Model’s Parameters

An interesting method of identification is presented in [9]. The idea is based on
estimating the nonlinear system parameters minimizing a quadratic performance
index. It is based on the identification of functions of the following form:

f : �n −→ �
y = f(v1, v1, . . . , vn)

Each IF-THEN rule for an nth order system can be written as follows:

S(i1...in) : If v1 is M
i1
1 and . . . vn is M

in
n then (7)

ŷ = p
(i1...in)
0 + p

(i1...in)
1 v1 + p

(i1...in)
2 v2 + . . .+ p(i1...in)n vn

where the fuzzy estimation of the output is:

ŷ =

∑r1
i1=1 . . .

∑rn
in=1 w

(i1...in)(v)
[
p
(i1...in)
0 + p

(i1...in)
1 v1 + . . .+ p

(i1...in)
n vn

]
∑r1

i1=1 . . .
∑rn

in=1 w
(i1...in)(v)

(8)
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where,

w(i1...in)(v) =

n∏
l=1

μlil(vl)

being μjij (vj) the membership function that corresponds to the fuzzy set M
ij
j .

Let {v1k, v2k, . . . , vnk, yk} be a set of input/output system samples. The pa-
rameters of the fuzzy system can be calculated as a result of minimizing a
quadratic performance index:

J =

m∑
k=1

(yk − ŷk)2 = ‖Y −XP‖2 (9)

where

Y =
[
y1 y2 . . . ym

]T
P =

[
p
(1...1)
0 p

(1...1)
1 p

(1...1)
2 . . . p

(1...1)
n . . . p

(r1...rn)
0 . . . p

(r1...rn)
n

]T
(10)

X =

[
β
(1...1)
1 β

(1...1)
1 v11 . . . β

(1...1)
1 vn1 . . . β

(r1...rn)
1 . . . β

(r1...rn)
1 vn1

β1...1
m β

(1...1)
m v1m . . . β

(1...1)
m vnm . . . β

(r1...rn)
m . . . β

(r1...rn)
m vnm

]

and

β
(i1...in)
k =

w(i1...in)(vk)∑r1
i1=1 . . .

∑rn
in=1 w

(i1...in)(vk)
(11)

If X is a matrix of full rank, the solution is obtained as follows:

J = ‖Y −XP‖2 = (Y −XP )T (Y −XP )

∇J = XT (Y −XP ) = XTY −XTXP = 0 (12)

P = (XTX)−1XTY

In the case when the matrix X is not of full rank, an effective approach with few
computational effort, based on the well known parameters’ weighting method
[2], [1] and [7]. This method can also be used for parameters tuning of T-S
model from local parameters obtained through the identification of a system in
an operating region or from any physical input/output data. We suppose that
we have a first estimation

P0 = [p00 p
0
1 p

0
2 . . . p

0
n]T

of the T-S model parameters. In order to obtain such an estimation, the clas-
sical least square method can be used around the equilibrium point. This first
approximation can be utilized as reference parameters for all the subsystems.
Then, the parameters’ vector of the fuzzy model can be obtained minimizing:

J =

m∑
k=1

(yk − ŷk)2 + γ2
r1∑

i1=1

. . .

rn∑
in=1

n∑
j=0

(p0j − p(i1...in)
j )2

= ‖Y −Xp‖2 + γ2 ‖P0 − p‖2 =

∥∥∥∥
[
Y
γP0

]
−
[
V
γI

]
p

∥∥∥∥
2

= ‖Ya − Vap‖2

(13)
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where
p0 = [P0 P0 . . . P0]T︸ ︷︷ ︸

r1.r2...rn

In this case, the factor γ represents the degree of confidence of the parameters
initially estimated [2], [3], [4] and [7].

4 Design of an Optimal Controller

A design of an optimal controller based LQR controller is applied to show the
validity of the proposed estimation methods. The characteristic polynomial of
the feedback system is calculated for this system so that finally, the parameters of
this polynomial is used for the definition of s(x). In order to calculate the control
coefficients, any control design methodology through state feedback control can
be applied.

Optimal selection of closed loop poles will lead to a trade-off between speed
of dynamic response and control effort. Together with the proposed estimation
method, LQR might be an appropriate choice. With this regulator we guarantee
the stability and gaining a balance between static and dynamic behavior of the
system with admissible control actions. Selection of values of Q and R matrices
determines the dynamic speed of the controller as well as amplitudes of state
variables and control signals.

ẋ = Ax+Bu

x ∈ �n, u ∈ �m, A ∈ �n×n, B ∈ �n×m

The objective is to find the control action u(t) to transfer the system from any
initial state x(t0) to some final state x(∞) = 0 in an infinite time interval,
minimizing a quadratic performance index of the form:

J =

∫ ∞

t0

(xTQx+ uTRu)dt

where Q ∈ �n×n is a symmetric matrix, at least positive semidefinite one and
R ∈ �m×m is also a symetric positive definite matrix. The optimal control law
is then computed as follows:

u(t) = −Kx(t) (14)

K = −R−1BTL (15)

where the matrix L ∈ �n×n is a solution of the Riccati equation:

0 = −Q+ LBR−1BTL− LA−ATL

The feedback system becomes:

ẋ = Ax +Bu = Ax−BKu = (A−BK)x
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and the characteristic polynomial is:

p(λ) = det(λI −A+BK)

It is aimed in this work to design an optimal LQR controller for the local ap-
proximation in (6). In order to obtain such estimation, the classical least square
method can be used around the equilibrium point.

4.1 Application of the Proposed Control Algorithm for T-S Systems

The new proposed control algorithm can be considered as a two level one: the
first level includes the calculation of the resulting matrices a0(x), A(x) and
B(x) from the above identified fuzzy system and the second one is obtaining the
control action mentioned above in (3). The control law becomes:

u(x) =
1

bn(x)
(SX − a0n(x)−An(x)x) = − 1

bn(x)
(a0n(x) + (An(x)− V )x) (16)

5 Illustrative Example

Consider the problem of estimating an inverted pendulum using the above men-
tioned estimation methods. The inverted pendulum can be represented as fol-
lows:

θ̈ =
gsinθ − cosθ(u+mlθ̇2sinθ

M+m )

l(43 − mcos2θ
M+m )

(17)

Where θ denotes the angular position (in radians) deviated from the equilib-
rium position (vertical axis) of the pendulum and θ̇ is the angular velocity,
g(gravity acceleration), M(mass) of the cart=1 kg, m(mass) of the pole=0.1 kg,
l is the distance from the center of the mass (m) of the pole to the cart=0.5
m. Assuming that x1 = θ and x2 = θ̇, then (17) can be rewritten in state space
form as follows:

x1 = θ

ẋ1 = x2

x2 = θ̇

ẋ2 =
gsin(x1)− cos(x1)(

u+mlx2
2sin(x1)

M+m )

l(43 − mcos2(x1)
M+m )

(18)

Firstly, the model of the inverted pendulum is estimated in three operation points
for both the angle and its derivative. The universe of discourse of the angle is
[−π

4 ,
π
4 ] rad. and the one of the angular velocity is [−5, 5] rad

seg . Both MFs for the
angle x and its derivative ẋ are shown in figures 1 y 2 respectively.

If we apply the T-S method directly to this example, then the condition
number of the matrix X is 3.4148e +015, which shows clearly a non reliable result.
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Fig. 1. Membership functions for the
angle x of the inverted pendulum

Fig. 2. Membership functions for the an-
gular velocity of the inverted pendulum

Using the parameters’ weighting method with weighting factor γ = 0.01, the
inverted pendulum fuzzy model can be represented as follows:

S11 : If
(
x1 is M

1
1

)
and

(
x2 is M

1
2

)
then

ẋ2 = −8.2354 + 3.3866x1 − 0.2040x2 − 1.0443u

S12 : If
(
x1 is M

1
1

)
and

(
x2 is M

2
2

)
then

ẋ2 = −8.3313 + 3.0983x1 + 0.0000x2 − 1.0443u

...

S33 : If
(
x1 is M

3
1

)
and

(
x2 is M

3
2

)
then

ẋ2 = 8.0784 + 3.8914x1 − 0.2297x2 − 1.0903 (19)

By using the identification with the classical minimum square method in an
interval close to the equlibrium point

x1 ∈ [
−π
4
,
π

4
] x2 ∈ [−2.5, 2.5]

The linear model of the system in this interval is:

ẋ2 = 0.0092 + 15.2665x1 − 0.0000x2 − 1.4187u

As it has been mentioned before, the inestable equilibrium point which will be
also the objective of control is x1 = x2 = u = 0. In order that this point becomes
an equlibrium one in the fuzzy model, a220 should be zero. The resultant mean
square error from this approximation is 0.0013. In this case, the condition number
of the extended matrix Xa becomes 1.4569e +004, thus improving the reliability
of results.

As it can be observed, the results obtained through the parameters weight-
ing method are always better than with the original T-S method. In fact, the
proposed method correspond to the best possible result using TS method when
the interval covering tends to totality, but this limit is not achievable since the
problem would not be solvable any more.

Consider the problem of stabilizing and balancing of swing up of an inverted
pendulum. The control of this system is a widely used performance measure of a
controller, since this system is unstable and highly nonlinear. The objective is to
maintain the inverted pendulum upright with θ despite small disturbances due
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to wind or system noises. The proposed optimum LQR is applied to calculate the
desired parameters of the characteristic polynomial p(λ) defined in the previous
rules, [

ẋ1
ẋ2

]
=

[
0 1

15.2665 0

] [
x1
x2

]
+

[
0

−1.4187

]
u

minimizing the following performance index:

J =

∫ ∞

t0

(100x21 + 10x22 + u2)dt

and the computed control becomes

u(t) = −Kx(t) =
[

25.4509 6.7734
]
x(t)

The matrix of the feedback system becomes:

AR = A−BK =

[
0 1

−20.8408 −9.6095

]

and its characteristic polynomial is:

p(λ) = λ2 + 9.6095λ+ 20.8408

and the eigen values are:

λ1 = −6.3029 λ2 = −3.3065

Thus, the control becomes:

u(x) =
1

bn(x)
(a0n(x) + (An(x)− S)x) (20)

where:
S =

[−20.8408 −9.6095
]

Figure 3 shows the transient response of the inverted pendulum controlled by
the proposed LQR subjected to an initial condition. The results obtained show
that the system is stabilized by applying the proposed LQR.

Moreover, we have proven that the LQR is robust and invariant against mea-
surement noise. If we suppose that the angle sensor introduces a noise of σ = 1◦,
it can be observed that the output is only affected by σ = 0.04◦ as shown in
figure 4. Figure 5 shows several trajectories in state space form of the system for
several initial conditions.
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Fig. 3. Transient response of the in-
verted pendulum by the fuzzy LQR

Fig. 4. Transient response of the inverted
pendulum by the fuzzy LQR subjected to
measurement noise

Fig. 5. Trajectories in state space form of the system for several initial conditions

6 Conclusions

A feedback linearization is used to nonlinear control design for fuzzy systems
described by T-S. The main objective is to obtain an improved performance
of highly non-linear unstable systems. In this work, the well known weighting
parameters approach is proposed to optimize local and global approximation and
modelling capability of T-S fuzzy model to improve the choice of the performance
index and minimize it. An inverted pendulum mounted on a cart is chosen to
evaluate the robustness, effectiveness, accuracy and remarkable performance of
proposed estimation approach. The results show that the proposed approach is
less conservative than those based on (standard) T-S model. Simulation results
indicate the potential, simplicity and generality of the estimation method and
the robustness of the LQR algorithm. We prove that the proposed estimation
algorithm converge very fast, thereby making them very practical to use.
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Abstract. A new efficient approach for generating spectrum-compatible seis-
mic accelerograms is proposed. It is based on the Hilbert-Huang Transform 
(HHT); one natural seismic accelerogram is decomposed into frequency and 
amplitude components. The components are appropriately modified to synthes-
ize the artificial seismic accelerogram that appears to have compatible accelera-
tion spectrum with the natural seismic accelerogram. The HHT is an adaptive 
signal processing technique for analyzing nonlinear and non-stationary data 
such as seismic accelerograms. With HHT a seismic accelerogram is decom-
posed into a finite and small set of components. These components have well 
defined instantaneous frequencies, estimated by the first derivative of the phase 
of the analytic signal. The method is tested using twenty natural seismic records 
and a comparison with two established methodologies is provided.  

Keywords: Hilbert-Huang Transform, artificial spectrum-compatible seismic 
accelerograms, frequency components. 

1 Introduction 

Earthquake engineering is the scientific field concerned with the study of the behavior 
of structures subject to seismic loading. Earthquake accelerograms (seismic signals) 
are required in order to simulate the response of structures. Disaster scenarios need an 
extensive set of seismic signals and although a large database of recordings of seismic 
excitations exists, for many regions there is lack of actual acceleration time-history 
records [1]. Artificial spectrum-compatible accelerograms are widely used in the dy-
namic analysis of structures. The proposed method is based on HHT for generating 
spectrum-compatible earthquake accelerograms. It is well-known that the HHT is an 
appropriate signal processing technique for analyzing non-stationary and nonlinear 
signals such as seismic signals [2, 3]. 

The HHT decomposes the earthquake accelerogram into a finite number of Intrin-
sic Mode Functions (IMFs), and provides an energy-frequency-time distribution, the 
Hilbert spectrum. The extraction of the IMFs is based on the local characteristics of 
the seismic signal and not on a priori assumptions. Unlike traditional signal 
processing techniques, in HHT the frequency is defined through differentiation and 
there is no uncertainty principle limitation on time or frequency resolution from the 
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convolution pairs based on a priori bases. Thus, HHT provides sharper energy-
frequency-time distribution [2]. Moreover, the finite number of the extracted IMFs is 
adequate to describe any seismic signal and therefore reduces the computational bur-
den of the algorithm. 

Previously reported methods in the literature employ HHT to generate spectrum-
compatible accelerograms [4, 5]. In method [4] six natural records are required to 
describe the high and low frequency areas of the target design spectrum. The artificial 
spectrum-compatible seismic signal is obtained by solving an optimization problem. 
The difference between the target spectrum and the response spectrum of the artifi-
cially generated seismic signal is treated as the cost function. In contrast to the afore-
mentioned method, in the proposed technique only one initial earthquake signal is 
required. Moreover, it can be of any intensity and thus no limitations are imposed. 
Another method is proposed in [5].Artificial seismic signals are generated and sub-
mitted to a correlation study. The correlation study demonstrates that the artificially 
generated seismic signals share similar seismic parameter values to those of natural 
accelerograms.  

The proposed methodology is applied to twenty natural seismic accelerograms. In 
order to reveal the effectiveness of the proposed method, a comparison with two well-
established algorithms for generating spectrum-compatible accelerograms is  
presented. The first is Gasparini and Vanmarcke algorithm [6] implemented by 
SIMQKE software [7]. The second is Hallodorson and Papageorgiou algorithm [8] 
implemented by SeismoArtif artificial earthquake accelerograms generator [9]. Re-
sults demonstrate that the proposed method is as reliable as the methodologies im-
plemented by the two established Computer-Aided Design (CAD) tools. 

2 The Hilbert-Huang Transform 

The HHT was introduced by Huang et al [2] and comprises two parts: the Empirical 
Mode Decomposition (EMD) and the Hilbert Spectral Analysis (HSA). 

2.1 Empirical Mode Decomposition (EMD) 

The EMD can decompose complex data into a finite and small number of IMFs.  
The method is considered to be valid as it is an adaptive method and since the  
 

 

Fig. 1. Flow chart of the EMD 
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decomposition is based on the local characteristics of the signal, it is appropriate for 
non-stationary and non-linear signals [2, 3]. The decomposition process for a seismic 
signal is described in Figure 1 [2, 3]. 

2.2 Hilbert Spectral Analysis (HSA) 

The HSA applies the Hilbert Transform to each IMF so as to obtain the instantaneous 
frequency data and construct the energy-frequency-time distribution. For all 

(t)c j components, the Hilbert Transform (t)y j  is: 

 dτ
τt

(τ)c
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where Ρ  denotes the Cauchy Principal Value. The IMF components are defined by 
the equation: 
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where Re()  is the real part. The initial signal is then written as: 

  
=
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n
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jj (t)dt))2πf(t)cos(aRe(X(t)  (3) 

The residue (t)rn is not included to the above equation because it is either a mono-

tonic function or a constant. Equation (3) shows that the amplitude and frequency can 
be expressed as functions of time and can strengthen the time-frequency distribution 
of the amplitude. This distribution t)H(ω,  is called the Hilbert spectrum. 

3 Response Spectrum and Strong Motion Duration 

3.1 Response Spectrum  

The response spectrum is an essential tool in earthquake engineering and is the plot of 
the peak response acceleration, displacement or velocity of a single-degree-of-
freedom oscillator in dependence of its fundamental period under the same seismic 
excitation. Figure 2 demonstrates the concept of the earthquake response spectrum. 

3.2 Strong Motion Duration (SMD) 

A major issue of the spline fitting arises at the boundaries since cubic splines have 
wide swings if they are left unattended [2]. To eliminate end effects, only the strong  
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motion duration of the seismic excitation is considered in the proposed methodology. 
The strong motion duration (SMD) is the time of the earthquake where the most seis-
mic energy is released. The SMD after Trifunac/Brady [10] is defined as time elapsed 
between 5% and 95% of the Husid diagram [11] and is defined as follows: 

 0.050.950.90 TTT −=  (4) 

where T0.90 is the SMD and T0.95 and T0.05 are the time elapsed at the 95% and 5% of 
the Husid diagram, respectively.  

 

Fig. 2. Concept of the earthquake response spectrum 

4 Overview of the Proposed Method 

According to the proposed methodology, the original signal is subjected to the HHT 
so as to obtain the n amplitude and frequency components. The frequency compo-
nents of the SMD are submitted to a smoothing procedure and addition of random 
Gaussian noise. The amplitude components of the SMD are also modified. The artifi-
cially generated accelerogram t)AGA(x,  is derived by reconstructing the seismic 

signal from the new modified instantaneous frequency jNewω  and amplitude jNewa  

components: 


=

=
n

1j

(t)dtωj
jΝew

jΝew(t))e(aRet)AGA(x,

                               

(5) 

Each new amplitude component is given by:  

(t)ax(t)a jΟldkjΝew = ,   n,...,21,k =                                  (6) 

where, n  is the number of extracted  IMFs of the initial seismic signal,  x is a vector 
containing n  scaling parameters of values randomly distributed in the interval  
[0.8-1.3] and (t)a jΟld  is the initial amplitude value at time t. 



480 E. Vrochidou et al. 

 

 

Fig. 3. Block diagram of the proposed method 

 

Fig. 4. (a) The 3rd and (b) 4th IMF of Victoria, Mexico time history record after HSA and (c), 
(d) after smoothing and addition of Gaussian noise 

The new frequency content is obtained after a two step procedure performed to the 
frequency components of the natural seismic signal extracted from the EMD. This 
procedure is applied only to the IMFs that have in the SMD, mean frequency value 
lower than 5 Hz. This usually occurs after the third IMF and above. The rest of the 
IMFs remain unaffected. The response spectrum acceleration is determined in period 
range 0.2 s to 4 s (0.25 Hz to 5 Hz). This range covers the majority of low-, mid- and 
high-buildings [12]. The first three IMFs are of high frequency, thus of low eigenpe-
riod, so there is no meaning of changing them as they do not contribute to the  
approximation of the spectrum at the eigenperiods of our interest. 

The first step of the procedure employs a smoothing process to the SMD of the ap-
propriate frequency IMFs by utilizing a moving average filter. At a second stage, 
Gaussian noise is added to create new frequency components that could resemble to 
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the frequency components that were derived from the initial signal. Figure 3 shows 
the block diagram of the proposed method. 

Figures 4(a) and 4(b) show two frequency components of the earthquake in Victo-
ria Mexico. The smoothing and addition of Gaussian noise are performed to the SMD 
of the earthquake signal and the new components are generated and depicted in Fig-
ures 4(c) and 4(d). For the specific earthquake signal the total duration is 24.44 s 
while the strong motion duration is between 4.15 s and 12.67 s. 

5 Empirical Results 

The experimental results presented in this section include a comparison of the pro-
posed method with similar state of the art techniques that are widely used for generat-
ing artificial spectrum-compatible accelerograms. Database, numerical results and 
system setup used in the validation process are described in the following sections. 

5.1 Experimental Setup 

In order to assess the performance of the proposed method, an experimental compari-
son is performed with respect to two other supervised approaches, invoked by the 
programs SIMQKE [7] and SeismoArtif [9]. SIMQKE is based on Gasparini and 
Vanmarche algorithm [6]. It estimates a power spectral density function from a spe-
cific response spectrum and generates the amplitudes of sinusoidal signals that have 
phase angles randomly distributed between 0 and 2π. The SeismoArtif, provides the 
Synthetic Accelerogram Generation and Adjustment method, based on Hallodorson 
and Papageorgiou algorithm [8]. From a synthetic accelerogram simulated by the 
user, the spectrum-compatible artificial accelerogram is defined by adapting its fre-
quency content using the Fourier Transform. 

The Root Mean Square Error (RMSE) between the response spectrum of the gen-
erated accelerogram and the spectrum of the natural accelerogram is calculated in all 
experiments: 

 
=

−=
n

1j

2
targetgenerated )SASA(

Ν
1

RMSE  (7) 

where, N is the number of samples. The calculation of the RMSE is utilized for the 
numerical validation of the compatibility between the response spectra of the original 
and generated seismic accelerograms. 

5.2 Performance Evaluation 

Table 1 includes all information regarding the seismic events [13], that are selected to 
test the method, and the values of RMSE for the proposed method (PM), the 
SIMQKE (M1) and the SeismoArtif (M2). 
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Table 1. Numerical results of the method for 20 seismic events 

Seismic event Country Date Station / Component 
RMSE 

PM 
RMSE 

M1 
RMSE 

M2 

Mammoth Lakes U.S.A. 05/27/80 FIS / 000 1.80·10-2 1.46·10-2 5.09·10-2 
Dinar Turkey 01/10/95 Dinar / 090 4.94·10-2 2.45·10-2 4.89·10-2 
Victoria  Mexico 06/09/80 Station 6604 / 045 2.04·10-2 3.08·10-2 3.43·10-2 
Gazli Uzbekistan 05/17/76 Karakyr / 000 3.79·10-2 1.38·10-2 3.60·10-2 
Tabas Iran 09/16/78 Tabas / LN 9.12·10-2 1.17·10-1 7.81·10-2 
Spitak Armenia 12/07/88 Gukasian / 000 1.06·10-2 1.31·10-2 4.69·10-2 
Morgan Hill U.S.A. 04/24/84 Station 1180 / 000 8.86·10-3 3.84·10-3 1.52·10-2 
Patra Greece 07/14/93 Station 00001 / NS 5.05·10-2 1.31·10-1 5.83·10-2 
Pyrgos Greece 03/26/93 Station 00001 / NS 4.07·10-2 5.33·10-2 7.28·10-2 
Loma Prieta U.S.A. 10/18/89 Santa Cruz / EW 2.60·10-2 4.96·10-2 3.46·10-2 
Big Bear U.S.A. 06/28/92 Lake-Civic Center / 270 2.94·10-2 2.55·10-2 5.29·10-2 
Dinar Turkey 01/10/95 Balikesir / 090 2.29·10-4 3.10·10-4 1.49·10-2 
Erzican Turkey 03/13/92 Erzican / NS 1.57·10-2 2.66·10-2 3.53·10-2 
Friuli Italy 05/06/76 Barcis / 270 1.43·10-3 1.51·10-3 1.10·10-2 
Imperial Valley U.S.A. 10/15/79 Bonds Corner / 230 5.68·10-3 4.56·10-3 3.25·10-2 
Kobe Japan 01/16/95 Fuk / 090 7.17·10-3 3.31·10-3 3.16·10-2 
Loma Prieta U.S.A. 10/18/89 Apeel 10 Skyline / 090 9.47·10-3 2.52·10-2 7.48·10-2 
Mammoth Lakes U.S.A. 05/27/80 Convict Creek / 090 1.20·10-2 9.88·10-3 2.24·10-2 
Northridge U.S.A. 03/20/94 Anacapa Island / 270 1.24 ·10-3 3.97·10-4 2.53·10-2 
San Fransisco U.S.A. 03/22/57 Golden Gate / 100 4.52·10-3 8.96·10-3 2.07·10-2 

 
It can be observed that all RMSE values are very close in all methods. However, 

the PM leads to spectrum compatible artificial seismic accelerograms with lower 
RMSE in most experiments. The PM can be directly compared with the two well-
known procedures and be advantageous since is not an iterative method. The RMSE 
calculated for the two standard methods is the average of ten measurements derived 
from different number of iteration (1, 3, 5, 7, 9, 11, 13, 15, 20 and 25) while the 
RMSE for the PM is the average of ten measurements of only one iteration each.  
In Table 2 it is recorded the RMSE for six experiments with the PM, and the  
number of iterations that need both M1 and M2 in order to obtain approximately  
the same range of values for the RMSE. The PM performs one iteration to achieve 
that range of RMSE, while at least three iterations are required for M1 and over five 
for M2.  

Figure 5 shows the natural seismic signal of Victoria, and the generated seismic 
signal with the PM, M1 and M2. The artificial signals generated by the two programs 
and the PM are of the same duration and compatible with the same target spectrum. 
SIMQKE generates artificial signals by varying the random phase angles of the sinu-
soidal signals and all generated signals are restricted to have a uniform shape that is  
 
 



 HHT-Based Artificial Seismic Accelerograms Generation 483 

 

 
Table 2. RMSE toward number of iterations for the proposed method, SIMQKE and 
SeismoArtif for six seismic events 
 

Seismic event 
(Station) 

Method RMSE 
Number of 
iterations 

Mammoth Lakes 
(FIS) 

PM 1.80·10-2 1 
M1 5.76·10-2 11 
M2 1.74·10-2 19 

Dinar  
(Dinar) 

PM 4.94·10-2 1 
M1 3.60·10-2 3 
M2 4.58·10-2 7 

Victoria  
(Station 6604) 

PM 2.04·10-2 1 
M1 2.25·10-2 19 
M2 2.77·10-2 25 

Gazli  
(Karakyr) 

P.M 3.79·10-2 1 
M1 4.12·10-2 3 
M2 3.87·10-2 11 

Tabas  
(Tabas) 

PM 9.12·10-2 1 
M1 9.21·10-2 7 
M2 9.27·10-2 5 

Spitak 
(Gukasian) 

PM 1.06·10-2 1 
M1 1.04·10-2 5 
M2 1.08·10-2 25 

 
 
provided by a predetermined envelop. In SeismoArtif, the generation of the synthetic 
accelerogram starts from a Gaussian white noise that is multiplied by the envelop 
shape suggested by Saragoni and Hart [14]. Both methods derive accelerograms that 
follow predetermined envelop shapes, thus, accelerograms generated with either of 
the two methods tend to resemble among them.  

In order to demonstrate the ability of the PM to generate multiple different  
accelerograms, the standard deviation (SD) is used as a metric. Figure 6 demonstrates 
the SD between ten artificially generated seismic signals with the PM and the mean  
of them, starting from the natural record of Victoria, in contrast to the SD of ten  
artificially generated seismic signals with M1 and M2 and the mean of them.  
During the SMD of the signal, the SD is greater with the PM rather than with M1  
and M2.  
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Fig. 5. (a) Victoria, Mexico time history record (b) artificially generated accelerogram with the 
PM (c) artificial seismic signal derived from M1 (d) artificial seismic signal derived from M2 

Figure 7(a) shows the target spectrum and the mean spectra of the proposed and the 
two established methods evaluated with the programs SIMQKE and SeismoArtif. All 
spectra are compatible with the target spectrum and have slight differences (Table 1).  

 

Fig. 6. Standard deviation between ten artificially generated signals (compatible with the Victo-
ria spectrum) and the mean of them, using (a) the PM and SIMQKE (M1) (b) the PM and 
SeismoArtif (M2) 

The mean spectrum is the average of ten artificially generated signals. The mean 
spectrum of the PM is evaluated from ten measurements with different amount of 
smoothing by varying the span of the moving average filter and adding more noise to 
the components. The mean spectrum of M1 and M2 stem from ten measurements with 
different number of iterations. 
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Finally, all generated artificial seismic accelerograms with the PM follow the  
restrictions of Eurocode 8 [15]. According to Eurocode 8, in the range of periods 
between 0.2T1 and 2T1 (T1 is the fundamental period of the structure) no value of the 
mean 5% damping elastic spectrum, calculated from all time histories, should be less 
than 90% of the corresponding value of the 5% damping elastic response spectrum. In 
Figure 7(b) are demonstrated the 90% of the target response spectrum and the mean 
spectra of four artificially generated seismic signals with the PM.  

 

Fig. 7. (a) Target spectrum and mean spectra of the PM, M1 and M2 (b) target spectrum,  
spectra of four artificial generated signals with the PM and 90% of the target spectrum 

6 Conclusions 

Artificial spectrum-compatible accelerograms are used instead of natural acceleration 
records for the dynamic analysis of many critical structures for sites with no strong 
ground motion data. A new method for generating spectrum-compatible seismic ac-
celerograms based on the HHT is proposed. One randomly selected seismic event is 
decomposed in amplitude and frequency components. The amplitude components of 
the SMD are scaled and the appropriate frequency components of the SMD are sub-
jected to smoothing and addition of Gaussian noise. 

The PM is flexible, since it requires only one seismic event, that can be from any 
region globally and of any intensity.  This option makes the algorithm faster without 
affecting its accuracy by choosing seismic accelerograms with a definite number of 
points. Moreover, in order to analyze the non-stationary data only a small number of 
IMFs is required. 

Comparison with two other state of art methods, one based on Gasparini and Van-
marcke algorithm (calculated by SIMQKE) and the other based on Hallodorson and 
Papageorgiou algorithm (calculated by SeismoArtif), has shown the satisfactory per-
formance of the PM. The introduction of SD revealed that the PM can derive multiple 
different accelerograms. The proposed method is not an iterative method and all gen-
erated signals follow the restrictions of the Eurocode 8.  



486 E. Vrochidou et al. 

 

References 

1. Carballo, J.E.: Probabilistic seismic demand analysis: spectrum matching and design. Doc-
toral dissertation, Stanford University, Stanford, California, USA (2000) 

2. Huang, N.E., Shen, Z., Long, S.R., et al.: The empirical mode decomposition and the Hil-
bert spectrum for nonlinear and non-stationary time series analysis. Proceedings of the 
Royal Society A 454, 903–995 (1998) 

3. Alvanitopoulos, P., Andreadis, I., Elenas, A.: Interdependence between seismic parameters 
and damage indicies based on Hilbert-Huang Transform. IOP Journal of Measurements 
Science and Technology 21, 1–14 (2010) 

4. Ni, S., Xie, W., Pandey, M.: Application of Hilbert-Huang transform in generating spec-
trum-compatible earthquake time histories, ISRN Signal Processing, Article ID 563678 
(2011) 

5. Vrochidou, E., Alvanitopoulos, P., Andreadis, I., Elenas, A.: Correlation between seismic 
intensity parameters of HHT-based synthetic seismic accelerograms and damage indices of 
buildings. In: 8th IFIP Int. Conf. on Artificial Intelligence & Applications (AIAI), Chalki-
diki Greece, September, pp. 1–6 (2012) 

6. Gasparini, D., Vanmarcke, E.H.: SIMQKE – A program for artificial motion generation, 
user’s manual and documentation. Publication No R76-4, Massachusetts Institute of Tech-
nology, Civil Engineering Department, Cambridge Massachusetts (1976) 

7. Gelfi, P.: SIMQKE_GR version 2.7. University of Bescia Italy (2012),  
http://dicata.ing.unibs.it/gelfi/software/ 
simqke/simqke_gr.htm 

8. Halldorsson, B., Papageorgiou, A.S.: Calibration of the specific barrier model to earth-
quake of different tectonic regions. Bulletin of the Seismological Society of America 95, 
1276–1300 (2005) 

9. Computer program SeismoArtif, version 1.0.0.: ‘SeismoArtif’s help system-© 2002-2012’, 
Seismosoft Ltd. 

10. Trifunac, M., Brady, A.G.: A study on the duration of strong earthquake ground motion. 
Bulletin of the Seismological Society of America 65, 581–626 (1975) 

11. Husid, R.: Analisis de terremoros: analisis general. Rev. IDIEM 8, 21–42 (1969) 
12. Bommer, J.J., Elnashai, A.S.: Displacement spectra for seismic design. Journal of Earth-

quake Engineering 3, 1–32 (1999) 
13. PEER Ground Motion Database, Pacific Earthquake Engineering Research Center, 

http://peer.berkeley.edu/peer_ground_motion_database 
14. Saragoni, G.R., Hart, G.C.: Simulation of artificial earthquakes. Earthquake Engineering 

and Structural Dynamics, 219–267 (1974) 
15. EC8, Eurocode 8: Design of Structures for Earthquake Resistance- Part 1: General Rules, 

Seismic Actions, and Rules for Buildings. European Committee for Standardization, Brus-
sels, Belgium (2004) 

 
 
 



 

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 487–497, 2014. 
© IFIP International Federation for Information Processing 2014 

Peak Observer Based Self-tuning  
of Type-2 Fuzzy PID Controllers 

Engin Yesil, Tufan Kumbasar, M. Furkan Dodurka, and Ahmet Sakalli 

Istanbul Technical University, Faculty of Electrical and Electronics Engineering,  
Control and Automation Engineering Department, Maslak, TR-34469, Istanbul, Turkey 

{yesileng,kumbasart,dodurkam,sakallia}@itu.edu.tr 

Abstract. Fuzzy PID (proportional-integral-derivative) controllers are com-
monly used as an alternative to the conventional PID controllers. In order to 
improve the control system performance of these controllers many self-tuning 
methods are already studied. It is mostly observed that the self-tuning mechan-
ism should tune the scaling factors of the fuzzy controller to enhance the tran-
sient system performance. On the other hand, these studies only focus on the 
ordinary (Type-1) Fuzzy PID controllers. In this study, Type-2 Fuzzy PID con-
trollers are studied and a peak observer based self-tuning method is proposed 
for these controllers. In order to show the benefit of the proposed approach, 
several Matlab simulations are performed where different type of fuzzy control 
structures are compared. The results obtained from the simulation studies clear-
ly show the advantage of the proposed approach. 

Keywords: Type-2 Fuzzy PID controllers, self-tuning, peak observer. 

1 Introduction 

Ordinary (type-1) Fuzzy PID (proportional-integral-derivative) controllers (FPID) are 
accepted as an alternative to conventional PID controllers since they are analogous to 
the PID controllers from the input-output relationship point of view [1-3]. Numerous 
techniques have been developed in the literature for analyzing and designing a wide 
variety of Type-1 Fuzzy PID (T1-FPID) control systems [3-6]. The design parameters 
of the T1-FPID controllers can be summarized within two groups, structural parame-
ters and tuning parameters [6]. The structural parameters include input/output  
variables to fuzzy inference such as fuzzy sets, Membership Functions (MFs) shapes, 
rules and inference mechanism. Tuning parameters include input/output Scaling Fac-
tors (SFs) and the parameters of the MFs. Starting with the pioneering study by Qiao 
and Mizumoto [3], various online tuning mechanisms have been presented to improve 
the control performance of the fuzzy control system in presence of parameter varia-
tions and nonlinearities [7-10]. Thus, Self-Tuning Type-1 Fuzzy PID (STT1-FPID) 
controllers have been proposed where the SFs or the parameters of MFs have been 
adjusted in an online manner [7-12]. However, the main research focus was on  
the tuning of the SFs since their effect on the system’s response can easily be  



488 E. Yesil et al. 

 

observed [8-9]. The presented self-tuning mechanisms for the SFs provide extra  
degrees of freedom to the fuzzy control structure, and also enhance new tuning  
structures which have to be determined as updating functions or extra fuzzy inference 
mechanisms. 

Recently, researchers began investigating Interval Type-2 Fuzzy Logic Controllers 
(IT2-FLCs) which have demonstrated significant control performance improvements 
in comparison to its type-1 counterpart [13-15]. It has been shown in various works 
that the T1-FPID controllers using Type-1 Fuzzy Sets (T1-FSs) might not be able to 
fully handle the high levels of uncertainties associated with control applications while 
the Interval Type-2 Fuzzy PID (IT2-FPID) controller using Interval Type-2 Fuzzy 
Sets (IT2-FSs) might be able to handle such uncertainties to produce a better control 
performance [15-17]. It has been shown that IT2-FPIDs achieve better control per-
formances because of the additional degree of freedom provided by the Footprint of 
Uncertainty (FOU) in their antecedent MFs [14-15, 18]. In literature, the design of the 
IT2-FPID controllers is usually solved by extending MFs of an existing T1-FPID 
controller or by employing optimization algorithms [19-21]. 

In this study, the peak observer (PO) based self-tuning method, which was first 
proposed for T1-FPID controllers, is extended for IT2-FPID controllers. Till now, 
there is a very limited research on the self-tuning methods for the Type-2 Fuzzy Logic 
Controllers. The benefit of this approach is examined via various simulation studies 
performed on First Order plus Dead Time (FOPDT) systems. The simulation results 
clearly show that IT2-FPID controller achieve a better performance than T1-FPID and 
PO based T1-FPID controllers. When the proposed self-tuning approach is employed 
to the IT2-FPID controller the control system performance increases significantly. 

2 The Design of Fuzzy PID Controllers 

Interval Type-2 Fuzzy PID controllers are generalized forms of Type-1 Fuzzy PID 
controllers, which are mostly mentioned as an alternative to conventional PID con-
trollers since they are analogous to the PID controllers from the input-output relation-
ship point of view [1-3]. PID controllers are widely used in many control areas such 
as process control, adaptive control, robust control, nonlinear control, automation and 
robotics and they are still the most used controller type in the industry [22]. The de-
sign strategies of conventional PID controllers depends on the mathematical model of 
the system, however conventional PID controllers may not provide satisfactory results 
in case of imperfect model. Conventional PID controllers provide a linear transforma-
tion or mapping between their inputs and outputs while Fuzzy PID controllers provide 
a nonlinear transformation or mapping between their inputs and outputs.  

In literature, various fuzzy controller structures are proposed including PD-type 
(Proportional-Derivative), PI-type (Proportional-Integral) and PID-type [4, 9]. In this 
context, fuzzy controllers are constructed by choosing the inputs to the error (e) and 
derivative of the error ( ) and the output as the control signal (u). The inputs of Fuzzy 
Logic Controllers (FLCs) (regardless to the type of the controller) is as follow  

                  (1) 
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 (2) 

where  is the reference signal or setpoint and  is the system output. In fuzzy con-
troller structures (regardless to the type of the controller), input SFs normalize the 
inputs to the universe of discourse, particularly,  normalizes the error signal and 

 normalize the derivative of error signal as follow , 1,1                                 (2) , 1,1                                 (3) 

where  is the normalized error signal of the FLC and  is the normalized derivative 
of error signal of the FLC. Here, the universe of discourses of the inputs (  and ) is 
defined in the interval 1, 1 . The FPID controller structure including inputs, SFs 
and the FLC (T1-FLC or IT2-FLC) is illustrated as in Fig. 1.  is a constant gain, 
and  is the integral gain of the output of the FLC. Here also notice that, output SFs 
make the control signal applicable for a particular problem or a real life problem be-
cause the output of the FLC could only take values in the interval 1,1  due to its 
universe of discourse of the output MFs. Then the generalized formulation of the 
output of a FLC that used in this study is as follows: , 1,1                         (4) 

 

Fig. 1. Fuzzy PID Controller 

2.1 The Type-1 Fuzzy PID Controller Structure 

In this subsection, the internal structure and the design strategies of the employed T1-
FPID controllers are presented. The rule structure is as follows: :   If  is  and  is    THEN    is , , 1,2,3;    1, … , 9                           (5) 

where  is and  are the antecedent MFs for the inputs  and  , respective-
ly,  is the consequent crisp set and  is the number of rules.  In the handled T1-
FPID structure, a symmetrical 3x3 rule base is used as shown in Fig. 2a. Here, three 
Type-1 Fuzzy Sets (T1-FSs) for each input domain (  and ) are used and they are 
denoted as N (Negative), Z (Zero) and P (Positive). The T1-FSs of the T1-FLC are 
defined in [-1 1] interval as shown in Fig. 2b. The consequent part is defined with five  
singleton consequents, as shown in Fig. 2c. The implemented T1-FLCs use the prod-
uct implication and the weighted average defuzzification method.  
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Fig. 2. (a) The fuzzy rule base, (b) the antecedent MFs, (c) the consequent MFs used for the 
FPID controllers 

2.2 The Interval Type-2 Fuzzy PID Controller Structure 

In this subsection, the general structure of the employed IT2-FPID controller is pre-
sented. In the design of the IT2-FPID, the same symmetrical 3x3 rule base given in 
Fig. 2a and consequent MFs of T1-FPID illustrated in Fig. 2c are used. Thus, the rule 
structure of the IT2-FLC is as follows: :   IF    and     THEN    is , , 1,2,3;    1, … , 9                           (6) 

where  is the consequent crisp set,  is the number of rules and  and  are 
the antecedent Interval Type-2 Fuzzy Sets (IT2-FSs). We will denote the IT2-FSs as 
N (Negative), Z (Zero) and P (Positive). The antecedent IT2-FSs can be described in 
terms of upper MFs (  and  and lower MFs   and  to form the Foot 

of Uncertainty (FOU), which provides extra degree of freedom in IT2-FSs. The ante-
cedent IT2-FSs are defined again in [-1 1] interval. Thus, the FOU will be created by 
the heights of the lower MFs (m1 and m2) of the IT2-FLC. The implemented IT2-FLC 
uses the center of sets type reduction/ defuzzification method [23]. 

 

Fig. 3. Interval Type-2 Fuzzy Sets used for IT2-PID controller 
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3 The Peak Observer Based Self-tuning Method 

As shown in Fig. 1, the actual control signal of the closed loop system is a function of 
scaling factors and the output of the FLC as , ,  
or , , , . The FLC performs a nonlinear mapping between its inputs 
and output, so the output of the FLC can also be expressed as a function of its inputs 
namely, error and derivative of the error as ,  or , , , . Note 
that .  represents a functional mapping. Consequently, the FPID controller struc-
ture becomes analogous to conventional PID structure. This analysis was examined in 
detail by considering the input space into several subspaces and mathematical expres-
sion of MFs [3] and the control signal can be written as    (7) 

where ,  and  are the constants which are calculated with respect to antecen-
dent and consequent membership functions. They are calculated with respect to  
values of consequent sets and apexes of the antecedent membership functions for 
corresponding inputs and subspaces. Here,  is a nonlinear term, which converges 
to zero by time. So one can say that a FPID controller is similar to a conventional PID 
controller with variable gains. Then after neglecting the nonlinear term for the steady 
state, the PID equivalent control components of FPID can be achieved as follows 

                               (8) 

                        (9) 

                        (10) 

where Kp is the proportional gain, KI is the integral gain and the KD is the derivative 
gain of the fuzzy controller.  

 

Fig. 4. Peak observer based self-tuning for Fuzzy PID controllers 

The peak observer based self-tuning method for T1-FPID controllers has been pro-
posed in [3]. The block diagram of the proposed method is shown in Fig. 4. The peak 
observer observes the output of the system and transmits a signal at each peak time 



492 E. Yesil et al. 

 

and measures the absolute peak value. The parameter regulator tunes the controller 
parameters Kd and Kb simultaneously at each peak time according to the peak value. 
The algorithm for tuning these parameters is as follows:  ,  (11) 

where  and  are the initial values of  and ,  are the peak values. It can 
easily be deduced from the relation given in (9) that if in the meanwhile of 
ing ,   is increased in the same rate as   is decreased, the equivalent propor-
tional control strength will remain unchanged. Then, the system can always keep 
quick reaction against the error under this condition. This is achieved by updating the 
integral coefficient as the reciprocal of the derivative coefficient. As it is seen from 
(12), the integral factor is decreased in a direct proportion to the peak error value. 

4 Simulation Studies 

In this section, the performance of the proposed self-tuning method for IT2-FPID 
controllers is examined via various cooperative simulations. For this purpose, differ-
ent processes are used for simulations but as it is well-known a large number of indus-
trial plants can be modeled by a first-order plus dead time (FOPDT) transfer function. 
The wide use of FOPDT is due both to its simplicity as well as its ability to capture 
the essential dynamics of several industrial processes. Therefore, the results obtained 
only for FOPDT process are presented here. The transfer function of FOPDT is as 
follows: 

  (12) 

where K is the process gain, T is the time constant and finally L is the time delay.  
In the simulations, four different control schemes, namely Type-1 Fuzzy PID Con-

troller (T1-FPID), Peak Observer based Type-1 Fuzzy PID Controller (POT1-FPID), 
Interval Type-2 Fuzzy PID Controller (IT2-FPID), and the proposed Peak Observer 
based Interval Type-2 Fuzzy PID Controller (POIT2-FPID), are used.  In order to 
compare the performance of transient responses of the proposed POIT2-FPID control-
ler with other fuzzy controllers, the following four performance measures are consi-
dered:  
i) Integral Square Error (ISE) which is defined as  

                         ( ) dt)t(y)t(rISE
0

2
∞

−=                                (13) 

ii) Integral Absolute Error (IAE) which is defined as  

                         dt)t(y)t(rIAE
0
∞

−=                                 (14) 

iii) Integral Time Absolute Error (ITAE) which is defined as  

                         dt)t(y)t(rtITAE
0
∞

−=                               (15) 

iv) Total Variation (TV) [11] of the control input u(t), which is defined as 
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i1i uuTV                                 (16) 

As the first step, the nominal process parameters are set to K=1, T=1 and L=0.2. 
The sampling time of the simulation is set to 0.05 s and noise is added to the process 
output to make the simulations more realistic. Then the input SFs of the T1-FPID 
controller are designed in order to have a response without an overshoot but small rise 
time and settling time. For this purpose, first the input scaling factor of the error (Ke) 
is calculated as 1

 (17) 

where and  are the values of the reference and system output at the time 
of the reference variation. Since the unit step changes are studied for the simulations 
Ke is set to 1, then the other scaling factors are determined as Kd = 0.5141, Ka =0.077, 
Kb = 7.336 after optimization. As the second step, the IT2-FPID controller is design 
using the same scaling factors obtained for T1-FPID controller. For the design proce-
dure only the height of the lower membership functions (m1 and m2) are designed. 
After the optimization procedure, m1 and m2 are set to 0.3 and 0.9, respectively. The 
step responses of the process for four different control schemes are illustrated in Fig. 
5. As clearly seen from Fig. 5, the set-point following performance of all fuzzy con-
trollers are very close to each other for the nominal process. Since there is no over-
shoot, the self-tuning mechanism did not tune the SFs. 

 

Fig. 5. The set-point following performance of the fuzzy controllers for the nominal process 

In order to show the benefit of using IT2-PID controllers, and the proposed PO 
based Type-2 Fuzzy PID controller the system parameters of the process are per-
turbed. The step responses of four controller for the first perturbed process, which has 
the parameters as K=1.3, T=1.9, L=0.4, is given in Fig. 6a. For this case, IT2-FPID 
controller gives a better set-point following performance than the T1-FPID controller 
because of its extra degree of freedom. As it is seen in Fig. 6b and Fig. 6c, the two 
scaling factors (Kd and Kb) of the fuzzy controllers are tuned as the overshoots occurs, 
therefore the performance of the fuzzy controllers is improved drastically. The control 
signals illustrated in Fig. 6d, shows that IT2-FPID controller with peak-observer 
based self-tuning mechanism has a smoother control action in comparison to the other 
fuzzy controllers. 
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Fig. 6. The first the perturbed process (K=1.3, T=1.9, L=0.4): (a) The process output; (b) The 
change of Kb; (c) The change of Kd; (d) The control signals. 
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Fig. 7. The set-point following performance of the fuzzy controllers for the perturbed 
processes: (a) K=1.1, T=1.3, L=0.45; (b) K=3, T=3, L=0.3 

The simulation results obtained for the first perturbed process show that IT2-FPID 
controller has a better set-point following performance than the T1-FPID controller 
because of FOU. Moreover, the peak observer based self-tuning mechanism improves 
the performance of the fuzzy controllers. The best performance from the point of 
transient response is obtained by the proposed IT2-FPID controller with the peak 
observer mechanism. Moreover, two more simulations are performed for two other 
perturbed processes and the control performances are given in Fig. 7. Parallel to the 
first simulation results, IT2-FPID controller always outperforms the T1-FPID control-
ler. The Peak Observer based T1-FPID is more robust against parametric uncertain-
ties; consequently the process output inherits smaller oscillations. When the proposed 
Peak Observer self-tuning method is employed to IT2-FPID controller, its perfor-
mance again increases drastically.  

The performance results of the fuzzy controllers are tabulated in Table 1. As it is 
seen from Table 1, the IT2-FPID controller is always better than the T1-FPID control-
ler because of the additional degree of freedom provided by the FOU in their antece-
dent MFs. Also, the peak observer self-tuning methods improve the fuzzy control 
system performance. On the other hand, since the peak observer changes the scaling 
factors of the fuzzy controller, the control signal varies and thus results with higher 
TV values compared to the counterparts without a self-tuning mechanism. 
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Table 1. Simulation comparison using different performance measures 

Process Controller ISE IAE ITAE TV 

Nominal Process 
K=1, T=1, L=0.2 

T1-FPID 0.552 0.842 1.564 0.409 

POT1-FPID 0.547 0.872 1.745 0.970 

IT2-FPID 0.550 0.842 1.590 0.364 

POIT2-FPID 0.550 0.838 1.508 0.926 

Perturbed Process 
K=1.3, T=1.9, 

L=0.4 

T1-FPID 1.272 2.677 9.430 1.589 

POT1-FPID 1.050 1.755 3.357 1.401 

IT2-FPID 1.160 2.181 5.497 1.000 

POIT2-FPID 1.055 1.733 3.240 1.275 

Perturbed Process 
K=1.1, T=1.3, 

L=0.45 

T1-FPID 2.969 5.739 36.223 3.756 

POT1-FPID 1.457 2.423 5.659 1.690 

IT2-FPID 1.503 2.981 10.394 1.476 

POIT2-FPID 1.252 2.062 4.310 1.461 

Perturbed Process 
K=3, T=3, L=0.3 

T1-FPID 0.836 1.710 4.355 1.166 

POT1-FPID 0.789 1.488 3.278 1.290 

IT2-FPID 0.789 1.472 2.979 0.768 

POIT2-FPID 0.763 1.382 2.940 1.173 

5 Conclusion 

In this study, the peak observer based self-tuning method, which involves a peak ob-
server and parameter regulator mechanisms, is extended to IT2-FPID Controllers. The 
advantage of the proposed approach is tested via Matlab simulations and the control 
system performance of the proposed method is compared with T1-PID controllers 
with and without a self-tuning mechanism, and also with an IT2-FPID controller 
without a self-tuning method. The obtained result clearly shows that peak-observer 
based self-tuning approach improved the performance in comparison to the IT2-FPID 
controller. As a future work, this approach will be implemented in a PLC and real-
time experiments will be performed.  
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Abstract. We propose to generalize TSK fuzzy model applying nonlinear func-
tions in the rule consequences. We provide the model description and paramete-
rization and discus the problem of model training and we recommend PSO for 
tuning parameters in membership functions and in nonlinear part of a rule con-
sequence. We also propose some more or less formalized approach to nonlinear 
consequence selection and construction. Several examples demonstrate the 
main features of the proposed fuzzy models. The proposed approach reduces 
the average obtained model Root Mean Square Error (RMSE) with regard to the 
linear fuzzy model, as well that it allows to reduce the model complexity pre-
serving the desired accuracy. 

Keywords: fuzzy modeling, TSK fuzzy model, fuzzy model training. 

1 Introduction 

Among various fuzzy modeling techniques the approach proposed by Takagi, Sugeno 
and Kang [1, 2], so called TSK model, remains one of the most popular and effective. 
The standard TSK model employs affine functions in consequences of fuzzy rules. So 
the idea of modeling is based on local linear models dominating if the rule activation 
strength is high. The model possesses the universal approximation property [3] but in 
many practical problems the number of rules to achieve the desired accuracy is really 
high. Motivated by many experiences from modeling mechatronic systems (see ex-
ample 2 below) we claim that it is possible to propose local nonlinear models in many 
practical applications. Having some knowledge on the nature of the modeled pheno-
menon we may foresee nonlinear functions that should appear in the model, even if 
we are not sure about the exact parameters of these functions.  

In this contribution we propose to generalize TSK model by accepting nonlinear 
functions of model inputs in fuzzy rule consequences. We propose a formal model 
description and parameterization. Next we consider the problem of model training 
from the numerical data, which is more difficult than in the standard case. We also 
propose some formal methods to develop nonlinear consequences. The aim of the 
proposed modification is to reduce the model complexity preserving the desired accu-
racy, and we demonstrate on several examples that that it really happens. 

The idea of using nonlinear functions in fuzzy rule consequences was already  
mentioned in literature, but only particular cases were considered. In [4] switched 
Takagi-Sugeno models with an affine nonlinear consequent part are used to control 
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switched nonlinear dynamical systems and in [5] it is proved that under some special 
assumptions such fuzzy model can approximate a particular class of nonlinear func-
tions, nonlinear dynamic systems and nonlinear control systems. 

2 Fuzzy TSK System with Nonlinear Consequences 

We consider a fuzzy, single output, multi input model given by the rules 

 :    …        , … , , (1) 

where , , … ,  is the vector of inputs, 1, … ,  is the rule number, µij 
are membership functions, each defined by three parameters , , ̌  , and yi are 
consequences , , … , , , , , , , , ,  , , , , . (2) 

Parameters of the consequences are organized as follows: pi,j is a si,j –dimensional 
vector parameterizing nonlinear function φi,j while ai,j are scalars. For each rule we 
define its activation level as 

 ∏  (3) 

and denote 

 ∑  (4) 

The model output is calculated from 

 ∑ ∑ . (5) 

If we represent the vector of linear combination parameters as 

 , , … , , , , , … , , , … , , , … , ,  (6) 

or 

 , , … , , ,  (7) 

and we refer to the vector of activated consequences: 

 , , , , … , , , , , , … , , (8) 

we get a short description of the system output: 

 , (9) 
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which stresses that the model is linearly parameterized by a. This important feature 
will be utilized during model training and makes such model attractive in adaptive 
control applications. 

If the same set of functions appears in each of the consequences, i.e. 

 , , , , , , 1,2, … ,  (10) 

we may describe the model output as 

 , , … , , , … ,  (11) 

and after accepting notation 
 , , , , , ,

, ,  1
 

(12) 

 
we have another short output description 

 . (13) 

Similarly to the classical TSK model with linear consequences our model may be 
represented as a multi-layer neural network. In the first layer actual values of the 
membership functions are calculated, in the second the activation level for the each 

rule is calculated, in the third layer normalized activation strength  of 

each rule is computed, in the fourth products  are obtained and the final node per-
forms the summation ∑ . 

3 Model Training 

The task to construct a TSK fuzzy model can be divided into two steps: first we have 
to design the model structure – recognize relevant inputs, decide about membership 
functions, plan the rules and the consequences etc. While the structure is established 
we optimize the system parameters based on some numerical data representing the 
desired behavior of the model – this stage of modeling is usually called model train-
ing or tuning.  

In case of the proposed model with nonlinear consequences the model structure se-
lection may be performed using any standard approach as placing membership func-
tions on a grid, by clustering, or others [6]. The problem of nonlinear consequences 
selection is discussed separately. Here we concentrate on the model training methods.  
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The proposed model parameters may be divided into three sets: parameters of mem-
bership functions (parameters μ), parameters that appear nonlinearly in the conse-
quences (parameters p) and parameters that are coefficients of linear combination in 
consequences (parameters a). The training data is collected in a M-dimensional target 
output vector  and each entry  corresponds to an input vector  while the model 
output for the same input is . The aim of training is to find model parameters mini-
mizing the RMSE 

 ∑ . (14) 

Calculation of optimal parameters a, for given parameters μ and p, is trivial since 
according to (9) a is the solution in the least squares sense to system of equations 

 Φ ,   Φ ,   Φ\ . (15) 

Unfortunately the target function J in (14) is heavily nonlinear function of parameters 
μ and p. It may be nonsmooth and possess many local minima. So we propose to ap-
ply evolutionary optimization to find optimal model parameters. We have experi-
mented with many evolutional optimization algorithms and finally we recommend 
PSO as well suitable for the problem. We use a well-known version as described in 
[8]. Parameters [μ , p] are coded as particles X. Each calculation of the fitting function 
for the given [μ , p] is done as follows: calculate Φ  and a from (15), next calculate J 
from (14).  
 
 

Fig. 1. Example function f1(x1,x2) Fig. 2. Example function f2(x1,x2) 
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4 Examples 

The proposed model training approach was tested on several modeling problems.  
Example 1. Let us consider the following nonlinear functions defined for ,1,1  and plotted in fig. 1 and 2 

 cos 13 , (16) 

 0.2 0.2  (17) 

and assume that we know the general form of these functions as 

 , cos , (18) 

 , . (19) 

This assumption motivates the following choice of consequences in rule number i 

 y cos  (20) 

 y  (21) 

The fuzzy model structure was designed by selecting membership functions 

  (22) 

initialized on an uniform grid. We have tested the performance of modeling by: stan-
dard TSK model with linear consequences trained by ANFIS (adaptive-network-based 
fuzzy inference system [9], the widely accepted standard for TSK systems training), 
TSK model with nonlinear consequences tuned by genetic algorithm (GA imple-
mented as in Matlab Global Optimization Toolbox), TSK model with nonlinear con-
sequences tuned by PSO. Results of modeling of function (14) in terms of average 
obtained model RMSE are presented in table 1. It may be observed, that modeling 
error for nonlinear models is lower regardless of model complexity, i.e. number of 
rules. PSO tuning results in a much more precise model – error is lower by 1 to 3 
orders of magnitude than for GA tuned model. 

Table 1. RMSE of linear model tuned by ANFIS and nonlinear models tuned by GA and PSO. 
Presented RMSE of PSO and GA tuned models is an average of 10 algorithm executions. 

Rules ANFIS GA PSO 
4 0.5643 0.5369 0.0271 
9 0.5611 0.5149 0.0017 
16 0.5281 0.4962 5.5e-4 
25 0.4845 0.1165 2.0e-5 
36 0.4071 0.0523 3.7e-5 
49 0.3266 0.0345 6.3e-5 
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Additional experiments demenstrated that both GA and PSO benefit from estimating 
the value of nonlinear p parameters prior to optimizations. Such estimation was per-
formed by minimizing the value of the same RMSE objective with constant parame-
ters of membership functions, i.e. membership functions were initialized as a uniform 
grid and remained unchanged – only p parameters were tuned by GA or PSO for a 
low number of iterations. During the main optimization the search space for p was 
limited to the neighborhood of the estimated value. Such two stage optimization re-
sults in further model improvement, e.g. for a 4 rule model the average RMSE is 
0.029 for GA tuning and 0.006 for PSO. 

 
Example 2. The data presented in fig. 3 describes the q-axis flux component of a per-
manent magnet synchronous motor as function of current and rotor position. Accepta-
ble fuzzy model with affine consequences requires at least N=11 rules. It is visible 
that for currents bigger than 1A we observe flux oscillations with rotor position. The 
frequency of these oscillations is 6 times bigger than the rotor angular speed. Hence 
we propose nonlinear consequences 

 6 6 , 1 …  (23) 

where x1 is a rotor position and x2 is q-axis current. With this it was possible to reduce 
the number of rules and the model with 4 rules only was equivalent to 11 rules model 
with linear consequences, as it is demonstrated in table 2. Presented error is calculated 
as RMSE for the whole set of collected data (80 000 points), while model training 
was based on points equal to local average of measurements over a grid of 900 points. 
 
 

 
Fig. 3. The q-axis motor flux (Ψq [Wb]) as 
function of motor current (iq [A]) and rotor 
position (θ [rad]). The data collected from the 
flux observer. 

Fig. 4. Fuzzy model output corresponding to 
the data from fig. 3. The model with 4 rules 
and consequences (23) trained by PSO. 
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Table 2. Comparison of fuzzy models. The training was based on 900 local average values and 
test error was calculated using all 80 000 points from fig. 3. 

 
11 rules with affine con-
sequences trained by 
ANFIS 

4 rules with nonlinear 
consequences (23) trained 
by PSO 

Training error 0.0056 0.0060 
Test error 0.0079 0.0070 

5 Nonlinear Consequences Construction 

The obvious problem we have to solve constructing a TSK model with nonlinear con-
sequences is how to select and parameterize nonlinear functions that appear in the 
consequences. Usually, in practical problems, the expert knowledge is sufficient to 
propose the consequences, as it was demonstrated in example 2. We may also propose 
a more formal approach. 
 
Additive correction approach 
If we may assume (from an expert knowledge for example) what kind of nonlineari-
ties may be present in the system model we add these nonlinearities to the conse-
quences. Finally we get the consequence for rule number i 

  , . (24) 

The first part of (24) is a standard affine function as in classical TSK model and the 
last one is selected to cope with expected nonlinearities. This approach is especially 
useful if we expect discontinuities in the data – for example friction is discontinuous 
at zero velocity. Consequents similar to (24) were applied in all examples presented 
above and prove to be effective. 
 
Constant coefficient approach 
Let us consider a function :  to be modelled and assume that it may be repre-
sented on a compact set A as 

 , . (25) 

Assume that ,  is known, although the actual values of constant parameters p 
may be unknown. Assume that A is covered by a grid defined by selection of points 
for each axis: 

 ,  , , , 1, … , . (26) 

We denote the middle points of the grid by 

 ,  , , ,   1, … ,  ,   1, … ,  (27) 
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and define the rules 

,…, :    ,  … ,   
,…, ,…, , . (28) 

Of course the initial guess for ,…,  is ,…, ,    ,…, , , … , ,  , or the 
average value of the data representing  in the part of the grid around ,…, , if 
such information is available. 
 
Linear approximation approach 
Assuming that  is sufficiently smooth, it may be approximated by 

,…, , ,
,…, , , ,  

(29) 

what motivates the rules 

,…, :    ,  … ,   
,…, , ,…, , ,…, , , ,…, ,  

(30) 

 
Example 3. Proposed methods of constructing rule consequences were applied to 
modeling of example function (16). The tested model consisted of 4 or 9 rules with 
consequences defined as: 

• standard affine: 

  (31) 

• nonlinear - consisting of linear part and added nonlinear function: 

 ·  (32) 

• nonlinear with constant coefficients: 

 ·  (33) 

• nonlinear constructed according to the linear approximation approach: 

 · ·  (34) 

Model with linear consequences was trained by ANFIS, while nonlinear models were 
trained by PSO. The objective of training was to minimize the RMSE model  
error. Nonlinear models - gained much better accuracy than the linear model as is 
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demonstrated in table 3 and shown in figures 5 and 6 presenting modeling error of a 
sample linear and nonlinear model. 
To illustrate the complexity of linear model required to match the accuracy of nonli-
near models we continue constructing of linear models for as many as 144 rules 
trained by ANFIS. The resulting model’s RMSE is similar to error of a 4-rule nonli-
near model. 

Table 3. RMSE of linear (ANFIS) and nonlinear models: PSO additive (eq. (32)), PSO 
constant (33), PSO lin.apx. (34) for 4 and 9 rules. Higher number of rules modeled for 
comparison for linear model only. Presented RMSE of PSO tuned models is an average of 10 
algorithm executions. 

Rules ANFIS PSO additive PSO constant PSO lin.apx. 
4 0.5643 0.0271 0.0461 0.0024 
9 0.5611 0.0017 0.0014 0.0003 

81 0.1921 - -  
100 0.0693 - - - 
144 0.0254 - - - 

 
 

Fig. 5.  Modeling error of function (16) for a 
144-rule ANFIS trained model with linear 
consequents 

Fig. 6.  Modeling error of function (16) for a 
9-rule PSO trained model with nonlinear 
consequents given by eq. (34) 

6 Conclusions 

We propose to generalize TSK fuzzy model applying nonlinear functions in the rule 
consequences. We provide the model description and parameterization and discus the 
problem of model training and we recommend PSO for tuning parameters in member-
ship functions and in nonlinear part of a rule consequence. We also propose some 
more or less formalized approach to nonlinear consequence selection and construc-
tion. Several examples demonstrate the main features of the proposed fuzzy models. 
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The proposed approach allows to reduce the model complexity preserving the desired 
accuracy. A model with smaller number of rules is simpler for real time application 
and easier interpretable. Nonlinear consequences enable modeling of function imper-
fectly approximated by standard TSK models, for example discontinuous functions 
[10]. As the constructed models are linear in some of parameters they may be effi-
ciently utilized in adaptive control of dynamical systems, as it was proposed for ex-
ample in [11]. It is also important that the proposed model may be described as a 
neural network and so NN-training techniques may be utilized for the model tuning. 
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Abstract. Text annotation is the procedure of identifying the semantically  
dominant words of a text segment and attaching them with conceptual content 
information in their context. In this paper, we propose novel methods for  
automatic annotation of text fragments with entities of Wikipedia, the largest 
knowledge base online, a process commonly known as Wikification aiming at 
resolving the semantics of synonymous and polysemous terms accurately. The 
cornerstone of our contribution is a novel iterative Wikification approach, con-
verging at optimal annotations while balancing high accuracy with perfor-
mance. Our first two methods can be fine-tuned through a machine-learning 
technique over large homogenous data sets. Our experimental evaluation  
resulted in remarkable improvement over state-of-the-art Wikification  
approaches. 

Keywords: Text semantic annotation, Wikipedia entities, Semantic Data Link-
ing on Web, Data Mining, Information Retrieval, Ontologies. 

1 Introduction 

Wikipedia is one of the largest online knowledge repositories, consisting of more than 
4 million entities (also called lemmas or articles), built over more than with over 20 
million contributing users. The online “crowdsourcing” nature of Wikipedia enables 
the creation and maintenance of knowledge entities in a quite diverse manner result-
ing in widespread and commonly accepted textual descriptions, through the consensus 
of a large number of people. Wikipedia inherits the main principles of web, elegantly 
combining textual content and cross-references with hyperlinks providing plenteous 
semantic information that can be exploited for representing the described entities.  

Text annotation is the process of identifying the semantically dominant words 
(called spots or anchors) in a text segment and attaching them with additional infor-
mation expressing conceptual content in their current context. Recent research works 
[1, 3, 4, 5, 6, 9, 12, 13, 15] explored various approaches for efficient text annotation 
with Wikipedia entities. Text annotation is a fundamental preprocessing step of many 
information retrieval activities like semantic indexing, cross-referencing content  
on web, clustering, classification, for efficient rankings, text summarization, natural 
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language generation, exploiting conceptual similarity of documents, and sentiment 
analysis. 

Text annotation techniques face the entity disambiguation problem, where multiple 
candidate Wikipedia article annotations exist for a specific term, deriving by polyse-
my and synonymy, common properties of natural languages.  Disambiguating to 
Wikipedia entities is similar with classic Word Sense Disambiguation tasks [14], but 
also requires compatibility with additional information provided by the link structure 
of Wikipedia. The core of most existing methods involves the textual context and the 
collective agreement of other identified spots with every candidate disambiguation of 
a specific spot. 

The aim of current work is the introduction of simple and accurate disambiguation 
methods for small texts, using Wikipedia as the underlying catalogue, thus focusing 
on the same kind of texts as in TAGME system [3] and the approaches introduced in 
[11, 13].  

2 Literature Overview 

Wikipedia disambiguation techniques can be distinguished into two main classes: 
local and global [15]. Local approaches exploit context information concerning only 
the specific spot, while global approaches rely on a collective agreement of all spots 
in a text segment and their disambiguation. Moreover, some approaches involve col-
lection-level methods, performing a collective disambiguation of all entity references 
across a given document collection.   

Disambiguation based on Wikipedia entities has attracted many researchers  [1, 9, 
11, 12, 13, 15], with most prominent the approach proposed in [3], where the authors 
focused on real time annotation of short texts existing on tweets, web search engine 
results etc, where textual context is quite limited.  The TAGME system was extended 
in [10] by using information from knowledge resources such as WordNet [2], and 
exploiting the PageRank values inherent in the Wikipedia pages.  The system can be 
extended to handle other ontologies [7] as well. 

3 Proposed Methods 

The touchstone of our proposed techniques is TAGME’s voting scheme that assigns 
to each candidate sense of a spot a value, based on the collective agreement of this 
annotation from the other spots in the same text. Our first approach investigates some 
minor changes over TAGME’s scheme. The second method proposes a more analyti-
cal model for the problem. Finally our iterative method, introduces a novel approach. 

Spots Extraction 
We use a simple yet very effective method for preprocessing the input text fragments 
for the extraction of candidate Wikipedia entities. Firstly, every text fragment is  
separated into tokens (words, punctuation, symbols, etc) to be grouped later, forming 
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phrases when possible. The grouping is performed by matching as many adjacent 
tokens as possible with phrases (token groups) extracted from Wikipedia’s links anc-
hors. Complex rules have been applied allowing loose matching, handling minor de-
tails and further improving our results. The final step of spots extraction process is the 
removal of words not containing semantic information, (stopwords), symbols, punc-
tuation etc. A more complex morphosyntactic analysis model is to be developed as 
future work. 

3.1 Method 1 

Let  be an anchor to be annotated, and Pg( ) the list of candidate Wikipedia ar-
ticles for this annotation, derived from occurrences of  in Wikipedia hyperlinks as 
anchor to the above articles. A vote provided by a spot c to the annotation  →  
with  in Pg( ) is evaluated as:    ∑ ,  |  /  | |  

where P( |c) is the prior probability of c is pointing to pl (also known as common-
ness). Commonness is pre-calculated by parsing the Wikipedia dataset and for each 
observed anchor-Wikipedia pair dividing the number of appearances that the anchor 
points to the corresponding article by the total appearances of the anchor. The quanti-
ty srel( , ) is a measure devised by us to depict the relatedness between two Wiki-
pedia pages that is computed by taking into account the commonality of the incoming 
Wikipedia links to the two pages, as the cardinality of intersection divided by the 
maximum cardinality set, thus: 

srel( , ) = 
| | ,| |  

where in(p) as in [2, 4] denotes the set of Wikipedia pages pointing to page p.  
The disambiguation weight of a probable annotation  →  is defined as:       

 

The final annotation is selected based on maximum commonness score after a filter-
ing step among Wikipedia articles within a voting score distance threshold τ from the 
maximum voting score.  

We have tested relatedness formulas like [5, 13], but the highest accuracy is 
achieved on this schema by our simple formula (srel), evaluating the incoming link 
intersection of two articles. A common observation throughout our experiments is that 
the heterogeneity of compared articles in size, results in imbalances of relatedness 
score, when using approaches like [5] and [13]. A better formula is to be developed as 
future work. 

3.2 Method 2 

Let Pg( ) be the set of candidate Wikipedia articles ( j) annotations for each spot 
as anchor . The anchor-Wikipedia pairs that appear less than three times, or in less 
than 0.1% of total occurrences of the anchor are filtered. Let a text fragment contain k 
spots  where i ϵ {1 , 2, …, k}. 
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The core logic of this method involves computing a global score for every probable 
combination of anchor senses represented as possible Wikipedia article annotations 
( ). There are  ∏ | |   =  ∏ | | probable combinations, that can be 
reduced by filtering more anchor-Wikipedia low probability pairs. Let Gscore be the 
global evaluation score of an annotation combination, as described above:   , …  ,  

At first in “Method 2 (rel)” we evaluated a relatedness measure between two Wi-
kipedia Articles: ,  1  , | |   | || |, | |  

proposed by Milne & Witten [13] as the Bscore formula, where W denotes the size of 
Wikipedia. Still our simpler relatedness approach (srel) outperforms this commonly 
utilized relatedness measure yielding more accurate results, for most entities pairs 
having small incoming links intersection sets.  

Finally, in “Method 2 comrel” we tested a more complex formula for Bscore:   , , , | |  

where P(pai|ai) is the Commonness of the anchor ai pointing the article pai. This way 
BScore scales respectively with the commonality of the two articles combination. 

As a final step, again we perform filtering by keeping all candidate combinations 
achieving a Gscore up a threshold distance τ from the maximum Gscore. Among the 
filtering results, we select the combination maximizing the total commonness ∑ , . For very small threshold values (t), the selection of annotations yield-
ing the highest Bscore is voted as the dominant. If the threshold is large, then a selec-
tion with the highest total commonness score is selected. 

Threshold Optimization 
The most important fine tuning in our methods schemas involves the optimal selec-
tion of τ. We propose a method for optimizing τ threshold, given a Wikipedia entity 
manually annotated training set, having homogenous statistics with the to-be-
annotated dataset. This technique can also be used to determine experimentally  
the upper bound of performance for our methods (by training with our experimental 
dataset). 

Based on this optimization technique we explore the threshold value intervals for 
which a selection with the optimal annotations passes through the final filtering step. 
Then we just find the values interval for τ, that belongs to the maximum number of 
each selection interval, for the selections that perform a correct annotation. 

Thus, the problem of optimizing τ value can be deducted to a simple optimization 
problem of selecting a value that belongs to as more intervals as possible, by simply 
checking the values on intervals edges. 



512 C. Makris and M.A. Simos 

 

3.3 A Novel Approach on Text Annotation 

Various model schemas have been introduced for the text annotation problem in pre-
vious works with most common the voting scheme and its many variations, to which 
we contributed during the previous part of this paper. One of the most important 
breakthroughs of the current work is the introduction of a novel method for semantic 
anchor annotation with Wikipedia entities, through an iterative approach, aiming at 
converging to an optimal candidate for each anchor as a result of constant improve-
ment of the approximate solutions of each iteration. The principal intuition of this 
method, lies on the analysis of human semantic interpretation process of text seg-
ments containing polysemous terms. Such a process would involve an iterative evalu-
ation procedure, until some termination criteria are met. For the most of the common 
text segments disambiguation, those criteria may be met before iterations are required, 
but in complex polysemous context, an evaluation of each candidate annotation may 
be necessary, consisting an iterative procedure until some criteria for a decision with a 
degree of certainty are met. The main logic difference of this method and method 2, 
which evaluates every possible annotation combination among anchors of a text seg-
ment, is the targeted evaluation of semantically meaningful combinations (as eva-
luated by some commonness and relatedness formulas), resulting a vast complexity 
reduction. 

A candidate model of such a process may be epitomized by the following iterative 
method: 

Let s0, ,s1,s2 ,… sn be the spots of a text fragment, and Psi1 … Psim ϵ Pg(si) , the m 
candidate Wikipedia entity annotations of spot si, where i ϵ {0,1,2,3…n}. Let Pg(si) 
the set of candidate Wikipedia entity annotations of spot si. Each state is constituted of 
lists of candidate Wikipedia entity annotation of each spot sorted by a ranking crite-
rion. At initial state, the candidate annotation lists are sorted by commonness in Wiki-
pedia where psi0, the most common entity of each spot si). 

s0  s1 s2 … sn 
ps00 ps10 ps20  psn0 
ps01 ps11 ps21  psn1 
ps02 ps12 ps22  psn2 
… … … … … 

ps0m0 ps1m1 ps2m2  psnmn 
 
So the disambiguation approximation during the initial step of the iteration is ps00 

ps10 ps20 … psn0, equivalent with the commonness annotation approach. The iterative 
step involves sorting each of the spots list in descending order of its elements R metric 
values. Every iteration results in approximation improvement of the optimal annota-
tion entities, by exploiting as initial seed the commonness of the candidate entities, 
and combining relatedness at each iteration step until convergence. The evaluated 
formula for the R metric is: 

R( x) = ∑ ,   |   |  



 Novel Techniques for Text Annotation with Wikipedia Entities 513 

 

Where: , | | ,  

The iterative algorithm is terminated when one of the following convergence crite-
ria is met: 

─ A maximum number of iterations is reached.  This is more of a security criterion, 
for handling the case of infinite iterations, due to other convergence criteria not be-
ing met. It is rarely activated, since in most cases, the rest of the convergence con-
ditions are already met. The enforcement of large values results in more accurate 
results, relying more and more on relatedness for the cases where one of the other 
termination conditions is not yet satisfied. The application of smaller values, 
weights commonness more over relatedness, thus results in faster overall and worst 
case execution time, with an expense in accuracy. 

─ There are zero disturbances during the last k iterations. This means that a conver-
gence is due to happen, since no changes on the list rankings are observed. 

─ The top m elements of each spots list maintain their position for k iterations. Thus 
the probability of disturbances is decreased.  

─ Small difference of each of the spot lists elements values is observed between ite-
ration steps, stabilizing the ranking and leading to convergence. 

The convergence speed of the above criteria can be enhanced by filtering the lower 
k percentile elements of each lists spots, after m iterative steps, since our evaluation 
revealed a fairly decreased probability of the lowest k elements occupying top posi-
tions on the lists rankings, before some of the convergence criteria is satisfied. This 
behavior is intuitively explained by the fact that for the vast majority of cases, the 
ranking results tend to converge at optimal values through each iteration. 

The real advantages of the third method, involve remarkable improvements com-
pared with our two first contributions. Its iterative nature, allows balancing between 
speed and accuracy, with the appropriate fine tuning of the convergence conditions 
parameters. Flaccid convergence criteria lead to more mature results in terms of rela-
tedness, approximating at most cases the accuracy of our second method. Tighter 
convergence criteria imply improved average and worst case time complexity, with-
out significant sacrifices in accuracy. Finally we should note that convergence occurs 
within the first iterations in most cases with high accuracy, a fact that allows us  
conclude correlation between convergence speed ( in iterations) and the degree of 
certainty of the results accuracy, as is intuitively expected.  

We exploited the above correlation among convergence speed and accuracy, by 
composing a post processing pruning step and evaluating the experimental results 
during our evaluation. 

 

4 Experimental Evaluation 

For the experimental evaluation of the methods we introduced above, we used the 
datasets of TAGME [3], available online by the authors. Our principal focus involved 
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the Wiki-Disamb30 data file consisting of 1.4M short texts randomly selected from 
Wikipedia pages, each one containing approximately 30 words and at least one ambi-
guous anchor. Common precision metrics were used as in [13, 9, 2], in order to eva-
luate in practice the performance of our algorithms.  

In table 1 and figure 1, we present the precision of methods 1 and 2, after optimiza-
tion of their parameters after training. The optimal result column of table 1, presents 
the maximum possible accuracy of the method, using optimal parameters, calculated 
through training with the entire evaluated dataset. Figure 2, shows the precision of 
method 3, by varying the number of max iterations parameter. Figure 3 presents the 
evaluation of method 3 pruning step (precision/recall of pruning). The evaluation of 
method 3 is presented separately from methods 1 and 2, since it doesn’t involve a 
machine learning procedure. 
 

 

Fig. 1.  

We used an Ubuntu Server 12.04LTS on a quad core 2.9 GHz 64 bit PC utilizing 
8GBytes of main memory. The proposed methods were implemented in Python 2.7.6 
over the Wikipedia dump files instance enwiki-20130503, loaded on a PostgreSQL 
database.  

We ran our methods on randomly selected subsets of Disamb30 dataset, since the 
time complexity of method 2 was beyond our time resources for a full scale experi-
ment, having in all cases similar results. The results, provided below are over a subset 
of more than 10K disambiguated spots. We also performed a simplified implementa-
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recall metrics for the overall evaluation including the pruning step (figure 3), yielding 
exceptional conclusions for the quality of pruning. 

To conclude, method 3 yields less accurate results from the previous methods op-
timal results, when annotating all available anchors in a text fragment. Yet the optimal 
accuracy of the current method, is to be explored in future but consist a complex task. 
In very low pruning recall conditions, accuracy exceeds 98%, with ambiguous anc-
hors contributing as well in these high results. Method 3 accuracy outperforms limited 
training versions of methods 1, but still remains less accurate than method 2. Method 
3 balances speed with accuracy, with the ability to adjust this equilibrium, yet with no 
expectancy of outperforming method 1 in speed, or method 2 in accuracy. 

 

 

Fig. 2. 

5 Conclusion 

In this paper we propose three novel methods. The first method, revealed the poten-
tiality for further improvement of the relatedness measures between Wikipedia enti-
ties. Our second method yields very accurate results, yet requires substantial resources 
and time. The τ-optimization algorithm we developed for training our two first me-
thods, allowed exploring the optimal upper bound of their performance, and the beha-
vior after training with various training set sizes. 

The cornerstone of this contribution is a novel iterative approach of the Wikifica-
tion task, not explored by previous work. This technique, achieves convergence 
through a series of iterative steps, each of which aims at improving approximation of 
the optimal annotations. 



 Novel Techniques for Text Annotation with Wikipedia Entities 517 

 

The development of a better relatedness measure for Wikipedia entities, based on 
both incoming links, and contextual content is included among our future plans. We 
also aim at further improving, fine tuning our methods performance and engineering 
their large scale deployment as an online service, after reserving the necessary re-
sources. 
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Abstract. In this paper, we describe a text-to-animation framework for TV 
weather forecast sign language presentation. To this end, we analyzed the last 
three years’ weather forecast scripts to obtain the frequency of each word and 
determine the order of motion capture. About 500 sign language words were 
chosen and motion-captured for the weather forecast purpose, in addition to the 
existing 2,700 motions prebuilt for daily life. Words that are absent in the sign 
language dictionary are replaced with synonyms registered in KorLex, the Ko-
rean Wordnet, to improve the translation performance. The weather forecast 
with sign language is serviced via the Internet in an on-demand manner and can 
be viewed by PC or mobile devices.  

Keywords: sign language, avatar animation, closed caption, machine transla-
tion, wordnet. 

1 Introduction 

Closed caption and sign language broadcasts are provided with the terrestrial digital 
television (DTV) services in Korea for the hearing-impaired people. Even though 
closed captions are provided for almost the whole broadcast time, sign language 
broadcasting covers only about 5% of it. We propose a system that translates the 
closed captions of weather forecast programs into Korean sign language (KSL) and 
present it with three-dimensional (3D) avatar animation. The translated sign language 
data are sent via the Internet for the receivers such as personal computer (PC) and 
mobile devices to show the corresponding sign language animation. The system con-
sists of the Korean-KSL translator, the sign language avatar animation system, and 
the server system that provides the closed caption and video for the most recent 
weather forecast in an on-demand manner.  

A similar system for Japanese sign language (JSL) was proposed to use TV pro-
gram making language (TVML) [1,2] for high-quality computer animation. However 
the translation is not automatic in their work and the user should input the sign lan-
guage words in the order of JSL. For Brazilian sign language (LIBRAS), automatic 
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translation and middleware structure for DTV was also proposed in [3,4]. Similarly to 
the existing studies, the purpose of the proposed system in this paper is to provide 
information when human interpreters are not available and not to replace human in-
terpreters. 

This paper is organized as follows. In Section 2, the Korean-KSL translation me-
thod is described. In Section 3, the 3D avatar animation scheme is introduced. In Sec-
tion 4, the system to provide the weather forecast sign language service is described. 
The experimental results and conclusion are given in Section 5 and 6 respectively. 

2 Korean-KSL Translation 

Table 1 shows an example of Korean-KSL translation in a couple of weather forecast 
sentences by a professional sign language interpreter. Our goal is to implement an 
automatic translator that outputs similar KSL results when the same Korean weather 
forecast input is given. 

Table 1. An example of manual Korean-KSL translation in weather forecast scripts, expressed 
in English 

2.1 Korean-KSL Dictionary 

There are about 10,000 words in KSL Dictionary [5]. It is very difficult to build the 
Korean-KSL dictionary and capture the motions for all these 10,000 words. Thus we 
investigated the weather forecast scripts for the past three years, from Korean Broad-
casting System (KBS) and a few other sources. After some preprocessing of the 
weather forecast scripts, the scripts are divided by part of speech (POS). For this pur-
pose we use the POS tagger of Pusan National University with about 1 million regis-
tered words [6]. The accuracy of the POS tagger is about 98%. Since the basic word 
orders of Korean and KSL are similar as subject-object-verb (S-O-V), direct word-to-
word translation rule is applied in the proposed system. 

Table 2 shows ten most frequent words for noun, adjective, verb, and adverb in the 
analyzed scripts. Notice that the POS in Korean is different from that of English for 
some words. In Table 2, the most frequently used noun and adjective are ‘tempera-
ture’ and ‘high’ respectively. The cumulative frequency in Table 2 is important be-
cause it shows the translation capability when that word and the above ones in the 
table were registered in the dictionary. For example, if only ten most frequently used 
nouns were registered in the dictionary and motion-captured, the system can probabil-
istically process 33% of the nouns in the script. 

Korean Recently it is cold at every weekend. 
KSL  week + end + cold 
Korean It is raining from the early morning in the southern area and Jeju Isl-

and. 
KSL  warm + place + and + Jeju Island + place + morning + from + rain 
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Table 2. Ten most frequently used noun, adjective, verb, adverb words (expressed in English) 
in the weather forecast scripts. C.F. means the cumulative frequency of each POS. 

Noun Adjective Verb Adverb 

Word  
(Kor/Eng) 

Frequency 
(times) 

C.F. 
(%) 

Word Freq. C.F. Word Freq. C.F. Word Freq. C.F. 

temperature 4,180 6 high 1,277 14 go down1,451 11 a little 742 11 

tomorrow 3,295 11 many 1,173 27 rise 854 18 gradually 702 21 

day 2,664 15 exist 1,125 40 come 844 24 mostly 628 30 

today 2,602 19 clear 841 49 rise 821 31 again 576 38 

rain 2,092 22 low 798 58 continue 737 36 somewhat 470 45 

Seoul 1,747 24 strong 609 65 hang 712 42 more 417 51 

morning 1,611 27 similar 480 70 take 628 46 occasionally 284 55 

region 1,585 29 large 376 74 pass by 493 50 again 269 59 

central area 1,426 31 dark 343 78 fall 440 54 especially 204 61 

whole country 1,293 33 cold 313 81 be seen 430 57 but 185 64 

2.2 KSL Synonym Dictionary 

Synonyms are translated into same sign language words. For example, ‘house’, ‘hous-
ing’ and ‘abode’ are synonyms and all translated into one sign language word. The 
synonym dictionary is built based on KorLex [7], as shown in Fig.1. Using this syn-
onym dictionary, a word that is absent in the KSL dictionary can be translated to a 
synonym, increasing the translation success rate. Without the synonym dictionary, 
non-registered words would have been represented with finger spelling, decreasing 
the usefulness of the system. 

 

Fig. 1. The word ‘집(house)’ found in KorLex 

2.3 Word Sense Disambiguation with KorLex 

In Korean, the word ‘눈’ (pronounced as ‘nun’) can mean ‘eye’ or ‘snow’. This kind 
of ambiguity should be resolved in the context. A simple rule to determine the word 
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‘눈’ as ‘snow’ is shown in Table 3. If the context words (CW) exists around the am-
biguous word, then it is translated to ‘snow’. 

Table 3. A simple rule for the ambiguous word ‘눈’ 

눈 CW → snow
(R1) CW = [ 내리다(fall) | 날리다(fly) | 흩날리다(flutter)] 

 
This kind of rules suppose the exact match to the CWs, therefore its recall is low. 

We replace the CWs with the synonym set number in KorLex, to increase the recall. 
Case particle restriction (R3) and CW verb conjugation restriction (R4) are also ap-
plied, as shown in Table 4. 

Table 4. Modified rule for the ambiguous word ‘눈’ 

눈+P CW → snow 

(R1) Context = B1 

(R2) CW = [ 02674938 | 02041026 | 02197925 ] 

(R3) P = [ subjective, complement, objective, auxiliary particle ] 

(R4) Conjugation = 1001 + 2001  

3 Sign Language Avatar Animation 

We use about 2,700 sign language motions for daily life owned by Primpo Inc [8]. 
Additionally, we captured 507 words dedicated for weather forecast at a studio. 15 
Vicon motion capture cameras [9] and 41 infra-red markers were used to capture the 
motion of a professional sign language interpreter, as shown in Fig.2. Cyberglove [10] 
was used to capture the hand motion.  

  

Fig. 2. The sign language interpreter (left) and the corresponding captured motion (right) 

A 3D female avatar model was built for sign language animation. Fig.3 shows the 
avatar model and bones associated to it. 



 An Avatar-Based Weather Forecast Sign Language System for the Hearing-Impaired 523 

 

 

Fig. 3. 3D avatar and bones. 

When animating a sign language sentence, two contiguous sign words are over-
lapped to each other similarly in human sign language. 15 frames at the end of each 
sign word are blended with those of the following word, using a linear motion blend-
ing equation [11]. Let two sign word motions to blend be Mi and Mj, and the k-th 
joint of concern Jik and Jjk. If the two motions are blended with the weights wi and wj 
respectively, the blended position of the k-th joint is given as   

 k k

blended

i i j j
k

i j

w w

w w

⋅ + ⋅
=

+
J J

J  (1) 

where 0≤wi≤1 and wj=1-wi in this case. Similarly the blended quaternion qblended is 
given as 

  ( )1 jw

blended i i jq q q q−=  (2) 

where qi and qj represent the quaternions to be blended [12]. Fig.4 shows a blended 
motion frame using the original motions of two different sign words. 

 

Fig. 4. Motion blending 
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4 The Weather Forecast Sign Language System 

In the service scenario, when a hearing-impaired user launches the ‘weather forecast’ 
application on a PC or mobile devices, the latest weather forecast video is provided 
with sign language animation. Fig.5 shows the system for the weather forecast sign 
language service.  

 

Fig. 5. Weather forecast sign language system 

 

Fig. 6. Simplified XML schema for the KSL translation result 
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The ‘caption processing system’ asks the news server for the latest weather fore-
cast information. If there is a new weather forecast, it inquires the corresponding 
closed caption from the production server, using the program code of the weather 
forecast. The weather forecast video in Flash Video (FLV) format originally targeted 
for real-time message protocol (RTMP) streaming is transcoded to H.264 (MP4). The 
closed caption is translated into KSL with the method described in section 2 in the 
sign language broadcasting server. The closed caption in KSL is distributed to clients 
using an XML web service. In a client device, weather forecast video and sign lan-
guage animation are composited together and presented to the hearing-impaired user. 
Fig.6 shows the simplified XML schema for the KSL translation result. 

5 Experimental Results 

Fig.7 shows the result screens on a PC and an Android phone. We use Unity3D en-
gine [13] to develop an application for both PC and mobile devices. The avatar can be 
moved to left or right, and can be enlarged or reduced, as the hearing-impaired users 
want the sign language broadcasting to be. 

 

 

 

Fig. 7. Sign language animation on a PC (top) and an Android (bottom) phone 

To our best knowledge, there has been no similar research that translates weather 
forecast texts into KSL to generate sign language animation. Hence we quantitatively 
compare the translation results in Table 5, with and without the Korlex-based syn-
onym dictionary and word sense disambiguation. 
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Table 5. Quantatative comparison of the word translation rate 

 
Corpus size 

(words) 
Word translation rate 

without  KorLex with KorLex 

Internal corpus 82,303 95.87% 96.17% 

External corpus 1,448 88.60% 90.68% 

 
In Table 5 the word translation rate is given as the ratio of the number of the words 

for which correct translation words were chosen, to the number of total words in the 
corpus. By applying KorLex the translation rates were increased, especially in terms 
of the translation failures. For example, the translation failure rate for the external 
corpus was reduced from 11.4% to 9.32% by applying KorLex. Notice that this is 
only a simplified measure for the evaluation purpose, because the characteristics of 
sign language such as non-manual signals and spatial representation are difficult to 
include in the evaluation, and were not considered in this paper. 

6 Conclusion 

The system proposed in this paper generates 3D sign language animation by translat-
ing the closed captions in DTV, for the hearing-impaired people to view the weather 
forecast with sign language. In order to find the frequency of each word, we analyzed 
the last three years’ weather forecast scripts from several sources. We built sign lan-
guage synonym dictionary using KorLex, to improve the translation performance. 
KorLex was also used for the word sense disambiguation process. We captured the 
motions of the additional 500 words for the weather forecast purpose. The motions 
were applied to a 3D avatar with motion blending. The servers and applications were 
developed to show weather forecast video and avatar animation in an on-demand 
manner. 

Although the proposed system is targeted only for KSL users, we believe that it 
will be helpful to the other similar researches, especially if the source language and 
target sign language have a similar word order as in Korean and KSL.  

In the future work, we will expand the translator and motion database for all kind 
of TV programs other than the weather forecast, and develop a real-time sign lan-
guage broadcasting system. Constructing a sign language corpus using daily TV pro-
grams can be another future work. 
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Abstract. The paper presents a formal interpretation of possessive and reflexive-
possessive pronouns in Bulgarian language using non-monotonic approach to
formal logical representation. It offers a semantic network to model inflectional
morphology of definite article for related pronouns using DATR language for lex-
ical knowledge representation. The proposed encoding combines non-monotonic
orthogonal semantic networks hierarchical representation and relational database
approach. Finally, some conclusions about presenting inflectional morphology
using non-monotonic semantic networks approach are presented.

Keywords: Non-monotonic Reasoning, Knowledge Acquisition and Represen-
tation, Natural Language Processing.

1 Introduction

Non-monotonic approach has been widely used for formal representation in various
Natural Language Processing tasks. Its main advantage is that it allows formal account
for both regular and irregular cases and is suitable for modeling any type of grammar
feature. Also, some knowledge representation languages which allow non-monotonic
interpretation have been successfully used to model various types of language features
(like inflection, syntax, etc.) for related and non-related natural languages. Further, we
are going to present a formal interpretation of inflectional morphology of possessive
and reflexive-possessive pronouns in Bulgarian language by using DATR language for
lexical knowledge representation as a suitable formal framework.

2 The DATR Language

The DATR language for lexical knowledge representation is a non-monotonic language
for defining the inheritance networks through path/value equations [4]. It has both
an explicit declarative semantics and an explicit theory of inference allowing efficient
implementation, and at the same time, it has necessary expressive power to encode
lexical entries presupposed by the work in the unification grammar tradition [2,3].

In DATR information is organized as a network of nodes, where a node is a collection
of related information. Each node has associated with it a set of equations that define

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 528–536, 2014.
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partial functions from paths to values where paths and values are both sequences of
atoms. Atoms in paths are sometimes referred to as attributes.

DATR is functional, it defines mapping which assigns unique values to node attribute-
path pair, and the recovery of these values is deterministic. With respect to its universal-
ity, DATR’s formal properties and techniques underlay both rule-based inference and
non-monotonic inference by default, and allow to account for language phenomena such
as regularity, irregularity, and subregularity by using deterministic parsing.

The semantics of DATR uses non-monotonic inference and default inheritance, and
allows generalization-capturing representation of inflectional morphology. DATR has
expressive power which is capable to encode and process both syntactic and morpho-
logical rules and it allows representation of grammar knowledge by using semantic
networks.

The DATR language for lexical knowledge representation offers syntagmatic opera-
tors (which can be used to define concatenation procedures) and paradigmatic operators
(which can be used to define specific structure of the inflecting rules, and for further de-
velopment of part-of-speech interpretations).

The DATR language has a lot of implementations, however, our application was
made by using QDATR 2.0 (consult URL http://www.cogs.susx.ac.uk/
lab//nlp/datr/datrnode49.html for a related file bul_det.dtr). This
PROLOG encoding uses Sussex DATR notation [13].

DATR allows construction of various types of language models (language theories),
however, the analysed interpretations underlay architecture of a rule-based formal gram-
mar and a lexical database. The particular queries to be evaluated are all related inflected
word forms, and the implementation allows to process words in Cyrillic alphabet.

The DATR language has been applied for developing inflectional morphology for
a lot of languages including Russian [1] and Polish [5]. The ideas used for Russian
nominal inflection interpretation underlay that of a paradigm and the encoding presents
a resolving of a tabular conceptualization encoding task.

3 Bulgarian Possessive Pronouns in DATR

The semantics of possessive pronouns in Bulgarian language includes various types of
relation like: possession (depending whether it is an object or a subject of possession),
part-of-whole, relational, etc. The main semantic relationship of possession varies de-
pending whether it is referred to the possessor or to the thing being possessed [7].
Only the full forms of possessive pronouns have inflection. They are: ’moj’ (my), ’tvoj’
(your), ’negov’ (his), ’nein’ (her), ’nash’ (our), ’vash’ (your), ’tehen’ (their).

They have grammar features of person, number, gender and definiteness. The gram-
mar feature of person is not inflectional and expresses information both at the level of
syntax and at the hypertext level through agreement. The full forms imply information
both about the possessor and the object being possessed using agreement in number and
gender.

The grammar feature of definiteness implies information about the possession at the
syntactic level using agreement and is expressed by a formal morphological marker
which is an ending morpheme [6]. It is different for genders however, for masculine
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gender two types of definite morphemes exist – to determine a defined in a different
way entities, which have two phonetic alternations, respectively. For feminine and for
neuter gender only one definite morpheme exists, respectively. For plural, two definite
morphemes are used depending on the ending vocal of the main plural form.

possessed POSSESSOR
singular plural

person
1st pers. 2nd pers. 3rd person 1st pers. 2nd pers. 3rd pers.

gender

nu
m

be
r

ge
nd

er

male female neuter de
fi

ni
te

ne
ss

sg. male moj tvoj negov nein negov nash vash tehen
sg. female moja tvoja negova nejna negova nasha vasha tjahna
sg. neuter moe tvoe negovo nejno negovo nashe vashe tjahno
pl. moi tvoi negovi nejni negovi nashi vashi tehni un

de
fi

ne
d

sg. male moja tvoja negovija nejnija negovija nashija vashija tehnija
sg. male mojat tvojat negovijat nejnijat negovijat nashijat vashijat tehnijat
sg. female mojata tvojata negovata nejnata negovata nashata vashata tjahnata
sg. neuter moeto tvoeto negovoto nejnoto negovoto nasheto vasheto tjahnoto
pl. moite tvoite negovite nejnite negovite nashite vashite tehnite

de
fi

ne
d

Fig. 1. The Bulgarian possessive pronouns inflection table representation

The features of gender and number of definite article are different from the gender
and number features of possessive pronouns, themselves. The former are inflectional
whereas the later are not inflectional, even both they can express agreement and both
they are significant for part-of-speech parsing. The relation between them is important
starting point for our interpretation. The inflectional forms of possessive pronouns are
presented at Fig 1.

Our approach to inflectional morphology of possessive pronouns is based on the en-
coding already published in [9]. It presents an inheritance semantic network consisting
of different inflectional hierarchical type nodes of rule-based formal grammar and a lex-
ical database (the pronouns). The particular queries to be evaluated are related inflected
forms. It also offers an account of sound alternations.

The interpretation is based on adjectives’ encoding [8] and takes as a starting point
linguistic motivation, in particular, the priority of one or another grammar feature. Thus,
it uses definite article’s grammar features of gender and number to triger the value
of related inflected forms. It also is similar to the approach presented in [10,11] to
possessive pronouns formal representation using frameworks of Universal Networking
Language [12] which present another type of semantic network.

Further, we are going to extend that approach by relating inflectional rules and in-
flectional type hierarchy to grammar features of possessive pronouns themselves.
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3.1 The Inflectional Type Hierarchy

The DATR analysis of possessive pronouns starts with node DET which defines all
inflecting morphemes for definite article as follows:1

DET:
<sing undef> ==
<sing def_2 masc> == _ja
<sing def_2 masc_1> == _a
<sing def_1 masc> == _jat
<sing def_1 masc_1> == _ut
<sing def_1 femn> == _ta
<sing def_1 neut> == _to
<plur undef> ==
<plur def_1> == _te.

The basic node AdjG defines grammar rules for generating all inflected forms for the
feature of gender, number, and definiteness and is exactly the same as for the adjectives.
AdjG:

<sing undef masc> == "<root>"
<sing undef femn> == "<root gend>" _a
<sing undef neut> == "<root gend>" _o
<sing def_2 masc> == "<plur undef masc>" DET
<sing def_1 masc> == "<plur undef masc>" DET
<sing def_1> == "<sing undef>" DET
<plur undef> == "<root gend>" _i
<plur def_1> == "<plur undef>" DET.

Node Adj inherits all grammar rules from node AdjG but employs grammar rules
for generating inflected forms for the feature of comparison of degree. It also is the same
as for the adjectives. We employ it to make encoding as short as possible regardless
the fact that possessive pronouns generates compared inflected forms very rare. The
pronouns ’negov’ (his) and ’nein’ (her) uses this type of inflectional rules.

Adj:
<> == AdjG
<compar> == po_ "<>"
<superl> == naj_ "<>".

Node Adj_2 is defined as it is employed for the adjectives and it presents inflec-
tional rules of possessive pronoun ’tehen’ (their), which realises two types of phonetic
alternation during the process of inflection. At this node an additional inflectional base
form <root plur> is introduced to account for the complexity.

Adj_2:
<> == Adj
<plur undef> == "<root plur>" _i.

1 Here and elsewhere in the description we use Latin alphabet to present morphemes instead
of Cyrillic. Because of the mismatching between both some typically Bulgarian phonological
alternations are marked by two letters, whereas in Cyrillic alphabet they are marked by one.
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Node Adj_4 is defined also for adjectives. It encodes inflectional rules of possessive
pronouns ’nash’ (our) and ’vash’ (your) and inherits all grammar rules of nodeAdj. The
new employed grammar rule changes inflectional morpheme for neuter gender into -e.
Adj_4:

<> == Adj
<sing undef neut> == "<root gend>" _e.

The new node Adj_5 is employed and it consists of inflectional rules for possessive
pronouns ’moj’ (my) and ’tvoj’ (your). It defines feminine and neuter gender forms by
using palatal morphemes, and generates defined inflected forms of masculine gender by
using the <root gend> base.
Adj_5:

<> == Adj
<sing undef femn> == "<root gend>" _ja
<sing undef neut> == "<root gend>" _e
<sing def_1 masc> == "<root gend>" DET
<sing def_2 masc> == "<root gend>" DET.

The grammar features of gender and number of possessive pronouns themselves can
be presented as relational information introducing node PossPron which consists of
rules that relate lexical database information presented at the nodes of possessive pro-
nouns themselves (’Moj’, ’Tvoj’, ’Negov’, ’Nein’, ’Nash’, ’Vash’ and ’Tehen’) to in-
flectional grammar rules nodes AdjG, Adj_2, Adj_4 and Adj_5. The node is as
follows:
PossPron:
<first sing_p sing undef masc> == <sing undef masc> Moj
<first sing_p sing undef femn> == <sing undef femn> Moj
<first sing_p sing undef neut> == <sing undef neut> Moj
<first sing_p sing def_2 masc> == <sing def_2 masc> Moj
<first sing_p sing def_1 masc> == <sing def_1 masc> Moj
<first sing_p sing def_1> == <sing def_1> Moj
<first sing_p plur undef> == <plur undef> Moj
<first sing_p plur def_1> == <plur def_1> Moj
<secound sing_p sing undef masc> == <sing undef masc> Tvoj
<secound sing_p sing undef femn> == <sing undef femn> Tvoj
<secound sing_p sing undef neut> == <sing undef neut> Tvoj
<secound sing_p sing def_2 masc> == <sing def_2 masc> Tvoj
<secound sing_p sing def_1 masc> == <sing def_1 masc> Tvoj
<secound sing_p sing def_1> == <sing def_1> Tvoj
<secound sing_p plur undef> == <plur undef> Tvoj
<secound sing_p plur def_1> == <plur def_1> Tvoj
<third sing_p masc_p sing undef masc> == <sing undef masc> Negov
<third sing_p masc_p sing undef femn> == <sing undef femn> Negov
<third sing_p masc_p sing undef neut> == <sing undef neut> Negov
<third sing_p masc_p sing def_2 masc> == <sing def_2 masc> Negov
<third sing_p masc_p sing def_1 masc> == <sing def_1 masc> Negov
<third sing_p masc_p sing def_1> == <sing def_1> Negov
<third sing_p masc_p plur undef> == <plur undef> Negov
<third sing_p masc_p plur def_1> == <plur def_1> Negov
<third sing_p femn_p sing undef masc> == <sing undef masc> Nein
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<third sing_p femn_p sing undef femn> == <sing undef femn> Nein
<third sing_p femn_p sing undef neut> == <sing undef neut> Nein
<third sing_p femn_p sing def_2 masc> == <sing def_2 masc> Nein
<third sing_p femn_p sing def_1 masc> == <sing def_1 masc> Nein
<third sing_p femn_p sing def_1> == <sing def_1> Nein
<third sing_p femn_p plur undef> == <plur undef> Nein
<third sing_p femn_p plur def_1> == <plur def_1> Nein
<first plur_p sing undef masc> == <sing undef masc> Nash
<first plur_p sing undef femn> == <sing undef femn> Nash
<first plur_p sing undef neut> == <sing undef neut> Nash
<first plur_p sing def_2 masc> == <sing def_2 masc> Nash
<first plur_p sing def_1 masc> == <sing def_1 masc> Nash
<first plur_p sing def_1> == <sing def_1> Nash
<first plur_p plur undef> == <plur undef> Nash
<first plur_p plur def_1> == <plur def_1> Nash
<second plur_p sing undef masc> == <sing undef masc> Vash
<second plur_p sing undef femn> == <sing undef femn> Vash
<second plur_p sing undef neut> == <sing undef neut> Vash
<second plur_p sing def_2 masc> == <sing def_2 masc> Vash
<second plur_p sing def_1 masc> == <sing def_1 masc> Vash
<second plur_p sing def_1> == <sing def_1> Vash
<second plur_p plur undef> == <plur undef> Vash
<second plur_p plur def_1> == <plur def_1> Vash
<third plur_p sing undef masc> == <sing undef masc> Tehen
<third plur_p sing undef femn> == <sing undef femn> Tehen
<third plur_p sing undef neut> == <sing undef neut> Tehen
<third plur_p sing def_2 masc> == <sing def_2 masc> Tehen
<third plur_p sing def_1 masc> == <sing def_1 masc> Tehen
<third plur_p sing def_1> == <sing def_1> Tehen
<third plur_p plur undef> == <plur undef> Tehen
<third plur_p plur def_1> == <plur def_1> Tehen.

The new introduced paths <first>, <second> and <third> refer to the feature
of person, paths <masc_p> and <femn_p> refer to the feature of gender, and paths
<sing_p> and <plur_p> refer to the feature of number of possessive pronouns
themselves. The generated inflected forms of possessive pronoun ’Negov’ are given at
the Appendix.

4 Bulgarian Reflexive-Possessive Pronoun in DATR

The semantics of reflexive-possessive pronoun in Bulgarian language combines seman-
tics of possession relationship and that of reflexivity. It expresses possession relation-
ship between the possessor (defined by the subject in the sentence, and agreed with it in
gender and number) and the thing being possessed (to which the pronoun is referred to,
and agrees in gender and number). The reflexive-possessive pronoun is one and it has
full and short form, and both they can be used with respect to agreement. However, only
its full form ’svoj’ (-self) has inflectional grammar features of person, gender, number,
and definiteness, which are similar to that of adjectives and of possessive pronouns. Its
inflected forms are given at Fig. 2.
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number singular plural
gender male female neuter

undefined svoj svoja svoe svoi
defined svoja(t) svojata svoeto svoite

svojat

Fig. 2. The Bulgarian reflexive-possessive pronoun’s inflection table representation

4.1 The Inflectional Type Hierarchy

The DATR formal account of reflexive-possessive pronoun inflectional morphology [9]
uses inflectional rules already defined at node Adj_5 and is part of it. It also uses the
same principle as for possessive pronouns. The entire interpretation is extended whith
rules which relate reflexive-possessive pronoun to its grammar features of person and
gender (the person and gender of the subject in the sentense which are reflexive) and the
gender and number grammar features of its definite article (the gender and number of
the complement in the sentence). The nodeRefPoss is introduced which is as follows:

RefPoss:
<sing undef masc> == <sing undef masc> Svoj
<sing undef femn> == <sing undef femn> Svoj
<sing undef neut> == <sing undef neut> Svoj
<sing def_2 masc> == <sing def_2 masc> Svoj
<sing def_1 masc> == <sing def_1 masc> Svoj
<sing def_1> == <sing def_1> Svoj
<plur undef> == <plur undef> Svoj
<plur def_1> == <plur def_1> Svoj.

The encoding differ with that for possessive pronouns ’moj’ and ’tvoj’ because the fea-
tures of person and gender of pronoun ’svoj’ are reflexive and should be defined by the
person and gender of the subject in the sentense. Thus, entire interpretation gives a re-
lation also to syntactic interpretation for part-of-speech analysis. The related generated
inflected forms of reflexive-possessive pronoun ’svoj’ are given at the Appendix.

5 Conclusion

The entire formal semantic network interpretation of inflectional morphology of pos-
sessive and reflexive-possessive pronouns in Bulgarian language uses non-monotonic
approach to account for both regular and irregular word forms by introducing different
nodes with related inflectional rules. It also uses the features of gender and number as
a trigger to change the values of related inflected forms and a relational database ap-
proach to relate the grammar features of definite article to grammar features of pronouns
themselves allowing further syntactic interpretation.

Thus, it is good as a future works to extend that approach by enlarging the application
offering syntactic rules.
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Appendix

Negov:
<> == Adj
<root> == negov
<root_gend> == negov.

PossPron: <third sing_p masc_p sing undef masc> == negov.
PossPron: <third sing_p masc_p sing undef femn> == negova.
PossPron: <third sing_p masc_p sing undef neut> == negovo.
PossPron: <third sing_p masc_p sing def_2 masc> == negovija.
PossPron: <third sing_p masc_p sing def_1 masc> == negovijat.
PossPron: <third sing_p masc_p sing def_1 femn> == negovata.
PossPron: <third sing_p masc_p sing def_1 neut> == negovoto.
PossPron: <third sing_p masc_p plur undef> == negovi.
PossPron: <third sing_p masc_p plur def_1> == negovite.
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Svoj: <> == Adj_5
<root> == svoj
<root gend> == svo.

RefPoss: <sing undef masc> == svoj.
RefPoss: <sing undef femn> == svoja.
RefPoss: <sing undef neut> == svoe.
RefPoss: <sing def_2 masc> == svoja.
RefPoss: <sing def_1 masc> == svojat.
RefPoss: <sing def_1 femn> == svojata.
RefPoss: <sing def_1 neut> == svoeto.
RefPoss: <plur undef> == svoi.
RefPoss: <plur def_1> == svoite.
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Abstract. The developed forecasting algorithm creates trend models based on 
varying length time series by eliminating its oldest member. The constructed 
criterion evaluates the attained models through estimating the ratio between the 
average of the stochastic errors for the forecasted period and the average of real 
values. The best model and forecasting are automatically achieved in contrast to 
statistical software systems SPSS, STATISTICA, etc. where this process is ac-
complished progressively by the user. Therefore, this forecasting algorithm is 
adaptive to the length of time series. Component oriented approach has been 
used for software implementation. Simulation experiments have been carried 
out to test the forecasting algorithm using the multidimensional time series da-
tabase on fishery in Greece. This algorithm is more efficient in case forecasting 
is applied on large number of time series because it saves time and efforts. 

Keywords: varying length time series, automatic model fitting, criterion,  
adaptive algorithm. 

1 Introduction 

Time series forecasting refers to the process of identifying past relationships and 
trends in historical data for predicting future values [1]. Forecasting is important in 
time series analysis because it plays a central role in management since it precedes 
decision making [2]. There are many time series analysis techniques related to fore-
casting [3]. Trend modelling can be used for forecasting if it is assumed that the  
studied event will follow the same rules during the historical and the forecasted pe-
riod. The attained forecasts are a simple consequence of the trend extrapolation. The 
advantages of forecasts based on trend modelling compared to other forecasting me-
thods are: a) the preliminary evaluation of the forecast stochastic error by trend mod-
els and b) the determination of the confidence intervals. As a result, the critical limits, 
on which the real values of the studied event fluctuate during the forecasted period, 
can be evaluated.  
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While modeling the trend of time series for forecasting purposes, the issue con-
cerning the length of the period, within which the trends will be studied, frequently 
arises. Here there are two tendencies opposing each other. The stochastic error of the 
forecast decreases in longer historical periods. However, by covering a longer histori-
cal period, there is a risk for the model to include the influence of factors that used to 
function in the past, but later disappeared.  

Forecasting time series based on trend modeling is often implemented through us-
ing statistical packages such as SPSS, Statistica etc. However, for reapplying trend 
modeling to different length time series and achieving new forecasted values the same 
procedure is followed manually. In general, in case of forecasting based on large 
numbers of time series, automatic forecasting is more efficient [2], [4]. Two automat-
ic forecasting time series algorithms based on state space and ARIMA models have 
been implemented as R packages for statistical computing [5]. Fuzzy time series 
models and automatic forecasting techniques are developed to improve forecasting 
accuracy [6], [7].   

This work aims to present an adaptive to time series length algorithm in order to 
achieve the best models and forecasted values automatically. The idea is to reapply 
forecasting by decreasing time series length and testing different trend models. As a 
result, different forecasts are achieved giving the opportunity to choose the most 
proper one based on objective criterions.  

2 Materials and Methods 

The algorithm is based on the gradual elimination of data from the start of the histori-
cal time series by applying the same trend model to each resultant time series. The 
confidence intervals are evaluated according to the different types of trend models on 
the grounds of which the forecast is achieved.  

Let’s denote:    
yi (i=1, 2,…, n) – time series with length n, 

jny +ˆ  – forecasted values, j = 1, 2, ……, L,  L – length of the forecasted period   

Sy= 
=

−
n

i
ii

yy
n 1

2)(
1 ˆ  – standard error,                                  (1) 

iŷ (i=1,2,…, n) – smoothed values by the model 

 

The linear tAAy 10 += and the polynomial second degree 
2

210 tAtAAy ++=  trend models are applied to varying length time series. The sto-

chastic error of the forecasted value jny +ˆ  for linear (equation 2) and for polynomial 

second degree (equation 3) model is [8]:  
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where Sy is the standard error by equation 1. 
The confidence interval for the linear and polynomial second degree models is eva-

luated as follows:  
 

               (4) 
 

jny +
~  – the attained value of y for the jth year of the forecasted period; 

t[1-α]   – Student’s test at a level of significance α and n-2 degrees of freedom.   
 
From equations 2 and 3 it is noticed that the value of the stochastic error depends 

directly on the length of time series n to which the trend model is applied and on the 
length of the forecasted period j. When n increases the value of stochastic error de-
creases while when j increases the stochastic error also does. Stated in other words, 
the greater the historical period is, the smaller the stochastic error becomes and on the 
other hand, the longer the forecasted period is, the greater the stochastic error be-
comes.  

A criterion is created in order to evaluate the forecasts attained from time series 
with different length. The criterion is related to the stochastic error (equation 2 and 3). 
During the elimination of data of time series by decreasing each time the value of n 
by 1, the ratio between the average of the stochastic errors for the forecasted period 
and the average of real values are computed according to the next equation: 
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m is the minimal value of time series length, (m < n). The best trend model and fo-
recasting are achieved for the minimal value of C1(d) criterion when varying the 
length time series.  
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The created forecasting algorithm, based on trend models applied to varying length 
time series, is presented here for one time series by the following steps: 

1. Implement steps 2-6 for both trend models; 
2. Procedure for trend modeling; 
3. Procedure for trend model adequacy by F-test. If the model is adequate then go to 

step 4 else go to step 6; 

4. Computation of smoothed values iŷ , i=1, 2, …n and Standard error Sy; 

5. Procedure for estimation and storing of: 

• Forecasted values 1ˆ +ny , 2ˆ +ny , …, Lny +ˆ ; 

• Stochastic errors 
1ˆ +nye ,

2ˆ +nye …,
Lnye

+ˆ ; 

• Confidence intervals by equation 4 applying Student’s test; 
• C1(n) value. 

6. Next operation; 
7. n=n – 1; 
8. If n < m then go to step  10 else go to step 9; 
9. Elimination of the most distant year from time series and go to step 1; 

10. Application of the criterion for the best forecasting – MIN (C1(n), C1(n-1), …, 
C1(m)) for both trend models;  

11. Evaluation and printing the best forecasting results based on both trend models. 
 
The algorithm is adaptive to time series length and as a result it gives the ability to 

achieve automatically forecasts based on trend modelling. The perspective of this 
algorithm is to apply different weights on the time series members used for trend 
modeling. The study of this approach will reveal abilities for attaining more precise 
forecasting values.      

3 Results and Discussion 

3.1 Software and Simulation Experiment 

Component oriented approach and VB programming language have been used for 
software implementation according to the algorithm. The procedures are placed in 
two modules: 

• The first of them is consisted of procedures for estimating the descriptive statistics 
(mean value, standard deviation, standard error etc) as well as for evaluating the  
F-test and Student test; 

• The second one contains the procedures for trend modelling, managing the length 
of time series, stochastic error, confidence intervals, application of the criterion and 
presentation of the results. 
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Generally, the procedures in the second module, “call” the procedures from the first 
one. VB programming code is also created for managing Excel-sheets which are prop-
er for storing tables containing automatically accessed theoretical values of F-test and 
Student test by the trend modelling and forecasting and forecasting results as well.  

A simulation experiment has been carried out to test the forecasting software using 
multidimensional time series database on sea fishery in Greece. Data in database con-
cerns quantities and values of fish catch by areas, fish species, fishing tools and cate-
gory as well as months, kinds of fishery and employment for the period 1990-2011 
[9], [10]. Each time series extracted from FTS database consists of 22 members. For 
the purpose of forecasting it is divided into two parts: the first twenty members are 
used as historical time series and the last two (2010, 2011) are compared with the 
obtained forecasted values for the same years (proportion 20:2). 

3.2 Forecasting Results 

The forecasting results presented here are oriented to time series on catch quantity of 
71 sea fish species statistically registered in Greece. Table1 presents the part of the 
obtained results concerning only 10 fish species. Generally, for forecasting purposes 
the optimal time series length on the particular fish species is different. Besides the 
type of trend model used for the forecasts is also different. From 71 fish species there 
are 6 without adequate trend because of big random factor and as a result no forecasts 
are proposed by the algorithm. Almost all these cases concern fish species with small 
amount of catches – mean value for the studied period of time do not exceed 200 
metric tons (Sprat, Skipjack etc). 

Table 1. Trend model and optimal length time series 

 Fish code Fish name Trend model 
Optimal length 

time series 

15 Bogue Linear 12 

23 Goatfish Polynomial 2 degree 17 

25 Red bream Polynomial 2 degree 10 

31 Red mullet Linear 12 

35 Bonito Polynomial 2 degree 15 

36 Sprat No adequate model - 

41 Skipjack No adequate model - 

43 Goldline Linear 13 

55 Tune fish Linear 16 

68 Cuttle fish Polynomial 2 degree 18 
 
Table 2 presents more detailed results of the forecasting algorithm applied on 

quantity of catch for fish species “Bogue”, based on linear trend modeling. For each 
varying length historical time series (n = 15, 14, 13, 12, 11) the forecasted values for 
the years 2010 and 2011 as well as the confidence interval (equation 4) and the C1 
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criterion (equation 5) are also presented. The relative error shows the percentage dev-
iation between real and forecasted values. The best forecast is obtained for time series 
length 12 when C1 criterion has the minimum value (Figure1). The obtained relative 
error values are considered satisfactory – 10.87% and 2.47% for the years 2010 and 
2011 respectively. 

Table 2. Forecasting results for fish species Bogue by automatic application of linear trend 
model to varying length time series 

Time 
series 
length 

Year 
Fore-
casted  
values 

Confidence interval Real values C1 
Relative  
error % 

15 
2010 2882.92 2464.92  3300.92 3201.69 14.50 9.96 

2011 2683.34 2255.65  3111.03 3405.40 15.94 21.20 

14 
2010 3052.99 2645.02 3460.96 3201.69 13.36 4.64 

2011 2885.30 2466.59 3304.00 3405.40 14.51 15.27 

13 
2010 3311.15 2993.61 3628.69 3201.69 9.59 3.42 

2011 3095.09 2867.97 3522.21 3405.40 10.24 9.12 

12 
2010 3549.77 3363.76 3735.78 3201.69 5.24 10.87 

2011 3484.84 3292.34 3677.34 3405.40 5.52 2.33 

11 
2010 3579.59 3373.36 3785.82 3201.69 5.76 11.80 

2011 3521.54 3306.89 3736.19 3405.40 6.10 3.41 
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Fig. 1. Values of C1 criterion between 15-11 length time series for fish species “Bogue” in 
Greek fishery 
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Table 3 presents the results of the forecasting subroutine application, based on po-
lynomial second degree trend model, on the “total fish quantity” time series. It is evi-
dent that the best forecasting result is achieved for time series length 9, because the 
value of criterion C1 is the smallest – 2.96 and 3.75, for years 2010 and 2011, respec-
tively. 

Table 3. Forecasting results for total quantity of fish catches in Greece 

Time 
series 
length 

Year 
Forecasted 

values 
Confidence interval Real values C1 

Relative error 
% 

20 2010 61479.50 50465.45 72493.55 70122.20 17.91 12.33 

 2011 55345.39 43955.74 66735.04 62871.50 20.58 11.97 

19 2010 69345.30 59130.43 79560.17 70122.20 14.73 1.11 

 2011 66207.68 55611.86 76803.50 62871.50 16.00 5.31 

18 2010 78486.68 69918.60 87054.77 70122.20 10.92 11.93 

 2011 79005.61 70086.60 87924.63 62871.50 11.29 25.66 

17 2010 86653.35 79761.13 93545.58 70122.20 7.95 23.57 

 2011 90610.88 83407.19 97814.57 62871.50 7.95 44.12 

16 2010 92217.97 86049.52 98386.42 70122.20 6.69 31.51 

 2011 98648.66 92171.04 105126.28 62871.50 6.57 56.91 

15 2010 89754.04 83290.40 96217.68 70122.20 7.20 28.00 

 2011 95025.24 88200.23 101850.25 62871.50 7.18 51.14 

14 2010 91224.82 84201.31 98248.32 70122.20 7.70 30.09 

 2011 97231.40 89767.06 104695.74 62871.50 7.68 54.65 

13 2010 89050.90 81438.80 96663.00 70122.20 8.55 26.99 

 2011 93898.06 85745.68 102050.44 62871.50 8.68 49.35 

12 2010 80442.93 75340.46 85545.40 70122.20 6.34 14.72 

 2011 80371.25 74855.87 85886.62 62871.50 6.86 27.83 

11 2010 79141.56 73427.51 84855.61 70122.20 7.22 12.86 

 2011 78269.03 72022.79 84515.28 62871.50 7.98 24.49 

10 2010 71699.59 69295.85 74103.32 70122.20 3.35 2.25 

 2011 65865.75 63201.50 68529.99 62871.50 4.04 4.76 

9 2010 69385.92 67329.52 71442.32 70122.20 2.96 1.05 

 2011 61869.42 59550.33 64188.50 62871.50 3.75 1.59 

8 2010 68904.13 66429.77 71378.50 70122.20 3.59 1.74 

 2011 61002.20 58149.52 63854.88 62871.50 4.68 2.97 

7 2010 66870.92 64342.34 69399.50 70122.20 3.78 4.64 

 2011 57161.69 54161.67 60161.71 62871.50 5.25 9.08 

  
Figure2 presents the real values for total fish catch quantity for time period 1999-

2011 and the forecasted values based on time series length n=11, 9 and 7 (polynomial 
second degree trend model). The results have the following characteristics: 
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• Forecast of length 11 is optimistic because trend model uses much bigger values of 
catch quantity at the beginning of the period 1999–2009 than at the end. For the 
opposite reason forecast of length 7 spanning the period 2003–2009 is pessimistic.  

• The most important result consists of the fact that the algorithm automatically finds 
the optimal time series length 9 and the polynomial second degree model for 
achieving the best forecast.  
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Fig. 2. Forecasting results for varying time series length n 

The obtained results show that the algorithm is adaptive to the dynamic of the fish 
catch quantity process and automatically achieves forecasting results. 

4 Conclusion 

This work presents an algorithm applied on time series, capable to achieving optimum 
trend models and forecasting with minimum human intervention. The most significant 
characteristic of the developed algorithm is the varying length time series used for 
automatic model fitting. A criterion related to the stochastic error of the forecasted 
values is constructed for the estimation of the best forecast. When analyzing the set of 
time series the algorithm behaviour is adaptive to time series length and trend model. 
As a result, the forecasts are achieved automatically.  

A component oriented approach has been used for the implementation of the soft-
ware. The forecasting algorithm has been tested on time series sets concerning sea 
fishery in Greece and acceptable forecasting results are attained. The same algorithm 
can be applied in appropriate time series of other branches giving equivalent results as 
well. More efficient results are achieved in case forecasting is applied on large num-
bers of time series because it saves time and efforts. 
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Abstract. This paper introduces a six degrees of freedom haptic render-
ing scheme based on an implicit support plane mapping representation of
the object geometries. The proposed scheme enables, under specific as-
sumptions, the analytical reconstruction of the rigid 3D object’s surface,
using the equations of the support planes and their respective distance
map. As a direct consequence, the problem of calculating the force feed-
back can be analytically solved using only information about the 3D
object’s spatial transformation and position of the haptic probe. Several
haptic effects are derived by the proposed mesh-free haptic rendering for-
mulation. Experimental evaluation and computational complexity anal-
ysis demonstrates that the proposed approach can reduce significantly
the computational cost when compared to existing methods.

Keywords: Haptic rendering, implicit representation, six degrees of
freedom.

1 Introduction

Human perception combines information of various sensors, including visual,
aural, haptic, olfactory, in order to perceive the environment. Virtual reality
applications aim to immerse the user into a virtual environment by provid-
ing artificial input to its interaction sensors (i.e., eyes, ears, hands). The visual
and aural inputs are the most important factors in human-computer interaction
(HCI). However, virtual reality applications will remain far from being realistic
without providing to the user the sense of touch. The use of haptics augments
the standard audiovisual HCI by offering to the user an alternative way of in-
teraction with the virtual environment [1]. However, haptic interaction involves
complex and computationally intensive processes, like collision detection or dis-
tance calculation [5], that place significant barriers in the generation of accurate
and high fidelity force feedback.

Seen from a computational perspective, haptic rendering can be decomposed
in two different but heavily interrelated processes, namely collision detection and
force calculation. Initially, collisions have to be identified and localized and then
the resulting force feedback has to be estimated so as to accurately render the
force that will be fed back to the user using specific assumptions on the physical

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 546–555, 2014.
c© IFIP International Federation for Information Processing 2014
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model involved. Concerning haptic rendering research can be divided into three
main categories [2]: Machine Haptics, Human Haptics and Computer Haptics
[3]. Machine Haptics is related to the design of haptic devices and interfaces,
while Human Haptics is devoted to the study of the human perceptual abilities
related to the sense of touch. Computer Haptics, or alternatively haptic ren-
dering, studies the artificial generation and rendering of haptic stimuli for the
human user [4], [5]. It should be mentioned that the proposed framework takes
into account recent research on human haptics, while it provides mathematical
tools targeting mainly the area of computer haptics.

The simplest haptic rendering approaches focus on the interaction with the
virtual environment using a single point. Many approaches have been proposed so
far both for polygonal, non-polygonal models, or even for the artificial generation
of surface effects like stiffness, texture or friction, [6]. The assumption, however,
of a single interaction point limits the realism of haptic interaction since it is
contradictory to the rendering of more complex effects like torque. On contrary,
multipoint, or object based haptic rendering approaches use a particular virtual
object to interact with the environment and therefore, besides the position of the
object, its orientation becomes critical for the rendering of torques. Apart from
techniques for polygonal and non-polygonal models [6], voxel based approaches
for haptic rendering including volumetric haptic rendering schemes [7] have lately
emerged. Additionally, research has also tackled with partial success the problem
of haptic rendering of dynamic systems like deformable models and fluids [8].

In general, with the exception of some approaches related to haptic rendering
of distance or force fields, one of the biggest bottlenecks of current schemes is
that haptic rendering depends on the fast and accurate resolution of collision
queries. The proposed approach aims to widen this bottleneck by providing a
free-form implicit haptic rendering scheme based on support plane mappings
able to provide a six degrees of freedom haptic feedback. In particular, a 3D
object is initially modelled using the associated support plane mappings [9].
Then the distance of the object’s surface from the support plane is mapped at
discrete samples on the plane and stored at a preprocessing step following the
same procedure presented in [10]. During run-time and after collision queries are
resolved, estimation of the force feedback can be analytically estimated, while
several haptic effects, like friction and texture can be easily derived. This results
in constant or linear time complexity haptic rendering based only on the 3D
transformation of the associated object and the position of the haptic proxy.

2 Support Plane Mappings

Support planes are a well studied subject of computational geometry and have
been employed in algorithms for the separation of convex objects [9,11,12]. From
a geometrical perspective, a support plane E of a 3D convex object O is a
plane such that O lies entirely on its negative halfspace H−

E . Support planes
have become useful in previous algorithms based on the concept of support
mappings. A support mapping is a function that maps a vector v to the vertex of
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vert(O) of object O that is “most” parallel to v [9,13]. As a direct consequence,
a support plane can be defined as the plane that passes through sO(v), the
support mapping of v, and is parallel to v.

The importance of support planes is intuitively apparent: they provide an ex-
plicit way of deciding whether another object could possibly intersect with the
one that the support planes refers to. Based on this simple but important fea-
ture of support planes, a slightly more generalized formulation has been derived
[14] introducing the concept of support plane mappings for collision detection.
The approach described in [14] is used in the proposed framework for collision
detection.

After collision is detected, the force feedback provided to the user through the
haptic device has to be calculated. In the present framework, force feedback is
obtained directly from the model adopted for collision detection, thus handling
collision detection and haptic rendering in an integrated way, as described in the
sequel.

Let the parametric form of the support plane equation SSP (η, ω) be:

SSP (η, ω) =

⎡
⎣x0 + ηu1 + ωv1
y0 + ηu2 + ωv2
z0 + ηu3 + ωv3

⎤
⎦ , ∀η, ω ∈ � (1)

where u and v constitute an orthonormal basis of the support plane and
(x0, y0, z0) its origin.

Assuming now a dense discretization of the η, ω space, we can define a discrete
distance map of the support plane SP and the underlying manifold mesh surface
Smesh, by calculating the distance of each point of SP from Smesh:

DSP (η, ω) = ICD (SSP , Smesh) (2)

where ICD calculates the distance of every point sample (η, ω) of the support
plane SP , alongside the normal direction at point (η, ω), from the mesh Smesh

and assigns the corresponding values to the distance map DSP (η, ω). The dis-
tance map is used in the sequel to analytically estimate the force feedback.

It should be mentioned that the above procedure results in scalar distance
maps that accurately encode the surface if and only if there is a one to one
mapping of all surface parts with at least one support plane. If such a mapping
does not exist, then vectorial distance maps can be used that include information
about the distance of all sections of the ray cast in the normal direction of the
support plane to the object mesh.

3 Point-Based (3DoF) Haptic Rendering

Referring to Figure 1, let point Hp be the position of the haptic probe and Smesh

represent the local surface of the object.
Let also SSP represent the distance of point Hp from the support plane, which

corresponds to point PM on the SP.
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Fig. 1. Distance calculation using distance maps over support planes

If collision is detected, the absolute value of the force fed onto the haptic
device is obtained using a spring model as illustrated in Figure 1. In particular:

‖F‖ = k · |SSP −DSP (PM)| (3)

where k is the spring constant. DSP (PM) is the distance of point PM from the
mesh and is stored in the distance map of the support plane. Notice that the
term |SSP −DSP (PM)| is an approximation of the actual distance of Hp from
the mesh that becomes more accurate if the support plane surface approximates
well the mesh.

The direction of the force should in general be perpendicular to the local
area, where collision is detected. An obvious solution to the evaluation of the
direction of this force would be to detect the surface element (i.e. triangle)
where the collision occurred and to provide the feedback perpendicularly to
it. This approach is not only computationally intensive, but also results in non-
realistic non-continuous forces at the surface element boundaries. In the present
framework the analytical approximation of the mesh surface is used utilizing
the already obtained SP approximation and the distance map. Based on this
approximation the normal to the object’s surface can be approximated rapidly
with high accuracy. In particular, assuming that (η, ω) form an orthonormal ba-
sis of the plane then if DSP (η, ω) is the scalar function of the distance map on
the support plane, as previously described, the surface Smesh of the modelled
object can be approximated by equation (4) (Figure 1):

Smesh (η, ω) = SSP (η, ω)−DSP (η, ω)nSP (4)

where SSP is the surface of the support plane, DSP the associated distance map
and nSP its normal vector that can be easily evaluated through nSP = u× v.

Now the calculation of the force feedback demands the evaluation of the nor-
mal vector nS on the object’s surface. That is obtained through equation (5). In
the following the brackets (η, ω) will be omitted for the sake of simplicity.

nS =
∂Smesh

∂η
× ∂Smesh

∂ω
(5)
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where
∂Smesh

∂η
=
∂SSP

∂η
− ∂DSP

∂η
nSP −DSP

∂nSP

∂η
(6)

Since nSP is constant over SP, equation (6) becomes:

∂Smesh

∂η
= u− ∂DSP

∂η
nSP (7)

A similar formula can be extracted for ∂Smesh

∂ω :

∂Smesh

∂ω
= v − ∂DSP

∂ω
nSP (8)

All above terms can be computed analytically, except from ∂DSP

∂η and ∂DSP

∂ω that
are computed numerically.

Substituting now equations (4), (6), (7), (8) in equation (5) the normal direc-
tion nS can be obtained.

Since, the direction of the normal along the surface of the modelled object is
obtained using equation (5), the resulting force feedback is calculated through:

Fh = k |SSP −DSP (PM )| nS

‖nS‖ (9)

4 6DoF Haptic Rendering

Let us now assume that the haptic interaction point is actually a haptic inter-
action object that is also modelled using support plane mappings and distance
maps.

Referring to Figure 2 that for simplicity depicts the 2D case, let M1 and M2 be
the mesh areas of two different objects possibly involved in collision and S1 and
S2 their respective support planes. Based on the approach presented in [14] it can
be decided whether M1 and M2 are probably involved in collisions using their
SPMs S1 and S2. Now the question is: Is it possible to identify the collisions and
calculate 6DoF force feedback without entering the computationally intensive
narrow-phase [14] of the collision detection algorithm?

This question reduces to the problem of calculating the impact volume (3D
case) or impact surface (2D case) S as depicted in Figure 2. Let us consider for
sake of simplicity and without loss of generality the 2D case. If d is a material
density function then the mass corresponding to the collision area S can be
described by the following formula.

V =

∫
S

∫
ddS (10)

Now referring again to Figure 2 let W be a sampling point of the support
plane S2 and W2 the point of mesh M2 that can be trivially reconstructed by
projecting W along side the normal direction n2 as far as the distance map



Six Degrees of Freedom Implicit Haptic Rendering 551

Fig. 2. Distance calculation using distance maps over support planes

DSP (W ) dictates. Now, W2 can be also trivially projected on the support plane
S1 and retrieve the corresponding distance value D1(M1) of S1 from the mesh
M1. Now, omitting the notation (η, ω) in the following for simplicity and assum-
ing the function f is defined as follows:

f = D1 (W2)−D1 (M1) (11)

where D1 (W2) is the distance of point W2 from S1 and D1 (M1) the correspond-
ing distance of S1 from mesh M1. Now, collision can be reported only for cases
where function f is positive.

Let now C1 and C2 (Figure 2) denote the projection of the colliding volume
on the support planes S1 and S2 respectively. It is obvious that C1 is the support
set of positive values of function f . Then, equation (10) can be transformed as
follows:

V =

∫
t1∈C1

d · f dt1 =

∫
t2∈C2

d · f · cos (n1n2) dt2 (12)

A similar analysis can be followed for the three dimensions and the corre-
sponding formula is:

V =

∫ ∫
η,ω∈C2

d · f · cos (n1n2) dηdω (13)

Now since the volume of the penetrating object part and its centre of inertia
is known, 6DoF haptic feedback can be easily estimated. In the context of the
proposed framework a single force is estimated for the penetrating part of the
haptic interaction object that is applied on the gravity centre of the colliding
volume. Other approaches for approximate 6DoF haptic rendering like the one
presented in [15] can be also implemented.
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5 Haptic Effects

The analytical estimation of the force feedback based only on the object 3D
transformation, the probe position and the distance maps, provides the oppor-
tunity to develop closed form solutions for the rendering of physics-based or
symbolic force effects; the following sections indicatively describe some of them.

By applying a local smoothing operation to the distance map, the resulting
force feedback is smooth in the areas around the edges, without being over-
rounded as is the case with the force shading method [16]. A typical example of
distance map preprocessing so as to achieve force smoothing using a Gaussian
kernel is given by the following equation:

D′
SP (η, ω) = DSP (η, ω) ∗Gσ (η, ω) (14)

where Gσ is a 2D Gaussian kernel and “∗” denotes convolution. It is evident that
different smoothing operators can be easily applied. A very useful operator that
can be implemented is the force smoothing only in areas that are not smooth due
to the finite tessellation (sampling) and not in object and surface boundaries,
following the popular in computer graphics “crease angle” concept. A haptic
“crease angle” rendering can be easily performed by applying anisotropic diffu-
sion or even an edge-preserving smoothing operator on the distance map.

Similarly using the proposed framework for haptic rendering, haptic texture
can be also simulated easily by applying appropriate transformations on the
acquired distance map. An example for simulating surface roughness is provided
below, where Gaussian noise is added on the distance map. No computational
cost is added, since the procedures for calculating the force direction are not
altered due to the existence of haptic texture. The only difference lies in the
evaluation of the magnitude of Ftexture, which now yields from:

Ftexture = k |SSP − (DSP (PM) + ng)| nS

‖nS‖ (15)

where ng denotes the gaussian noise.

6 Complexity and Experimental Results

In the following an analysis of the computational complexity of the proposed
scheme in comparison to the typical state-of-the-art mesh-based haptic rendering
scheme is discussed.

Moreover, even if an experimental analysis of the proposed support plane
mapping based haptic rendering approach, in terms of timings for simulation
benchmarks would not be fair for the state-of-the-art approaches, since it would
encode the superiority of SPM based collision detection and would not directly
highlight the proposed haptic rendering approach, two experiments are presented
where the proposed haptic rendering scheme is compared to the state-of-the-art
mesh-based haptic rendering in terms of timings in computationally intensive
surface sliding experiments.
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After collision is reported, a typical force feedback calculation scheme would
need to identify the colliding triangle of the involved 3D object in O(n) time,
where n is the number of triangles, or in O(logn) time if bounding volume
hierarchies are used. Then the force can be calculated in constant O(1) time. In
order to avoid force discontinuities, for example force shading, and if there is no
adjacency information then the local neighborhood of the colliding triangle can
be found again in O(n) time, where n is the number of triangles, or in O(logn)
time if bounding volume hierarchies are used. Finally, the mesh-based haptic
rendering scheme has no additional memory requirements per se.

Table 1. Computational complexity comparison

Process Mesh-based Free-form

Force O(n) or O(logn) O(1)

6DoF force O(mn) or O(mlogn) O(m)

Smoothing O(n) or O(logn) O(1)

Memory - O(m · s)

On the other hand, concerning the proposed free-form implicit haptic ren-
dering scheme, after a collision is detected, the resulting force feedback can be
calculated in constant time O(1) using equation (9). In order to avoid depth dis-
continuities the distance map can be smoothed, in an image processing sense, at
a preprocessing phase. Even if this step is performed during run-time it would
take O(k) time, where k is the local smoothing region or the filtering kernel
window. Concerning the 6DoF case, it can be considered requiring to execute m
times the 3DoF procedure, where m is the number of support plane sampling
points processed. On the other hand the proposed scheme has O(m · s) mem-
ory requirements, where m is the number of support planes and s the number
of samples per support plane. Taking now into account that the more support
planes are used the smaller their size and the less samples are necessary for a
specific sampling density we can safely assume that the memory requirements
are linear to the total number of samples that depends on the sampling density
used.

Table 1 summarizes the computational complexity analysis of the proposed
free-form haptic rendering scheme, when compared to the mesh-based approach.
Concerning the quantitative results, interaction with two objects was considered,
namely the Galeon and Teeth models of 4698 and 23000 triangles respectively.
The objects are illustrated in Figure 3 .

Moreover, CHAI-3D was used for interfacing with the haptic devices [17].
Moreover, the force estimation algorithms were applied on a predefined trajec-
tory of the haptic probe, so as to assure fair comparison. In particular, initially
the trajectory of the haptic probe in the 3D space has been recorded while being
in sliding motion over the objects’ surface. Then this trajectory has been used as
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Fig. 3. Galeon model, 4698 triangles. Teeth model, 23000 triangles.

input for both algorithms so as to extract the timings mentioned below. Table
2 presents the mean timings and their standard deviation of the force estima-
tion throughout the simulation using the mesh-based,and the proposed free-form
haptic rendering scheme for the case of the Galeon and the Teeth models.

Table 2. Galeon and Teeth models: Interaction timings

Galeon Teeth

Process Mean time (ms) σ Mean time (ms) σ

Mesh-based 1.2 0.22 4.2 0.82

Free-form 0.028 0.006 0.036 0.005

It should be emphasized that the above timings need to be taken into account
under the exact experimental setting. In particular, concerning the proposed
approach 1000 support planes were used for the case of the Galeon and 1500 for
the case of the Teeth model. Distances are estimated for all support planes and
forces are calculated for the closer one. This procedure, could be optimized by
partitioning the space in a preprocessing step and knowing beforehand to which
support plane, each point in space “belongs to”, thus reducing the search from
O(n) to O(logn). Moreover, concerning the mesh-based approach force shading
has been also implemented.

7 Conclusions

The proposed framework extends the support plane mapping concept and the
corresponding collision detection scheme to direct free-form implicit haptic ren-
dering. An analytical scheme to calculate both 3DoF and 6DoF force feedback
is proposed. Its most significant property is that there is no need to enter the
narrow-phase of the collision detection pipeline so as to identify the colliding
triangles and subsequently estimate the reaction forces, on contrary it requires
only the distance maps stored on the support planes. It is evident that the
proposed scheme reduces significantly the computational cost in the performed
simulations. This significant gain comes at an expense of two limitations. Firstly,
special care has to be taken at the preprocessing step so that the models are well
approximated using the support planes and the distance maps. For example if
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the objects demonstrate large complex concavities the use of vectorial distance
maps is inevitable. Secondly, the proposed scheme cannot be, in its current form,
directly applied to deformable models. An extension to piecewise or free-form
deformable models, where deformations can be analytically expressed seems pos-
sible and remains a direction for future work.
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Abstract. The management of wheat yield behavior in agricultural areas is a 
very important task because it influences and specifies the wheat yield produc-
tion. An efficient knowledge-based approach utilizing an efficient Machine 
Learning algorithm for characterizing wheat yield behavior is presented in this 
research work. The novelty of the method is based on the use of Supervised Self 
Organizing Maps to handle existent sensor information by using a supervised 
learning algorithm so as to assess measurement data and update initial know-
ledge. The advent of precision farming generates data which, because of their 
type and complexity, are not efficiently analyzed by traditional methods. The 
Supervised Self Organizing Maps have been proved from the literature efficient 
and flexible to analyze sensor information and by using the appropriate learning 
algorithms can update the initial knowledge. The Self Organizing models that are 
developed consisted of input nodes representing the main factors in wheat crop 
production such as biomass indicators, Organic Carbon (OC), pH, Mg, Total N, 
Ca, Cation Exchange Capacity (CEC), Moisture Content (MC) and the output 
weights represented the class labels corresponding to the predicted wheat yield.  

Keywords: neural networks, data mining, precision agriculture, machine  
learning. 

1 Introduction 

A large number of approaches, models, algorithms, and statistical tools have been 
proposed and used for assessing the yield prediction in agriculture. Many authors used 
simple linear correlations of yield with soil properties but the results varying from 
field to field and year to year (Drummond, et al., 1995; Khakural et al., 1999). Many 
other studies, contain complex linear methods like multiple linear regression, were 
accomplished with similar results (Drummond et al., 1995; Khakural et al., 1999; 
Kravchenko & Bullock, 2000). Some authors proposed non-linear statistical methods 
to investigate the yield response (Adams, et al., 1999; Wendroth, et al,. 1999). Expert 
systems and artificial intelligent algorithms are a relatively new subset of nonlinear 
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techniques. They have been proposed in agriculture for decision making and decision 
support tasks. More specifically, expert systems (Plant & Stave, 1991; Rao, 1992) 
have been developed and applied in different fields in agriculture to give advice and 
make management decisions. In this context many studies have been reported using 
artificial intelligence techniques and a few of them focused on the spatial analysis of 
produced data in precision agriculture. The most of them use artificial neural net-
works (ANNs) and machine learning algorithms for setting target yields which is one 
of the problems in PA (Canteri et al., 2002; Liu, et al., 2001; Miao et al., 2006). 
Schultz, et al. (2000) summarized the advantages of applying neural networks in agro 
ecological modeling, including the ability of ANN to handle both quantitative and 
qualitative data, merge information and combine both linear and non-linear responses. 
Neural networks have been proposed for identifying important factors influencing 
corn yield and grain quality variability (Miao et al., 2006), for data analysis (Irmak et 
al., 2006), for prediction crop yield based on soil properties (Drummond et al., 2003), 
for setting target corn yields (Liu et al., 2001). Shearer et al. (1999) studied a large 
number of variables, including fertility, satellite imagery, and soil conductivity, for a 
relatively small number of observations in one site-year of data.  

Self-Organizing Maps (SOMs) are one of the most well-known among the several 
Artificial Neural Networks architectures proposed in literature (Kohonen, 1988). Their 
applications have increased during the last decade and they have been applied in several 
different fields and nowadays they are considered as one of the foremost machine learn-
ing tools and an important tool for multivariate statistics (Marini, 2009) Self-Organizing 
Maps (SOMs) are self-organizing systems able to solve problems in an unsupervised 
way, without needing target data. In order to cover certain needs, unsupervised models 
have been extended in order to be able to work in a supervised framework. To this end, 
methods like counterpropagation Artificial Neural Networks (CP-ANNs), which are 
very similar to SOMs, since an output layer is added to the SOM layer (Zupan et al., 
1995), have been introduced. When dealing with classification issues, CP-ANNs are 
generally efficient methods for achieving class separation in non-linear boundaries. 
Recent modifications to CP-ANNs have led to the introduction of new supervised neural 
network architectures and relevant learning algorithms such as Supervised Kohonen 
Networks (SKNs) and XY-fused Networks (XY-Fs) (Melssen, 2006).  

The aim of the work reported is to present a methodology that can determine wheat 
yield behavior in precision farming, based on Machine Learning techniques and par-
ticularly based on aspects related to cluster visualization. In the current paper several 
Self Organizing Map models using supervised learning approach and algorithm are 
used to classify precision agriculture data in order to predict the yield productivity. To 
achieve this, soil physical and chemical parameters have been fused together with 
biomass indicators.  

2 Materials and Methods 

2.1 Crop Parameters Affecting Yield 

For the calculation of crop cover the Normalized Different Vegetation Index (NDVI) 
was used. The NDVI is (NIR-RED)/ (NIR+RED) where NIR is the Near Infrared 
Radiation (0,725 to 1μm) and RED is the Red Radiation (0, 58 to 0, 68 μm).  
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The analysis of soil with this technique was also extended to soil biological, physical, 
and engineering properties. Multivariate calibration techniques allowed for simulta-
neous measurements of several soil properties under consideration. Shibusawa et al. 
(2001) developed an on-line vis–NIR (400– 1700 nm) sensor to predict Moisture 
Content, pH, Soil Organic Matter, and NO3-N. A simpler design to the one of Shibu-
sawa et al. (2001) without sapphire window optical configuration was developed by 
Mouazen et al. (2005). The system was successfully calibrated for Moisture Content, 
Soil Organic Matter, Total N, pH, and available P in different soils in Belgium and 
northern France (Mouazen et al., 2005, 2007, 2009). 

On-line measurements of soil were carried out in the selected field of Horn’s End. 
The measurement was carried out by Cranfield University (CU). The raw soil spectra 
was recorded and stored for time on analysis. Soil samples collected from the field 
were sent to laboratory analysis with standard methods. 

The following soil parameters were estimated from the spectra in a 5mX 5m grid: 
soil Organic Carbon (OC), pH, Mg, Total N, Ca, Cation Exchange Capacity (CEC) 
and Moisture Content (MC). This resulted in 16500 vectors of soil parameters for the 
whole field matching the number of values obtained from the NDVI calculation. 

2.3 Counterpropagation Artificial Neural Networks 

Counterpropagation Artificial Neural Networks (CP-ANNs) are modeling methods 
which combine features from both supervised and unsupervised learning (Zupan et 
al., 1995) CP-ANNs consist of two layers, a Kohonen layer and an output layer, 
whose neurons have as many weights as the number of classes to be modelled .The 
class vector is used to define a matrix C, with I rows and G columns, where I is the 
number of samples and G the total number of classes; each entry cig of C represents 
the membership of the i-th sample to the g-th class expressed with a binary code (0 or 
1). When the sequential training is adopted, the weights of the rth neuron in the output 
layer (yr) are updated in a supervised manner on the basis of the winning neuron se-
lected in the Kohonen layer. Considering the class of each sample i, the update is 
calculated as follows: 

 
(1)

where dri is the topological distance between the considered neuron r and the winning 
neuron selected in the Kohonen layer; ci is the ith row of the unfolded class matrix C, 
that is, a G-dimensional binary vector representing the class membership of the ith 
sample. At the end of the network training, each neuron of the Kohonen layer can be 
assigned to a class on the basis of the output weights and all the samples placed in that 
neuron are automatically assigned to the corresponding class. 

2.4 XY-Fused Networks 

XY-fused Networks (XY-Fs) (Melssen et al., 2006) are supervised neural networks 
for building classification models derived from Self- Organizing Maps (SOMs).  
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In XY-fused Networks, the winning neuron is selected by calculating Euclidean dis-
tances between a) sample (xi) and weights of the Kohonen layer, b) class membership 
vector (ci) and weights of the output layer. These two Euclidean distances are then 
combined together to form a fused similarity, that is used to find the winning neuron. 
The influence of distances calculated on the Kohonen layer decreases linearly during 
the training epochs, while the influence of distances calculated on the output layer 
increases.  

2.5 Supervised Kohonen Networks (SKNs) 

As in the case for CP-ANNs and XY-Fs, Supervised Kohonen Networks (SKNs) 
(Melssen et al., 2006) are supervised neural networks derived from Self-Organizing 
Maps (SOMs) and used to calculate classification models. In Supervised Kohonen 
Networks, Kohonen and output layers are glued together to give a combined layer that 
is updated according to the training scheme of Self-Organizing Maps. Each sample 
(xi) and its corresponding class vector (ci) are combined together and act as input for 
the network. In order to achieve classification models with good predictive perfor-
mances, xi and ci must be scaled properly. Therefore, a scaling coefficient for ci is 
introduced for tuning the influence of class vector in the model calculation.  

3 Results and Discussion 

The values of the eight soil parameters were concatenated with the NDVI values so as 
to form 16500 feature vectors which correspond to fusion of both soil and crop para-
meters. Aiming to avoid bias during clustering the fusion vectors were preprocessed 
so that they had zero mean and start a deviation equal to unity. In order to predict the 
yield fusion vectors were used as inputs while the yield values were divided in three 
classes with equal number of samples containing 5500 each in ascending order, thus 
corresponding to low medium and high yield. 

The Supervised Map models Xyf, Skn and Cpann were trained with the fusion vec-
tors as input and the yield classes as output. In order to be able to test the generaliza-
tion capability of the neural networks cross validation was applied by leaving one out 
of ten samples randomly so that after training on nine samples the prediction was 
tested on the tenth. The results of the cross validation are shown in Tables 1, 2, 3 for 
Xyf, SKn and Cpann. The best overall result is obtained from the Skn network. The 
Skn gives better results than the other two methods because in the case of Skn the 
clustering of input layers and output yield is performed using one combined vector 
and this reduces the possibility of deviating values of yield from affecting the result of 
classification. In the other two architectures there are values of yield that can affect 
the clustering in a negative way since it is possible that other non-measured parame-
ters are capable of affecting the yield. In all cases the best prediction is obtained for 
the low category of yield which is advantageous since the low yield spots in the field 
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require additional fertilization. The SOM clusters of the components of the training 
vectors are shown in Figures 2, 3, 4. The first subplot corresponds to NDVI compo-
nent while the second to ninth correspond to Ca, CEC, MC, Mg, OC, P, pH, TN. The 
last two correspond to target yield and normalized target yield.  From this can be 
seen that the NDVI is the first component and shows partial correlation to the yield 
map which is shown in the tenth subplot. The other components correspond to soil 
parameters and provide complementary information to the yield. The Component 
Maps are useful in interpreting the correlations between the soil factors and NDVI as 
related to the yield. In the case where tendency of the soil factors is similar to the 
yield this factor is important for higher yield while in the opposite case, a high value 
in a soil factor could limit the yield. Generally the NDVI has a positive correlation to 
the yield. 

Table 1. Results of cross validation for Xyf Network 

Table 2. Results of cross validation for Skn Network  

Table 3. Results of cross validation for Cpann Network 

Real Network 
Estimation 

Network Prediction (%) 

low medium high 
low 95.62 3.89 0.49 

medium 5.45 89.95 4.6 

high 5.35 11.29 83.36 

Real Network 
Estimation 

Network Prediction (%) 

low medium high 
low 93.11 5.69 1.20 

medium 4.09 89.05 6.85 

high 2.33 6.64 91.04 

Real Network 
Estimation 

Network Prediction (%) 

low medium high 
low 92.40 4.36 3.24 

medium 8.07 81.22 10.71 

high 4.18 6.02 89.80 
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Fig. 2. Skn C

Fig. 3. Xyf C

Fig. 4. Cpann 

 

Component Maps for NDVI and soil parameters 

 

Component Maps for NDVI and soil parameters 

 

Component Maps for NDVI and Soil parameters 
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4 Conclusions 

In this paper, three Self Organizing models were  developed that  consisted of input 
nodes representing the main factors in wheat crop production such as biomass indica-
tors, organic carbon (OC), pH, Mg, total N, Ca, Cation Exchange Capacity (CEC), 
moisture content (MC) and the output weights represented the class labels corres-
ponding to the predicted wheat yield. The results indicate that yield prediction is poss-
ible with a very high accuracy reaching 93% and can be used in order to improve 
fertilizer administration by using the yield prediction models that were presented. 
Visualization of component maps could reveal extra information that is useful in or-
der to interpret the relations between the soil and crop parameters and the yield.  
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Abstract. Osteoporotic hip fractures have a significant morbidity and excess 
mortality among the elderly and have imposed huge health and economic 
burdens on societies worldwide. A medical database of 349 patients that have 
been operated for hip fracture has been analyzed. Two models of data were 
used in Multi-Layer Perceptrons, Radial Basis Function and Naïve Bayes 
networks, in order to predict the 30-day mortality after a hip fracture surgery 
and also to investigate which is the most appropriate risk factor between the 
New Mobility Score and Institution factor for the Greek population. The 
proposed method may be used as a screening tool that will assist orthopedics in 
the surgery of the hip fracture according to each different patient. 

Keywords: hip fracture, artificial neural networks, Bayesian networks, 30-day 
mortality. 

1 Introduction 

Hip fractures are common in elderly people although their incidence varies among 
different countries and populations [1-3]. It has been estimated that according to 
the epidemiologic projections, the worldwide annual number of hip fractures will 
rise from 1.66 million in 1990 to 6.26 million by the year 2050 [4]. The mortality, 
morbidity social-economic costs after a hip fracture are significant [5-7]. Mortality 
in particular remains significant for decades although there is a geographical and 
Race/Ethnicity Differences [8-10]. Mortality rates are greatest within the first 
month [11-14]. The 30-day mortality has been used in several studies because the 
mortality during this time is directly related to the fracture, its therapy and 
complications, while the mortality rate beyond this time it may be related to other 
unrelated causes.    

The ability to recognize patients at high risk of poor outcomes before operation 
would be an important clinical advance. Several preoperative risk factors for the high 
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mortality have been identified but the most predominant did not, and whether other 
factors could be considered as predictors are still unknown [15-17]. 

There are several reports concerning the pre-operative risk factors or scores like the 
Abbreviated Mental Test Score (AMTS) or the New Mobility Score that have been 
used as predictors for the 30-day mortality in patients with hip fractures. One of these 
scores is the Nottingham Hip Fracture Score (NHFS) [13, 18-19]. This score is using 
the following factors: age, sex, hemoglobin in admission, Abbreviated Mental Score 
(MMTS), and living or not in an institution, number of co-morbidities (other illness) 
and suffering from malignancy. 

Patients that live in an institute are those that cannot live alone and the factor 
“living in an institute” is related to the “mobility status” of the patients. In some 
countries –like our country- elderly people usually live with relatives (in their own 
homes or in their relatives’ homes). Therefore, the factor “living in an institute” is not 
a reliable factor. The New Mobility Score is a score related with the “mobility status” 
of these patients and has been found dependent with morbidity [20]. Patients with 
New Mobility Score 6 and above can walk out of the house and go for shopping even 
if they use a stick, while patients with score below 6 need help from another person. 
This score was used in this study in order to identify whether replacing the factor 
“living in an institute” with this score the results are more reliable or not. 

The Artificial Neural Network (ANN) simulating high-level human brain 
functions, is a computational modeling tool that has become widely accepted for 
modeling complex real-world problems. Although it has been explored in many areas 
of medicine, such as nephrology, microbiology, radiology, neurology, cardiology, etc, 
its use in the orthopedic field is still rare [21]. 

The aim of this work was to apply three different ANN - based methods (Multi-
Layer Perceptrons (MLPs), Radial Basis Function (RBF) Networks and Bayesian 
Networks) to evaluate their prediction of mortality using the factors of NHFS. In 
more details, the 3 methods were tested in a given number of patients with known 
characteristics (factors) and a known 30-day mortality. More specifically a decision 
support tool has been developed to help clinicians identify which people are at 
increased risk after the hip fracture surgery. This application area is considered as 
extremely important since it is associated with increased morbidity and mortality and 
high socio-economic costs. This paper was tried to focus on the three proposed 
methods and their performance in clinical data.  

The paper is structured as follows: In the next section the hip fracture, as well as 
the risk factors that affect the 30-day mortality after the operation of the hip fracture 
are presented. Also, two models of data are described and three methods are 
illustrated. Section 3 analyzes the results, while in section 4 the conclusions are 
discussed. 

2 Materials and Methods 
2.1 Hip Fracture 

This study assessed the predictive capability of Neural and Bayesian networks for  
30-day mortality after surgery for hip fracture in the Greek population.  
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Data were collected from 349 patients that have been operated for hip fracture in 
the Orthopedic department of the University Hospital of Alexandroupolis. All these 
patients were followed-up and the 30-day mortality was recorded. The number of 
patients who died after 30-day of monitoring was 33. Apart from patients 
demographics, other factors that may be related to patients’ mortality were also 
recorded and categorized as follows; Age (between 65 and 85 and above 85 years), 
Sex (male or female), Hemoglobin (Hb) in admission (below 10 g/dl and above 10 
g/dl), Mini Metal Score (MMTS) (below 6 or above 6), Living or not in an Institute, 
Number of co-morbidities (other illness) (less than 2 or more than 2), suffering from 
Malignancy or not, and the New Mobility Score (score 6 and below or above 6).  

Two models of data set have been used as follows: The first model (Model 1) 
depends on the factors: Age, Sex, Hb, MMTS, New Mobility Score, Number of co-
morbidities and Malignancy. In the second model the New Mobility Score had been 
replaced by the Institute factor (Model 2). This model is using the factors that are 
being used in the Nottingham Hip Fracture Score. Both models consisted of seven 
almost identical attributes (independent variables), while the death was the dependent 
variable.  

2.2 Neural and Bayesian Networks 

Trying to find the best model for 30-day mortality after surgery for hip fracture, two 
most common algorithms of Artificial Neural Networks have been used, the 
Multilayer Perceptron and the Radial Basis Function. In addition to these ANN 
algorithms, the simplest Bayesian algorithm (Naïve Bayes) has been utilized. As a 
validation measurement of the data the k-fold cross validation has been utilized in all 
of the above methods. 

All data were analyzed and processed with the assistance of Weka, which is a 
machine learning software written in Java and is an open source application that is 
freely available. Weka contains tools for data processing, classification, clustering, 
feature selection and visualization. The greatest capability of this machine learning is 
to perform useful information after learning from training data. [22]. 

Multilayer Perceptron is a feed-forward algorithm with one or more hidden layers 
between the input and the output layer. It utilizes a supervised learning technique 
called back propagation for training the network. In the medical field, MLP algorithm 
is widely used and gives great classification accuracy for some diseases such as breast 
cancer [23-24].  

Radial Basis Function networks are feed-forward networks trained using a 
supervised training algorithm. They are similar to back propagation networks in many 
aspects although RBF have a few advantages. The main advantage in the biomedicine 
applications is that they train much faster and more accurate than back propagation 
networks [25-26]. In contrast with the time, the models are less robust than other 
methods (for example logistic regression) [21, 27]. 

Bayesian Networks are very efficient classifiers in many health related datasets 
(Natural Language Processing, Computer Vision, Medical Diagnosis, Bioinformatics, 
etc) [28]. Naïve Bayes (NB) Classifier is the simplest Bayesian approach algorithm 
assuming conditional independence between the variables in the models [29]. This 
simplicity makes naïve bayes techniques attractive and suitable in many domains. The 
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connection in this classifier appears only between the variables and the main node in 
each model (output/dependent variable). The main advantages are its easy 
construction (known a priori) and its effective classification process. However there is 
a strong disadvantage that makes it unsuitable for every set of data. The conditional 
independence assumptions between nodes rarely are true in the most real world 
applications. Despite although strong dependencies between nodes, researchers had 
shown that naïve bayes performs good classification [30].  An updated form of the 
naïve bayes algorithm such as the augmented naïve bayes algorithm overcomes the 
conditional independence and it is an innovative algorithm based on the original one. 
In recent years many researchers had tried to evolutes naive bayes classifiers as they 
select feature subset and relax independence assumptions [31-32].   

In k-fold cross validation the data set separated in k equal size subsets. From the k 
subsets, a single subset preserved as a validation data and the remaining k-1 samples 
are utilized as training data. The cross validation process repeated k times with each 
of the k subsets used exactly once. Then the k results are averaged and came of the 
estimation. The advantage of this method is that each observation is used in training 
and validation process. In this work, 3, 10 and 20 fold cross validation has been 
performed in each technique. In experiments, such as in Hyperthyroid disease, a 6-
fold cross validation performed maximum accuracy [33]. 

3 Results 

For each one of the two models, the entire set of 349 data records were used, in order 
to evaluate the best classification method between multilayer perceptron, radial basis 
function and naïve bayes networks. For the validation of the data, 3, 10 and 20-fold 
cross validation for each classified algorithms has been used. For each neural network 
(MLP and RBF) many experiments have been made using a lot of different topologies 
in terms of hidden layer etc. The results presented below correspond to the best 
topology of each method which had the best performance. 

In figure 1a, MLP topology of the second model is presented. Seven factors are 
presented in the input layer, whereas four nodes consist the hidden layer. The same 
topology had been used in the RBF network. 

For the evaluation of the models except from Artificial Neural Networks (MLP and 
RBF), Bayesian neural networks (naïve Bayes) had utilized in order to find the best 
classified model.  

In figure 1b the direct dependencies between the dependent variable (Death) and 
the independent variables of the first model in the naïve bayes networks are presented. 
As it can be observed this specified algorithm has given no direct dependencies 
between the independent variables. For the better explanation of the Bayesian 
network, probabilities were concluded in each confusion matrix between variables 
given the output. The same topology with figure 1a has the naïve bayes form of the 
second model. This is due to the assumption of non-existence of direct dependencies 
between the independent variables. Even though the similarity of the graphs, there are 
strong differences between probabilities in the factors. The most important in the first 
model which is illustrated below are the probabilities of New Mobility Score which 
are above or equal to six given that the patient is dead (Pr=0.809) and the number of 
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diseases which are over or equal to three given death (Pr=0.962). In the second model 
the highest scoring probability corresponds to Number of co-morbidities factor given 
death (Pr=0.926). The lowest scoring in both models is the probability between 
institute given death (Pr=0.126). The probability of having a New Mobility Score 
below 6 given Death has a huge difference than the probability living in an Institution 
given death. The real differentiation between the two pre-mentioned results reflected 
into the patients with hip fracture in the Greek society. A probability result of 0.809 in 
New Mobility score translated that a patient with score below 6 has over 80% 
possibility to die in contrast with the patient who was living in an Institute who has 
approximately 12%. Due to this reason, the institution factor in the Greek population 
is unsuitable for study although the classification of the Bayesian network are higher 
in the model which included.  

 

 
 

(a) 

Fig. 1a,b. Neural and Naïve Bayes Networks  
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Death

Sex

Hb MMTS

Diseases

Age

New 
Mobidity

Score

Malignancy
0.797 0.203

0.515 0.485

0.778 0.221

0.515 0.485

0.907 0.093

0.779 0.221
0.692 0.308

0.397 0.603

0.308 0.692

0.074 0.926

0.55 0.45

0.191 0.809

0.942 0.058

0.574 0.426

 
(b) 

Fig. 1. (Continued.) 

Table 1 presents the comparisons between multilayer perceptron, radial basis 
function and naïve bayes networks between model 1 and model 2 for different cross 
validation folds. Results had shown that in hip fracture models, the 10–fold cross 
validation was the most appropriate for the most of the cases. In the first and second 
columns of the table 1, the experiments of the neural and Bayesian networks are 
presented for each model, respectively. For the accuracy of the networks a correctly 
classified and an incorrectly classified index was used. The first index sums the true 
positive and the false negatives values of the confusion matrix and shows  
the proportion of the total number of predictors that were correctly identified, whereas 
the second index sums false positives and true negatives values and indicates the 
predictors that were incorrectly recognized. The time is the processing time value that 
is required to build the model, measured in seconds.  

Τhe processing time of the MLP algorithm is much higher than that of RBF and 
naïve bayes network algorithms. The same results are illustrated graphically in figure 
2 for the 10-fold cross validation. Although both the neural networks classifiers had 
resulted that the first model are the most appropriate to predict the 30-day mortality 
after surgery for hip fracture, the results from naïve Bayes classifier had given the 
impression that the second model is the most suitable. 
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Table 1. Evaluation results of MLP, RBF and NB for the two models  

3-fold 
cross 

validation 
Model 

Correctly 
Classified 
Instances 

Incorrectly 
Classified 
Instances 

Time (sec) 

MLP 1 320 (91.6905%) 29 (8.3095%) 1.28 
 2 322 (92.2636%) 27 (7.7364%) 0.95 

RBF 1 320 (91.6905%) 29 (8.3095%) 0.59 
 2 324 (92.8367%) 25(7.1633%) 0.05 

NB 1 317(90.8309%) 32(9.1691%) < 0.01 
 2 322(92.2636%) 27(7.7364%) < 0.01 

10-fold 
cross 

validation 
Model 

Correctly 
Classified 
Instances 

Incorrectly 
Classified 
Instances 

Time (sec) 

MLP 
1 322 (92.26%) 27 (7.74%) 1.09 
2 321 (91.97%) 28 (8.03%) 0.92 

RBF 
1 324 (92.83%) 25 (7.17%) 0.48 
2 322 (92.26%) 27 (7.74%) 0.03 

NB 
1 316 (90.54%) 33 (9.46%) 0.01 
2 325 (93.12%) 24 (6.88%) < 0.01 

    20-fold 
cross 

validation 
Model 

Correctly 
Classified 
Instances 

Incorrectly 
Classified 
Instances 

Time (sec) 

MLP 
1 320 (91.6905%) 29 (8.3095%) 0.87 
2 327 (93.6963%) 22 (6.3037%) 1.13 

RBF 
1 319 (91.404%) 30 (8.596%) 0.03 
2 323 (92.5501%) 26 (7.4499%) 0.03 

NB 
1 314 (89.9713%) 35 

(10.0287%) 
< 0.01 

2 325 (93.1232%) 24 (6.8768%) < 0.01 
 

89,00%
89,50%
90,00%
90,50%
91,00%
91,50%
92,00%
92,50%
93,00%
93,50%

MLP RBF ΒΝ

Model 1

Model 2

 

Fig. 2. Percentage of Correctly Classified Instances 
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From table 1 and figure 2 it is denoted that the instances in the first model were 
classified in a better way than in the second model for MLP (92.26% in the first, 
whereas 91.97% in the second model) and RBF (92.83% in the first, whereas 92.26% 
in the second model) algorithms. The naïve Bayes classifier evaluated significantly 
good classification for the second model (93.12%) in hip fracture data (all the 
classification results are above 90%). Also, the processing time for the classification 
is quite smaller in NB networks. The first model which included the New Mobility 
Score matched better in the citizens of Greece than the model included institution 
factor. 

4 Conclusion 

The Artificial Neural Networks and the Bayesian Networks are subfields of the 
computational intelligence. Although they are widely used in most research areas, 
their use in the field of medicine is still limited, especially the use of Bayesian 
Networks is almost nonexistent in the orthopedic field. 

In this paper, the application of MLP, RBF and NB networks that have been 
applied to medical data, in order to predict the 30-day mortality after surgery for hip 
fracture in the Greek population is presented. In addition, two models of the medical 
data have been used, in order to investigate who is the most appropriate risk factor for 
the Greek population, between the New Mobility Score and the Institution factor, as it 
is described in the NHFS. 

All the methods performed prediction of 30-day mortality over 90%. That means 
that all these methods are suitable for designing and developing a decision support 
tool to help clinicians identify which people are at increased risk after the hip fracture 
surgery. Moreover, the neural networks had resulted that the first model are the most 
appropriate to predict the 30-day mortality after surgery for hip fracture, but the 
results from naïve Bayes network had given the impression that the second model is 
the most suitable.  

In the future, more computational intelligence methods have to be investigated 
(especially Bayesian Networks) in more clinical records from the Greek population, 
in order to find the best method that could predict the 30-day mortality after hip 
fracture surgery with maximum reliability. In addition, the institution factor in 
accordance with the New Mobility Score must be further investigated in order to 
decide which one of these factors is the most suitable for the Greek population. 

References 

1. Chang, K.P., Center, J.R., Nguyen, T.V., Eisman, J.: Incidence of hip and other 
osteoporotic fractures in elderly men and women: Dubbo Osteoporosis Epidemiology 
Study. J. Bone Miner. Res. 19, 532–536 (2004) 

2. Court-Brown, C.M., Caesar, B.: Epidemiology of adult fractures: a review. Injury 37,  
691–697 (2006) 

3. Dhanwal, D.K., Dennison, E.M., Harvey, N.C., Cooper, C.: Epidemiology of hip fracture: 
Worldwide geographic variation. Indian J. Orthop. 45, 15–22 (2011) 



574 D. Galiatsatos et al. 

 

4. Kannus, P., Parkkari, J., Sievänen, H., Heinonen, A., Vuori, I., Järvinen, M.: Epidemiology 
of hip fractures. Bone 18(suppl. 1), 57S–63S (1996) 

5. Keene, G.S., Parker, M.J., Pryor, G.: Mortality and morbidity after hip fractures. 
BMJ 307(6914), 1248–1250 (1993) 

6. Braithwaite, R.S., Col, N.F., Wong, J.: Estimating hip fracture morbidity, mortality and 
costs. J. Am. Geriatr. Soc. 51, 364–370 (2003) 

7. Abrahamsen, B., van Staa, T., Ariely, R., et al.: Excess mortality following hip fracture: a 
systematic epidemiological review. Osteoporos Int. 20, 1633–1650 (2009) 

8. Giversen, I.: Time trends of mortality after first hip fractures. Osteoporos Int. 18, 721–732 
(2007) 

9. Haleem, S., Lutchman, L., Mayahi, R., Grice, J.E., Parker, M.: Mortality following hip 
fracture: trends and geographical variations over the last 40 years. Injury 39, 1157–1163 
(2008) 

10. Sterling, R.: Gender and race/ethnicity differences in hip fracture incidence, morbidity, 
mortality, and function. Clin. Orthop. Relat. Res. 469(7), 1913–1918 (2011) 

11. Bass, E., French, D.D., Bradham, D.D., Rubenstein, L.: Risk-adjusted mortality rates of 
elderly veterans with hip fractures. Ann. Epidemiol. 17, 514–519 (2007) 

12. Giversen, I.: Time trends of mortality after first hip fractures. Osteoporos Int. 18, 721–732 
(2007) 

13. Maxwell, M.J., Moran, C.G., Moppett, I.: Development and validation of a preoperative 
scoring system to predict 30-day mortality in patients undergoing hip fracture surgery. Br. 
J. Anaesthesia 101, 511–517 (2008) 

14. Hu, F., Jiang, C., Shen, J., Tang, P., Wang, Y.: Preoperative predictors for mortality 
following hip fracture surgery: a systematic review and meta-analysis. Injury 43(6),  
676–685 (2012) 

15. Hannan, E.L., Magaziner, J., Wang, J.J., et al.: Mortality and locomotion 6 months after 
hospitalization for hip fracture: risk factors and risk-adjusted hospital outcomes. 
JAMA 285, 2736–2742 (2001) 

16. Johansen, A., Mansor, M., Beck, S., et al.: Outcome following hip fracture: post-discharge 
residence and long-term mortality. Age Ageing 39, 653–656 (2010) 

17. Ozturk, A., Ozkan, Y., Akgoz, S., et al.: The risk factors for mortality in elderly patients 
with hip fractures: postoperative one-year results. Singapore Med. J. 51, 137–143 (2010) 

18. Moppett, I.K., Parker, M., Griffiths, R., Bowers, T., White, S.M., Moran, C.: Nottingham 
Hip Fracture Score: longitudinal and multi-assessment. Br. J. Anaesth. 109(4), 546–550 
(2012) 

19. Gunasekera, N., Boulton, C., Morris, C., Moran, C.: Hip fracture audit: the Nottingham 
experience. Osteoporos Int. 21(suppl. 4), S647–S653 (2010) 

20. Parker, M.J., Palmer, C.: A new mobility score for predicting mortality after hip fracture. 
J. Bone Joint Surg. Br. 75(5), 797–798 (1993) 

21. Tseng, W.-J., Hung, L.-W., Shieh, J.-S., Abbod, M.F., Lin, J.: Hip fracture risk 
assessment: artificial neural network outperforms conditional logistic regression in an age- 
and sex-matched case control study. BMC Musculoskeletal Disorders 14, 207 (2013), 
doi:10.1186/1471-2474-14-207 

22. http://www.cs.waikato.ac.nz/ml/weka/ (last accesed April 21, 2014) 
23. Breast Cancer Diagnosis on Three Different Datasets Using Multi-Classifiers. 

International Journal of Computer and Information Technology 
24. Othman, M.F.B., Yau, T.M.S.: Comparison of Different Classification Techniques. Using 

WEKA for Breast Cancer 



 Prediction of 30-Day Mortality after a Hip Fracture Surgery 575 

 

25. Venkatesan, P., Anitha, S.: Application of a radial basis function neural network for 
diagnosis of diabetes mellitus. Tuberculosis Research Centre, ICMR, Chennai 600 031, 
India 

26. Del_can, Y., Özyilmaz, L., Yildirim, T.: Evolutionary Algorithms Based RBF Neural 
Networks For Parkinson’s Disease Diagnosis. In: ELECO 2011 7th International 
Conference on Electrical and Electronics Engineering, Bursa, Turkey, December 1-4 
(2011) 

27. Escaño, L.M.E., Saiz, G.S., Lorente, F.J.L., Fernando, Á.B., Ugarriza, J.M.V.: Logistic 
Regression Versus Neural Networks For Medical Data. Monografías del Seminario 
Matemático García de Galdeano 33, 245–252 (2006) 

28. Comparison of Different Classification Methods Reihaneh Rabbany Khorasgani, 
Department of Computing Science, University of Alberta, Edmonton, Canada 

29. Tomar, D., Agarwal, S.: A survey on data mining approaches for healthcare. International 
Journal of BioScience and Biotechnology 5(5), 241–266 (2013) 

30. Zhang, H.: The Optimality of Naïve Bayes, Faculty of Computer Science, University of 
New Brunswick, Fredericton, New Brunswick, Canada 

31. Langseth, H., Nielsen, T.: “Classification using Hierarchical Naïve Bayes models”. 
Machine Learning 63(2), 135–159 (2006) 

32. Zhang, N.: Hierarchical latent class models for cluster analysis. In: 18th National 
Conference on Artificial Intelligence, pp. 230–237 (2002) 

33. Diagnosis And Classification Of Hypothyroid Disease Using Data Mining, Techniques. 
International Journal of Engineering Research & Technology (IJERT) 



 

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 576–584, 2014. 
© IFIP International Federation for Information Processing 2014 

Application of Artificial Neural Network to Predict Static 
Loads on an Aircraft Rib 

Ramin Amali1, Samson Cooper1, and Siamak Noroozi2 

1 University of the West of England, Bristol, UK 
ramin2.amali@uwe.ac.uk, samson2.cooper@live.uwe.ac.uk 

2 Bournemouth University, UK 
snoroozi@bournemouth.ac.uk 

Abstract. Aircraft wing structures are subjected to different types of loads such 
as static and dynamic loads throughout their life span. A methodology was de-
veloped to predict the static load applied on a wing rib without load cells using 
Artificial Neural Network (ANN). In conjunction with the finite element model-
ling of the rib, a classic two layer feed-forward networks were created and 
trained on MATLAB using the back-propagation algorithm. The strain values 
obtained from the static loading experiment was used as the input data for the 
network training and the applied load was set as the output. The results obtained 
from the ANN showed that this method can be used to predict the static load 
applied on the wing rib to an accuracy of 92%. 

Keywords: Static load, Finite Element Analysis, Artificial Neural Network, 
Aircraft Rib, MATLAB. 

1 Introduction 

Research into ANN and its application to structural engineering problems has grown 
significantly from increased interests over time. However, in the search for an opti-
mum design, it is essential for engineers to evaluate the structural responses quickly at 
any design stage. Thus, the use of continuum models for the analysis of complex air-
craft structures is an attractive idea in modern aerospace engineering especially at the 
conceptual and preliminary design stages [1]. Extensive research has been carried out 
using ANN to model operational loads experienced by a fixed-wing aircraft structure 
[2]. Flight loads on a fixed-wing aircraft can generally be separated into gust and 
manoeuvre dominated loads, the majority of which tend to occur at frequencies of less 
than a few Hertz (Hz) and in the case of a rotary-wing aircraft, the loading spectrum 
experienced by the airframe structure is significantly more complex. There have been 
a number of attempts in the last few decades at estimating these loads on the helicop-
ter indirectly from flight state parameters or fixed points on the airframe with varying 
success [3]. 

In this work, several sets of data obtained from the static test conducted on a wing 
rib were analysed. This paper presents the implementation details of how accurate an 
artificial neural network has been used to predict the static load applied on the wing 
rib, the data sets are standard strain values recorded from the experimental test. 
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4 Neural Network Implementation 

This part of the investigation aims to use all the materials and results obtained from 
the previous section to create an ANN that will be able to predict the load applied to 
the rib under static conditions as shown in the experimental investigation. A number 
of neural networks were created for the different experiments carried out on the rib. 
The network was trained using the calculated strain values obtained through the strain 
relationship from the experiments as inputs and the corresponding applied load range 
as the training targets. The trained network was then used to predict the actual expe-
rimental load that was applied on the rib by using the measured strain values from the 
experiments as inputs, the results from the network were also compared with the ex-
perimental result to define how well the network was able to predict the applied load. 

4.1 Training Data 

The training data comprises of two sets which are the input sets and the targets sets, as 
previously mention the inputs are the calculated strains also referred to as  and the 
targets are the random numbers ranging from zero to three. 

For the network training the inputs was set to a 100x15 matrix configuration and 
the corresponding set targets had a 100x2 matrix configuration, the 100x2 matrix 
represents the random forces ranging from zero to three and the 100x15 represents the 
corresponding calculated strain.  

4.2 Neural Network Creation 

The simulation and analysis of the network was executed on MATLAB using the 
neural network toolbox function. The first designed network is a two layer feed for-
ward network with sigmoid functions, ten hidden neurons and two output functions 
feed forward network is mainly used for fitting multi-dimensional mapping problems 
when given consistent data. Figure 4 shows an illustration of the network configura-
tion from MATLAB. This type of network is mainly used for input and output curve 
fitting which is required for this analysis. The network is trained with Levenberg-
Marquardt back propagation algorithm. 

With the number of hidden neurons chosen, the network must allocate the data sets 
into three different parts which are training, validation and testing. The training data 
sets are presented to the network during training and the network is adjusted accord-
ing to its error. The validation sets are used to measure network generalisation and to 
end training when generalisation stops improving. While the testing data sets which 
has no effect on the training is used to provide an independent measure of the network 
performance during and after training. For this neural network development, the de-
fault settings was selected on MATLAB which allocates 70% of the given data for 
training and 15% each for validation and testing.  
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4.5 Neural Network Result Disscussion 

In conclusion the results for the entire neural network tests were positive as indicated 
from the range of several networks that was created. The results show that it is possi-
ble to predict or estimate the static load applied on the rib to an accuracy of 92%. 

However there is a requirement that must be met when training a network, this re-
quirement is related to the number of hidden neurons used in training the samples and 
also the amount of data used to train and validate the network. To improve the accu-
racy of a neural network it is important to use as many data sets as possible, this will 
give the network more data samples to allocate for training, validation and testing 
which should lead to a better result. 

Following the success of the prediction part of the networks, attempts were made 
to produce a method by which the networks would predict lower force values, this 
was achieved by changing the targets output and the targets of the network from the 
usually matrix format of [500x2] to a [500x1]. This new matrix will allow a new set 
of inputs in the matrix form of [15x1] to be introduced to the network to validate the 
performance of the network. 

Also the new set of inputs values that was used for the training of this network has 
a range of strain values from correspond load applied between 0 and 1.1KN, it is ex-
pected that the network should be able to predict the load as it different from the ini-
tial loads that have been predicted. The result obtained from this final validation 
shows that the network is able to predict any static load applied to the rib to an accu-
racy of 95% provided a consistent set of strain inputs are introduced to the network. 

5 Conclusion 

This paper presents the use of an ANN to predict the static load applied on a wing rib. 
It can be stated that this research has shown that it is possible to design a set of neural 
networks that will correctly predict or estimate the load applied on the rib provided a 
consistent set of strain inputs values are introduced to the network.  

Although a large portion of the analysis has been carried out on the location of the 
rib where strain gauge rosettes have been attached, it is also possible to use the same 
technique to analyse other areas or the overall rib by attaching more strain gauges to 
the rib to capture accurate data when conducting similar static test. 

The percentage error between the neural network prediction and the experiment 
can be classified as the error obtained from using some noisy data to train the net-
work. This however does not affect the performance of the network or how well the 
network is able to predict other force values when a corresponding set of strain inputs 
are introduced to the network. 

It should be stated that during the data analysis stage of the research, not all the fif-
teen strain gauges had a perfect linear relationship between the applied force and the 
measured strain, which could have also some error in the new data set that was used 
as inputs. Further improvement in the experimental procedure and more allocation of 
strain gauges to the rib will allow the measuring equipment to capture strain values 
more accurately which would lead to a better neural network creation and load predic-
tion in the future.          
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Abstract. Blindness is the condition of lacking visual perception due to physio-
logical or neurological factors. Blind people do not have the full perception of 
the surrounding environment, though navigating, in an unknown environment 
or/and with obstacles on route, can be a very difficult task.  In this paper, an in-
formation mobile system is presented, that acts as an electronic travel aid, 
and can guide a blind person through a route, inform him about imminent ob-
stacles in his path and help him orientate himself. The current prototype con-
sists of a mobile phone, and the developed application. 

Keywords: Blind, navigation, mobile phone. 

1 Introduction 

It is absolutely crucial in our time to be able to help blind people move in urban envi-
ronments effectively, with a simple, easy accessible, low cost system. According to 
existed research there are almost 40 million blind people [1] that naturally use a sim-
ple cane, or a guide dog to help them move around. Both ways have disadvantages: a 
cane cannot detect obstacles further away than its height, and the guide dogs while 
more expensive, are not enough for all the blind people.   

The majority of the suggested systems [2-9] are often too expensive and unpractical 
in use, while most of the available navigation systems, cannot detect obstacles in a 
specific route, they simply give directions to the user for a point A to a point B [2]. 
The proposed system helps the user to move in the environment, detecting obstacles 
and finding the best path, in order to avoid them. It can give vocal instructions to the 
user, or use the mobiles vibration in order to give navigation instructions. It is also 
able to orientate the user, using military vocal orientations e.g. north 12 o’clock. 

In the following section 1.1, a short description of previous work is given, while in 
section 2, the proposed system is described in detail. Finally, some comparison results 
and conclusion are mentioned in sections 3 and 4, respectively. 

1.1 Literature Review 

There are two major elements of the mobility problem that a Blind person has to deal 
with. First, the blind must sense obstacles in his environment and avoid them. The 
second problem, equally serious as the first, is the person navigation [3]. 



586 P. Diamantatos and E. Kavallieratou 

 

In the recent years a number of navigation system products became available to the 
public. Systems, like Google maps [2] , that offer navigation from a point A to a point 
B, and can also support voice interaction with the user, braille interface, and screen 
reader interface especially for blind people [2].While the navigation problem, seems 
to be a solved problem for outdoor navigation, mostly, due to the quality of the of-
fered services and products to the public, the obstacle detection problem remains. 

ETAs, Electronic Travel Aids, try to deal with this problem. ETAs development 
started at the mid 60’s. Some of the most known applications include the LaserCane 
[4], which is a regular long cane with a built-in laser ranging system. The Mowat 
Sensor is an example of a pocket-sized device containing an ultrasonic air sonar sys-
tem [5]. When it detects an obstacle, the device vibrates, thereby signaling to the user. 
Similar technology is used on NavBelt [6], a belt that utilizes an ultrasonic sonar sys-
tem, and a guide cane, a cane that has a robot attached that also utilizes ultrasonic 
sonar system in order to guide the user.  

While most of the ETAs try to address the obstacle detection problem, some ETAs 
try to provide navigation for indoor uncharted buildings. More specifically, Navatar 
[7] utilizes several sensors that can be found on modern smartphones like accelerome-
ter and compass to determine the movement of the user in the space. It also takes a 
user input into account, e.g. if a user finds a door he can save it on the system. By this 
information, Navatar can determine the user's location inside a building [7]. Another 
system for indoor navigation is a case study from the school of engineering of Uni-
versity of California where a system was developed that utilizes mobile phone cam-
eras and searches for specific markers on the walls [8].  

A different approach for developing an ETA was used on tyflos system [9]. This 
system uses stereoscopic cameras in order to detect the depth of obstacles in the us-
er’s route and notify the user through a vibration belt. The research problem of de-
signing a better ETA is a tough one. Despite 50 years of effort, no one has been able 
to design an electronic device that can replace the long cane. 

2 The Proposed System 

An application was developed that makes use of an android mobile phone with cam-
eras along with sensors that can be found on every android smartphone, like accele-
rometer and compass. By analyzing the image taken by the camera and creating a 
depth map it is possible to detect obstacles in the user’s path and redirect him by a 
different route. 

In order to achieve that, two consecutively photos are considered and their com-
mon points are located. Then the optical flow between them is established, allowing 
extracting the homography and the fundamental matrices. This step is important in 
order to rectify the images and transform them to stereo images. This step allows the 
creation of a depth map that contains any objects found, along with their relative posi-
tion in space. Next the routing subsystems computes a route with no obstacles and 
notifies the user. In this section, all the mentioned modules of the proposed system 
(fig.1) will be further analyzed.  
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The proposed system is able to help blind people to be orientated in their environ-
ment by informing them orally on the location they are staring: north, south, east, 
west and their combinations. It consists of a total of 12 subsystems, as it is presented 
in figure 1. The system was developed in the Android mobile platform, and it also 
requires the Opencv for android library. 

The Camera subsystem is responsible to capture two sequential frames using the 
user’s mobile phone camera. The output is two bmp images with resolution 352*288. 
Low resolution images are used in order to achieve lower computational time. Thus, 
the system can analyze the image in real time. In the prototype version, the  
two frames are shown side by side on the user’s mobile phone screen, just for testing 
purposes.  

The Points subsystem is responsible to identify common points between the two 
images acquired by the Camera subsystem, using a detector. Various detectors were 
tried, offered by opencv library for this task, like SURF [10]: a robust local feature 
detector that is based on sums of 2D Haar wavelet responses, ORB [11]: a very fast 
binary descriptor based on BRIEF, and GFTT [12]: a detector that finds the most 
prominent corners in the image. The results prooved that GFTT (good features to 
track) detector was ideal for the task, because of its very low computational time.  

The Optical Flow subsystem is responsible to calculate the optical flow, i.e. the 
distance of the corresponding points (shift) between the first and the second frame, 
detected in the previous subsystem. It is absolutely crucial for the entire system that 
the points and optical flow subsystems return exact results, since all the next steps 
depend on those points and their optical flow. 

The Fundamental subsystem, along with the Homography subsystem are responsi-
ble to calculate the fundamental [13] and the homography [14] matrices, respectively. 
The fundamental matrix is a 3×3 matrix which relates the corresponding points in 
stereo images. While homography relates the transformation from a projective space 
to itself that maps straight lines to straight lines. Homography has many practical 
applications, such as image rectification, which our system performs on the Rectify 
subsystem. It is also used for image registration, or computation of camera motion 
(rotation and translation) between two images. Once camera rotation and translation 
have been extracted from an estimated homography matrix, this information may be 
used for navigation, or to insert models of 3D objects into an image or video, so that 
they are rendered with the correct perspective and appear to be part of the original 
scene.   

The rectify subsystem is responsible to transform the two bmp images in  
stereoscopic images [15], images taken by a stereoscopic camera. Thus, their common 
points are located on the same axis. Opencv provides the tools for the image rectifica-
tion process [16].  It is suggested that the rectification is made by using the camera 
characteristics along with the homography matrix. The problem here is that the  
camera characteristics are not available for every camera that someone can use  
in a mobile phone. However, the rectification is also possible by using only the  
homography matrix. 

 



588 P. Diamantatos and E. Kavallieratou 

 

 

Fig. 1. Overview of the proposed system 

The Depth Map subsystem is responsible to calculate the disparity depth map of 
the two stereo images of the rectify subsystem. A disparity depth map [16] is a 2D 
image where the color of each pixel represents the distance of that point from the 
camera. In more detail, light pixels are near and dark pixels are far.  The disparity 
depth map will be used in order to identify obstacles near the user, for the calculation 
of the path that the user should follow.  Block matching algorithms [16] offered by 
openCV were used, in order to produce the depth map.  

The Distance subsystem is responsible to roughly calculate the distances of all the 
objects that can be found on the depth map.  This was implemented by dividing the 
densities of the pixels from the depth map in 5 sub images. For objects very near to 
the camera (figure 2), are considered those with densities in the range of 220 – 255. 
Respectively a rough estimation (figure 3) is done for all the other objects (near, far, 
very far, and extremely far).  

The Routing subsystem is responsible to calculate the area in the image (left, right 
or center) that includes the freest space.  This is done by calculating the horizontal 
histograms on each of the images extracted by the Distance subsystem. After an itera-
tive process, the area in the image with the freest space is localized. For example on 
figures 2 and 3, on the right side, the depth map of a scene is presented, while on the 
left only specific pixel densities are selected to be on. By considering the objects lo-
cated very near (fig. 2, left image), and calculating the horizontal histogram of the left 
image, it is computed that on the left side of the scene, the user has free space to 
move, while on the right side of the scene, the user has no free space.  
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Fig. 2. Objects located very near. Depth Map on right, Left only pixel densities between 220-
255 are on. 

 

Fig. 3. Objects located extremely far. Depth Map on right, Left only pixel densities between 0-
80 are on. 

The Text-to-speech subsystem is responsible to notify the user with voice com-
mands, while the Vibration subsystem, if selected, is responsible to notify the user 
with vibration codes. One vibration stands for left, two vibrations for right. 

A Direction subsystem was also implemented that is responsible to notify the user 
of the direction he is headed, orally, using military codes. For example, if the user is 
headed north, the system will notify the user that he is headed at 12 O’ clock.  

3 Comparison Results 

Ιt ιs hard to actually measure the results, mostly because there is no standard evalua-
tion technique. However, it is possible to check, if we get the expected results from 
the subsystems. 

For the Optical Flow subsystem, that is based on the Points subsystem, it was poss-
ible to measure the detected distances of the points, manually. The followed proce-
dure should save the 2 sequential frames, along with the points detected, and their 
optical flow. The extracted information for 20 different sets of frames was reviewed. 
The success rate of this subsystem was 85%, due to some misplaced points, that is a 
normal behavior for this kind of subsystem. 
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4 Conclusion 

Although our system works in some frames, it is not the case for all of them. Thus, it 
cannot be used in a real time application.  Responsible for that is the camera characte-
ristics that are not available on most of the mobile phones. Usually mobile phone 
manufacturers do not care to have available any of the camera characteristics per de-
vice. They just care for the camera to work. 

This is making the development of such application, which utilizes only one cam-
era, difficult, because it also requires a subsystem for camera calibration. Implement-
ing one in our tests, different camera characteristics were extracted every time. With-
out camera characteristics, another function for camera calibration (stereoBM) was 
used that did not give so good results. 

Although the final results are not perfectly good, and this system cannot be used by 
blind people yet, for safety reasons, we strongly believe that this kind of application is 
possible to be implemented in 3D mobile phones with 3D stereo cameras.   
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Abstract. In this study, we use a specialized coastal monitoring system for the 
test case of Faro beach (Portugal), and generate a database consisted of variance 
coastal images. The images are elaborated in terms of an empirical image 
thresholding procedure and the Chebyshev polynomials. The resulting 
polynomial coefficients constitute the input data, while the resulting thresholds 
the output data. We, then, use the above data set to train a radial basis function 
network structure with the aid of input-output fuzzy clustering and a steepest 
descent approach. The implementation of the RBF network leads to an effective 
detection and extraction of the shoreline of the beach under consideration. 

Keywords: Coastal morphodynamics, remote sensing, RBF neural networks, 
fuzzy clustering, steepest descent. 

1 Introduction 

Monitoring of the shoreline position has become an issue of urgency given the high 
socio-economic value and population density of the coastal zone [1, 2], the increasing 
erosion as well as the projected sea-level rise. Beach morphology is known to change 
in different spatial and temporal scales, a fact that requires intensive monitoring 
schemes while the energetic conditions make non-intrusive techniques very attractive 
[3, 4]. As a result, the application of coastal video monitoring has been increased 
during the last three decades [5, 6] allowing non-intrusive, continuous measurements 
at temporal and spatial scales and resolutions for which in situ data collection would 
demand much greater than acceptable inputs of personnel, equipment, and cost. 
However, despite the application of coastal video monitoring systems for more than 
two decades still, developing a universal and robust automatic shoreline detection 
procedure remains a challenge, due to the variety of intra-annual environmental, 
hydrodynamic and morphological conditions at the coastal zone [6]. Against the 
foregoing background [7, 8], the present contribution aims to build a systematic 
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methodology for coastal shoreline detection using radial basis function (RBF) 
artificial neural networks. 

RBF networks have been exercised as efficient black-box techniques that have 
been implemented in a wide range of applications [9-12]. The training process is 
based on estimating three kinds of parameters: the neuron centers and widths, and the 
connecting weights between neurons. The estimation of the centers is carried out 
through cluster analysis; the corresponding widths are evaluated in terms of the above 
centers, and finally the connection weights using least squares or gradient descent.  

In this paper, we present an automated methodology for the shoreline extraction 
from coastal grayscale variance images. The proposed methodology encompasses 
three modules. The first module performs an empirical image thresholding process. 
The second module employs the Chebyshev polynomials [13-14] to approximate the 
histograms of the resulting images. Finally, the third module applies an RBF network, 
which is trained in terms of input-output fuzzy clustering and a steepest descent 
approach based on Armijo’s rule [15]. The result is an integrated system able to 
accurately detect and extract the shorelines.   

The rest of the paper is synthesized as follows: Section 2 describes the location of 
interest and the monitoring system. Section 3 presents the proposed methodology in 
details. The experimental results are provided in Section 4. Finally, the paper 
concludes in Section 5.  

2 Study Area and Monitoring System 

The study area is the Faro Beach (Praia de Faro) located along the central and eastern 
parts of the Ancão Peninsula, in the westernmost sector of the Ria Formosa barrier 
island system in Portugal.  

Tides in the area are semi-diurnal, with average ranges of 2.8 meters (m) for spring 
tides and 1.3 m for neap tides although a maximum range of 3.5 m can be reached 
[16]. Faro Beach is a ‘reflective’ beach [4] with beach-face slopes typically over 10% 
and varying from 6% to 15%, and a tendency to decrease eastwards, where a ‘low tide 
terrace’ beach state is found [16]. Beach sediments are medium to very coarse sands 
with d50~0.5 mm and d90~2 mm.  

Coastal imagery was provided by a coastal video [4] consisting of two Mobotix 
M22, 3.1 megapixel (2048 x 1536 resolution), Internet Protocol (IP) cameras, 
installed on a metallic structure, placed on the roof of a restaurant in Faro Beach, and 
connected to a PC. The elevation of the centre of view (COV) is around 20 m above 
mean sea level (MSL).  

The image acquisition took place at 1 Hz, at hourly 10 min bursts, during daylight. 
After each 10 minutes image acquisition set, the system was scheduled to run 
processing scripts which generate the ‘primary products’, i.e. snapshot images, time 
averaged (TIMEX) images, variance images, and timestack images [5]. 
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where ( )f x  is the approximation of ( )f x , r  is the  polynomial’s order, 

(1 )pc p r≤ ≤ are the polynomial coefficients, and ( )pT x  is a continuous polynomial 

of order p . The order r  is chosen as to approximate the following error function, 

{ }min max ( ) ( )errorJ f x f x= −                                            (2) 

In what follows, we shall consider one-dimensional space, which is also our case 
since the histogram distributions of the SIGMA images are one-dimensional.  

The Chebyshev polynomial of order r  can be written as follows [14], 

( )
[ ][ ]/2 /2

2

0

( ) cos 1
2

r r
p r k

r
p j p

r j
T x r x

j k
θ −

= =

   = = −       
                                (3) 

with cos .x θ=  The Chebyshev polynomials are orthogonal in [ ]1, 1−  with respect 

to the subsequent weighting function, 
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1
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1
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−
                                                         (4)  

The orthogonality is defined according the to the following relationship, 
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The polynomial coefficients of the function expansion in (1) can be written as, 

1
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= =                                       (7) 

with 1,2,..., .p r=  The orthogonality implies that the polynomial functions do not 

overlap with each other. It thus appears that each coefficient kc  can be adjusted 
without causing any side effects to the rest of coefficients, meaning that they are 
independent each other. This is the property we wanted to obtain in the first place 
because, in our approach, the polynomial coefficients define the input space 
dimensions.  

Since our data are discrete, the discretization of the above inner product relationship 
can be obtained by implementing the Forsythe's algorithm [13]. This method assumes a 

set { }
1

;
N

k k k
x y

=
of input-output data with [ ]1, 1kx ∈ −  and minimizes the error function 

in eq. (2) by using a monic polynomial of the form, 
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To this end, the Forsythe's algorithm modifies the equation (7) and states that the 
best fitting of the available discrete data set is obtained if the polynomial coefficients 
are calculated according to the subsequent formula, 
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3.2 Image Thresholding 

In this step, we generate the output data. To accomplish this task, we employ the 
thresholding process developed in [4]. The basic issue of this approach is to normalize 
the pixel intensities as follows: 

,
, max

ˆ i j
i j

j

I
I

I
=                                                         (11) 

where ,i jI is the pixel original intensity, where 1 i M≤ ≤ and 1 j N≤ ≤  indicate 

horizontal and vertical pixel dimensions, respectively, of an image of size M N×  
pixels. The quantity max

jI corresponds to the smoothed alongshore pixel intensity 

maxima vector. Given that a standard region of interest was considered, the only input 

parameter for the shoreline detection model was the pixel intensity threshold t̂hrI , 

which has been shown to be related to the pixel intensity histograms. The interested 
reader can find a detailed presentation of the thresholding approach in [4]. 

3.3 Training Process of the RBF Network 

Based on the above process, the data set to train the network is formulated as follows: 

( ) [ ]{ }1 2, : , ,..., , ,1
T k

IO k k k k k kr k thrS y c c c y I k Q= = = ≤ ≤x x              (12) 

where Q  is the number of the training data, r  is the order of the Chebyshev 
polynomial which coincides with the input space dimension and is the same for all 
images, and kjc (1 )j r≤ ≤  are the polynomial coefficients. Notice that 1600Q < . In 

order to train the RBF network we must determine effective input-output relationships, 
which are provided by an optimal set of values of the network’s parameters. The most 
crucial issue is the determination of the radial basis function centers. Fuzzy cluster 
analysis has been intensively involved in deciding appropriate values for those 
parameters. In this paper, we employ the algorithm developed by Pedrycz in [17], 



598 A. Rigos et al. 

 

which is based on the implementation of the fuzzy c-means. The algorithm performs a 
separate fuzzy clustering in the output space. The number of clusters defines the 
number of contexts in the input space. The input data belonging to the same context 
correspond to the output data that belong to the same cluster in the output space. Then, 
a separate conditional cluster analysis is implemented with respect to each context, 
where all contexts are partitioned into the same number of clusters. In both clustering 
schemes the fuzziness parameter was selected to be equal to 2. To this end, the form of 
the radial basis function is, 
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j k j
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 −
 =
 − 


x v

x
x v

                                            (13) 

where n  is the number of hidden nodes (i.e. radial basis functions), and r
i ∈ ℜv  

the center of the i-th basis function. The interested reader can find a detailed 
presentation of this algorithm in [17]. The estimated network’s output is,  
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= x           (1 )k Q≤ ≤                                     (14)    

with iw  being the connection weight of the i-th hidden node. Notice that the above 
basis function does not use any width parameter, since this parameter has been 
absorbed by the radial basis function form.  

The connection weights are calculated by a steepest descent approach, which is 
based on Armijo’s rule [15]. The objective is to minimize the network’s square error, 
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The partial derivatives in (21) are,  
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The parameter ( )tα  in (16) is:         ( )t μα β=                                                           (19)                                               

where (0,1)β ∈ . The parameter μ  is the smallest positive integer such that, 
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that as the number of coefficients (i.e. the polynomial degree) increases so does the 
approximation accuracy. This fact is strongly supported by Table 1, where the mean 
values of the RMSE along with the respective standard deviations for all the 1600 
SIGMA images are reported.  

          

Fig. 3. Shoreline extraction for two different SIGMA images taken from Faro beach using the 
proposed RBF neural network and the Otsu’s method [18] 

Table 2. Comparative results in terms of the PI 

 No. of 
Hidden Nodes 

Training  
data 

Testing  
Data 

Proposed 
Method 

6 0.0993±0.0036 0.0989±0.0300 
8 0.0963±0.0036 0.0967±0.0303 

10 0.0907±0.0036 0.0946±0.0308 
12 0.0863±0.0035 0.0914±0.0312 

Otsu’s 
Model  

0.1631±0.01353 

 
However, in Table 1, the differences are not too large.  Based on the last remark, 

and since the number of polynomial coefficients define the dimensionality of the 
network’s, which must be kept within reasonable levels, we choose to use 
approximations obtained by the Chebyshev polynomials of degree equal to 6r = . 
Therefore, in this experimental case, the input space dimension of the RBF network is 
equal to 7. The performance index (PI) used to evaluate the network is, 

SEPI J Q=                                                          (22) 

To train the network we divided the available 1600 data into 960Q =  training data 
(i.e. 60%), while the rest 640 (i.e. 40%) as testing data. In addition, the proposed 
method is compared to the well-known Otsu’s image thresholding algorithm [18]. Fig. 
3 illustrates the shoreline extractions of two different SIGMA images obtained by the 
proposed method and Otsu’s algorithm. To obtain this figure we used a RBF network 
with 8n =  hidden nodes. According to this figure our approach significantly 
outperformed the other method. This result is strongly evident in Table 2, which 
presents a simulation comparison in terms of the mean values of the PI and the 
corresponding standard deviations. 
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Fig. 4. Shoreline extraction for two different SIGMA images taken from Ammoudara beach 
using the proposed RBF neural network and the Otsu’s method 

Table 3. Comparative results in terms of the PI 

 No. of 
Hidden Nodes 

Training  
data 

Testing  
Data 

Proposed 
Method 

6 0.1104±0.0058 0.1298±0.0444 
8  0.1081± 0.0122 0.1277±0.0388 

10 0.1004±0.0091 0.1248±0.0202 
12 0.0986±0.0066 0.1197±0.0456 

Otsu’s 
Model 

0.1831±0.00998 

 

To further evaluate our method, we used a data set coming from Ammoudara 
beach, which is located to the city of Heraklion at the northern coast of Crete 
(Greece). We used exactly the same RBF network that was trained by the data set 
from Faro beach. That is to say, the data set form Ammoudara beach are used all as 
testing data and the network had exactly the same parameter values as in the case of 
Faro beach. Again we compared our network with Otsu’s method [18]. The results of 
this experimental case are reported in Fig. (4) and Table 3. According to those results, 
our network performed remarkably well, although the data set was “unknown” to it. 
Finally, similarly to the previous case, we can easily verify the superior behavior of 
the proposed method. 

5 Conclusions 

In this paper we have investigated the efforts to assess and enhance the automatic 
shoreline detection from images representing the sum of the absolute pixel intensity 
differences between consecutive images, obtained by a specialized monitoring  
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system. The approach was exclusively carried out in terms of a sophisticated radial 
basis function neural network structure, which was trained by a fuzzy clustering 
scheme. The experimental findings showed an effective performance with respect to 
the shoreline detection and extraction. 
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Abstract. The article deals with the problem of micrographs automated 
obtaining and micrographs automated processing ore samples of ore dressing 
processes in ferrous metallurgy. It is described the task of interpreting the 
results and interaction subsystem automated obtaining and automated 
processing of samples of ore mining micrographs and beneficiation processes 
ferrous metals, used to analyze the quality of mineral rocks with other 
automation systems. It is defined specifies requirements for the subsystem 
micrographs analysis. 

Keywords: Petrographic analysis, Digital microscopy system, Image 
recognition, Computer vision, SCADA system. 

1 Introduction 

Petrography is the science that studies the material composition of the rocks. Unlike 
minerals, rocks are aggregates composed of different minerals [1]. Minerals are 
homogeneous in composition and structure of the rocks and ores. They are natural 
chemical compounds resulting from various geological processes. Historically 
minerals initially determined by color and shape. 

Some mining and processing enterprise mixed ore from several fields. In this case 
it is important to determine the mixing ratio. It is necessary to find a mineral 
composition of the ore, which can be determined by optical microscopic analysis. In 
some enterprises, it is implemented manually by technologist-mineralogist. 

Nowadays, some complexes micrographs analyzed manually locally in the 
enterprise by technologist - mineralogist, or in the center of the head group of 
companies with the transition to the Internet or other communication channels. 
Manual analysis has drawbacks such as dependency from psychophysiological 
properties of laboratory specialist (human factor) and the long duration of treatment 
of one of the micrograph. But the process of analyzing ore micrographs can be 
automated and implement it locally in the enterprise, due to the fact that subsystem 
micrographs analysis oriented to samples of a particular ore easier to create than a 
universal program for quantitative analysis of samples of any material [2]. 
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There are the following automation tasks from all at mining complexes:  

─ Automated obtaining of micrographs;  
─ Quantitative analysis of mineral ore samples by micrographs. 

2 Materials and Methods 

2.1 Methods of Automated Acquisition of  Mineral Rocks Images 

It is required for automated obtaining of micrographs automated microscope 
containing a motorized specimen stage, a mechanism to change the filters, focusing 
mechanism, a revolver change lenses [3].  

Typically, in this case it is supposed to use the manufacturer's software, which is 
responsible for the control for motorized units of microscope. Simplified 
classification of microscopy cameras is shown in Figure 1. Preferably use trinocular 
microscope with a camera that does not require an optical adapter with a digital 
interface USB, controlled by a computer and with the TWAIN support. 

 

 

Fig. 1. Classification of microscopy cameras 

Thus, the process of obtaining images can pass without operator as in the case of a 
fully automated microscope and with the participation of the operator. In the case of 
automated microscope software fully controls the microscope, after getting photo in 
the memory of a computer program for image analysis starts. It is required from 
analysis program that the results were collected to a database accessible over the 
LAN. From database, these results will be perceived by SCADA- system, and the 
system makes decisions. 

In the case of partially automated or non-automated microscope operator is 
responsible for changing the samples, the selection of the microscope objective, take a 
photo on your computer, run the program and image analysis. As in the previous case, 
the analysis program is required to enter the results into a database, where SCADA-
system can use it, and the system makes decisions.  

This paper describes the problem of optical microscopy analysis on the mining 
complex. It is determined the requirements for obtaining and analyzing subsystem 
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micrographs. The most important of them is the requirement to the camera, the serial 
processing micrographs of various samples of ore analysis program should each 
segment micrograph segmentation method has been proposed, then point of interest 
must be identified as certain minerals, the quality of the segmentation is more 
significant than the processing of a single image, the program should transmit the 
results of its work to the database [4]. 

Theoretically possibility to determine the mineral ore targets on the microscopic 
image substantiated by author M.P. Isayenko [5]. 

2.2 Methods of Automated Processing of Mineral Rocks Images 

Very often different minerals on the micrographs correspond to objects of different 
types of shapes and colors. This allows the identification of various minerals in the 
form and color of objects. In some cases, also take into account the polarization of 
certain minerals sample [6, 7]. 

In this case, it is necessary to make several pictures, accompanying it by turning the 
sample. Consider a sample of slag copper anode as an example (Figure 2). 
Micrographs of this sample were kindly provided Eastern Research Institute of Mining 
and Metallurgy of Non-ferrous Metals (Kazakhstan, Ust-Kamenogorsk). 

 

 

Fig. 2. Micrograph of a sample of slag copper anode, increasing in 500 times 

According to experts on microscopy of minerals from Eastern Research Institute of 
Mining and Metallurgy of Non-ferrous Metals at this picture there is no minerals 
having dependent on the direction of the plane of polarization of light. In this picture 
you can detect metallic copper and the following minerals: cuprite Cu2O, magnetite 
Fe3O4, Delafosse CuFeO2, silicate glass. 

Cuprite Cu2O can be identified as follows: it is characterized by the shape of a 
round shape, color - it is light gray (sometimes with a slight bluish tint). Figure 3 
shows the graphical representation of cuprite.  

 

 

Fig. 3. Cuprite on micrographs 
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Fe3O4 magnetite on micrographs may also be detected by color and shape. Color 
of magnetite on micrographs is dark gray. Shape is angular, as expressed by 
technologists, "octahedral". Figure 4 shows magnetite apart from other minerals 
picture. 

 

 

Fig. 4. Magnetite on micrographs 

Delafossite CuFeO2 micrographs can allocate to the needle shape and gray (with a 
brownish tint) color. On Figure 5 it can be seen delafossite on the micrographs  

 

 

Fig. 5. Delafossite on micrographs 

Metallic copper on the micrographs can be found on the following criteria: color - 
yellow, shape - round, without flat faces. Figure 6 represents a micrograph metallic 
copper 

 

 

Fig. 6. Metallic copper on micrographs 

Silicate glass - is a dark gray mass fills the rest of the space that is left of the other 
minerals.  

These data indicate that for real micrographs slag samples (and some other 
minerals) it is possible to use automated qualitative assessment of the mineral 
composition. 

After receiving the full image it is often needed to treat it, mainly to simplify 
further analysis. Available processing capabilities are as follows:  

 

• color correction / color control;  
• sharper image display of objects;  
• contrast enhancement;  
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• contrast or inversion;  
• alignment of images;  
• mosaics;  
• correction of spherical aberration;  
• morphological filters. 

 
Figure 2 processing by morphological dilation filter and effects of some 

morphological filters can be viewed on Figure 7 [9]. 
Basically, image processing is required because of the need to simplify the process 

of analysis and / or to improve visual perception of the operator-mineralogist [10].  
 

 

Fig. 7. Micrograph of slag copper anode after 6 times of the use of morphological dilation 

Any micrograph can be described in different color spaces. Usually, transformation 
into another color space is used to segment the micrograph particular method. Known 
space RGB (red, green, blue), YСrCb (brightness, hue, and saturation ), YIQ ( 
brightness, hue, saturation ), L*a*b* CIE 1976 (takes into account the human 
perception of color), L*C*H* ( psychometric brightness, hue and saturation ), HSI ( 
hue, saturation , brightness), HSL (hue, saturation , lightness), L*u*v* CIE 1973 
(equal contrast color space) [4]. 

Micrographs analysis suggests image segmentation, classification of found objects 
and calculating the percentage ratio of each type of object. It can provide such a 
method of segmentation as color segmentation. The user determines what colors 
correspond to certain types of objects, which are created on the basis of the color 
clusters. Micrograph segment to be allocated may not contain all the colors of the 
cluster, but includes most of these colors. Micrograph is divided on contours 
according to the information of the color clusters. 

As a criterion for shape analysis it can be suggested the following. Selected 
contour is transferred to the Cartesian coordinate system. Then, from the bottom left 
point after some distance is drawn straight to the point of standing up and to this line 
is constructed perpendicular and calculated angle perpendicular. It would be 
considered the first perpendicular. Next contour is gone by the same way clockwise. 
Next perpendicular constructed similarly. The absolute value of the difference 
between the angle of each of the current and preceding perpendicular will be 
remembered by the program. 
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When all of the perpendiculars will be built program adds all absolute difference 
values of angles and divides it to the length of their boundary contour formed by 
segments, which was perpendicular. Cuprite calculated value for the relative rotation 
angle correlated to the length of the contour composed segments, which was 
perpendicular, is more than for magnetite. Method can be very sensitive to random 
points of the real contour, so you should carefully choose the length of the segments, 
which are constructed perpendiculars. For each type of object it is required to make 
the range sum of relative angles values correlated to the length of the contour. 

Segmentation is also possible by determining the differences of brightness, color 
gradients, calculating the area of contours [5]. 

For analysis micrograph program more qualitative segmentation is override the 
minimum analysis time of one micrograph. It also requires a serial processing of 
multiple images ore samples. 

The analysis result of a micrograph is a table in the same column indicates the 
name of a mineral in the other relative area occupied by them in the micrograph. Also 
there are specifies the identity of the image, such as the name of the field, the number 
of test samples, the number of files in a batch of samples. 

3 Results and Discussion 

Feature optical microscopic analysis is the percentage of minerals detected on the 
surface of the sample may be different from the ratio, identified by chemical analysis. 
This is due to the fact that a picture of the sample surface cannot be analyzed, but it 
can be different from that on the surface. Therefore it is necessary to analyze more 
than one ore sample and calculate the percentage of minerals in several pictures. Next 
SCADA- system calculates the corrected value ratios of minerals in the ore [11]. 

Interpretation of the results is required due to the fact that the quality measures 
adopted by the mining industry cannot be directly obtained as a result of analysis 
techniques. I.e. there are input data as a percentage of a certain type of objects. It is 
required to interpret these data to obtain quality indicators adopted in the enterprise. 
Since the quality criteria against mining products in the enterprise depend on the ore 
and technology enterprise, the system should provide the ability to customize rules 
interpretation. 

Interpretation rules include some mathematical and logical operations. Speed is 
important. It is required to accept the interpretation of the rules on the basis of the 
SCADA-system applicability, which has become an integral part of APCS. Image 
analysis results also include identification data, carrying information about the name of 
the field and the party ore. The scheme of the flow of information in the automated 
system of processing of the image to evaluate the qualitative composition of mineral 
rocks is shown on Figure 8. 

Let us consider implementing storage of analysis results. Imaging results of 
microscopic images are stored in databases. Each field has its own table in the 
database. This is due to the fact that a single table for the different fields can be 
unjustified, as the number of allocated objects on microscopic images for a variety of 
fields may be different. Results interpretation system would be a database, and a shell, 
leading these databases. 
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Fig. 8. The scheme of the flow of information in the automated system of processing of the 
image to evaluate the qualitative composition of mineral rocks 

It can be used in multiple tables within a single database. Each source image 
corresponds with own table. Each table contains information such as the maintenance 
of a certain color and morphology, identification of mineral rock party. Example of a 
table for one field is shown on Figure 9. 

 
Identification 
data of party 

Object 
1 

Object 
2 

Object 
3 

… Object 
N 

AMIRKN11212
2010112 

6% 3% 8% … Z %

… 

Fig. 9. Identification of mineral rock party 

The most obvious solution to the problem of interpretation of the rules will be use 
to build support scripting subsystem in interpreting the results. For this purpose 
scripting languages were considered for claims processing speed, ease of syntax, 
prevalence, the ability to integrate into the overall system. 

Input interpretation subsystem in this case composed of the main attributes such as: 

─ type of treatment - planimetric method or Delesse-Rozival; 
─ internal identifying name of the object and percentage; 
─ information on the name field , she entered during the setup phase of the source 

image; 
─ identification number of the party ore, it is removed from the file names. 
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Also it is possible to change the interpretation or clarification of the rules by 
transferring them from the SCADA-system. 

It was analyzed the most common languages Python, Ruby, Perl. However, these 
scripting languages have not satisfied the required specification [11-13]. Next, it was 
considered possible solutions to the problem, based on scripting languages by going 
to rule language of embedded scripting languages SCADA-systems. 

Using a scripting language built into SCADA-system, it is convenient that the 
technical staff of enterprises has gained considerable experience in dealing with them, 
which means less time debugging rules interpretation.  

Table 1 shows a comparison of SCADA-systems according the presence of the 
scripting language. For comparison, we have used some common SCADA-system.  

Table 1. Comparison of SCADA-systems according the presence of a scripting language 

Name of  SCADA-
system 

Presence of built 
scripting language 

Name of built scripting language 

Genesis 32 yes Visual Basic for Applications, JScript, 
VBScript 

InTouch yes QuickScripts

Citect yes CiCode, CitectVBA. 

TraceMode yes Control algorithms based on language of 
IEC 61131-3 standard 

MasterSCADA yes Propriety on 150 functions 

iFix yes Visual Basic for Applications 
Advantech Studio yes Propriety on 100 functions 

GeniDAQ yes BasicScript, identical VBA 
WinCC yes Visual Basic for Applications, ANSI-C 

 
Most SCADA-systems support the use of Visual Basic for Applications 6.x. 

Regarding the solution of the problem it is appropriate to use Visual Basic for 
Applications, as it is available in the script editor of leading SCADA-systems, which 
is the reason that the technical staff are well acquainted with the language. 

An important requirement is to ensure the transfer of the results of image 
processing micrographs mineral rocks in SCADA-system with the speed with which 
the act interpreted results of treatment. 

It was considered existing technologies and exchange of data between different 
applications used in process automation OLE for Process Control (OPC) [10], [17], 
[18]. It was analyzed OPC DA, OPC AE, OPC Batch, OPC DX, OPC HDA, OPC 
Security, OPC XML-DA, OPC UA. In all of these (Table 1) SCADA-systems 
standards implemented OPC DA and the vast majority of systems OPC HDA. 

Exchange of information with superior enterprise systems can be implemented by 
standard OPC DA - it should be considered an automated image processing system as 
several pseudo sensors, the number of which is determined by the number of  
image sources. Scheme of interaction between source and receiver data is shown on 
Figure 10. 
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Fig. 10. Scheme of interaction between source and receiver data 

Standard OPC DA implements the transfer of three types of attributes; it is a 
variable, the value and time of receipt of the data.  

Based on the aforementioned arguments, as the basis of information exchange it 
was recommended OPC DA technology. 

4 Conclusion 

It is described the problem of optical microscopy analysis on the mining complex. It 
is determined the requirements for obtaining and analyzing subsystem micrographs. 
The most important of them is the requirement to the camera, the serial processing 
micrographs of various samples of ore analysis program should each segment 
micrograph segmentation method has been proposed, then point of interest must be 
identified as certain minerals, the quality of the segmentation is more significant than 
the processing of a single image, the program should transmit the results of its work 
to the database. 

It is considered tasks of the interpretation results of the analysis to convert the 
results of the image processing in accordance with some specified quality 
requirements. It is analyzed for the interpretation of languages, such as, Python, 
PERL and Ruby. It is considered a variant of the implementation language 
interpretation rules based on the syntax of Visual Basic for Applications as a scripting 
language with a rather simple syntax. Among the possible ways to implement the 
technology options were considered OLE for Process Control (OPC) and CORBA. 

Further research should be focused on the development of methods and algorithms 
by which can be automated solving phase analysis of samples of mineral rocks. In 
order to define a class of algorithms and techniques required to make a list of 
functions "universal" system, which allows automates key tasks of microscopy. Also, 
the system should be implemented data transmission module to higher systems. 
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Similarity Based Cross-Section Segmentation
in Rough Log End Images

Rudolf Schraml and Andreas Uhl

University of Salzburg, Jakob Haringer Str. 2,
5020 Salzburg, Austria

Abstract. This work treats cross-section (CS) segmentation in digital
images of rough wood log ends. Existing CS segmentation approaches
are focused on computed tomography CS images of logs and no approach
and experimental evaluation for digital images has been presented so far.
Segmentation of cross-sections in rough log end images is a prerequisite
for the development of novel log end analysis applications (e.g. biometric
log recognition or automated log grading). We propose a simple and fast
computable similarity-based region growing algorithm for CS segmen-
tation. In our experiments we evaluate different texture features (Local
binary patterns & Intensity histograms) and histogram distances. Results
show that the algorithm achieves the most accurate results in combina-
tion with intensity histograms and the earth movers distance. Generally,
we conclude that for certain applications simple texture features and a
matured distance metric can outperform higher-order texture features
and basic distance metrics.

Keywords: Wood imaging, Cross-section analysis, Cross-section seg-
mentation, Rough log end images.

1 Introduction

In case of digital images of log ends there exist just a few publications which
deal with cross-section (CS) analysis. The works of [1],[2],[3],[4],[5] present ap-
proaches for pith estimation and in [2],[6],[7],[8] annual ring analysis approaches
are proposed. Present CS analysis literature focuses on computed tomography
(CT) cross-section images. Compared to conventional log end images, CT cross-
section images do not exhibit disturbances due to cutting or dirt. Furthermore,
the wood properties are clearly visible and distinguishable. This enables segmen-
tation of the entire CS and of wood properties/ defects using basic thresholding
techniques (literature review see [9]). To our knowledge, no publications related
to cross-section segmentation in digital images of rough log ends were published.
Digital images of rough log ends can be taken at little cost and at almost ev-
ery stage in the wood processing chain. The location, size and shape of the CS
are crucial to perform sophisticated image analysis tasks. Thus, segmentation
is a prerequisite for the development of novel applications (e.g. automated log
grading or biometric traceability of logs - see [10]) using images of rough log

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 614–623, 2014.
c© IFIP International Federation for Information Processing 2014
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end faces. Beneath a high segmentation accuracy, the timing performance of any
segmentation approach is crucial for any real world application.

Basically, a cross-section is built up of an annual ring texture which varies
strongly locally. Variations are caused by the the circular alignment, different
widths, colour features and disturbances of annual rings. Hence, CS segmentation
is a typical task for region-based segmentation approaches which are able to seg-
ment textured regions. State-of-the-art region-based segmentation approaches
are based on graph cuts ([11],[12]), active contours ([13],[14]) or mean shift
([15]) algorithms. In the past two decades manifold publications showed up high
level segmentation algorithms combined with well matured texture features like
Markov-random-field statistics ([16]), Wavelet features ([17],[18]), Gabor filters
([19]) and Fractal features ([20]). Furthermore, there exist many more textural
spectral-temporal features (literature review see [21]) and various new texture
features and extensions were published (e.g. [22], [23], [24], [25]).

Recently, in [26],[27] the region-based active contour approach proposed by
[14] is extended to deal with similarity of adjacent patches which enables seg-
mentation of inhomogeneous textured regions. This approach is applicable to CS
segmentation, but requires a high computational effort. For this first work deal-
ing with CS segmentation we pay attention to the timing performance. Instead
of using active contours we utilize an ease and fast computable region-growing
approach which is based on similarity of adjacent patches. Similarity is assessed
by comparing the histogram distances of texture features. For this purpose two
fast computable features are evaluated as texture features: Intensity- and local
binary pattern (LBP) histograms. The utilized region-growing approach can be
combined with any comparable texture feature.

This work contributes to the development of new CS analysis applications
suggesting a simple, accurate and fast computable approach for CS segmenta-
tion in rough log end images. A testset consisting of 108 different rough log end
images is utilized to perform experiments. Results show that for the utilized
algorithm simple intensity histograms as texture features and the earth movers
distance (EMD) outperform a well-matured texture descriptor - the LBP oper-
ator. Additionally, the experiments examine different settings and parameters
required for the segmentation algorithm.

At first, Section 2 introduces the utilized texture analysis methods. In Section
3 the region-growing based CS segmentation algorithm is outlined. The experi-
mental setup and results are presented in Section 4 followed by the conclusion
in Section 5.

2 Texture Analysis Background

This section summarizes two different texture features and a set of histogram
distances utilized for the CS segmentation algorithm and the experiments.

Intensity Histograms do not extract information about the topology of
the pixels. Generally, histograms of images or image sections are probability
distributions describing the frequency of each color or gray value.
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Local Binary Patterns (LBPs) were introduced by [28]. In counting the
frequency of micro texels in an image or image section, LBPs unify statistical
and structural principles of texture analysis. For each pixel in an image or image
section the local binary pattern is computed by analysing N neighbours in a
circular neighbourhood. The occurrence of each of the 2N possible patterns is
stored into a feature histogram, where each bin represents a single pattern and
its frequency. Additionally to the generic formulation of the LBP operator, the
authors of [29] and [30] introduced uniform, rotation invariant and multi-scale
LBP variations.

Histogram Distances are used as similarity measures between feature his-
tograms of adjacent image sections. Four bin-by-bin distances (L1-Norm - L1,
L2-Norm - L2, Chi-quadrat distance - X2, Hellinger distance - H) and one cross-
bin distance (EMD) are examined. The EMD [31] computes the minimal cost
required to transform one histogram (P) into another (Q). In case of two one-
dimensional probability distribution functions P and Q the EMD is simply given
by the L1 norm between their cumulative distribution functions.

3 Cross-Section Segmentation Algorithm

Our algorithm is inspired by the EMD-region-based level set formulation in
[14],[27] and is adopted to a region growing procedure. The procedure is based
on similarity of adjacent image sections. For this purpose, the image is subdi-
vided into blocks. The block size and the overlapping factor between the blocks
are crucial parameters which strongly influence the segmentation accuracy and
timing performance. Our algorithm is subdivided into three consecutive stages
which are described subsequently.

3.1 Cluster Initialisation

For the selection of seed blocks and the subsequent initialisation of clusters the
position of the pith is utilized. We utilize the suggested algorithm and configura-
tion presented in [5]. This pith estimation algorithm computes local orientations
in the Fourier Spectra of image sections. The pith position is determined by
intersection of the local orientations.

A predefined number of blocks (e.g. 4) which are equally distributed close
around the pith position are selected. Subsequently, for each single seed block
the adjacent neighbours in a four-neighbourhood are added and then initialised
as a single cluster.

Each cluster is initialised by computing three features which describe the
contained texture: mean gray value/variance, mean entropy/variance and mean
intensity histogram or LBP histogram distances between the blocks of the cluster
and the corresponding variance.

3.2 Growing Procedure

The cluster growing procedure starts with the selection of one of the initialised
clusters. Then the four-neighbourhood of each border block is analysed. Only
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neighbours which are not allocated to a cluster are used as candidate blocks.Each
candidate block is compared to the cluster which leads to a decision whether or
not the block is allocated to the cluster.

B3

nb1

nb3

B1 B3

B4

B5

B2

nb2nb2

B6

B7 B8

B9

Cluster features: 

 mean gray value/var

 mean entropy/var

 mean histogram 

     distances/var

 nb2 mean gray value 

 nb2 entropy

 histogram distance 

     B3 to nb2

Decision

Fig. 1. Illustration of the cluster
growing procedure

In Fig. 1 the blocks of a cluster and the
decision making procedure are illustrated. For
the block labelled B3 three candidate blocks
(nb1, nb2, nb3) are available. The final deci-
sion whether one of the candidates (e.g. nb2) is
allocated requires that each of the three com-
parisons satisfies predefined conditions. For ex-
ample, the mean gray value of the block must
range between the cluster mean gray value +/-
its variance. The feature-variances are used to
regulate the restrictiveness of the decision mak-
ing procedure. For this purpose, the variance is
multiplied by a factor ranging from [-2,2]. Pre-
liminary tests showed that other factors are ei-
ther too restrictive or too tolerant for the grow-
ing procedure. If the block is allocated to the
cluster, the cluster features are updated. The
procedure continues with the next border block
until no border block has further candidate blocks that fit to the cluster. Then
the algorithm continues with the next cluster. The cluster-growing algorithm
finishes after all clusters are processed. Finally, the clusters are merged and it is
assumed that the merged cluster represents the area of the CS.

Fig. 2. Cluster initialisa-
tion/growing/merging result
using 16x16 half-overlapping
pixels blocks

An exemplary result is shown in Fig. 2 . It is
clearly visible that the resulting cluster covers the
entire CS. Unfortunately, similar textured CSs in
the background are difficult to distinguish from the
main CS. This problem is visible in the bottom right
of Fig. 2 .

In three consecutive steps the final estimate of
the CS boundary is computed. First, all cluster
blocks which have at least one neighbour that is not
in the cluster are selected (see Fig. 3a). This step
reduces the amount of blocks and all of the blocks
representing parts of the CS boundary still remain.
In the second step, it is assumed that CSs are ap-
proximately elliptical. First, a circle is fitted into
the point cloud of the remaining blocks. Blocks within the circle are removed.
This improves the accuracy of the ellipse fitting procedure. After ellipse fitting
all blocks located outside of the ellipse are removed (see Fig. 3b). In the best
case and especially for elliptical CSs this procedure decreases the probability of
including incorrectly segmented blocks (e.g. caused by neighboured CSs in the
background).
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(a) Select border blocks (b) Fit circle/ ellipse (c) Alpha shape (α =50)

Fig. 3. Cross-section (CS) boundary estimation

Finally, the alpha shape [32] of all remaining blocks is computed. Alpha shapes
are an approach to compute concave hulls and are a generalisation of convex
hulls. They can be tuned by the α parameter. The higher the α value is, the
better the alpha shape approximates the convex hull and details of the boundary
are neglected. The lower the value of α is, the more details are considered. In
contrast, a lower value makes the alpha shape computation vulnerable to large
gaps between the outermost blocks. Finally, the alpha shape (see Fig. 3c) is used
as a final estimate of the CS boundary.

4 Experiments

Three experiments with different configurations are used to assess the general
performance as well as the impact of: Different block sizes and half-overlapping/
non-overlapping blocks, using intensity or LBP histograms as texture features,
different local histogram distances and different variance factors (Vf ) and the
circle/ ellipse fitting step. Additionally, one experiment evaluates the timing
performance.

Testset: 108 (1024x768) circular saw-cut spruce log ends were captured with
a digital camera (Samsung WB2000), without flash and at approximately the
same distance from the log end surface to the camera. The images were converted
to grayscale using equal weighting factors. The accuracy for a certain configu-
ration is evaluated computing the mean segmentation accuracy (Mean) and the
deviation (StDev) across all of the 108 images. R describes the span between
the minimum and the maximum of the computed segmentation accuracies. Ad-
ditionally, the computation time in milliseconds [ms] provides information on
the timing performance. The percentage of difference between the pixels of the

(a) Original image (b) Ground truth mask (c) Computed CS mask

Fig. 4. Segmentation accuracy computation masks
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manually determined ground-truth mask (Fig. 4b) and the computed CS mask
(Fig. 4c) is defined as the segmentation accuracy.

All steps of the CS segmentation algorithm have been implemented in Java
and all experiments have been performed on an Intel Core i7-2620M processor
with 2.7 GHZ and 8 GB RAM, JRE 1.7.

4.1 Experiment #1 - Intensity Histograms

First, the applicability of intensity histograms as texture features for our al-
gorithm is evaluated. Furthermore, block sizes of 16x16 and 32x32, half- and
non-overlapping and all histogram distances noticed in Section 2 are examined.

For the cluster growing procedure each histogram distance is tested with vari-
ance factors (Vf ) in a range between [-2.0,2.0]. For the entropy and mean gray
value comparisons a constant Vf = 1 is used. The circle/ellipse fit step is not per-
formed. The best results for all tested configurations are presented in Table 1. For
three of four configurations the EMD achieves the best segmentation accuracy.
The most accurate results are reached with EMD and 16x16 half-overlapping
pixels blocks (Mean: 5.55, StDev: 3.3). It can be stated that the EMD is a
robust and appropriate histogram distance for all tested configurations.

Table 1. Experiment #1 - Statistical analyisis

Blocksize 16x16
Hd Vf Mean StDev R [ms]

non-overlapping
L1 0.9 7.29 3.74 17.0 312
L2 1.0 7.97 3.4 15.0 310
H 0.9 7.72 4.16 17.0 312
X2 0.6 8.55 4.27 17.0 310

EMD 0.5 6.45 3.41 17.0 304
half-overlapping

L1 −0.5 10.04 5.64 20.0 2135
L2 −0.4 10.52 4.68 20 2175
H −0.3 11.11 5.99 21.0 2278
X2 −0.9 6.71 4.14 19.0 2000

EMD −0.1 5.53 3.3 14.0 1867

Blocksize 32x32
Hd Vf Mean StDev R [ms]

non-overlapping
L1 1.3 10.05 3.46 18.0 258
L2 1.7 11.13 3.87 17.0 261
H 1.0 9.45 3.81 18.0 267
X2 0.6 10.88 4.11 19.0 260

EMD 1.2 9.34 3.49 16.0 262
half-overlapping

L1 −0.3 8.03 3.03 14.0 1103
L2 −0.2 8.44 3.12 15.0 1090
H −0.3 7.13 3.16 14.0 1078
X2 −0.6 8.12 3.05 15.0 1064

EMD 0.4 8.35 3.57 17.0 1043

Results show that smaller block sizes and overlapping blocks increase the seg-
mentation accuracy. Especially for shape estimation, a smaller distance between
the block-center points leads to a refinement and increases the accuracy of the
CS boundary estimation. On the other hand, the amount of blocks is a cru-
cial factor for the timing performance. With an increasing amount of blocks the
timing performance decreases significantly. For example, compare the non- and
half-overlapping timing measurements in Table 1 .

Furthermore, the results show that for non-overlapping blocks lower variance
factors (Vf ) and for half-overlapping blocks higher variance factors are required.
Overlapping and smaller blocks are more similar than larger sized ones which
are not overlapping. Thus, the variance factors for larger sized blocks need to
be higher and consequently less restrictive. Smaller block sizes and overlapping
blocks require lower variance factors and enable a more accurate segmentation.



620 R. Schraml and A. Uhl

4.2 Experiment #2 - LBP Histograms

Table 2. Experiment #2 Statistical
Analysis (no = non-overlapping, ho =
half-overlapping)

LBP histograms
Config. Hd Vf Mean StDev R [ms]

3x3 LBPs
16x16 no L2 0.9 9.85 4.75 20.0 772
32x32 ho L2 −0.2 8.88 3.83 25.0 3273

3x3 uniform LBPs
16x16 ho X2 −0.4 8.57 2.91 14.0 6636
32x32 no L2 0.5 9.66 3.64 14.0 711

3x3 multiscale LBP
16x16 no L2 0.0 9.37 7.31 73 1294
32x32 ho L2 0.3 7.53 3.45 14.0 5084

3x3 multiscale & uniform LBPs
16x16 no L1 0.9 8.89 4.29 16.0 1250
32x32 ho L2 0.1 7.5 3.41 15.0 5206

Second, LBPs are examined as texture
features. For this purpose, equal settings
as in Experiment #1 are utilized. Due
to an improper ordering of the histogram
bins the EMD is not evaluated. Four
different LBP variations (3x3 neighbour-
hood) are evaluated: basic LBPs, uniform
LBPs, multiscale LBPs (three scales - see
[29]) and multiscale & uniform LBPs. In
Table 2 the best results for certain block
settings and LBP variations are shown.

Nearly all of the most accurate results
for a certain configuration are computed
using the L2 norm. Contrary to the first
experiment, smaller blocksizes and over-
lapping blocks do not increase the seg-
mentation accuracy. Due to strongly varying accuracies over all results it is
not possible to draw further conclusions about the impact of the blocksize and
half-/ non-overlapping blocks on the accuracy.

The most accurate result is achieved using the L1 norm and multiscale &
uniform LBPs (L1/ 32x32/ half-overlapping – Mean: 7.53, StDev: 3.41). It is
difficult to conclude that using multiscale LBPs or uniform LBPs instead of
normal 3x3 LBPs improves the segmentation accuracy. However, the two most
accurate results are reached with the LBP extensions and especially with multi-
scale & uniform LBPs.

Results show that the two LBP extensions influence the timing performance
differently. While for uniform LBPs the number of bins in the LBP histogram
decreases, for multiscale LBPs the number of bins increases with each scale.
Consequently, uniform LBPs increase the timing performance and multiscale
LBPs cause a significant deterioration of the timing performance.

The most important conclusion is that the results of the first experiment are
more robust over all configurations and histogram distances. The best results of
the first experiment using intensity histograms remarkable outperform the seg-
mentation accuracies and timing measurements of the second experiment using
LBP histograms.

4.3 Experiment #3 - Circle/Ellipse Fitting

To assess the impact of the circle/ellipse fitting step the best configurations
(Intensity histograms/ EMD/ 16x16 pixels blocks) are recomputed including



Similarity Based Cross-Section Segmentation in Rough Log End Images 621

Table 3. Experiment #3 Circle/ellipse
fitting improvement

Intensity histograms
16x16 Hd Vf Mean StDev R [ms]

no EMD 0.4 5.99 2.83 12.0 610
ho EMD −0.1 5.1 2.85 13.0 2597

circle/ellipse fitting (Table 3). Com-
pared to the corresponding results in
Table 1 the results in Table 3 show
that the circle/ellipse fit step is increas-
ing the segmentation accuracy. Unfor-
tunately, the circle-/ellipse fit approach
is very time consuming.

4.4 Timing Performance Evaluation
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Fig. 5. Timing performance

For evaluation of the timing perfor-
mance, the testset images were scaled
in a range from {0.1, 0.2, ..., 1, ..., 2}
according to the amount of pixels. For
each scale, the segmentation accura-
cies and timings are computed as de-
scribed in Experiment #1 using EMD
and half-overlapping blocks. The most
accurate results for each scale and
blocksize are used to illustrate the
timing performance in Fig. 5.

Compared to 32x32 blocks, with
16x16 blocks the amount of analysed
blocks increases approximately by a factor of 4. Results show, that the timings
for 32x32 blocks increase roughly linearly. The different increase of the 16x16
timings is caused by the Alpha shape computation step which has a complexity
of O(nlogn). In case of 16x16 blocks and larger scales, the number of points used
for Alpha shape computation increases rapidly. Thus, the impact on the timing
performance becomes clearly visible. Finally, it can be stated that an appropriate
selection of the blocksize is crucial for the timing performance and the accuracy
of the CS segmentation algorithm.

5 Conclusion

We proposed a similarity-based region growing algorithm which is suitable for
segmentation of CS in images of rough log end faces. In combination with in-
tensity histograms as texture features and the EMD as histogram distance our
algorithm is fast, accurate and robust.

Surprisingly, LBP histograms as texture features achieve less accurate and
very irregular results. Additionally, the timing performance decreases remark-
able. These observations lead to an interesting conclusion. For particular seg-
mentation applications, simple texture features and a more sophisticated simi-
larity measure can outperform matured texture features and a simple similarity
measure.
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The experimental evaluation of our work forms a solid basis for further re-
search on CS segmentation. In our future research further segmentation tech-
niques will be evaluated based on their accuracy and timing performance. Apart
from the computational effort, active contour approaches as presented by [27]
are of interest because they are probably more robust to similar textured cross-
sections in the background.
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Abstract. The paper presents a metric for visual security evaluation of
encrypted images based on object recognition using the Scale Invariant
Feature Transform (SIFT). The metrics’ behavior is demonstrated using
three different encryption methods and its performance is compared to
that of the PSNR, SSIM and Local Feature Based Visual Security Metric
(LFBVSM). Superior correspondance to human perception and better
responsiveness to subtle changes in visual security are observed for the
new metric.

1 Introduction

Today a number of (format compliant) image encryption techniques exist which
allow the encrypted content to be decoded and viewed. To determine the level
of security offered by these techniques it is not enough to simply evaluate the
cryptographic strength of the encryption cipher used.

For some methods the decoded encrypted image is a low quality version of
the original image and certain image features can still be recognised. So beside
evaluating the encryption cipher also the visual security of the result has to be
assessed. In this context we need to deal with the remaining image quality left
behind by the encryption process and the recognizability and intelligibility of
the encrypted image content.

In order to be able to discuss the exact notion of visual security, we need to
distinguish distinct application scenarios of media encryption schemes [1]:

Confidentiality Encryption: Means MP security (mes- sage privacy). The
formal notion is that if a system is MP- secure an attacker cannot efficiently
compute any property of the plain text from the cipher text. This can only be
achieved by the conventional encryption approach, i.e. applying a cryptograph-
ically strong cipher to compressed (redundancy-free) image data.

Content Confidentiality: Is a relaxation of confidential encryption. Side chan-
nel information may be reconstructed or left in plaintext, e.g. header information,
packet length, but the actual visual content must be secure in the sense that the
image content must not be intelligible / discernible.

Sufficient Encryption: Means we do not require full security, just enough
security to prevent abuse of the data. The content must not be consumable due

L. Iliadis et al. (Eds.): AIAI 2014, IFIP AICT 436, pp. 624–633, 2014.
c© IFIP International Federation for Information Processing 2014
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to high distortion (e.g. for DRM systems) by destroying visual quality to a degree
which prevents a pleasant viewing experience or destroys the commercial value.
This implicitly refers to message quality security (MQ), which requires that an
adversary cannot reconstruct a higher quality version of the encrypted material
than specified for the application scenario.

Given these different application scenarios it is clear that depending on the
goal, a security metric has to fulfill dif- ferent roles. For example, under the
assumption of sufficient encryption a given security metric would have to evaluate
which quality is low enough to prevent a pleasant viewing experience.

When it comes to content confidentiality the question of quality is no longer
applicable. Content confidentiality requires that image content must not be iden-
tified by human or automated recongnition. This requirement also has to be
maintained for any part of the image. Image metrics, in general, do not deal with
such questions but rate the overall image quality, the question of intelligibility
is usually not covered at all. Thus, it seems to be clear that a general purpose
metric covering all application scenarios is probably very hard or impossible to
design.

Additionally we have to face the fact that different encryption methods in-
troduce different kind of distortions. While some methods shift and morph the
images (i.e. chaotic encryption which is mainly based on permutations) others
introduce noise and noise like patterns. An ideal metric for assessment of visual
security has to be able to deal with those different kind of distortions.

To evaluate the visual security of an encrypted image in an objective man-
ner, often the Peak Signal to Noise Ratio (PSNR) or the Structural Similarity
(SSIM) Index are used. Despite the fact that both originally have been devel-
oped for image quality assessment, they have also been used for the assessment
of encrypted images [2,3,4,5].

Also several attempts have been made to develop a metric specifically for the
task of visual security assessment. One popular example is the Local Feature
Based Visual Security Metric (LFBVSM [6]), which compares corresponding
image regions of the cipher and plain images by their luminance and contour
information to evaluate the visual security of an encrypted image. Also further
dedicated metrics for visual security evaluation have been proposed (e.g. [7,8,9]).

While there exist particular image encryption techniques for which PSNR,
SSIM, and LFBVSM do a reasonable job to rate the visual security of a ciphered
image, for many encryption methods these metrics tend to have troubles in the
correct assessment of visual security in correspondence to visual perception (as
we shall see in the experiments).

Since most of these metrics compare the plain and the cipher images pixel by
pixel or region by region (fundamental principles of the Human Vision System
(HVS) in terms of luminance and edge perception are considered) a warped image
may still be recognisable while the metric rates the image as secure due to large
dissimilarities in terms of pixel or local region differences. Also, noise patterns
tend to decrease the score rater quickly but leave the content of the image still
intelligible. Thus, answering the question if an encryption of this type results in
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a content confidential image, i.e. an image without any intelligible content, can
become quite challenging with those metrics.

In this paper, we aim to apply object recognition methods to design a metric
for visual security assessment in order to tackle the issue of content recognition
and intelligibility in a more appropriate manner. The basic idea of the metric
presented is to compare the recognizability of objects found in a reference and
a cipher image instead of measuring image quality as such.

In particular, we propose to employ the Scale Invariant Feature Transform
(SIFT) [10] for object recognition in ciphered images. Therefore, the metric is
termed “Scale Invariant Feature Transform Similarity Score” (SIFTSS).

The paper is divided into four parts. First a description of the SIFTSS is given,
followed by a description of the encryption methods used to test the metrics
performance. Then the results of the experiments are presented and finally they
are discussed in the last section of the paper.

2 SIFT Similarity Score

The SIFT algorithm derives a set of key-points for each image. Each key-point is
associated with a descriptor vector (edge histograms). The images are compared
using these key-points, i.e. all key-points of the target (ciphered) image are com-
pared to the key-points found in the reference (original) image. The matching
process compares the Euclidian distances between descriptor vectors of the refer-
ence key-points and the target key-points. A search for the minimum Euclidian
distance between their descriptor vectors is carried out.

To improve matching performance, a validity check is performed. The mini-
mum distance found is multiplied by the value of 1.5 and again compared to the
set of distances. If the multiplied distance is still smaller than all other distances,
the key-point pair involved is considered a match. The check ensures that the
match of the key-points is distinctive or dominant in comparison to all other
possible matches.

For the implementation of the metric the VLFeat.org 1 implementation of the
SIFT algorithm was used. The matching process returns an array of matching
image key-points along with their corresponding Euclidian distances, measured
between their descriptor vectors. The number of matched key-points as well
as the average Euclidian distance of the edge histograms is used to derive a
matching score.

In the formula

SIFTSS(A,B) =

(
dim(m)

min(nA, nB)

) µm

|m|2 (1)

the calculation of the SIFTSS between the images A and B is shown, where m
is a vector containing a list of the Euclidian distances of the matched key-points
between A and B, and nA,nB is the total number of key-points found in each

1 http://www.vlfeat.org

http://www.vlfeat.org
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of the two images. The number of matched key-points dim(m) is divided by the
maximum number of possible matches, and thus mapped into the interval [0 : 1].
The term is then taken to the power of the average Euclidian distance µm divided
by the L2-Norm of m. This also maps the exponent into the interval [0 : 1].
Consequently, while an increasing number of matched key-points increases the
score, large Euclidian distances decrease it. Since the SIFT matching process is
not commutative and returns different values when matching imageA to imageB

than when matching imageB to imageA the algorithm calculates both directions
and averages the result to restore symmetry.

In Listing 1.1 a pseudo code for calculating the SIFTSS is shown.

Listing 1.1. The calculation of the SIFTSS
1 [ matchScoresA ] = SIFTmatch( imageA , imageB) ;
2 [ matchScoresB ] = SIFTmatch( imageB , imageA) ;
3
4 matchCountA = length ( matchScoresA ) ;
5 matchCountB = length ( matchScoresB ) ;
6
7 i f (matchCountA == 0 | | matchCountB == 0)
8 return 0
9 e lse

10 normA = Norm(matchScoresA ) ;
11 normB = Norm(matchScoresB ) ;
12 i f (normA == 0 | | normB == 0) then
13 return 0
14 e lse
15 normA = Norm( matchScoresA ) ;
16 normB = Norm( matchScoresB ) ;
17 i f [ normA == 0 | | normB == 0 ] then ;
18 return 1 ;
19 e lse
20 meanEucl idianDistanceA = mean( matchScoresA /normA) ;
21 meanEucl idianDistanceB = mean( matchScoresB/normB) ;
22
23 keyPointsOfA = getNumberOfKeypoints( imageA) ;
24 keyPointsOfB = getNumberOfKeypoints( imageB) ;
25
26 matchScoreA = matchCountA / min( keyPointsOfA , keyPointsOfB ) ;
27 matchScoreA = power (matchScoreA , meanEucl idianDistanceA) ;
28
29 matchScoreB = matchCountB / min( keyPointsOfA , keyPointsOfB ) ;
30 matchScoreB = power (matchScoreB , meanEucl idianDistanceB) ;
31
32 matchScore = (matchScoreA + matchScoreB ) /2
33
34 return matchScore ;
35
36 end
37 end
38 end

The range of SIFTSS values is between 0 and 1 where scores close to 0 signify
a better visual security and 1 indicates identical images.

3 Experimental Settings

To give an overview of the metrics performance three case studies using differ-
ent encryption methods have been selected and will be briefly described below.
To establish a standard of comparison these cases are also evaluated using the
PSNR, SSIM and LFBVSM. For the experiments the images of the Kodak Loss-
less True Color Image Suite2 where cropped into a square format (which is
required for Arnolds’s Cat Map encryption), and scaled down to 150× 150 pix-
els. Metrics results are averaged for this data set, all images have been encrypted
using individual random encryption keys.

2 http://r0k.us/graphics/kodak/

http://r0k.us/graphics/kodak/
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The first encryption approach uses Arnold’s Cat Map, a chaotic map, for
image encryption [11,12]. This type of encryption uses warp and shift operations
for rendering the image unintelligible. The map works on an image of size NxN
and is defined by the formula

(
xk+1

yk+1

)
= C(xk, yk) =

(
1 b
a ab + 1

)
∗
(
xk

yk

)
mod N (2)

where (xk, yk) satisfying 0 ≤ xk, yk < N are the positions of the pixels in the
original (square) image area while (xk+1, yk+1) is the position of the pixel in the
target image, k is the number of the current iteration and 0 ≤ a, b < N , a, b ∈ N

are the control parameters of the function used as key.
In each iteration the image is warped, cut and transformed back into its

squared shape rendering the image more and more random. The operation has
the property of a torus restoring the image after a discrete number of iterations.
A visual explanation of a single iteration step is shown in Figure 1.

→ →

Fig. 1. Arnold’s cat map in pictures

The iteration stages evaluated in the experiment were 0, 1, 3, 132, 155, 157,
200, 211, 250, 275, 299 and 300. In Figure 2 one of the encrypted images can be
seen in all investigated iteration stages.

Fig. 2. Image transformed with Arnold’s cat map (iterations ordered from left to right
and top to bottom)

The second encryption method is integrated into the JPEG XR compression
standard [13]. It is suggested to encrypt the DC coefficients using Random Level
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Shifts (RLS), i.e. to alter the value of the DC coefficients by adding or subtracting
random numbers which are derived from a key. To increase the impact of the
encryption method on visual security we have recently suggested to apply RLS
to all coefficients of a transform block, not only to its DC coefficient [1].

This encryption method introduces noise into the image and the impact on
image perception can be seamlessly adjusted from low to high by setting the
maximum allowed shift value accordingly. In Figure 3 sample images for increas-
ing maximum shift values can be seen.

Fig. 3. RLS encryption using increasing maximum shift values (values from left to
right: 80, 160, 280, 480, 800, 2000)

The third encryption method used for SIFTSS evaluation is the permutation
of the coefficients’ scan order in a JPEG XR code stream. This method has first
been discussed for the JPEG standard [14] and was later proposed to be used
for encrypting the LP frequency band of JPEG XR encoded images [15].

In JPEG XR the coefficients are grouped into three frequency bands, the
DC-, the Lowpass- (LP) and Highpass (HP) band. In the experiment only the
coefficients of the LP and HP band are subject to the permutation process [1].
Swapping of coefficients across frequency bands is not carried out.

As a result there are six possible encryption settings. For each of the two
storage modes (spatial and frequency storage mode), the encryption of the LP,
of the HP and of both frequency bands can be selected. Sample images for each
encryption mode can be found in Figure 4.

To establish a subjective order in terms of visual security the images in Figure
4 are ordered from left (low security) to right (high security). Corresponding
settings are: Spatial store mode and HP band encryption, Frequency store mode
and HP band encryption, spatial store mode and LP band encryption, spatial
store mode LP+HP band encryption, frequency store mode LP band encryption
and frequency store mode LP+HP band encryption.

Fig. 4. Lena image scrambling using coefficient scan order permutation
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4 Experimental Results

The objective image metrics return values for the first experiment using Arnold’s
Cat Map can be seen in Figure 5.
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Fig. 5. Averaged return values for Arnold’s Cat Map encrypted Kodak Image Database
images

The desired behavior of a metric evaluating this set of images would be an
indication of content intelligibility for iteration stages 1, 200 and 299 and a
contraindication for all others (stages 0 and 300 set aside). Subjectively, these
iteration stages do show some resemblance of the original image (see Figure 2).

The SIFTSS indeed shows the desired behaviour for the suspected iterationstages
1, 200 and 299. Interestingly, also the SSIM indicates intelligibility for these stages.
The PSNR and the LFBVSM do not show exactly the desired behavior. Notice that
no values for iteration stage 0 and 300 are plotted in Figure 5 since the metric re-
turns∞ for identical images. Both metrics indicate some intelligibility for iteration
stage 200 when comparing the return values for this stage with iteration stages 3
to 275. However, they fail to indicate it for iteration stage 1 and 299 which show
similar values as for all other iteration stages.

The reason why iteration stage 1 and 299 is handled well by the SSIM may be
explained with the fact that most pixels are still neighbouring each other in these
stages. Certain image regions are not moved far from their original position (bot-
tom left and top right corner of the image) and additionally certain regions show the
same structure after the operation (e.g. an area showing clear blue sky is replaced
with clear blue sky during warping). The SSIM metric uses a sliding window ap-
proach assigning each pixel of the image (the pixel aligned to the center pixel of the
window) a similarity score derived from the area covered from the window. Also the
metric uses mainly mean luminance and variance to describe the local structure in-
formation but ignores edge orientation and magnitude information which becomes
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disturbed during the warp operation. The LFBVSM metric however, which also
compares image regions, uses edge orientation and magnitiude information con-
trasting to SSIM. This is probably the reason why the LFBVSM does not indicate
intelligibility for those two iteration stages and SSIM does.
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Fig. 6. Averaged return values for RLS encrypted Kodak Image Database images

The objective image metrics averaged return values for the RLS encrypted
Kodak Image Database images can be seen in Figure 6. The PSNR, SSIM and
LFBVSM values exhibit a steep drop when increasing the maximum shift level
from 0 to 300. After reaching a maximum shift value of 300 their slopes flat-
ten out. As can be seen in Figure 3, this behaviour does not correspond well
with visual perception where a gradual worsening of image quality and content
intelligibility is observed across the entire range of considered shift values.

The SIFTSS on the other hand shows a much less steep drop in its return
values when increasing the maximum shift level and flattens out at a much later
stage as compared to the other metrics. In the area of a maximum shift value
from 500 to 2000 the SIFTSS is still tributing the changes in visual security with
much more distinct return values than the other metrics do.

Finally, the objective image metrics’ averaged return values for the Coefficient
Scan Order Permutation encrypted Kodak Image Database images are shown in
Figure 7. The SIFTSS values suggest an ordering with respect to visual security
which corresponds to the subjective one shown in Figure 4. Contrasting to that,
the return values of the PSRN, SSIM, and LFBVSM do not at all correspond
to this ordering of the images. These metrics attest HP encrypted images in
spatial store mode a better visual security than images which have an encrypted
LP band (also in spatial store mode) which is found in the middle of the plot.
Notice that the LFBVSM shows a valley or dent instead of a peak because the
metric uses an inverted scale.
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5 Conclusion

We have found that overall, SIFTSS is well suited to assess visual security and
its ratings correspond well to subjective perception. In particular, for the three
encryption techniques considered, SIFTSS clearly outperforms PSNR, SSIM, and
LFBVSM in terms of correspondence to human perception and responsiveness
to subtle changes in visual security.

On major drawback of SIFTSS is the computational effort required by the
metric. Due to the complexity of the SIFT algorithm itself the metric is signifi-
cantly more demanding as compared to PSNR and SSIM.

The behaviour of SIFTSS might be further improved by extracting additional
characteristics from the area around each matched key-point, for example by
including the mean luminance and deviation of the subregions around the key-
point. These options have not been investigated so far and remain as a suggestion
for future work.
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Garćıa-Orellana, Carlos J. 276
Georgakopoulos, Spiros 375
Georgoulas, Nikolaos 447
Ghaleb, Esam 214
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Hájek, Petr 29
Hänninen, Pekka 436
Hatzilygeroudis, Ioannis 101, 236
Heikkonen, Jukka 436
Hynek, Josef 317
Hyvönen, Eija 436

Iglesias, José Antonio 307
Iliadis, Lazaros 424
Ioannou, Charalampos 70
Iqbal, Rahat 162

Jayne, Chrisina 162
Jenisch, Stefan 624
Jensen, Søren Holdt 50
Jeon, Seonggyu 519
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