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Preface

Astrophysical plasmas are magnetized and turbulent and this presents a serious
challenge for studying such a media. For decades turbulent astrophysical magnetic
fields were completely enigmatic and this was constraining the progress in under-
standing key astrophysical processes. In particular, in diffuse media, the processes of
cosmic ray propagation, heat transport, formation of a variety of density structures,
filaments, molecular clouds, etc. were treated using poorly constrained values of
magnetic fields and somewhat ad hoc models of magnetic turbulence. The essential
processes related to magnetic fields, for instance, the ability of magnetic fields
to change their topology, i.e. magnetic reconnection, were hotly debated with the
estimates of the rates used by different researchers varying by many orders of
magnitude.

A substantial progress has been made in the field of magnetic fields in diffuse
media in the last decade. The new observations allowed to map magnetic fields
with higher precision, which affected substantially our understanding of the role
of magnetic fields in the interstellar medium and intracluster medium. With better
computational abilities it became possible to test and reject theories of key processes
in magnetized media. In particular, essential progress has been achieved in under-
standing the origin and evolution of magnetic fields, in the theory of magnetic field
generation, in the physics of magnetic reconnection, acceleration and propagation
of cosmic rays in turbulent magnetized media.

Recent research reveals strong synergy between different branches of research
of magnetized media. For instance, in some cases, high resolution observation
available for interstellar medium makes it an important testing ground for theories
related to magnetic fields. These theories can then be applied to a wide variety of
magnetic phenomena related to physics of magnetic phenomena in compact sources,
gamma ray bursts, stellar activity, galaxies, galaxy clusters, etc.

This volume presents the current knowledge of magnetic fields in diffuse astro-
physical media. Starting with an overview of twenty-first century instrumentation to
observe astrophysical magnetic fields, the chapters cover observational techniques,
origin of magnetic fields, magnetic turbulence, basic processes in magnetized fluids,
the role of magnetic fields for cosmic rays, in the interstellar medium and for star
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formation. Written by a group of leading experts the book represents an excellent
overview of the field. Non-specialists will find sufficient background to enter the
field and to be able to appreciate the state of the art.

Madison, WI, USA Alexander Lazarian
São Paulo, SP, Brazil Elisabete M. de Gouveia Dal Pino
May 2014 Claudio Melioli
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Chapter 1
Future Observations of Cosmic Magnetic Fields
with LOFAR, SKA and Its Precursors

Rainer Beck

Abstract Polarization observations with the forthcoming large radio telescopes
will open a new era in the observation of magnetic fields and should help to
understand their origin. Low-frequency radio synchrotron emission from the Milky
Way, galaxies and galaxy clusters, observed with the new Low Frequency Array
(LOFAR) and the planned Square Kilometre Array (SKA), traces low-energy
cosmic ray electrons and allows us to map the structure of weak magnetic fields
in the outer regions and halos of galaxies, in halos and relics of clusters and in
the Milky Way. Polarization at higher frequencies (1–10 GHz), to be observed with
the SKA and its precursors Australia SKA Pathfinder (ASKAP) and the South
African MeerKAT telescopes, will trace magnetic fields in the disks and central
regions of galaxies and in cluster relics in unprecedented detail. All-sky surveys of
Faraday rotation measures towards a dense grid of polarized background sources
with ASKAP (project POSSUM) and the SKA are dedicated to measure magnetic
fields in intervening galaxies, clusters and intergalactic filaments, and will be used
to model the overall structure and strength of magnetic fields in the Milky Way.
Cosmic magnetism is “key science” for LOFAR, ASKAP and the SKA.

1.1 Prospects of Future Magnetic Field Observations

1.1.1 Diffuse Polarized Emission

Synchrotron radiation and Faraday rotation (see also Chap. 3) revealed magnetic
fields in our Milky Way, nearby spiral galaxies and in galaxy clusters (see also
Chaps.18 and 20), while little is known about magnetic fields in the intergalactic
medium. Furthermore, the origin and evolution of galactic magnetic fields are
still mostly unknown. The next-generation radio telescopes will widen the range
of observable magnetic phenomena. SKA (Sect. 1.4) and its precursor telescopes
ASKAP and MeerKAT (Sect. 1.5) will measure diffuse synchrotron emission from
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the Milky Way, nearby galaxies and nearby clusters of galaxies. As Faraday
depolarization increases towards lower frequencies, polarized emission can hardly
be detected from the star-forming disks of galaxies at frequencies below about
300 MHz (Arshakian et al. 2011). On the other hand, polarized and unpolarized
synchrotron emission at low frequencies should be observable from aging, low-
energy electrons that have propagated far away from their places of origin. Hence,
LOFAR (Sect. 1.3) is a suitable instrument to search for weak magnetic fields in
outer galaxy disks, galaxy halos and halos of galaxy clusters (Anderson et al. 2012).
“Relics” in galaxy clusters, probably signatures of huge shock fronts, have steep
radio spectra and may become prominent in LOFAR’s frequency range (Brunetti
et al. 2008).

Deep high-resolution observations at high frequencies, where Faraday effects
are small, require a major increase in sensitivity of continuum observations, which
can be achieved by the SKA. In this way the detailed structure of the magnetic
fields in the ISM of galaxies, in galaxy halos, cluster halos and cluster relics can be
observed and the magnetic power spectra measured (Vogt and Enßlin 2005). Direct
insight into the interaction between gas and magnetic fields in these objects will
become possible. The SKA will also allow measurement of the Zeeman effect of
weak magnetic fields in the Milky Way and in nearby galaxies.

Detection of polarized emission from distant, unresolved galaxies can reveal
large-scale ordered fields (Stil et al. 2009), to be compared with the predictions
of dynamo theory (Arshakian et al. 2009). The SKA should be able to detect Milky-
Way type galaxies out to z � 1:5 (Fig. 1.1) and their polarized emission out to
z � 0:5 (assuming 10 % polarization). Cluster “relics” are highly polarized (van
Weeren et al. 2010) and will be detectable at large redshifts.

Bright starburst galaxies are not expected to host ordered fields. Unpolarized
synchrotron emission from starburst galaxies, signature of turbulent magnetic fields,
should be detected with the SKA out to large redshifts, depending on luminosity
and magnetic field strength (Fig. 1.1), and from cluster halos. However, for fields

Fig. 1.1 Total synchrotron
emission of galaxies at
1.4 GHz as a function of
redshift z and magnetic field
strength B , and the 5�
detection limits for 10 and
100 h integration time with
the SKA (Murphy 2009)
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weaker than 3.25�G .1C z/2, energy loss of cosmic-ray electrons is dominated by
the inverse Compton effect with CMB photons, so that the energy appears mostly
in X-rays, not in the radio range. On the other hand, for strong fields the energy
range of the electrons emitting at a 1.4 GHz drops to low energies, where ionization
and bremsstrahlung losses become dominant (Murphy 2009). In summary, the mere
detection of synchrotron emission of galaxies at high redshifts would constrain the
range of allowed magnetic field strengths.

1.1.2 Rotation Measure Grids

Faraday rotation is another powerful tool to detect cosmic magnetic fields. The
Faraday rotation angle �� of the polarization plane is proportional to the Faraday
depth (FD), defined as the line-of-sight integral over the product of the plasma
density and the strength of the field component along the line of sight. If the rotating
region is located in front of the emitting region (Faraday screen), RM and FD
are identical. Multiple emitting and rotating regions located along the line of sight
generate a spectrum of FD components. In such cases, RM Synthesis is needed
(Sect. 1.2 and Chap. 3).

If diffuse polarized emission is too weak to be detected, the method of RM
grids towards background QSOs can still be applied and allows us to determine the
field strength and pattern in the intervening objects, such as distant spiral galaxies,
clusters and intergalactic filaments. Because the Faraday rotation angle increases
with the square of wavelength, low frequencies are also ideal to search for small
Faraday rotation measures from weak interstellar and intergalactic fields.

This method can be applied to distances of very distant QSOs (z ' 5). Regular
fields of several �G strength were already detected in distant, intervening galaxies
(Bernet et al. 2008, 2013; Kronberg et al. 2008). Mean-field dynamo theory predicts
RMs from evolving regular fields with increasing coherence scale at z � 3

(Arshakian et al. 2009). A reliable model for the field structure of nearby galaxies,
cluster halos and cluster relics needs RM values from a large number of polarized
background sources, hence large sensitivity and high survey speed (Krause et al.
2009). As the observed RM values are reduced by the redshift dilution factor of
.1C z/�2, high precision of RM measurements is required (Sect. 1.2).

The POSSUM all-sky survey at 1.1–1.4 GHz with the ASKAP telescope
(Sect. 1.5) with about 30 deg2 field of view is expected to measure about 100 RMs
of extragalactic sources per square degree within 10 h integration time.

The SKA Magnetism Key Science Project plans to observe a wide-field survey
(at least 104 deg2) around 1 GHz with 1 h integration per field which should detect
sources of 0.5–1�Jy flux density and measure at least 1500 RMs deg�2, or a total
of at least 1:5 � 107 RMs from compact polarized extragalactic sources at a mean
spacing of ' 9000 (Gaensler et al. 2004). This survey will be used to model the
structure and strength of the magnetic fields in the Milky Way, in intervening
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Fig. 1.2 Simulation of RMs towards background sources (white points) in the region of M 31
observable with the SKA within 1 h. Optical emission from M 31 is shown in red, diffuse radio
continuum intensity in blue and diffuse polarized intensity in green (from Gaensler, priv. comm.)

galaxies and clusters and in the intergalactic medium (Beck and Gaensler 2004).
More than 10,000 RM values are expected in the area of the galaxy M 31 and will
allow the detailed reconstruction of the 3-D field structure (Fig. 1.2). Simple patterns
of regular fields can be recognized out to distances of about 100 Mpc (Stepanov et al.
2008) where the polarized emission is far too low to be mapped. The evolution of
field strength in cluster halos can be measured by the RM grid method to redshifts
of about one (Krause et al. 2009).

1.1.3 Magnetic Fields of the Milky Way

LOFAR will detect almost all pulsars within 2 kpc of the Sun and discover about
1,000 new nearby pulsars, especially at high latitudes (van Leeuwen and Stappers
2010). Most of these are expected to emit strong, linearly polarized signals at low
frequencies. This should allows us to measure their RMs and to derive the Milky
Way’s magnetic field structure near to the Sun. The SKA pulsar survey should find
about 20,000 new pulsars which will mostly be polarized and reveal RMs (Fig. 1.3),
suited to map the Milky Way’s magnetic field with even higher precision.

The SKA and its precursor telescopes will also map out magnetic fields in gas
clouds, HII regions, planetary nebulae and supernova remnants, in the Milky Way,
via the Zeeman effect, polarized emission and Faraday rotation.

1.1.4 Intergalactic Filaments

If the filaments of the local Cosmic Web outside clusters contain a magnetic field
(Ryu et al. 2008), possibly enhanced by IGM shocks, we hope to detect this field by
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Fig. 1.3 Known pulsars in
the Milky Way (red) and
pulsars expected with the
SKA (black). Simulation:
Michael Kramer, MPIfR
Bonn

direct observation of its total synchrotron emission (Keshet et al. 2004) and possibly
its polarization, or by Faraday rotation towards background sources. For fields of
�10�8–10�7 G with 1 Mpc coherence length and ne � 10�5 cm�3 electron density,
Faraday rotation measures between 0.1 and 1 rad m�2 are expected which will be
challenging to detect even with LOFAR. Promising is a statistical analysis like the
measurement of the power spectrum of the magnetic field of the Cosmic Web (Kolatt
1998) or the cross-correlation with other large-scale structure indicators like the
galaxy density field (Stasyszyn et al. 2010).

If an overall IGM field with a coherence length of a few Mpc existed in the early
Universe and its strength varied proportional to .1C z/2, its signature may become
evident at redshifts of z > 3. Averaging over a large number of RMs is required to
unravel the IGM signal. The goal is to detect an IGM magnetic field of 0.1 nG, which
needs an RM density of � 1;000 sources deg�2 (Kolatt 1998), achievable with the
SKA. Detection of a general IGM field, or placing stringent upper limits on it, would
provide powerful observational constraints on the origin of cosmic magnetism.

1.2 Faraday Rotation Measure Synthesis

Modern radio telescopes are equipped with digital correlators that allow us to record
a large number of spectral channels. While radio spectroscopy in total intensity
is well-developed, the possibilities of spectropolarimetry in radio continuum have
been explored for only a few years. The fundamentals were presented by Burn
(1966), the first application to multi-channel polarization data (data cubes) by
Brentjens et al. (2005). If the medium has a relatively simple structure, the 3-
D structure of the magnetized interstellar medium can be determined (Faraday
tomography).
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Faraday Rotation Measure Synthesis (“RM Synthesis”) Fourier-transforms the
observed polarized intensity the “Faraday dispersion into function” or, in short, the
“Faraday spectrum” F.�/, which is the (complex-valued) polarized intensity spec-
trum as a function of “Faraday depth” � (see Chap. 3). As in classical spectroscopy,
the interpretation of this spectrum is not straightforward. In particular, there is no
simple relation between Faraday depth and geometrical depth. Furthermore, the
Faraday spectrum suffers from sidelobes of the main components caused by limited
coverage of the wavelength space.

RM Synthesis is characterized by four basic parameters (Beck et al. 2012;
Brentjens et al. 2005):

• The resolution ı� in Faraday space, which is inversely proportional to the
coverage��2 in wavelength (�2) space;

• the maximum observable j�maxj of point-like sources in Faraday space, which is
inversely proportional to the width of a single frequency channel;

• the maximum width j��maxj of extended structures in Faraday space (Faraday-
rotating and synchrotron-emitting regions), which is inversely proportional to the
square of the minimum observation wavelength. Wide-band observations at long
wavelengths yield high resolution in Faraday space but cannot detect extended
structures;

• the ratio of maximum to minimum wavelengths which is crucial to recognize a
range of different scales in Faraday space.

Table 1.1 summarizes the properties of the present-day and future radio tele-
scopes. The highest resolution in Faraday space (largest��2) and hence the highest
precision to measure FD components is achieved by LOFAR and SKA, while

Table 1.1 Spectral ranges of various radio telescopes and parameters crucial for RM synthesis

Telescope � (m) ��2 (m2) jı�j (rad/m2) j��maxj (rad/m2) .�max=�min/
2

LOFAR highband 1.25–2.73 5.9 0.59 2.8 4.8

Westerbork (WSRT) 0.17–0.23

(Netherlands) C 0.77–0.97 0.91a 3.8 110 33

GMRT 0.21–0.30

(India) C 0.47–0.52

C 0.87–0.98 0.92a 3.8 71 22

DRAO, Parkes, Effelsberg 0.17–0.23

(GMIMS survey) C 0.33–1.0 0.97 3.6 110 35

Parkes (S-PASS survey) 0.12–0.14 0.004 870 220 1.4

Arecibo (GALFACTS) 0.20–0.24 0.021 165 79 1.4

JVLA (USA) 0.025–0.30 0.089 39 5,000 144

ATCA (Australia) 0.03–0.27 0.072 48 3,500 81

ASKAP (POSSUM) 0.21–0.27 0.026 130 71 1.6

SKA 0.021–6 36 0.10 7,100 82,000
aHigh sidelobes in Faraday spectrum expected owing to the large gaps in wavelength coverage
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Australia Telescope Compact Array (ATCA), Jansky VLA (JLVA) and SKA provide
the largest range of scales in Faraday space (largest .�max=�min/

2). Until the SKA,
the ideal “Faraday telescope”, becomes operational, data from telescopes operating
in different frequency ranges should be combined to obtain an excellent frequency
coverage and hence allow high-precision investigations of cosmic magnetism.

1.3 Low Frequency Array

The meter-wave radio telescope LOFAR (Low Frequency Array), designed by
ASTRON, the Netherlands Institute for Radio Astronomy, is the largest connected
radio telescope ever built (van Haarlem et al. 2013). LOFAR is a software telescope
with no moving parts, steered solely by electronic phase delays. It has a large field
of view and can observe towards several directions simultaneously. LOFAR is an
interferometric array using about 20,000 small antennas of two different designs,
one for the wavelength range 10–80 MHz (“lowband”) and one for 110–240 MHz
(“highband”). The antennas are aggregated in at least 49 stations with baselines up
to more than 1,000 km across Europe. Forty of these stations are distributed across
the Netherlands, six stations in Germany, one each in Great Britain, France and
Sweden, which are jointly operated as the International LOFAR Telescope (ILT).
Another three stations are planned in Poland and further stations may be built in
other European countries. The core stations are located about 3 km north of the
village of Exloo in the Netherlands (Fig. 1.4). The total effective collecting area is up
to approximately 300,000 m2, depending on frequency and antenna configuration.
The angular resolution is between 200 (at 240 MHz) and 3000 (at 15 MHz) for the

Fig. 1.4 The LOFAR core near Exloo/Netherlands (photo: ASTRON)
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Fig. 1.5 International LOFAR station near Tautenburg/Germany. Left: dense array of dipole
“tiles” for frequencies of 110–240 MHz, right: sparse dipole array for 10–80 MHz; top: optical
Schmidt telescope (copyright: Michael Pluto, Thüringer Landessternwarte)

Dutch stations (up to about 100 km baselines) and can further be improved by
about 10x if the international baselines are included (Fig. 1.5). Digital beam forming
allows observation towards several directions simultaneously. The data processing is
performed by a supercomputer situated at the University of Groningen/Netherlands.

The sensitivities and spatial resolutions attainable with LOFAR will allow several
fundamental new studies:

• Search for the signature of the reionization of neutral hydrogen in the distant
Universe (6 < z < 10), making use of the shift of the 21 cm line into the LOFAR
observing window;

• detect the most distant massive galaxies and study the processes of formation of
the earliest structures in the Universe: galaxies, galaxy clusters and active galactic
nuclei;

• discover about 1,000 new pulsars within a few kiloparsecs from the Sun;
• detect flashes of low-frequency radiation from pulsars and short-lived transient

events produced by events such as stellar mergers or black hole accretion, and
search for bursts from Jupiter-like extrasolar planets;

• detect ultra-high energy cosmic rays entering the Earth’s atmosphere;
• detect coronal mass ejections from the sun and provide large-scale maps of the

solar wind;
• map the three-dimensional distribution of magnetic fields in our own and nearby

galaxies, in galaxy clusters and in the intergalactic medium (see Sect. 1.1).
• By exploring a new spectral window, LOFAR is likely to make unexpected

“serendipitous” discoveries.
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First science results of LOFAR were presented in Beck et al. (2013), de Gasperin
et al. (2012), van Haarlem et al. (2013), and van Weeren et al. (2012).

1.4 Square Kilometre Array

The Square Kilometre Array (SKA) is the most ambitious radio telescope ever
planned. With a collecting area of about one square kilometer, the SKA will be about
ten times more sensitive than the largest single dish telescope (305 m diameter) at
Arecibo (Puerto Rico), and about 50 times more sensitive than the currently most
powerful interferometers. The SKA will continuously cover most of the frequency
range accessible from ground, from about 50 MHz to at least 14 GHz. The third
major improvement is the enormously wide field of view, ranging from about 100
square degrees at 50 MHz to at least 1 square degree at 1.4 GHz. The speed to
survey a large part of the sky, particularly at the lower frequencies, will hence be ten
thousand to a million times faster than what is possible today. The SKA is dedicated
to constrain fundamental physics on the dark energy, gravitation and magnetism.

1.4.1 Technical Design and Development of the SKA

The SKA will be a radio interferometer and consist of many antennas which are
spread over a large area to obtain high the resolving power. The SKA core regions
of about 5 km diameter each will contain about 50 % of the total collecting area and
comprise dish antennas and aperture arrays. The mid-region out to about 180 km
radius from the core comprises dishes (Fig. 1.7) and sparse aperture array antennas
(Fig. 1.6) aggregated into stations distributed on a spiral arm pattern. Remote
stations with about 20 dish antennas each will spread out to distances of 3,000 km
or more from the core and located on continuations of the spiral arm pattern. The
overall extent of the array determines the angular resolution, which will be about
0:100 at 100 MHz and 0:00100 at 10 GHz.

The frequency range spanning more than two decades cannot be realized with
one single antenna design, so this will be achieved with a combination of different
types of antennas. Under investigation are the following technical designs:

1. SKA-low: An aperture array of dipole antennas with wide spacings (a “sparse
aperture array”) for the low-frequency range (about 50–350 MHz) (Fig. 1.6). This
software telescope is an improved version of the LOFAR lowband antennas and
also has a large field of view.

2. SKA-mid: An extended array of parabolic dishes of 15 m diameter each for
the medium-frequency range, each equipped with a wide-bandwidth single-
pixel “feed” and several receiving systems covering about 350 MHz–14 GHz
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Fig. 1.6 SKA sparse aperture array station of dipole elements for low frequencies of about 50–
350 MHz. Graphics: Swinburne Astronomy Productions and SKA Project Office (SPO)

Fig. 1.7 SKA parabolic dishes for medium frequencies of about 350 MHz–14 GHz. Graphics:
Swinburne Astronomy Productions and SPO

(Fig. 1.7). The surface accuracy of these dishes will allow a later receiver upgrade
to higher frequencies.

3. SKA-survey: A compact array of parabolic dishes of 12–15 m diameter each for
the medium-frequency range, each equipped with a multi-beam, phased-array
feed with a huge field of view and several receiving systems covering about
350 MHz–4 GHz. This array will allow fast surveys of the sky.

An additional technology for substantially enhancing the field of view in the
500–1,000 MHz range is under development: aperture arrays of antenna “tiles” with
dense spacings, forming an almost circular station 60 m across (Fig. 1.8), similar to
the LOFAR highband antennas.
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Fig. 1.8 SKA dense aperture array station made up of 3 m x 3 m “tiles” for medium frequencies
of about 500 MHz–1 GHz. Graphics: Swinburne Astronomy Productions and SPO

The data from all stations have to be transmitted to a central computer and
processed online. Compared to LOFAR with a data rate of about 150 Gb per second
and a central processing power of 27 Tflops, the SKA will produce much more data
and need much more processing power—by a factor of at least 100. Following
“Moore’s law” of increasing computing power, a processor with sufficient power
should be available by the next decade.

1.4.2 SKA Key Science Projects

Apart from the expected technological spin-offs, five main science questions (Key
Science Projects) drive the SKA (Carilli and Rawlings 2004):

• Probing the dark ages: The SKA will use the emission of neutral hydrogen to
observe the most distant objects in the Universe and map the detailed structures
formed during the Epoch or Reionization out to a redshift of about 27.

• Galaxy evolution, cosmology and dark energy: A deep all-sky SKA survey will
detect hydrogen emission from Milky Way-like galaxies out to redshifts of about
one, reveal a comprehensive picture of the Universe’s expansion history and
hence help to distinguish between the various explanations of “dark matter”. The
same data set will give us unique information about the evolution of galaxies.

• Tests of General Relativity and detection of gravitational waves: Almost all
pulsars in the Milky Way will be detected with the SKA (Fig. 1.3) plus several
100 bright pulsars in nearby galaxies. The SKA will search for a radio pulsar
orbiting around a black hole, measure time delays in extremely curved space
with much higher precision than with laboratory experiments and hence probe
the limits of General Relativity. Regular high-precision observations with the
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SKA of a network of pulsars with periods of milliseconds opens the way to detect
gravitational waves with wavelengths of many parsecs.

• The cradle of life: The SKA will be able to detect the thermal radio emission from
centimeter-sized “pebbles” in protoplanetary systems which are thought to be
the first step in assembling Earth-like planets. Biomolecules are also observable
in the radio range. Finally, the SETI (Search for Extra Terrestrial Intelligence)
project will use the SKA to find hints of technological activities.

• Origin and evolution of cosmic magnetism (see Sect. 1.1).

From the five Key Science Projects two major science goals have been identified
that drive the technical specifications for the first phase (SKA1):

• Origins: Understanding the history and role of neutral hydrogen in the Universe
from the dark ages to the present-day.

• Fundamental Physics: Detecting and timing binary pulsars and spin-stable
millisecond pulsars in order to test theories of gravity.

1.4.3 SKA Timeline

The detailed design for low and mid frequencies is ready in 2015. Construction of
the SKA is planned to start in 2018. In the first phase (until 2020) about 10 % of the
SKA will be erected (SKA1) (Garrett et al. 2010), with completion of construction at
the low and mid frequency bands by about 2025 (SKA2), followed by construction
at the high band.

The members of the SKA Organisation agreed on a dual site solution for the
SKA with two candidate sites fulfilling the scientific and logistical requirements:
Southern Africa, extending from South Africa, with a core in the Karoo desert,
eastward to Madagascar and Mauritius and northward into the continent, and
Australia, with the core in Western Australia. The dishes of SKA1 will be built
in South Africa, combined with the MeerKAT telescope. Further dishes for the
SKA1-survey array will be added to the Australian SKA Pathfinder (ASKAP) array
in Australia. All the dishes and the mid-frequency dense aperture array for SKA2
will be built in Southern Africa. The low-frequency sparse aperture array of dipole
antennas for SKA1 and SKA2 will be built in Australia.

1.5 SKA Pathfinder and Precursor Telescopes

Two SKA “pathfinder” telescopes provide examples of low frequency arrays, the
European LOFAR (Sect. 1.3) and the Long Wavelength Array (LWA) in the USA.
These long-wavelength telescopes are software telescopes steered by electronic
phase delays (phased aperture array). Examples of dishes with a single-pixel feed
are under development in South Africa (Karoo Array Telescope, MeerKAT).
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Fig. 1.9 ASKAP antennas (photo: Anthony Schinckel, CSIRO)

Dense aperture arrays comprise up to millions of receiving elements in planar
arrays on the ground (Fig. 1.8) which can be phased together to point in any direction
on the sky. Due to the large reception pattern of the basic elements, the field of
view can be up to 250 square degrees. This technology can also be adapted to the
focal plane of parabolic dishes. Prototypes of such wide-field cameras are under
construction in Australia (ASKAP), the Netherlands (APERTIF) and in Canada
(PHAD).

The Australian SKA Pathfinder (ASKAP), MeerKAT and the Murchison Wide-
field Array (MWA) in Australia are SKA “precursor” telescopes at the selected SKA
sites and will become part of the SKA array. ASKAP is made up of 36 antennas,
each 12 m in diameter (Fig. 1.9) and equipped with a receiving system covering the
frequency range 700 MHz–1.8 GHz. ASKAP is currently under construction at the
Murchison Radio Astronomy Observatory in Western Australia and started early
operations in 2013.

MeerKAT, currently taking shape in South Africa’s Karoo region, will consist
of 64 dishes of 13.5 m diameter each with an offset Gregorian configuration and
equipped with three receiving systems covering the frequency range 580 MHz–
14.5 GHz. The KAT-7 precursor array with seven dishes (Fig. 1.10) has been
constructed and is being used as an engineering and science prototype. MeerKAT
itself will be delivered in three phases. The commissioning will take place in 2014
and 2015, with the array coming online for science operations in 2016.
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Fig. 1.10 Antennas of the KAT-7 array (photo: Maik Wolleben, SKA Project South Africa)
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Chapter 2
Magnetic Fields with the Atacama Large
Millimeter/Submillimeter Array

Wouter Vlemmings

Abstract The Atacama Large Millimeter/submillimeter Array (ALMA) is one of
the largest radio telescopes and is located at 5;000m altitude in the Atacama
desert in Chile. Its unprecedented sensitivity at extremely high angular and spectral
resolution in the (sub-)millimetre wavelength regime, allows for countless advances
in astrophysics. One of the areas in which ALMA can make unique contributions, is
in that of the study of astrophysical magnetic fields. ALMA is expected to map
the magnetic field geometry, and in some cases strength, in a large number of
star forming regions, around evolved stars and planetary nebulae, and in nearby
galaxies. This chapter provides examples of the amount of improvement ALMA
offers the study of magnetic fields based on the current state-of-the-art and shortly
introduces new tools that will be available to analyse (sub-)millimetre polarimetric
observations.

2.1 The Atacama Large Millimeter/Submillimeter Array

The Atacama Large Millimeter/submillimeter Array (ALMA) is a large interna-
tional (sub-)millimeter-wavelength radio telescope array in the Atacama Desert of
northern Chile. It consists of a total of 66 antennas operating in the wavelength
range from 0:4 to 4mm. Because of its unmatched sensitivity at very high spectral
and spatial resolution, ALMA provides new insights into many astrophysical topics,
from the formation of stars and planets to the evolution of the most distant galaxies.
As ALMA is able to observe in full polarization mode, it can also reveal the
magnetic field with a sensitivity and resolution that has not previously been possible.

ALMA is a partnership between Europe, North America (USA and Canada) and
East Asia (Japan and Taiwan) in cooperation with the Republic of Chile. The ALMA
project is coordinated by the Joint ALMA Office based in Santiago de Chile. The
ALMA observatory is operated from the Operation Support Facility (OSF), which
is situated at �2,900 m altitude. The array itself and the correlator are located at the
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Fig. 2.1 Several ALMA antennas at the Chajnantor plateau. The 12-m diameter ALMA antennas
are seen in the foreground, while in the far left a cluster of smaller 7-m antennas for the ACA are
also visible. (Photograph credit: Babak Tafreshi)

Array Operation Site (AOS), at an altitude of 5;000m (Fig. 2.1). ALMA is rapidly
approaching its full operation, and has already observed a number of early science
projects in a more limited configuration of �16 to 40 antennas.

2.1.1 ALMA Specifications

The main ALMA array consists of 50 antennas with a diameter of 12-m. In addition,
12 antennas with 7-m diameter for interferometry and four 12-m diameter antennas
for total power make up the Atacama Compact Array (ACA). This array can be
used together with the main ALMA array to improve the imaging capabilities by
providing short- and zero-spacing data.

The Atacama desert, at 5;000m altitude, is one of the driest places on Earth.
A typical value for the amount of water in the atmosphere, the precipitable water
vapour (pwv), at the ALMA site is �1 mm (Fig. 2.2). As a result, the site provides
excellent atmospheric transmission over the entire wavelength range covered by
ALMA. The ALMA receiver bands and representative numbers are given in
Table 2.1. In addition to those listed in the table, band 10 (787–950 GHz) is planned
shortly after completion of the array, and band 1 (around 40 GHz) and band 2
(around 80 GHz) might be added in the future. The sensitivity numbers reflect
the dynamic scheduling nature of ALMA, with higher pwv allowed at the lower
frequencies.

The main ALMA array can be configured with maximum baselines between
�150 m to �16 km. The ACA complements this by providing an array configu-
ration with a diameter of 50m. At the shortest wavelength (0:4mm) and largest
configuration, ALMA will reach an angular resolution of �0:00500, while thanks to
the ACA it will still be possible to detect structure at the scale of 1000.
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Fig. 2.2 The atmospheric transmission at the ALMA site. The curve shows the transmission for
precipitable water vapour of 1:0mm. The horizontal bars from left to right indicate the ALMA
frequency bands 1–10. Bands 1 and 2 are potential upgrades

Table 2.1 The ALMA receiver bands

Frequency Wavelength Angular resolution Linea Continuumb Primary Largest

range range Bmax D 150 m � 16 sensitivity sensitivity beam scale

Band (GHz) (mm) (00) (mJy) (mJy) (00) (00)

3 84–116 2.6–3.6 4.0–0.038 8.9 0.05 61 37

4 125–169 1.8–2.4 2.7–0.026 9.1 0.06 51 32

5c 163–211 1.4–1.8 2.1–0.020 1.3 0.06 33 23

6 211–275 1.1–1.4 1.6–0.015 13 0.10 25 18

7 275–373 0.8–1.1 1.2–0.012 21 0.20 19 12

8 385–500 0.6–0.8 0.9–0.009 63 0.40 14 9

9 602–720 0.4–0.5 0.6–0.006 80 0.64 9.7 6

aSensitivity for 60 s on-source observing time, dual polarization and a spectral resolution of
1 km s�1

bSensitivity for using full continuum setup, with dual polarization, in 60 s on-source time
cInitially only available on a limited number of antennas

The ALMA receivers have an instantaneous bandwidth of up to 8 GHz in each of
two polarizations that can be divided over four spectral windows of up to 2 GHz
each. The ALMA correlator is highly flexible and allows for a combination of
multiple spectral modes simultaneously (Escoffier et al. 2007). In the case of full
polarization correlation, it is possible to reach a spectral resolution from 976 kHz
(1.28 km s�1 at 230 GHz) down to 15 kHz (0.02 km s�1 at 230 GHz) in spectral line
mode. The continuum observing mode produces 64 channels of 31.25 MHz across
the full 2 GHz per spectral window.

At the time of writing, the full ALMA polarization capabilities have not yet been
commissioned and only continuum observations are planned until 2015. Although
depending on the performance in the individual bands, the goal is to reach at
least a 0:1% accuracy, after calibration, in the linear polarization and a maximum
absolute polarization angle accuracy of 6ı. The reachable accuracy of the circular
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polarization is not yet determined, but it should, for compact sources, be of similar
order.

2.1.2 ALMA Science

ALMA was originally designed with three specific science goals in mind. These
goals are:

• The ability to detect spectral line emission from CO or CII in galaxies like the
Milky Way at a red-shift of z D 3, in less than 24 h.

• The ability to probe the gas kinematics in protostars and protoplanetary disks
around young Sun-like stars in molecular clouds out to �150 pc.

• The ability to provide high dynamic range images at an angular resolution of
0:100.

Considering its capabilities, ALMA will also make great strides in numerous
other astrophysical topics, by, for example:

• imaging dust emission from galaxies out to z D 10;
• studying the kinematics and physical conditions, including magnetic fields, in

nearby galaxies through (polarimetric) imaging of the dust and molecular gas;
• observations of the gravitational collapse of molecular clouds as well as the

formation of disks and jets around low-mass and high-mass protostars, including
a study of the role of magnetic fields;

• imaging and model refinement of Solar System objects, such as planets, comets,
asteroids and Kuiper Belt objects, as well as the Sun itself;

• making a detailed analysis of the dust formation, mass loss, shaping and magnetic
fields in the circumstellar envelopes of evolved stars and planetary nebulae, as
well as around supernovae.

Obviously, the sensitivity of ALMA together with its polarization capabilities
provides a significant step beyond the currently available instruments in the ALMA
wavelength range. In particular, ALMA will be able to deliver polarization data
of scientific interest even when polarimetry is not the primary purpose of the
observations. In Sect. 2.3, the potential of magnetic field studies with ALMA will be
described compared to the current state-of-the-art in submillimetre and millimetre
polarimetric observations.

2.2 ALMA Polarization Calibration

Much of the ALMA polarization science will be focused on linear polarization
observations, although circular polarization measurements, in particular those of
molecular Zeeman splitting, will also have several interesting applications. ALMA
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will be equipped with linearly polarized feeds, which is suboptimal for linear
polarization observation (though for band seven quarter wave plates for obtaining
dual circular polarization might be available). Assuming, following Cotton (1998),
the linear approximation to the polarized antenna feed response and ignoring higher
order terms in instrumental and source polarization, the X and Y linear feed cross-
correlations between antenna n and m are given by:

XX D gnXg
�
mX ŒI CQ cos 2�C U sin 2��

XY D gnXg
�
mY Œ.dnX � d�

mY/I �Q cos 2�C U sin 2�C iV�

YX D gnYg
�
mX Œ.dnY � d�

mX/I �Q cos 2�C U sin 2� � iV�

YY D gnYg
�
mY ŒI �Q cos 2�� U sin 2��: (2.1)

Here the individual antenna polarization gain terms are given by g, which are
complex factors representing the effects of the atmosphere and uncorrected elec-
tronics. The leakage terms d are also complex factors representing the fraction of
the orthogonal polarization corrupting a given feed. The Stokes values are given
by I (total intensity), Q and U (linear polarization) and V (circular polarization).
Finally, � is the parallactic angle, which corresponds to the rotation of the antenna
feed seen from the source as it is being tracked during the observations.

While first order errors in the relative gains of the polarization feeds X and
Y cancel out for calibration of the total intensity I , using a point source in the
phase center, additional calibration of the g-terms is needed when interested in
polarization. In particular, as seen in Eq. (2.1), any uncorrected phase difference
between the two orthogonal polarized feeds, will couple the polarizations. This
X -Y phase difference (�XY) cannot be determined by observing an unpolarized
source. Uncorrected short term phase fluctuations between the feeds for the different
telescopes in the array will further couple the total intensity and polarization and
will introduce significant instrumental effects. Using linear feeds, the X -Y phase
difference needs to be known to much better than one degree to reach the goal of
0:1% polarization accuracy.

The exact calibration strategy would depend on how well the calibrator properties
are known. One can identify three different possibilities:

1. Unpolarized calibrator: Only one observing scan is required for calibration of
the d -terms. The antenna d -terms are calibrated and only one unknown complex
number remains, which can be determined as part of the g-terms. The phase
difference �XY stays unknown.

2. Polarized calibrator with known polarization: A single scan will also be
sufficient with only a remaining amplitude factor in dX and dY that can be
calibrated with the g-terms. The phase difference �XY can be determined from
the known polarization characteristics.

3. Polarized calibrator with unknown polarization: The calibrator needs to be
observed at least three times over a range of 90ı or more in parallactic angle.
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The d -terms are calibrated with a single remaining complex number absorbed in
g, but the phase difference �XY remains unknown.

As is evident from these three cases, the phase difference �XY can only be
determined by observing a source with known polarization, while calibration of
the d -terms needs either an unpolarized source or one with accurately known
polarization. As such sources are rare in the ALMA wavelength range, it is thus
likely, that in several cases, the calibration of the d -terms will require observations
spanning a sufficient parallactic angle range, making polarization snapshot observa-
tions difficult. In any case, the stability in time and frequency of the d -terms and of
�XY will be critical but is yet undetermined for ALMA.

An additionally challenging aspect will be the need for an accurate polarization
calibration across the entire primary beam, as many sources of interest for ALMA
will have extended polarization. The instrumental gain and polarization leakage
terms, as well as �XY will depend on the location in the primary beam. Assuming
the polarized beam is stable, a correction of these effects will require frequent
observations by the ALMA project of a complete Stokes representation of the
primary beam pattern.

Finally, the combination of the ACA and total power antennas could be needed
for polarization mapping of extended sources. This requires in particular an observ-
ing scheme that properly calibrates the polarization of the total power antennas.
As single dish calibration of polarization is time consuming and non-trivial, it is
potentially possible to calibrate the total power antennas by including them into the
full array during calibrator observations.

For the remainder of this chapter, it will be assumed that all calibration is
performed optimally and the goal of 0:1% polarization accuracy is reached in both
linear and circular polarization.

2.3 Magnetic Field Observations with ALMA

2.3.1 (Sub-)Millimetre Polarization

It is clear that magnetic fields are ubiquitous throughout the entire Universe and
play an important role in a variety of astrophysical environments. A number of
these environments, and the details on how polarized emission is generated under
the influence of a magnetic field, will be described in other chapters of this book.
As is evident from the science topics that its observations will address, ALMA
will provide a breakthrough in observational diagnostics of the magnetic field in a
number of astrophysical environments. Here, the improvement gained with ALMA
in the observations of magnetic fields in Galactic star forming regions and molecular
clouds, in nearby galaxies and around evolved stars will be addressed. But in
addition, ALMA polarization will be able to provide important constraints on, for
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example, maser pumping and radiative transfer theory, galactic dust properties and
models of Sgr A?.

2.3.1.1 Linear Polarization

At submillimetre wavelengths, linear polarization can be observed in both contin-
uum dust emission as well as in the radiation originating from certain molecular line
transitions. The dust continuum linear polarization, at far-IR and (sub-)millimetre
wavelengths, arises from aligned and spinning dust grains. While the exact mech-
anism involved in the dust alignment is still uncertain (see e.g. Lazarian 2003, and
further chapters in this book), all observations to date indicate that the alignment is
with respect to the magnetic field. Only in the coldest and densest gas, as found in
starless molecular clouds, are there indications that grains are only poorly aligned.
The detectable fraction of linear polarization of dust emission is typically of the
order of a few percent (e.g. Greaves et al. 1999). If at the same time, one has
information on the turbulent velocity in the region probed by the polarization
observations, the use of the Chandrasekhar–Fermi method (Chandrasekhar and
Fermi 1953) can then provide a measure of the magnetic field strength in the plane
of the sky using:

Bpos D p
4	
Q

ıvlos

ı�
: (2.2)

Here 
 is the average mass density, ıvlos is the line of sight velocity dispersion
and ı� is the dispersion for the observed magnetic field vectors from the expected
magnetic field structure after correcting for observational uncertainties. The dimen-
sionless parameter Q depends on the cloud structure. Turbulent cloud simulations
indicateQ � 0:5 (Ostriker et al. 2001).

Linear polarization of molecular line emission can arise due to the Goldreich–
Kylafis effect (Goldreich and Kylafis 1981, 1982). If even a relatively weak
magnetic field is present, the molecular gas emission will be linearly polarized when
the magnetic sublevels of the rotational states are exposed to anisotropic emission.
Alternatively, polarized line emission can arise from molecules that have a preferred
rotation axis as the result of strong infrared emission from a nearby source (Morris
et al. 1985). Thus, in the presence of a strong IR source, the exact relation between
the magnetic field and the linear polarization direction is not immediately clear.
Additionally, while the linear polarization of dust emission is always perpendicular
to the magnetic field direction, the molecular line linear polarization direction can
be perpendicular or parallel to the magnetic field, depending on the direction of
the velocity and radiation anisotropy (e.g., Cortes et al. 2005). However, with a
careful analysis it is potentially possible to derive the magnetic field orientation
from molecular line polarization measurements. The polarization fraction due to
the Goldreich–Kylafis effect depends on several factors, such as the anisotropic
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radiation field, optical depth and angular momentum of the molecular transition
involved, but is typically of the order of 1–10%.

2.3.1.2 Circular Polarization

Circular polarization is generated in molecular line emission as a result of the
Zeeman effect. When the emitting region is permeated by a magnetic field, the
Zeeman effect causes a shift of the energy levels involved. This results in a splitting
of the molecular line into three Zeeman components, one linearly polarized 	
component and two oppositely circularly polarized � components. By measuring the
frequency difference between the two circularly polarized components, it is possible
to directly determine the magnetic field strength along the line of sight.

The Zeeman effect of different species scales with their magnetic moment. For
paramagnetic molecules the magnetic moment is at the level of the Bohr magneton,
while for non-paramagnetic molecules it scales with the nuclear magneton. This
results in Zeeman splitting approximately three orders of magnitude smaller for
non-paramagnetic molecules compared to paramagnetic molecules. For maser
transitions from non-paramagnetic molecules, such as H2O and methanol, the
Zeeman splitting has been measured (e.g., Fiebig and Guesten 1989; Vlemmings
2008). However, in the ALMA wavelength range, Zeeman splitting observations
of high angular momentum transitions of non-paramagnetic molecules will be
unlikely. Still, for several transitions, such as those from the paramagnetic molecules
like CN (e.g., Falgarone et al. 2008) and SO, and potentially from atomic radio-
recombination lines (e.g., Thum and Morris 1999), Zeeman splitting observations
with ALMA will be possible.

2.3.2 Star Formation and Molecular Clouds

The specific importance of magnetic fields during star formation, both in the low-
mass and high-mass regime, is still under debate, and will be covered in several of
the other chapters. Polarization observations of star forming regions and molecular
clouds have been able to probe the magnetic field at various scales and in a wide
range of different density regimes. In the higher density regions (hydrogen number
densities nH2 > 106 cm�3), close to the protostars, magnetic field measurements
have mainly been made using maser observations in the centimeter wavelength
regime. The linear and circular polarization maser observations have revealed large
scale magnetic fields often aligned with outflows or torus/disc-like structures (e.g.,
Vlemmings et al. 2010; Surcis et al. 2009, 2012) and consistent with measurements
of dust polarization (e.g. Fig. 2.3). The magnetic field strength ranges from a few
mG in the less dense OH maser regions to several hundred mG in the shocked H2O
maser regions (e.g., Bartkiewicz et al. 2005; Fish and Reid 2006; Sarma et al. 2001;
Vlemmings et al. 2006).
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Fig. 2.3 The magnetic field map of core e2 of the massive star forming region W51. The contours
are the 330 GHz dust continuum (at 2; 4; 6; 8; 10; 15; 20; : : : ; 60 � 60mJy beam�1) and the thin
line segments are the>3� magnetic field direction observed with the SMA (Tang et al. 2009). The
SMA observations have a angular resolution of 0:700 , corresponding to �4,000 AU. The triangles
are the 6.7 GHz methanol masers observed at �1 mas (�5 AU) resolution with the European
VLBI Network (EVN) (Surcis et al. 2012). The thick line segments are the magnetic field direction
derived from the methanol maser polarization and agree perfectly with the dust observations. This
indicates that the magnetic field maintains its regular structure across several orders of magnitude
in scale

The magnetic fields in the lower density molecular clouds and protostellar
envelopes have been observed using the Zeeman splitting of HI and non-masing
OH transitions, as well as linear polarization from aligned dust grain (e.g., Crutcher
et al. 1987, 1996; Girart et al. 2006). Additionally, several observations of CO
polarization, attributed to the Goldreich–Kylafis effect, have been carried out (e.g.,
Girart et al. 1999; Beuther et al. 2010). It is particularly in these last two areas
where important steps have been taken over the last few years, and where ALMA
will provide significant further progress. A number of Submillimeter Array (SMA)
observations have revealed the structure of the magnetic field around protostellar
cores in both low-mass and high-mass star forming regions (e.g., Girart et al. 2006,
2009; Tang et al. 2009). These observations have revealed the hour-glass magnetic
field morphology that is potential evidence for ambipolar diffusion as discussed in
e.g. Mestel and Spitzer (1956). Taking as an example the observations of NGC 1333
IRAS 4A (Girart et al. 2006; Frau et al. 2011; Fig. 2.4) it is possible to estimate the
improvements that ALMA will offer.

Example Polarization imaging of the 345 GHz dust emission of NGC 1333
IRAS 4A, originally performed in Girart et al. (2006), was improved with further
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Fig. 2.4 Adapted from Padovani et al. (2012) and Frau et al. (2011). The left panel shows the dust
polarization of NGC 1333 IRAS 4A using combined SMA sub-compact, compact and extended
configuration observations. The contours indicate the 330 GHz continuum emission in steps of
6� , from 6 to 96� , where � D 20mJy beam�1 . The greyscale is the polarized emission (up to
38:3mJy beam�1 and the line segments indicate the derived magnetic field direction. The panel
on the right is a synthetic dust polarization map generated with the ARTIST module DustPol
(Padovani et al. 2012; Sect. 2.4) produced with the same contour and intensity levels

observations in Frau et al. (2011). The resulting map, made from 8 h SMA tracks
in the sub-compact, compact and extended configuration is shown in Fig. 2.4, left.
The beam size was 1:2400 � 1:1200 (corresponding to 434 � 392 AU at a distance of
�350 pc). The polarized rms noise was 2:5mJy beam�1 and the peak total intensity
and polarized flux were 1:03 ˙ 0:02 Jy beam�1 and 38:2 ˙ 2:5mJy beam�1,
respectively. To probe the full angular scale across which polarization is detected
(�800) at an angular resolution similar to that of the SMA, observations with
ALMA at 345 GHz will require the ACA. To reach the rms of 2:5mJy beam�1
per polarization, the main ALMA array would require less than 2 s on source
integration time (the ACA would take approximately 3 min, although because of
the larger beam (600), the required rms per beam will be less). Alternatively, in
approximately 5.5 h on source integration time, ALMA would reach the limiting
0:1% linear polarization across the entire region where the SMA detected total
intensity emission (>20 mJy beam�1).

Thus, ALMA would be able to produce polarization maps of similar quality to
that of NGC 1333 IRAS 4A for �10 sources in one observing track at a significantly
improved angular resolution of �0.200 (assuming the settings are such that the
polarization calibrator can be shared and observed over sufficient parallactic angle).
Consequently, it could also detect the polarization for star forming cores at much
larger distances, such as many of the massive star forming regions, or of much
smaller mass. In one observing track it could image NGC 1333 IRAS 4A out to
beyond 3 kpc or with an order of magnitude smaller dust envelope mass. At the same
time, with a spectral window placed on the CO(3-2) line, 0:1% linear polarization
can then be detected in 1 km s�1 channels for a line strength of �1 Jy beam�1.
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2.3.3 Evolved Stars and Planetary Nebulae

At the end of their evolution, a majority of stars go through a period of high mass
loss that is an important source for replenishing interstellar space with processed
materials. During the asymptotic giant branch (AGB) phase, this mass loss produces
circumstellar envelopes (CSEs), which are found to undergo a major modification
during the rapid transition from AGB star to Planetary Nebula (PN). The standard
assumption is that the initial slow AGB mass loss in a short time changes into a
fast superwind generating shocks and accelerating the surrounding envelope (Kwok
et al. 1978). However, a large fraction of PNe have asymmetric shapes, with the
majority of the young PNe being bipolar. Thus, at some point during the evolution
to a PNe the AGB stars must undergo a process in which the spherically symmetric
outflow is altered to produce aspherical PNe morphologies. It has been shown that
the energy and momentum contained in the outflows of young bipolar PNe is often
orders of magnitude larger than can be provided by radiation pressure (Bujarrabal
et al. 2001). The source of this energy has been argued to be magnetic fields, binary
or disk interaction or a combination of these (see e.g. Balick and Frank 2002; Frank
et al. 2007, and references therein).

As in star forming regions, the main source of magnetic field information around
evolved stars has come from maser polarization observations. Ordered magnetic
fields with a strength of the order a mG have been detected in the OH maser regions
at large distances from the star e.g. Szymczak et al. (1998). Closer in, H2O masers
also indicate the presence of a dynamically important magnetic field, with typical
values of a few hundred mG e.g. Vlemmings et al. (2005). Finally, 43 and 86 GHz
SiO maser observations reveal field strengths of several Gauss at a distance of only a
few stellar radii from the star, assuming a standard Zeeman interpretation (Kemball
and Diamond 1997; Herpin et al. 2006). The current measurements are summarized
in Fig. 2.5.

Although the exact relation between the magnetic field strength and the distance
to the central star remains uncertain, it is likely that the measured fields dynamically
influence the shaping of the outflow and, consequently, help shape asymmetric
PNe. The magnetic field could also contribute to the stellar mass-loss mechanism
(Falceta-Gonçalves et al. 2006). But crucial information on the magnetic field
morphology is still lacking. Polarization observations of the masers in the envelope
of the supergiant star VX Sgr indicates a large scale magnetic field with its
configuration remaining similar from near the star out to several thousands of
AU (Vlemmings et al. 2011). However, typically, maser observations only probe
a limited number of lines-of-sights through the circumstellar envelope. Observa-
tions of thermal molecular line linear polarization, with the different species and
transitions tracing different areas of the circumstellar envelope, will thus provide
important insight in the relation between the magnetic field and the morphology of
the circumstellar environment.
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r−1

CN

Fig. 2.5 Adapted from Vlemmings et al. (2005). The magnetic field strength vs. radius relation
as indicated by current Zeeman splitting observations of the circumstellar environment of evolved
stars. The boxes show the range of observed magnetic field strengths derived from the observations
of SiO (e.g., Herpin et al. 2006; Amiri et al. 2012), H2O (e.g., Vlemmings et al. 2005) and OH
masers (e.g., Wolak et al. 2012) as well as those from thermal CN circular polarization (Herpin
et al. 2009). The thick solid and dashed lines indicate anR�2 solar-type andR�1 toroidal magnetic
field configuration. The vertical dashed line indicates the stellar surface of a typical AGB star.
Thermal molecular line polarization observations with ALMA will probe a wide range of distances
(out to several times 1017 cm) and can provide not only the morphology at those scales but also a
plane-of-the-sky magnetic field strength using the Chandrasekhar–Fermi method

A tentative detection of linear polarization of CS(2-1) in the envelope of the
AGB carbon star IRCC10216 was made using single dish observations (Glenn
et al. 1997). Later, the first significant detection of linear polarization of CO(2-1)
and SiO(5-4) was made in the envelope of IK Tau with the SMA (Vlemmings
et al. 2012; Fig. 2.6). This was followed shortly afterwards with the detection of
CO(3-2), SiS(19-18) and CS(7-6) linear polarization, again with the SMA, in the
envelope of IRCC10216 (Girart et al. 2012). Detailed analysis of radiation and
velocity anisotropies, together with multi-level polarization radiative transfer, are
needed in order to properly evaluate the relation between the linear polarization
and the magnetic field. If the observed polarization is due to the regular Goldreich–
Kylafis effect, the observations confirm the presence of a large scale circumstellar
magnetic field. In the case of IK Tau this field then appears to be related to the
slightly elongated CO envelope morphology (Castro-Carrizo et al. 2010).

Beyond the AGB phase, magnetic field information is even more scarce. A small
number of post-AGB and pre-PNe have had their magnetic fields measured, the



2 Magnetic Fields with ALMA 31
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CO(2−1) SiO(5−4)

Fig. 2.6 From Vlemmings et al. (2012). The thermal molecular line linear polarization of CO(2-1)
at 230 GHz (left) and the SiO(5-4) at 217 GHz in the circumstellar envelope of the AGB star IK Tau.
The observations were done with the SMA in compact configuration. The contours indicate the
3; 4 and 5� confidence levels for the polarized emission and the line segments show the linear
polarization direction. While the SiO emission originates from closer to the star than the CO
emission, the polarization direction is the same. This potentially indicates a preferred field direction
throughout the stellar envelope. Due to the 90ı ambiguity in the magnetic field direction derived
from the polarization vectors, the exact magnetic field orientation is not yet known. However, the
preferred direction, either North-South or East-West, could be related to the observed East-West
extent in the circumstellar envelope

most notable being the detection of a magnetically collimated jet from the ‘water-
fountain’ pre-PN W43A (Vlemmings et al. 2006). No convincing detections of
magnetic fields on PN central stars have yet been made (Leone et al. 2011) and
only very few display maser emission that can be used for polarization observations.
Thus far, only the young PNe K3-35 has been confirmed to harbour a mG magnetic
field in the circumstellar nebula (Gómez et al. 2009). The most convincing evidence
for a large scale magnetic field in PNe comes from dust polarization mapping (Sabin
et al. 2007).

Depending on the molecule and transition, the observed molecular line linear
polarization fractions are between a few and �10 %. Those of the dust are of order
of a few percent. The SMA can currently only detect such levels for the handful of
evolved stars and planetary nebulae with sufficiently bright dust and/or molecular
line emission. However, based on the SMA observations of IK Tau, it is clear that
ALMA will provide the sensitivity to significantly expand this field of research.
In addition, ALMA will allow for measurements of CN circular polarization (e.g.
Herpin et al. 2009) in the envelopes of carbon rich AGB stars that host few masers.

Example The linear polarization of CO(2-1) in the envelope of IK Tau was observed
with the SMA in a single 9 h track (Vlemmings et al. 2012; Fig 2.6). Despite
observing in the compact configuration, a significant amount of flux was lost due
to the extent of the CSE. The rms per 5 km s�1 channel in the polarization and
total intensity images was 35mJy beam�1 and the CO(2-1) peak emission was
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7:5 Jy beam�1 in a 3:000 � 2:600 beam. As for the dust polarization measurements in
star forming regions, ALMA would be able to reproduce these observations in only
a few seconds of observing time. Alternatively, it will produce an improved (> 10�)
map with higher spatial resolution (100 �100) and better velocity resolution (2 km s�1)
within a total observing time of 30 min. Although IK Tau is one of the strongest CO
emitting AGB stars, the use of the ACA would allow ALMA to recover more flux
and thus observe the thermal molecular line polarization of about a dozen evolved
stars out to �0.5 kpc in a single observing track. Similarly, it will be possible to
map individual objects with a CO(2-1) line strength of only �250 mJy beam�1
to a linear polarization of approximately 1% in a single 8 h observing run. Dust
polarization at 230 GHz will simultaneously be detectable at the 0:1% level for
sources with a continuum flux of only �16 mJy beam�1. This would easily allow
for dust polarization mapping of, for example, extended PNe.

2.3.4 Nearby Galaxies

In addition to Galactic magnetic field observations, ALMA will also provide new
means of studying the magnetic field in nearby galaxies. Currently, the knowledge
of magnetic fields in nearby galaxies mainly comes from observing the polarization
of radio synchrotron emission e.g. Beck et al. (2005) and Faraday rotation analysis
of local emission as well as that of background sources (e.g., Krause and Beck
1998; Gaensler et al. 2005). These observations and methods, as well as their
interpretation, will be covered in other chapters.

The synchrotron polarization typically traces magnetic fields in the diffuse and
warm interstellar medium and indicates a field strength ranging from �5�G in
radio-faint galaxies to �100�G in starburst galaxies. Such field strengths indicate
that magnetic fields are dynamically important. At higher densities, magnetic field
probes are more limited. Field strengths up to �18 mG were detected using OH
megamaser emission in a number of starburst galaxies (Robishaw et al. 2008). The
megamaser observations probe the magnetic field in dense regions, although it is
not clear if these are the generally compressed interstellar medium of the nuclear
starburst regions or even more dense molecular clouds.

With ALMA, it will now be possible to probe the magnetic field in the molecular
clouds of the nearest galaxies by observing the polarized dust and molecular line
emission. Previously, dust polarization of a few percent was observed in the central
region of M82 (Greaves et al. 2000), but only very few polarization vectors at
1500 resolution were mapped. More recently, the CO polarization, attributed to the
Goldreich–Kylafis effect, was measured for six giant molecular clouds (GMCs) in
M33 (Li and Henning 2011). From these SMA observations it was concluded that
there exists a strong relation between the large scale galactic magnetic field and the
field found in GMCs. With ALMA similar studies will be possible at higher angular
resolution and of much more of the CO emitting molecular gas.
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Example The observations of the CO(2-1) polarization of M33 were also performed
with the SMA (Li and Henning 2011). Although detailed information about the
SMA observations is not available, it is clear from similar arguments presented
earlier that ALMA would be able to reproduce the SMA results within a fraction
of the time, even considering that the observational setup would require (pointed)
mosaics. As an example project, we take the CO observations of the galaxy merger
NGC 4194—also known as the Medusa galaxy (Aalto and Hüttemeister 2000),
although this particular source is not observable by ALMA. Figure 2.7 shows
the CO(1-0) distribution, tracing prominent dust lanes of the merger. The CO is
extended over �2500, which means that ALMA would be able to map the CO(1-
0) in a single pointing, but would need a small mosaic for the higher transitions
(where also the ACA is needed to recover the extended emission). Using a single
observing track with ALMA, the channel rms in 20 km s�1 channels at CO(1-0) is
approximately 0.2 mJy beam�1. It would thus be possible to reach the maximum
0:1% linear polarization accuracy for the inner �1000 of CO(1-0) emission shown
in the right panel of Fig. 2.7. As the flux in the CO(2-1) transition is 2–3 times
larger, and the rms noise in a single track would be similar to that at CO(1-0) in the
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Fig. 2.7 Observations of the CO(1-0) transition at 115 GHz of the “Medusa” merger galaxy
NGC 4194 at D D 39Mpc (Aalto and Hüttemeister 2000). The observations were performed
using four tracks at the Caltech six-element Owens Valley Radio Observatory (OVRO), providing
a beam size of 2:500 � 2:000 and an rms of 11mJy beam�1 in 20 km s�1 channels. The image to the
left has the integrated CO contours overlayed on an optical R-band image. The image on the right
displays only the emission from 2;506 to 2;570 km s�1 on an HST WFPC2 image. Contour levels
are 0:54; 2:6; 2:7; 3:8; : : : ; 31 Jy beam�1 km s�1 . The emission extends over a total scale of 2500.
While this source is in the Northern hemisphere, ALMA will be able to detect the CO polarization
for similar sources
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case of a small mosaic, polarization would be detectable for most of the emission.
ALMA will thus be able to map the magnetic field for several nearby galaxies such
as NGC 4194.

2.4 ALMA Polarization Analysis Tools: The ARTIST Project

The ARTIST (Adaptable Radiative Transfer Innovations for Submillimeter Tele-
scopes) project1 was designed as a general model suite for comprehensive multi-
dimensional radiative transfer calculations of dust and molecular line emission
(Padovani et al. 2011). In addition to the model suite, which is based on the full
three-dimensional radiative transfer code LIME (Line Modeling Engine, Brinch and
Hogerheijde 2010), the ARTIST project will also provide the tools for modeling
polarization at (sub-)millimetre wavelength. As the ARTIST uses a Python-based
user interface and produces maps in the FITS format, it can straightforwardly be
combined with the Common Astronomy Software Applications package (CASA)
that is used for ALMA. In this way it will be possible to directly model the
interferometric ALMA response to the polarized emission from model sources
produced by the user.

The polarization analysis tools of ARTIST have two components, one for the
continuum dust polarization and one for the thermal molecular line polarization. The
dust polarization module (DustPol) is described in detail in Padovani et al. (2012).
As it is based on LIME, DustPol can be combined with analytical as well as pre-
gridded models and output from, e.g., magneto-hydrodynamical (MHD) models. An
example of the package capabilities is shown in Fig. 2.8. Here, input from the MHD
adaptive mesh refinement code RAMSES (Teyssier 2002; Fromang et al. 2006) is
used to produce predictions for polarization observations of a rotating and collapsing
core with different mass-to-magnetic flux. The power of DustPol can also be seen in
Fig. 2.4, in which the SMA dust polarization observations of NGC 1333 IRAS 4A
are compared with a synthetic dust polarization map made with DustPol. The model,
with parameters from Frau et al. (2011), corresponds to a collapsing magnetized
isothermal toroid as described by Allen et al. (2003).

The second component is the full polarization radiative transfer treatment of
thermal molecular lines. The ARTIST line polarization module (LinePol) is mainly
aimed at modeling the Goldreich–Kylafis effect on the emission of molecules such
as CO (Kuiper et al. in prep.). It thus does not include radiative alignment effects.
However, as it uses the multi-level and full three-dimensional radiative transfer
capabilities of LIME, LinePol will predict the polarization response of molecular
lines in a highly anisotropic radiation field.

1http://youngstars.nbi.dk/artist

http://youngstars.nbi.dk/artist
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Fig. 2.8 Polarization maps for a collapsing and rotating magnetized core produced with the
ARTIST dust polarization module DustPol (Padovani et al. 2012). The models were obtained
using the RAMSES code. The top row shows the case of a strong magnetic field (mass-to-flux
ratio � D 2) and the bottom row that for a weak magnetic field (� D 17). From left to right the
inclination varies from edge-on to face-on. The source was assumed to be at D D 140 pc with a
dust temperature Tdust D 10K. The simulated ALMA beam, at 350GHz, is 0:9800 � 0:6800 . The
simulations show the core at an age of t D 2:4 � 104 y with the magnetic field parallel to the
rotation axis at t D 0. Contours show 30; 50; 70; and 90% of the peak flux (from left to right for
� D 2 the continuum peak flux is 0:43; 0:26; and 0:23 Jy beam�1; for � D 17 is it 0:62; 0:74;
and 0:72 Jy beam�1). ALMA would reach the required 0:1% linear polarization sensitivity in
approximately 5 min on source integration time

Conclusion
ALMA will provide a several orders of magnitude improvement in polarimet-
ric capabilities at the (sub-)millimetre wavelengths compared to the currently
available instruments such as the SMA. Not only will the enhanced sensitivity
allow for the imaging of magnetic fields in much larger samples of sources,
but it will also allow for magnetic field imaging of dense and dusty regions
in galaxies besides our own. By imaging the linear polarization of a variety
of spectral lines, probing different regions in circumstellar and protostellar
envelopes and outflows, it will be possible to generate a detailed picture of
the magnetic field morphology. Applying the Chandrasekhar–Fermi method
would then allow for measurements of the projected magnetic field strength
at various densities. Added to this, circular polarization observations will be

(continued)
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possible for a small number of molecules, such as CN, and will provide the
line-of-sight magnetic field. Furthermore, ALMA polarization will also be
able to constrain, for example, maser pumping models and models for the
supermassive black hole Sgr A	 at the Galactic Center.

The rapid increase in polarization observations that ALMA will produce
will also likely provide challenges to several current theoretical models on
the generation of polarized dust and line emission itself. Several of these
theoretical descriptions are detailed in other chapters of this book, but they
include dust alignment as well as the study of dust composition.

Finally, ALMA will be able to produce polarization data products even
when this is not the main observational goal. Combined with the new
developed analysis tools, such as those from the ARTIST project, the
observations of magnetic fields will become increasingly accessible. Thus,
ALMA polarization capabilities will usher in an exciting new era in the study
of magnetic fields at (sub-)millimeter wavelength.
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Chapter 3
Synchrotron Radiation and Faraday Rotation

George Heald

Abstract Synchrotron radiation and its degree of linear polarization are powerful
tracers of magnetic fields that are illuminated by cosmic ray electrons. Faraday
rotation of the linearly polarized radiation is induced by intervening line-of-
sight magnetic fields that are embedded in ionized plasmas. For decades these
observational tools have been workhorses for utilizing radio telescopes to study
magnetic fields inside and outside the Milky Way. In the modern era they are
becoming still more powerful with the advent of broadband receiving systems on the
current generation of radio telescopes. In the study of Faraday rotation in particular,
rapid development is taking place in techniques to confidently recover the physical
conditions of the magnetoionized medium in the Milky Way and extragalactic
objects.

3.1 Introduction

Magnetic fields are not directly observable, so their properties must be inferred
by their physical effects on matter and radiation. Powerful optical and infrared
techniques have been developed for studying magnetic fields, but these are mostly
applicable in the very nearby Universe, typically within the Milky Way (see
contributions in this volume by Jones and Anderson). Zeeman splitting is a very
important radio tracer of magnetic field strengths (see Troland, this volume) but is
also used primarily within the Milky Way.

For the study of cosmic magnetism, it is the illumination of magnetic fields by
relativistic positrons and electrons (henceforth referred to collectively as electrons)
that provides the most powerful and far-reaching information. In this chapter, we
briefly overview theoretical aspects of the physics involved, before highlighting
some basic techniques using synchrotron radiation that are used to study various
aspects of magnetic fields. A strong focus is placed on the still rapidly developing
field of Rotation Measure (RM) Synthesis. We conclude with a brief discussion of
the capabilities of modern radio telescopes in exploiting these techniques.
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3.2 Synchrotron Radiation

Here we provide a summary of the theory of synchrotron radiation as background
for the observational approaches described later in this section. This brief discussion
(here and at the beginning of Sect. 3.3) is distilled from the more involved treatments
given by Shu (1991), Condon (1992), and Binney and Merrifield (1998), to which
the reader is referred for more information.

Magnetic fields accelerate charged particles via the Lorentz force. The accelera-
tion is given by

d

d�
.m�v/ D q

�v
c

� B
�

(3.1)

wherem is the mass of the particle with charge q, � is the retarded time, the Lorentz
factor � D .1�v2=c2/�1=2, and B is the magnetic field. The trajectory of the particle
is helical, with a gyration frequency !B 
 qB=�mc and pitch angle  (where  D
90ı for a circular orbit, and  D 0ı for a particle trajectory parallel to B). The
radiated power from the accelerating charge is given (in cgs units) by
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3

q4
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erg
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(3.2)

where the final equality is given for electrons in particular, since the dependence
on the mass-to-charge ratio means that electrons are by several orders of magnitude
dominant over protons or ions in generating synchrotron radiation. The synchrotron
power peaks at the characteristic frequency (in Hz),

�c D 3

4	

q

mc
�2.B sin / D 6:26 � 103

�
E

erg

�2 �
B sin 

�G

�
(3.3)

Equation (3.3) tells us that for radio observations (frequencies at or above tens
of MHz) and with typical magnetic field strengths of order �G, the observed
population of electrons have � � 1. The radiation is thus highly beamed (width
� ��1) in the direction of the velocity vector. The population of electrons has a
power-law energy distribution given by

n.�/d� D n0�
�pd� (3.4)

where a typical value for the power law index is p � 2:5. The resulting synchrotron
luminosity is thus also a power law,

L� / ��.p�1/=2 
 ��˛ (3.5)
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with a typical spectral index ˛ D 0:75 for p D 2:5. The particles lose energy due
to the power emitted in Eq. (3.2), with a characteristic timescale of

�syn D � �

d�=d�
D 4	

mc

�T
��1.B sin /�2 (3.6)

where the Thomson cross-section �T D 8	q4=3m2c4. Since �syn is shorter for
more energetic electrons (higher � ) the power law in Eq. (3.4) steepens with time
(often corresponding to distance from the site of cosmic ray acceleration), therefore
increasing the value of ˛. This is referred to as “synchrotron aging”. Substituting
Eq. (3.3), we can see that

�
�syn

yr

�
D 1:06 � 109

�
B sin 

�G

��1:5 � �c

GHz

��0:5
(3.7)

3.2.1 Estimation of Magnetic Field Strength

Given an observation of synchrotron radiation from a celestial object, a natural
astrophysical question is the strength of the magnetic field within the emitting
source. From Eq. (3.2) it is clear however that the observed synchrotron radio power
alone is not sufficient to calculate the strength of the magnetic field that accelerated
the cosmic ray electrons. The synchrotron radiation is also dependent on the energy
of the emitting particles, which is not necessarily known a priori, although in some
cases estimates from � -ray observations may be available (e.g., Strong et al. 2011;
Jaffe et al. 2011; Bringmann et al. 2012; Abdo et al. 2010). A typical approach for
dealing with the magnetic field—cosmic ray degeneracy in circumstances where the
CR energy is not known is to assume that the magnetic energy density is similar to
the cosmic ray energy density. In other words, it is assumed that there is energy
equipartition of cosmic rays and magnetic fields.1

The classical equation for equipartition magnetic field strength can be found in
textbooks (e.g., Wilson et al. 2009). Typical results using this scheme to estimate
the magnetic field strength in spiral galaxies are summarized by e.g. Beck (2001).
The technique is based on numerous subtle assumptions about the distribution and
energy spectra of various cosmic ray particles. These assumptions are discussed
extensively by Beck and Krause (2005), who also give an updated formula
for determining magnetic field strength estimates on the basis of equipartition.
The resulting relation allows an estimate of the magnetic field strength, given
measurements of the synchrotron intensity and spectral index ˛, and estimates

1Other assumptions, such as pressure equipartition and minimum energy, are also commonly used
and may be considered as roughly equivalent; see also the more detailed discussion by Beck and
Krause (2005).
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of the electron-to-proton ratio and pathlength through the emitting volume. The
dependence on all of these parameters except for the synchrotron spectral index
is weak, in a powerlaw dependence with index 1=.˛ C 3/ as shown by Beck and
Krause (2005).

3.3 Polarization and Faraday Rotation

So far, the synchrotron radiation has been treated as if it is fully unpolarized.
However, the beamed synchrotron radiation described in Sect. 3.2 is linearly
polarized, with the electric vector of the radiation field oriented perpendicular to the
component of the magnetic field in the plane of the sky (B?, where B D OxB? C OyBk
with Oy pointing along the line of sight). If the field is ordered, the radiation can be
linearly polarized up to a maximum fraction

P

I
D p C 1

p C 7=3
(3.8)

meaning that for p D 2:5 as discussed in Sect. 3.2, the polarized fraction is up to
72 % for a fully ordered field. Note that synchrotron aging leads to larger values of
p, and therefore to somewhat larger values of P=I .

The linear polarization traces ordered fields lying in the plane of the sky. A
tangled component to the magnetic field lowers the polarization fraction. So too
do Faraday effects, which we now describe.

Radiation passing through a magnetoionized medium suffers propagation effects.
This happens because the phase velocity of right-handed circularly (RHC) and left-
handed circularly (LHC) polarized light is different in a magnetoionized medium
(see, e.g., Jackson 1998). This results in Faraday rotation, a frequency dependent
modification of the linear polarization angle,

� D �0 C � �2: (3.9)

The proportionality constant, the “Faraday depth” (�), encapsulates the physics of
the situation:

� D 0:81

Z observer

source
neB � d l (3.10)

where ne is the electron density in cm�2, B is the magnetic field in �G, and l is the
line of sight in pc. Classical analysis of polarized synchrotron emission involves
measuring � at a very small number of widely spaced observing frequencies,
and fitting a linear slope in Eq. (3.9). In such a situation, � is referred to as the
Faraday rotation measure (RM). However, this approximation is only valid if there
is a single foreground medium inducing the Faraday rotation (and not emitting its
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own polarized synchrotron radiation within the volume), between the background
source and the observer. In general, polarized synchrotron radiation may originate
from within volumes that induce Faraday rotation, leading to polarized synchrotron
emission at a range of �. The “Faraday dispersion function”, often referred to as
the “Faraday spectrum”, describes the complex polarization vector as a function of
�, and is written F.�/. See Brentjens and de Bruyn (2005) and Heald (2009) for
examples.

Additional practical complications arise if the Faraday depth is large enough
to substantially rotate the polarization vector within the observing bandwidth (an
effect known as bandwidth depolarization). This effect can be mitigated with mod-
ern multi-channel correlators, as described in Sect. 3.5. Moreover, the individual
measurements of � are only known modulo 	 (the n	 ambiguity) making the fitted
slope uncertain, as is well illustrated by Rand and Lyne (1994).

Robust recovery of polarized synchrotron radiation and its Faraday rotation in
general circumstances is a topic of current study, as described in Sect. 3.4.

3.4 Rotation Measure Synthesis

A robust method for determining the Faraday dispersion function was proposed by
Burn (1966). It was little used until its revival by Brentjens and de Bruyn (2005),
who coined the phrase “RM Synthesis”. The essence of the technique is described
here. Further developments and extensions are explained afterward.

Following Burn (1966), we begin by writing the linear polarization vector as a
complex quantity,

P D QC iU D P0e
2i� (3.11)

Substituting the polarization angle to account for its frequency dependence, and
integrating over all possible values of the Faraday depth, we end up with

P.�2/ D
Z 1

�1
P0e

2i.�0C��2/d� (3.12)

or

P.�2/ D
Z 1

�1
F.�/e2i��

2

d� (3.13)

where F.�/, the Faraday dispersion function, describes the intrinsic polarized flux
as a function of the Faraday depth.

Equation (3.13), which connects the physics of the situation (encapsulated
in F.�/) to the observables (described by P.�2/), takes the form of a Fourier
transform. Hence, it can be inverted to yield the Faraday dispersion function as a
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function of observable quantities.

F.�/ D
Z 1

�1
P.�2/e�2i��2d�2 (3.14)

This can be thought of as a Fourier decomposition of the complex (Q,U) polarization
vector’s frequency variation into one or more “modes”, each of which is the result
of a polarized signal at a particular Faraday depth.

Using Eq. (3.13) is not directly possible, however, because the integral requires
measurement over all possible values of the square of the observing wavelength
�. This is impossible not merely because radio telescopes cannot cover all wave-
lengths, but moreover because it is impossible to observe at negative values of �2.
One option is to make an assumption about the behavior at unsampled values of
�2; this is addressed in Sect. 3.4.2. For the moment, we will proceed by recasting
Eq. (3.14) using a window function, as introduced by Brentjens and de Bruyn
(2005). This leads to

QP .�2/ D W.�2/P.�2/ D W.�2/

Z 1

�1
F.�/e2i��

2

d� (3.15)

and the inverse is the reconstructed Faraday dispersion function

QF .�/ D K

Z 1

�1
QP .�2/e�2i��2d�2 D F.�/ ? R.�/ (3.16)

which is the convolution of the actual Faraday dispersion function with the RM
Spread Function (RMSF), R.�/. K is a normalizing factor and is computed as the
inverse of the integral of the weight function, namely

K D
�Z 1

�1
W.�2/d�2

��1
: (3.17)

The RMSF describes the instrumental response based on the wavelength coverage
of the observations combined to reconstruct the Faraday dispersion function.

R.�/ 
 K

Z 1

�1
W.�2/e�2i��2d�2 (3.18)

The weight function, W.�2/, can be used to give different relative weights to each
of the polarization measurements in each observed frequency channel in order to
optimize the RMSF behavior. This can be thought of in analogy to uv weighting in
synthesis imaging, and is an option that has been little explored to date in the case
of RM Synthesis.

Finally, we note that there are two additional features of the RM Synthesis
equations. The first takes into account that the integral formulation is still incorrect
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in that real observations consist of N discrete samples in frequency space, thus
we rewrite as a summation. Second, we use the Fourier shift theorem to add an
additional offset factor (�20 D N�1P�2) in the exponential, making the variations
in the real and imaginary part of the RMSF far less rapid (see Brentjens and de
Bruyn 2005 and Appendix A.2 of Heald et al. 2009). This second change is purely
cosmetic. Together, we conclude with

QF .�/ D K

NX

cD1
QPce�2i�.�2c��20/ (3.19)

R.�/ D K

NX

cD1
Wce

�2i�.�2c��20/ (3.20)

The formulation in Eq. (3.19) can be thought of as a series of trial RM calculations:
if the trial RM is correct, then a substantial (large signal-to-noise) response is
observed; if not then no signal is present in the output spectrum.

As written, Eq. (3.19) suggests a calculation for a single line-of-sight. However,
the procedure can be done for every pixel of a pair of image cubes (one each of
Stokes Q and U). The result of this would be a pair of image cubes, with the third
axis corresponding to Faraday depth instead of frequency as in the original cubes.

From the RMSF, there are several quantities of interest that give an indication of
the quality of the Faraday dispersion function reconstruction (see Brentjens and de
Bruyn 2005; Schnitzeler et al. 2009). These are:

FWHM D 3:8

��2
(3.21)

max � scale D 	

�2min

(3.22)

j�maxj D
p
3

ı�2
(3.23)

Examples of the RMSF are given in Fig. 3.1, illustrating that the metric in
Eq. (3.21) is not the only consideration in good recovery of the RM of polarized
sources. The left column gives a variety of observational frequency setups, and the
right column shows the corresponding RMSF (amplitude only) for each frequency
coverage. In the first row, the situation corresponding to two single frequencies
is shown. In this case, the two frequencies are 1,150 and 1,450 MHz. The n	
ambiguity in this case would lead to an ambiguity in RM of

�RM D 	

��2
D 	

0:02521m2
D 124:6 rad m�2 (3.24)
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Fig. 3.1 Some examples of frequency coverage (left panels) and corresponding RMSF (amplitude
only; right panels). Top row: Two single frequency measurements separated by 300 MHz. The
corresponding RMSF is equivalent to the n	 ambiguity in “classical” RM determination. Second
row: Broadband (multi-channel) coverage using the same frequency span. The sidelobes of the
RMSF have been strongly suppressed. Third row: Same coverage but with a gap, as might be
produced by RFI flagging. Sidelobe suppression is not as effective, but the width of the central
peak remains the same. Bottom row: Broadband (multi-channel) coverage at low frequencies as
provided by e.g. LOFAR (see the chapter by Beck in this volume). The RM precision is extremely
high in such cases. Further details of the different observational setups are discussed in the text
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The RMSF in this case clearly has peaks that are found at the same spacing. Hence,
RM Synthesis in this case yields the same uncertainty as a normal RM analysis
would provide. The situation changes when the frequency span is more uniformly
covered with multiple individual measurements. In the second row, three hundred
1MHz channels are evenly spaced (in frequency) between 1;150 and 1;450MHz.
This case is representative of the type of frequency coverage that will be possible
with e.g. APERTIF (Oosterloo et al. 2009) and ASKAP (Johnston et al. 2009),
and shows that the sidelobes corresponding to the n	 ambiguity are significantly
suppressed. The suppression of sidelobes is rather different in the third row, where
two frequency windows, each consisting of one hundred 1MHz channels, are
separated by 100MHz. Such a situation might arise due to strong RFI at particular
frequencies (between 1,250 and 1,350 MHz in this case), for example. In the given
example, all sidelobes except the innermost ones are suppressed. This example can
be thought of as similar to the Young double slit experiment: the width of each lobe
is related to the full spread in �2, but there is an envelope with a width corresponding
to the span of each frequency window. In the fourth row, an example is shown at
low radio frequencies (240 channels, each of 0:2MHz), illustrating the substantially
better RM resolution. Such a situation is provided by LOFAR (van Haarlem et al.
2013), as shown by Sotomayor-Beltran et al. (2013) (see also the chapter by Beck
in this volume).

An intriguing possibility is to include the Fourier transform corresponding to
Eq. (3.19) together with the Fourier transform already used to perform the imaging
step when dealing with observations of an aperture synthesis radio telescope. This
technique, called Faraday synthesis (Bell and Enßlin 2012; see also Pen et al.
2009), transforms directly from visibilities to a three-dimensional Faraday cube,
with two angular dimensions (i.e. Right Ascension and Declination) as well as
a third corresponding to Faraday depth. Moreover, the deconvolution in Faraday
space (described in Sect. 3.4.1) can be implemented together with the image-plane
deconvolution. The simulated data that have been used in this technique show great
promise: along with improved angular resolution, greater image fidelity is observed
in the reconstructed Faraday cubes. An illustration of this is given in Fig. 3.2.
The example is based on simulated data. With real data, additional complications
will be present. For example, in order to apply Faraday synthesis to wide-field
interferometric telescopes such as LOFAR, imaging steps such as w-projection
(Cornwell et al. 2008) and A-projection (Bhatnagar et al. 2008) will need to be
included in addition to the Faraday synthesis operation along the third axis.

3.4.1 RM Synthesis Deconvolution

The practical application of RM Synthesis must take into account the discrete (and
incomplete) nature of the �2 coverage in the observations that are used to obtain the
measured QP.�2/. A major effect that has to be dealt with is the sidelobe response
in the RMSF, as illustrated in Fig. 3.1. Cases in which this is essential include



50 G. Heald

Fig. 3.2 Illustration of Faraday synthesis, reproduced from Bell and Enßlin (2012). The panels
show a comparison between an input model of 30 point sources, all at different values of RM,
and two reconstructions, at several � values. In each frame, the greyscale varies linearly from 0–
50mJy beam�1, and the contours begin at 50mJy beam�1 with a factor of 2 between each level.
Left: the model image convolved with an (0:800 � 0:800 � 40 rad m�2) Gaussian. Middle: a 2+1D
reconstruction (indicating a 2D inversion to an image-plane frequency cube, followed by a 1D RM
Synthesis operation along the third axis to Faraday depth space). Right: the 3D (Faraday synthesis)
reconstruction. Top to bottom: � D �205;�160; 200; 230; and 395 rad m�2
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a polarized source behind a polarized Milky Way screen, and a polarized source
(especially at low �) in the presence of instrumental polarization (which tends to
have � close to zero). In both cases, the potential sidelobe confusion will decrease
the quality of the polarized properties recovered from the reconstructed Faraday
dispersion function.

The basic method of deconvolution is based on the analogous procedure devel-
oped for image plane deconvolution in aperture synthesis (Högbom 1974). It is
described by Brentjens (2007) and Heald et al. (2009). The implementation from
the latter paper has been included in the standard MIRIAD (Sault et al. 1995)
distribution.

The deconvolution technique consists of the following steps. If the input data are
in the form of Faraday cubes, then the technique is performed independently for
every spatial pixel in the cube.

1. The most significant peak of the RM spectrum is identified. Typically this is
done by simply searching for the peak amplitude of the dirty Faraday spectrum
(jF.�/j). An optional alternative is to cross-correlate the complex Faraday
spectrum F.�/ D Q.�/ C iU.�/ with the complex RMSF, and search for the
maximum cross-correlation amplitude. This may help to distinguish real peaks in
extreme cases of sidelobe confusion, but in practice has not been found to make
a substantial improvement in deconvolution quality (Heald et al. 2009).

2. The location along the � axis of the peak identified in step (1) is recorded as �m.
3. If jF.�m/j is greater than a user-defined threshold, then the RMSF is shifted (to

be centered at �m) and scaled (to gF.�m/ where g is a gain factor; typically
g D 0:1, though note that Macquart et al. (2012) advocate g D 1:0 to avoid
incomplete recovery of the full polarized signal). This shifted and scaled version
of the complex RMSF is subtracted from the current residual spectrum. The value
of gF.�m/ is recorded and added to a list of clean components to form a clean
component spectrum.

4. Once a stop criterion has been reached (maximum number of iterations, or
the threshold test in the previous step fails), the clean component spectrum is
convolved with a real-valued Gaussian restoring beam and added to the residuals.
The output is the cleaned Faraday spectrum.

The deconvolution method described above has some practical limitations. First,
depending on the range of frequencies sampled in the observation, extended features
in Faraday spectra may not be well recovered (see Eq. (3.22)). Deconvolution of
the type described here is not able to recover extended Faraday signals (that were
not sampled in the initial observation, just as missing short spacing information in
interferometer measurements cannot be recovered through image-plane CLEAN).
Moreover the complex nature of the individual components in a Faraday spectrum
can cause unexpected interference effects when they are closely spaced (i.e. spaced
by less than the FWHM of the RMSF; see Farnsworth et al. 2011). In the worst case,
the peak of the Faraday spectrum produced by RM Synthesis can be outside of the
� range bounded by the individual sources. This can cause RM-CLEAN to begin
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deconvolution at the wrong location �m in step (1) of the procedure enumerated
above. Having started at the wrong �m, the algorithm cannot recover.

Alternative approaches have been recently developed, which work by minimizing
the difference between data and model in the measurement (�2) domain. These
include the use of the “sparse” technique described by Andrecut et al. (2012) to
simultaneously fit a number of individual � components, which can be thin or thick,
from an overcomplete dictionary of basis functions. (See also Li et al. 2011 for
an earlier and complementary treatment using compressive sensing techniques.)
Another possibility is to utilize the maximum likelihood (ML) estimation technique
described by Bell et al. (2013), in which an initial guess based on a standard
RM-CLEAN is updated through least-squares minimization and merging of nearby
clean components (note that a similar but somewhat less general component-
merging strategy was adopted by Macquart et al. 2012).

A topic of ongoing research is the robustness of the polarized source properties
that can be recovered following the use of RM Synthesis (and RM-CLEAN).
Macquart et al. (2012) and George et al. (2012) present detailed analyses of
the reliability of polarized features identified in Faraday spectra, finding high
confidence in recovered source parameters only above S=N � 7–8. Meanwhile,
Hales et al. (2012) derive an analytical formalism for assessing the threshold for
reliable polarized source parameter recovery. An interesting outcome from their
analysis indicates that while on the one hand finer channelization leads to the ability
to recover polarized sources with higher � (see Eq. (3.23)), on the other hand better
reliability in source recovery can be achieved with fewer (wider in �2) channels
(although note that the improvement is only substantial for a reduction in number
of channels by at least about an order of magnitude). This suggests that a balance
should be struck in selection of the channelization of future polarization work.

3.4.2 Wavelet Based RM Synthesis

An interesting alternative approach to the standard RM Synthesis technique
described above is to recast the basic equations (3.13) and (3.14) as a wavelet
transform instead of as a Fourier transform. This is described by Frick et al. (2010),
who adopt the constraint that the Faraday dispersion function (or each individual
feature therein) should be symmetric with respect to its center,

F.2�0 � �/ D F.�/ (3.25)

where �0 is the center of a feature of interest in the Faraday spectrum. This
assumption leads to the counterpart in the measurement domain that

P.��2/ D e�4i�0�2P.�2/: (3.26)
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The antisymmetric case is a straightforward extension of this treatment. However,
if more than one feature is present in the Faraday spectrum, then a single point of
symmetry is not a correct description. The use of wavelets effectively allows the
symmetry condition to be applied for all detected features in the Faraday spectrum.

Frick et al. (2010) show that wavelet-based RM Synthesis can be useful to
identify extended structures in Faraday space, and can help to better recover intrinsic
properties of the polarized emission. In a followup analysis Frick et al. (2011)
investigate further practical aspects of applying wavelet analysis to observational
data, and illustrate the ability of the technique to isolate features in the Faraday
spectrum which are indicative of underlying physical properties in the observed
object.

3.5 Outlook

Ongoing investigations into the analysis of polarized synchrotron emission using
RM Synthesis and related techniques are bound to bear fruit in the coming few years.
Several new telescopes are being built which provide wide bandwidths and excellent
spectral sampling, along with good polarization characteristics. Among these,
low frequency telescopes like LOFAR (van Haarlem et al. 2013), the Murchison
Widefield Array (MWA; Tingay et al. 2013) and Long Wavelength Array (LWA;
Ellingson et al. 2012) will be well suited to detection of Faraday thin sources and
extremely high RM precision (see, e.g., Sotomayor-Beltran et al. 2013). Square
Kilometre Array (SKA) pathfinder and precursor telescopes operating at 1 GHz
frequencies, the Aperture Tile In Focus (APERTIF) upgrade to the Westerbork
Synthesis Radio Telescope (WSRT; Oosterloo et al. 2009) and the Australian
Square Kilometre Array Pathfinder (ASKAP; Johnston et al. 2009) will collectively
provide an all-sky polarization catalog of extragalactic sources. The MeerKAT SKA
precursor (Booth and Jonas 2012) will by virtue of its multiband coverage allow
high-quality reconstruction of Faraday thick structures. The upgraded Very Large
Array (VLA; Perley et al. 2011) goes so far as to cover the complete frequency
range from 1 � 50GHz, enabling exquisite studies of Faraday structures (see, e.g.,
Irwin et al. 2012). The future prospects have been summarized in detail by Beck
et al. (2012). The techniques described here will certainly provide significant new
opportunities for the understanding of cosmic magnetic fields, as is also discussed
by Beck (this volume).
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Chapter 4
Interstellar Grain Alignment: Observational
Status

B-G Andersson

Abstract Interstellar polarization in the optical/infrared has long been known to be
due to asymmetrical dust grains aligned with the magnetic field and can potentially
provide a resource effective way to probe both the topology and strength of the
magnetic-field. However, to do so with confidence, the physics and variability of
the alignment mechanisms must be quantitatively understood. The last 15 years has
seen major advancements in both the theoretical and observational understanding
of this problem. I here review the current state of the observational constraints on
the grain alignment physics. While none of the three classes of proposed grain
alignment theories: mechanical, paramagnetic relaxation and radiative alignment
torque, can be viewed as having been empirically confirmed, the first two have failed
some critical observational tests, whereas the latter has recently been given specific
observational support and must now be viewed as the leading candidate.

4.1 Introduction

Interstellar optical polarization was discovered in 1949, independently by Hall
(1949) and Hiltner (1949a, b). Already in Hiltner’s second paper of that year
the effect was ascribed to dichroic extinction by asymmetric dust grains aligned
with the magnetic field. This is now well established and is supported (Fig. 4.1)
by comparing the amount of polarization with the visual extinction, which shows
that the upper envelope of the former is linearly correlated with the latter, and
by comparing the position angle of the optical/near infrared polarization with
the position angle of polarization due to synchrotron radiation, for which a well
understood theory exists (e.g. Jackson 1975; Burke and Graham-Smith 1997, 2009).

We can therefore safely assume that the optical/near-infrared (O/IR) polarization
observed from the ISM is due to dichroic extinction by asymmetric dust grains
aligned with (if not by!) the magnetic field. In the far infrared (FIR), these
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Fig. 4.1 That optical/near-infrared polarization is due to dichroic extinction by asymmetric dust
grains aligned with the magnetic field is supported by the fact that (left) the upper envelope of the
amount of polarization is correlated with the visual extinction (in this case towards a region around
the Southern Coalsack; Andersson and Potter (2005)) and (right) that the position angles of the
polarization agree with the position angles observed from synchrotron radiation (with an offset of
90ı, expected for zero pitch-angle electrons, cf. Jackson 1975)

aligned grains give rise to polarized emission, which has been observed, in a
number of sources at wavelengths from the far infrared to mm-waves [cf. reviews
by Hildebrantd (1996) and summaries by Dotson et al. (2000), Vaillancourt and
Matthews (2012), and references therein].

Significant progress has been made over the last two decades in both theory
and observations and we are now at a point where quantitative comparisons
between theory and observations are being made, and promises to reward us with
a predictive, observationally supported theory of interstellar grain alignment within
the foreseeable future.

This review will focus on the observational aspects of interstellar grain alignment
physics and will only provide a brief summary of the theoretical aspects of the field.
Excellent reviews of the latter can be found in e.g. Roberge (1996) and Lazarian
(2007).

The main observational constraints on the grain alignment mechanisms come
from (in the O/IR) the interstellar extinction and polarization curves (e.g. Fitzpatrick
and Massa 1990; Cardelli et al. 1989; Serkowski 1973; Wilking et al. 1980).
Based on the theory for scattering of light by small particles (“Mie theory” and its
extensions; Mie 1908; Debye 1909; cf. Whittet 2003; Krügel 2003; Draine 2011),
complemented by elemental abundance constraints and estimates of the refractive
indices for the grain materials, these allow an inversion from the wavelength depen-
dence of the extinction and polarization, respectively, to grains size distributions
(by grain material) of the total grain population and the aligned part (Mathis et al.
1977; Kim et al. 1994; Clayton et al. 2003; Mathis 1986; Kim and Martin 1995).
The dust is usually modeled as consisting of silicates, amorphous carbon and small
graphite particles made up of simple shapes (e.g. spheres, spheroids or cylinders).
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The number density of the dust was found to be satisfactorily (Mathis et al. 1977)
modeled a power-law size distribution

n.a/ / a�q (4.1)

with an exponent of q � 3.5, and grains at least in the range 0.005–0.25 �m range.
Later models extend the upper limit with an exponential decay to larger grains
(Kim et al. 1994; Clayton et al. 2003; Draine and Li 2007; Draine and Fraisse
2009). These grain models are—of course—a simplification, which disregards such
complications as possibly composite grains or silicate grains with carbonaceous
mantles (Duley et al. 1989; Li and Greenberg 1997) or grains of highly complex
shapes or structures. In the dark, cold parts of molecular clouds volatile ice mantles
form on the refractory grains (Whittet 2003), which can be of substantial relative
volume (Hough et al. 2008). In addition to their influence on the extinction and
polarization properties of the material it is becoming increasingly clear that these
ice mantles are crucial to the understanding of the chemical evolution of molecular
clouds (Herbst and van Dishoeck 2009).

The polarized spectrum of MIR absorption and FIR/(sub)mm-wave emission
from warm dust provide complementary constraints of the characteristics of the dust
in terms of grain shape and refractive indices (e.g. Hildebrantd and Dragovan 1995;
Draine and Fraisse 2009) for high column density line of sight.

The most direct probe of the grain alignment is through the fractional polarization
(p/AV). Although this, to first order, measures the fraction of aligned, asymmetric
grains, it will, in detail, depend on a number of, often poorly constrained, parame-
ters, including

1. The size distribution of the grains
2. The chemical composition and refractive index of the grains
3. The fraction of asymmetric grains
4. The alignment efficiency of the grains
5. The thermal and radiation field environment of the grains
6. The general orientation of the ordered magnetic field
7. The magnetic field line of sight topology, and level of turbulence

Therefore, these factors, their uncertainties and—possibly—variations along
each line of sight, need to be taken into account when comparing observations to
theoretical predictions.

Polarization due to dichroic extinction by asymmetric grains aligned with the
magnetic field, will only be sensitive to the plane-of-the-sky component of the field.
Hence variations in the line-of-sight to plane-of-the-sky ratio of the magnetic field
will affect the O/IR fractional polarization. Since both Zeeman splitting (Verchuur
1969; Crutcher et al. 1975; Troland and Crutcher 2008) and Faraday rotation
observations (Wolleben and Reich 2004 and references therein) probe the line-of-
sight component of the field, direct “cross calibration” between these, nominally
more quantitative, methods and O/IR polarimetry are inherently difficult (Andersson
and Potter 2009).
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To account for the maximum observed polarization at small to moderate opacities
of p/EB�V � 9 % mag�1 (Serkowski et al. 1975) efficient alignment of the larger
silicate grains is required (Jones 1996 and references therein). Mathis (1986)
could reproduce the wavelength dependence of the polarization assuming perfect
alignment of the large silicate grains. Kim and Martin (1995), using a combination
of extinction and polarization data, showed that even for small axis-ratios, oblate
spheroidal silicate grains, combined with a population of spherical (silicate and
carbonaceous) grains can reproduce the observed general maximum polarization
fraction seen with a high alignment fraction.

Comparisons between the linear and circular polarization observed in the ISM
indicates that the dust grains giving rise to the polarization are good dielectrics
(Martin 1974; Martin and Angel 1976; Mathis 1986), consistent with silicate, but
not with carbonaceous grains. Strong polarization has been detected in the 9.7 and
18 �m silicate spectral features (Smith et al. 2000), whereas the 3.4 �m aliphatic
C–H stretch feature, usually associated with carbonaceous dust, does not show
detectable polarization (Chiar et al. 2006). For these reasons it is often assumed
that large carbonaceous grains are either absent, symmetrical or unaligned. The
2,175 Å extinction “bump” shows associated polarization in 2 out of 30 lines of sight
observed (Anderson et al. 1996; Martin et al. 1999). Since this extinction feature is
usually thought to be due to small graphite grains it is possible that these can be
aligned, at least in some environments, whereas the larger amorphous carbon grains
required in some models (Clayton et al. 2003; Draine and Li 2007) might not be
alignable.

At large opacities the fractional polarization (p/AV) drops systematically with
opacity (Jones 1989; Jones et al. 1992 (JKD); Goodman et al. 1992, 1995; Gerakines
et al. 1995; Whittet et al. 2008), which is usually interpreted in terms of decreasing
polarization efficiency. Some of this drop-off is, however, likely due to line-of-
sight depolarization where different gas parcels in the cloud have intrinsic magnetic
field directions (close to) perpendicular to each other and hence cancel out the
polarization from each other.

This phenomenon has been studied by Myers and Goodman (1991), Jones et al.
(1992), Ostriker et al. (2001) and Wiebe and Watson (2001). In general it is found
that for multiple “decorrelation zones” and a large random field component a
limiting behavior of p�AV

1/2 is predicted, as is appropriate for a random walk
process. Observationally, the level of turbulence, and hence the decrease in the
fractional polarization, that can be ascribed to a turbulent magnetic field, can be
constrained by the fact that even for clouds with large opacities the observed
polarization angles are not random (Jones 1996). For the Taurus cloud (observed
by Whittet et al. 2008; Fig. 4.3) and even in the deep star-less cores (e.g. Crutcher
et al. 2004) ordered magnetic fields are seen.

Figure 4.2 shows the fractional polarization seen towards embedded and field
star background sources (Whittet et al. 2008; Jones et al. 2011) overlaid with the
predictions from JKD using an equal mix of ordered and random components for
the magnetic field with a decorrelation length for the random component of £K D 0.1
(Jones et al. 2011). For the lines of sight towards embedded sources, and for AV � 10
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Fig. 4.2 The fractional polarization in the K-band seen towards embedded sources and back-
ground field stars (Whittet et al. 2008) are compared with the predictions from a model of
polarimetric radiative transfer through a cloud with a turbulent magnetic field. Only at very large
opacities without embedded sources does the fractional polarization drop below what can be
explained by depolarization due to the random field component (adapted from Jones et al. 2011)

Fig. 4.3 Left: The distribution in polarization position angles for the “Field star” sample from
Whittet et al. (2008; Fig. 4.2) shows a broad, but non-random distribution, indicating that the
decrease in fractional polarization could not be fully ascribed to turbulence in the cloud. The
dispersion in the position angles (right) shows no systematic variation with opacity

for the field stars, the drop in fractional polarization can be accounted for by
the random field’s depolarizing effects, while towards even deeper sightline (with
these field parameters), additional effects—likely a decrease in the grain alignment
efficiency—are required. Figure 4.3 shows the distribution of polarization angles
observed for the field star sample of Whittet et al. (2008). While the distribution
is broad, it does not allow a depolarization fully dominated by magnetic field
turbulence. Note, however, that this result should not be interpreted to mean that
grain alignment variations are not present for AV< 10 mag, since the choice of
turbulence parameters is not well constrained in detail.
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Fig. 4.4 The wavelength
dependence of interstellar
optical/near infrared
polarization follows a
universal relation referred to
as the Serkowski relation (Eq.
(4.2)), here illustrated for the
star HD 9441 behind the
Chamaeleon I cloud. The data
are from Whittet et al. (1992)
and the fit uses Eq. (4.3) to
relate the K-parameter to œmax

The observed wavelength dependence for interstellar polarization shows a
universal shape (Fig. 4.4) with a maximum in the yellow-to-red range and falling
off steeply both into the ultraviolet and infrared. The wavelength dependence can
be parameterized (Serkowski 1973) by the relation:

p .œ/ D pmax � exp
˚�K � ln2 .œmax=œ/

�
(4.2)

known as the “Serkowski relation”, where pmax is the maximum amount of
polarization seen at wavelength œmax, and K controls the width of the curve. As was
realized early on, based on Mie scattering theory (see Whittet 2003), the relatively
narrow width of the polarization curve indicates that only a limited grain size
distribution contributes to the polarization. More detailed modeling (Mathis 1986;
Kim and Martin 1995) shows that the same size distribution can reproduce both the
interstellar extinction and polarization curve, but with a larger small-size cut-off for
the aligned grains around 0.04–0.05 �m.

Wilking et al. (1980, 1982) and Whittet et al. (1992) showed that K is correlated
with œmax such that

K D .0:01˙ 0:05/C .1:66˙ 0:09/ � �max (4.3)

Andersson and Potter (2007) showed that a universal (at least for the six
interstellar clouds in their study) relation exists between œmax and AV (Fig. 4.5)
of the form
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Fig. 4.5 The wavelength of
maximum polarization is seen
to be linearly correlated with
the visual extinction.
Different colors correspond to
data from different near-by
clouds and the raw data have
been adjusted to account of
different average grains sizes
(via <RV>) and star
formation rates on the
different clouds. See
Andersson and Potter (2007)
for details

œmax D .0:166˙ 0:003/ �< RV > C .0:020˙ 0:007/ � AV (4.4)

where<RV> is the average total-to-selective extinction in the cloud. Since the grain
orientation randomization is assumed to be by gas-grain collisions and since these
are more efficient for smaller grains, they interpreted this relationship as indicating
radiatively driven grain alignment.

Whittet and van Breda (1978), for a large sample of sightlines, found a correlation
between œmax and the ratio of total-to-selective extinction, RV, such that:

RV D .5:6˙ 0:3/ � œmax (4.5)

(cf. Whittet et al. (2001) and references therein), which is usually interpreted to
indicate grain growth associated with larger values of œmax, as RV is usually assumed
to track the average grain size. Chini and Krügel (1983), however challenged this
assumption and Whittet et al. (2001) noted that, for their Taurus sample, very little
correlation was seen between œmax, and RV. Andersson and Potter (2007), expanded
on the Whittet et al. results and argued that the derived variation of œmax with RV

is due to the inclusion of different clouds in the same plot and argued that for any
given cloud, in their six cloud sample, no clear relation is seen.

The FIR/(sub)mm-wave polarization spectrum shows a broad minimum around
350 �m for lines of sight in star forming cloud cores off of the FIR flux peak
(Fig. 4.6).

As shown, originally, by Hildebrand et al. (1999) a single population of grains
cannot produce this polarization spectrum. At minimum, a two-component dust
population is required with either significantly different grain emissivities or
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Fig. 4.6 The observed
polarization spectrum for a
number of molecular cloud
cores shows a systematic
behavior with a marked
minimum in the 350 �m
range. Overlaid (full drawn
line) is an illustrative
two-temperature dust model
where only the hot
component is polarized
(Reproduced from
Vaillancourt et al. 2008 with
permission from the AAS)

temperatures. Their preferred model, yielding the drop in polarization from 60 to
300 �m is one where the components differ in temperature and the warmer dust
component is better aligned. As shown by Vaillancourt et al. (2008) the up-turn
in the polarization spectrum long ward of 350 mm can, in such a two-component
model, be understood as an effect of different grain emissivities.

Hence, grain alignment is seen to vary with environment and in systematic ways,
which should provide the observational constraints to allow an understanding of its
physics.

4.2 Grain Alignment Theories

Three broad classes of grain alignment theories have been offered to explain
ISM polarization: Mechanical alignment (Gold 1952a, b; Lazarian 1994, 1995,
1997a), paramagnetic relaxation alignment (Davis and Greenstein 1951; Jones and
Spitzer 1967; Purcell 1979; Mathis 1986) and radiative alignment (Dolginov and
Mitrofanov 1976; Draine and Weingartner 1996, 1997; Lazarian and Hoang 2007;
Hoang and Lazarian 2008, 2009a, b).

I will only briefly discuss these theories here and refer the interested reader
to the above papers, the textbooks by Whittet (2003), Krügel (2003) and Draine
(2011) and the review articles by Hildebrantd (1988), Roberge (1996) and Lazarian
(2007) for details. While this discussion will focus on the mechanisms aligning the
grains, it is crucial to also include the mechanisms randomizing the grain orientation
when comparing theoretical predictions to observations. As shown by Draine and
Lazarian (1998, their Fig. 4.4), extrapolating to the grain sizes dominating the
optical polarization; for neutral material gas-grain collisions are thought to dominate
the grain disalignment. For the warm neutral and warm ionized media, infrared
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emission, and for dark clouds, plasma drag,1 may significantly contribute to the
slowing of the grain rotation. Hence, variations in the gas density, temperature and
ionization rate need to be considered when interpreting polarization data in terms of
grain disalignment.

For all alignment theories relying on the grain rotation becoming aligned
with the magnetic field (i.e. paramagnetic and radiative alignment) the induced
magnetization of a spinning grain, via the Barnett effect (see Draine 2011) assures
that the grains have their axis of maximum inertia closely aligned with their angular
momentum vector. The magnetization induced by the Barnett effect then causes the
grain to Lamor precess about the external magnetic field. For thermally rotating
grains at non-zero temperature, this alignment is not perfect (Lazarian and Roberge
1997) and becomes less so with rising grain temperatures, which affects the amount
of polarization caused by the grains.

In Paramagnetic relaxation alignment, the grains are aligned with the external
magnetic field due to the dissipation of internal magnetization energy. The dissi-
pation occurs because the grain rotation makes the magnetic field—as seen by the
grain material—vary rapidly enough that the material cannot fully respond to the
variations in the applied field. This causes the magnetic susceptibility to become
complex and leads to dissipation along those axes not parallel to the field.

The theory can, in turn, be divided into three sub-classes depending on whether
(1) the grain magnetic susceptibility is typical for paramagnetic materials (e.g.
silicates) and the grain is spun up by gas-grain collisions (“Davis-Greenstein (DG)
alignment”); whether (2) the magnetic susceptibility is significantly enhanced over
that of normal paramagnetic materials, as could result if the paramagnetic grain con-
tained inclusions of ferromagnetic materials (“Super-paramagnetic alignment”;
Jones and Spitzer 1967; Mathis 1986; Lazarian 1997b); or whether (3) the rotation
energy of the grain is well above the thermal energy of the surrounding gas
(“Suprathermal alignment”; Purcell 1979), as may be the case if the grain rotation
is driven by the ejection of photoelectrons or newly formed H2 molecules.

For any theory where the driving torques are fixed in the grain’s coordinate
system, a fundamental theoretical issue was raised by Lazarian and Draine (1999a,
b). Because of the nuclear Barnett effect, grains at T ¤ 0, as large as 1 �m are
likely to be “thermally trapped” in states with non-suprathermal energies, due to the
continued, rapid flipping of the grain induced by the internal thermal excitations of
the grain material. For such a grain the systematic torques never have the chance
to bring the grain to suprathermal rotations speeds and only thermal alignment
mechanisms are available. In all cases of paramagnetic alignment the grain is
aligned with its angular momentum parallel to the magnetic field direction and hence
the polarization traces out the direction of the projected field.

Mechanical alignment requires a systematic velocity difference between the
gas and dust and assumes that gas collisions directly align the grains, somewhat

1Plasma drag is caused by the interaction of the grain electrical dipole moment with the
surrounding ions.
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like a water wheel in a flowing stream. Such alignment results in a grain angular
momentum perpendicular to the flow. The original mechanical alignment theory
by Gold (1952a, b) assumed no magnetic field and considered the flow to be due
to collisions between interstellar clouds oscillating around the galactic mid-plane
as the source of the systematic flow motion. Incorporating magnetic fields, flows
of charged particles can take place either along the field direction, as ambipolar
diffusion across the field or as cyclotron orbits around the field lines. For mechanical
alignment by (partially) ionized gas flows we would expect Gold alignment to
produce polarization perpendicular to the magnetic field direction.

In recent modifications of the theory (Yan and Lazarian 2003) the magnetic field
plays a crucial role also in the acceleration of the dust through a resonance between
magneto-hydrodynamicwaves and the cyclotron frequency of a charged grain. Since
the relative motion of gas and dust grain is now perpendicular to the magnetic field
lines, the predicted polarization is here along the projected field.

In mechanical alignment, which relies on collisions which make the grain tumble,
the gas-dust flow must be supersonic, since—for sub-sonic flows—isotropic sound
waves will tend to keep the grain orientation random (Gold 1952b; Lazarian 2007).
Lazarian and Hoang (2007) have discussed mechanical alignment in sub-sonic gas
flows where gas collisions with helical grains generates grain spin with the angular
momentum along the helicity axis. In parallel to the alignment by radiative torques
where, because helicity is invariant under reflection, collisions from opposite sides
spins a helical grain up in a common direction, this aligns the grains’ spin axis
parallel to the flow direction. In the presence of a dynamically important magnetic
field, the grains then align with the field and the polarization traces out the field
direction.

The major advance in grain alignment theory of the last two decades is the
quantitative development of radiative alignment, specifically through radiative
alignment torque (RAT) theory. Originally proposed by Dolginov and Mitrofanov
(1976), the theory proposes that grains with a net helicity can be spun up by the
torques imparted by the radiation field as it is scattered off the grain. Because of
the grain’s helicity, the right- and left-hand circular polarization components of the
radiation field have different scattering cross sections off of the grain and for an
anisotropic field significant net angular momentum can be built up in the grain. As
noted above, because helicity is invariant under reflection, thermal trapping is not
a concern in radiative alignment and long duration spin-up can be achieved for an
anisotropic radiation field. As the grain acquires a magnetization via the Barnett
effect (Purcell 1979) it precesses around the magnetic field and the continued
radiative torques during this precession then aligns the grain with the magnetic field.
Note that paramagnetic relaxation is not invoked in the alignment in RAT theory.
As in the case of paramagnetic alignment, the grain is aligned with its angular
momentum vector along the magnetic field and hence RAT alignment, generally,
predicts polarization parallel to the magnetic field, as well. Draine and Weingartner
(1996, 1997) used numerical calculations based on the DDSCAT code (Purcell and
Pennypacker 1973; Draine and Flatau 1994) to show that significant alignment was
achievable for a number of grain shapes, many of which were not particularly “cork
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screw like” (see Fig. 4.1 of Draine and Weingartner 1997). Lazarian and Hoang
(2007; LH07) proposed an analytical model, consisting of a spheroidal grain with
an angled, offset, mirror which they showed could closely reproduce the numerical
results from Draine and Weingartner. The generality of the analytical model of
LH07 has allowed them to extend the theory and provide several specific theoretical
predictions.

4.2.1 Theoretical Predictions Amenable to Observational Tests

4.2.1.1 Paramagnetic Relaxation

Davis-Greenstein Alignment

For dust both spun up and randomized by gas-grain collisions it can be shown (e.g.
Draine 2011) that the degree of alignment should decrease with grain size. The
overall grain size distribution can be derived from the interstellar extinction curve
(e.g. Mathis et al. 1977; Kim and Martin 1995; Clayton et al. 2003) while that of
aligned grains can be determined from the polarization curve (e.g. Kim and Martin
1995).

Jones and Spitzer (1967) used thermodynamic arguments to show that signif-
icant alignment of grains with rotation driven by gas-grain collisions can only
take place—at least for paramagnetic materials located in magnetic fields with
reasonable ISM strengths—if the gas temperature is significantly different from the
dust temperature. Since the gas heating at small opacities is dominated by collisions
with photoelectrons emitted from small grains (e.g. Hollenbach et al. 2009), and
the cooling is dominated by line emission, the gas temperature drops rapidly with
increasing opacity. The dust cools through optically thin continuum radiation, so
dust temperature varies more slowly with opacity. Comparing observation of FIR
dust emission and the line radiation from molecular tracers (e.g. Hotzel et al.
2001), the dust and gas temperatures can be compared. A recent, comprehensive,
physical/chemical model of the temperature variations in a dark cloud (Hollenbach
et al. 2009) shows that even for a quite elevated radiation field, as the visual
extinction reaches AV 4 mag the gas (Tg D 22 K) and dust (Td D 15 K) temperatures
rapidly approach each other and by AV � 10 mag are within a degree of each
other.

– Are smaller grains better aligned than large ones?
– Are grain aligned in environments where the gas and dust temperatures are

approximately equal?
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Super-Paramagnetic Alignment

As pointed out by Jones and Spitzer (1967) the thermodynamical constraints on
thermally spun up paramagnetic alignment could be overcome if the magnetic
susceptibility could be raised by several orders of magnitude. They suggested that
this could be accomplished by the inclusion of small ferromagnetic sub grains
into the silicate grain bulk consisting of metallic iron, iron-oxides or -sulfates
(Jones and Spitzer 1967; Mathis 1986). Mathis (1986) expanded on this suggestion
and showed that the observed polarization curve could be reproduced using a
standard over-all power-law grain size distribution (Mathis et al. 1977) and with
the simple assumption that a silicate grain is aligned if it contains at least one
such superparamagnetic (SPM) inclusion. He could also reproduce the observed
correlation of the K parameter with œmax (Eq. (4.3)), by assuming that both are
driven by an increase in the size of the grains that contains one such SPM inclusion,
while keeping the grain size distribution function and its upper cut-off constant.
While the observed K vs. œmax behavior could also be accomplished by raising the
upper bound on the grain sizes, Mathis argued that this would result in a variable
red-to-near infrared extinction law, in contrast to what is observed.

It should be noted, however, that even for super-paramagnetic alignment,
Roberge (1996) has argued, based on observational constraints from Hildebrantd
and Dragovan (1995) that even in the limit of infinitely large super-paramagnetic
aligning torques the gas temperature must still be at least five�Tdust for thermally
rotating super-paramagnetic grains to be aligned.

• Do the grains contain super-paramagnetic (SPM) inclusions?
• Do the ISM depletion patterns support the existence of grains with ferromagnetic

inclusions?

– If so, are grains with more Fe-rich materials better aligned?

• Is the K vs. �max relation based on SPM inclusions unique?

Suprathermal Rotation Alignment

Suprathermal spin-up (“Purcell”) alignment requires that energetic particles are
ejected from the grain surface in a way that yields a systematic torque. Thus the
ejection sites must be localized on the grain surface over times long compared to the
gas-grain collisional damping (Lazarian 1995). Purcell discussed three possibilities;
inelastic collision with the gas particles, or the ejection of photoelectrons or newly
formed H2 molecules. Of these H2 formation provides the most promising mecha-
nism. Lazarian (1995) revisited the mechanism, discussing the longevity of the sites
of H2 formation, including the effect of “poisoning” of the active surface sites by
oxygen atoms. He estimated that Purcell alignment could be efficient for cold dust
grains in gas with significant atomic hydrogen available. For Td> 20 K he finds that
the mobility of oxygen atoms leads to rapid poisoning of the active, chemisorption,



4 Interstellar Grain Alignment: Observational Status 71

sites and hence to short lived spin-up. However, laboratory experiments of H2

formation (Pirronello et al. 1997, 1999), indicate that the formation under cold
interstellar conditions take place through physisorbed particles and is efficient only
at 6–10 K for olivine and 13–17 K for amorphous carbon (Katz et al. 1999). Cazaux
and Tielens (2004) argued that at higher temperatures the H atoms can access
chemisorption sites, which would extend the H2 formation to higher temperature
(cf. Cuppen et al. 2006). Whether the physisorption sites can be localized enough to
allow for long-lived “Purcell rockets” is not clear.

In Lazarian’s calculations the grain rotation speed drops to thermal values once
nH/n D 10�3. In most situations in the ISM we expect the medium to be in a state
of detailed balance and hence any formation of H2 molecules is associated with
balancing destructions. Direct photodissociation of H2 requires a photon of at least
14.5 eV and since this is shortward of the Lyman limit, no such photons are expected
to be available in the general ISM. Destruction of the molecule is instead thought
to take place through a two-step process initiated by the photo-excitation of the
molecule’s electronic structure (Field et al. 1966). On the subsequent relaxation into
the ground electronic state, the molecule will end up in a vibrational state of v D 14
or higher about 15 % of the time which leads to vibrational dissociation (Draine
2011). The initial excitation into the Lyman band requires a photon short ward of
1,108 Å. Assuming a standard interstellar extinction curve for RV D 3.1, £(1,108 Å)
D 1 is reached already at AV � 0.24 mag. The opacity for H2 photo-destruction is,
in addition, strongly enhanced by the self-shielding in the lines, which causes the
transition to H2 to be very rapid (Federman et al. 1979; Viala 1986; van Dishoeck
and Black 1986).

While the work function for interstellar grains is not well constrained, Weingart-
ner and Jordan (2008) have estimated a value of 8 eV, corresponding to a photon
of œ� 1,550 Å. The £(1,550 Å) D 1 surface, under the same assumptions, occur at
AV � 0.4 mag.

Hence, unless the cloud material is highly porous, Purcell alignment should not
be active beyond about 1 magnitude of visual extinction. Sorrel (1995) proposed that
cosmic ray driven evaporation of grain mantles could drive grains at deeper levels
to suprathermal spin velocities. However, Lazarian and Roberge (1997) showed that
for this mechanism to work the cosmic ray fluxes has to be six to seven orders
of magnitude larger than expected for molecular clouds. Also, as noted above,
the discovery of the nuclear Barnett effect (Lazarian and Draine 1999a, b) adds
significant doubt to the ability of most interstellar grains to reach suprathermal
speeds through a mechanism fixed in the grain’s coordinate system because of the
effect of thermal trapping where a slowly rotating grain.

– Is grain alignment seen in environments where the high-energy radiation has
been excluded?

– Is molecular hydrogen formation associated with enhanced polarization?
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4.2.1.2 Mechanical Alignment

For “classical” mechanical alignment, where the relative gas-dust flow is along
the magnetic field lines, the most distinctive prediction of the theory is that the
grains will be aligned with their long axis along the field direction and hence cause
FIR polarization parallel to it (or perpendicular to the field for O/NIR dichroic
extinction). For regions where the magnetic field orientation can be deduced
independently and where varying line-of-sight opacities are not an issue, a 90ı
rotation of the polarization over small scales would indicate a change in alignment
mechanism.

As discussed in Li and Houde (2008, and references therein) the velocity
dispersion cut-off on small scales in molecular clouds may be used as a probe of
the ambipolar diffusing in the material. It should thus, in principle, be possible to
probe the suggestion by Lazarian and Hoang (2007) of ambipolar-driven mechanical
grain alignment. Whether it can separated from other alignment variations and line-
of-sight effects remains to be seen.

– Is polarization perpendicular to the magnetic field direction observed?
– Is the fractional polarization in molecular cloud correlated with the amount of

ambipolar diffusion?

4.2.1.3 Radiative Alignment

RAT alignment predicts that for grain with the required helicity, the radiation field
will couple efficiently and, for an anisotropic radiation field, produce alignment as
long as œ< 2a, where œ is the wavelength of the radiation and a is the radius of
the grain. This means that a broad range of grain sizes can be aligned under most
interstellar conditions, and yields a number of testable predictions.

The size distribution of aligned grains (and hence the polarization curve) can
potentially be understood by this simple condition (that grains are aligned for
œ< 2a), as well as some of the observed “anomalies” of interstellar polarization.

In the grain size distributions derived based on maximum entropy method
inversions, Kim and Martin (1995) find a smallest aligned grain with a size of
a � 0.04–0.05 �m, half of the wavelength of the Lyman limit œD 0.0912 �m.
Hence the grain alignment on the small size is potentially simply due to the lack
of radiation short ward of the Lyman limit in the general ISM. A closely parallel
argument to that of Mathis (1986) can then be made to explain, also under RAT
alignment, the correlation between K and œmax in the Serkowski formula. Namely,
if the underlying grain size distribution (both total and the asymmetrical fraction) is
fixed and the smallest aligned grain is determined by the wavelength cut-off of the
available light, then the polarization curve will narrow (K increase) and shift (œmax)
to the red, with a reddened radiation field, similarly to the Mathis model.

As the remaining radiation field becomes increasingly reddened, the condition
œ< 2a should eventually no longer be fulfilled, even for the largest grains. The
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large cut-off in the grain size distribution is only weakly constrained by observations
(by NIR extinction and total elemental abundances; Mathis 1986; Kim et al. 1994;
Clayton et al. 2003), but a steep drop-off in the mass distribution of the silicate grains
is usually predicted in the 1–2 �m range. Using the interstellar extinction curve,
together with the condition œ< 2a, to calculate the opacity at which the largest
grains are no longer aligned, we find, depending on the value of the total-to-selective
extinction and upper grain size limit, of AV � 7–24 mag.

Since—for RAT alignment—both the grain heating and the alignment is driven
by the radiation field, a correlation between grain temperature and alignment is
expected, both at small opacities, driven by the interstellar radiation field—or nearby
stars—and in cloud cores, heated by embedded YSOs.

As noted by Hoang and Lazarian (2009a, b) RAT alignment can take advantage
of other mechanisms to enhance the alignment efficiency and fraction. Both
superparamagnetic grains and suprathermal rotation can be incorporated into the
RAT paradigm. “Pin-wheel torques” (H2 or e� ejections) can lift grains out of
low angular momentum states and enhance the alignment. For radiatively aligned
superparamagnetic grains the alignment should be perfect and hence any tertiary
alignment drivers (e.g. pinwheel torques) should not be able to further improve the
fractional polarization.

A likely unique prediction of RAT theory is that the alignment should vary as
the angle between the radiation and magnetic fields (LH07). The exact dependence
and sign of the variation depends on the grain characteristics and color of the
radiation field, but for “typical” grains in the diffuse galactic field, LH07 predicts
enhanced alignment when the radiation field anisotropy is parallel to the magnetic
field direction.

• Does the alignment vary with the color of the radiation field?

– Due to reddening
– Due to the intrinsic SED of the radiation field?

• Are the opacities of the “polarization holes” seen in star-less cores consistent
with the upper grain size limits derived from extinction and elemental abundance
observations?

• Can FIR/sub-mm wave polarization from star forming clouds be accounted for?
• Does the grain alignment efficiency vary with the angle between the radiation

and magnetic fields?
• Does H2 formation enhance the fractional polarization?

4.3 Observational Considerations

As with any tracer of low to moderate optical depth, polarization measurements
are prone to uncertainties due to line-of-sight variations in space density and
temperature of both the dust and gas, as well as in other parameters such as the



74 B-G Andersson

ionization fraction, grain charge and radiation field. The gas-grain collision rate
depends on the gas density and temperature, which disaligns the grains, but may
also—for paramagnetic alignment—generate the alignment. For most tracers of
these entities, the characteristic depth of the observations (i.e. the depth into the
cloud dominating the measurement) is generally not well determined and matching
gas and dust temperature to a given gas parcel is difficult. Whereas emission line
observations, for instance CO (J D 1–0), are dominated by the £D 1 surface of the
emission line, the opacity of the continuum radiation from the dust is much smaller
and usually probes the full line of sight. In a few cases specific (limiting) opacities
can be reliably directly sampled. The use of ice mantles on the dust grains provide
one such case, where their existence can be used to derive a minimum opacity and
tight temperature constraints on the gas and dust (Hollenbach et al. 2009).

If the grain alignment falls with increasing opacity—and assuming that the
material is in a gravitationally bound cloud with density increasing toward the
center—the line of sight weighting of an observation is complicated. As is the
case with other observations of diffuse material, mapping of a cloud can provide
the means to a nominal “inversion” of the observations into depth dependence of
the characteristics of the gas and dust (e.g. Jones et al. 1992; Whittet et al. 2008),
but the sampling density of such maps for optical/NIR polarimetry depends on the
density of suitable background sources, which can be a significant problem for high
opacity regions with the limited-size telescopes usually available for polarimetric
observations. As the ISM extinction curve rises towards the blue, increasingly
long wavelength bands need to be employed for larger opacities. However, beyond
about K-band (2 �m) the thermal emission (and opacity) of the Earth’s atmosphere
means that the number of sources bright enough to allow high quality polarimetry
becomes much smaller than at shorter wavelengths. FIR/(sub)mm-wave polarization
provides a way around the necessity for suitable background targets, but adds the
complication of emissivity and dust temperature variations along the line of sight,
and has only recently become sensitive enough to probe more than the brightest
regions.

In particular if the alignment is directly driven by the radiation field (suprather-
mal or RAT alignment), it is important to note that the line-of-sight opacity (e.g.
AV) is not necessarily a good measure of the radiation field experienced by the
grain. This can be due to the geometry of the cloud (i.e. a sightline in the outskirt
of a prolate cloud pointing towards the observer will show a significantly higher
AV than the opacity to the ISRF seen by a grain in that line of sight) or because of
near-by bright radiation sources (Fig. 4.7).

Andersson and Potter (2007) discussed various such observational biases and
showed e.g. that most of the outliers in plots of œmax vs. AV could be accounted for
by them. The differences in the fractional polarization variations with opacity for
background field stars and embedded sources (Whittet et al. 2008) are also likely due
to the additional radiation field experienced by the dust from the embedded sources.
For FIR polarimetry, internal radiation sources (Vaillancourt 2002; Vaillancourt
and Matthews 2012) impose similar considerations and must be accounted for
when analyzing the polarization in terms of grain alignment. Given these variations
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Fig. 4.7 The line of sight
(l.o.s.) opacity might not
always be a good tracer of the
radiation field that a dust
grain sees, for non-spherical
clouds or clumpy materials.
Also, if there are stars near
enough to the cloud to be of
comparable strength to the
diffuse radiation field (purple)
the use of AV as indicator of
the relative illumination of
the dust can lead one astray,
(adapted from Andersson and
Potter 2007, with permission
from the AAS)

in environmental conditions, combining small sample polarization studies from
different regions must be done with care.

In addition to these “scalar” line of sight issues, polarization measurements also
depend on the topology of the magnetic field. That is, if the inherent polarization
orientation of successive parcels along the line of sight of the material varies,
the total polarization will depend not only on the relative grain alignment, but
also on that relative orientation of the field. As discussed in the introduction, the
consequences of such variations in the field topology can be difficult to disentangle
from variations in the grain alignment efficiency. Detailed modeling of observations
incorporating both stochastic magnetic field and alignment efficiency need to be
done to evaluate the relative contributions to the loss of fractional polarization
observed.

One way of avoiding the uncertainties associated with the depolarization effects,
albeit at the cost of requiring observations also of short wavelength (UBV)
polarization, is to use the wavelength dependence of the polarization, rather than the
(fractional) amount of polarization observed. For optical polarization the Serkowski
curve can be shown to trace the characteristic size of the aligned grains. As shown
by Kim and Martin (1995) the location of œmax is most sensitive to the smallest
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aligned grains. Since these are also the grains most easily disaligned by collisions,
we can use this measure as a grain alignment tracer.

4.4 Observational Constraints on Grain Alignment
Mechanisms

4.4.1 Davis-Greenstein Alignment

– Large grains are better aligned than small ones

Comparing the grain size distribution for all grains to that for the aligned grains
required to produce the observed shape and location of the polarization curve and
the extinction curve (e.g. Kim and Martin 1995), shows that the large grains (a �
0.1 �m) are relatively much better aligned than the smaller ones (a � 0.01 �m), in
contradiction to the prediction of Davis–Greenstein theory.

– Grains are aligned also in environments (AV > 5) where Tgas � Tdust

Combining H-band polarimetry with FIR continuum observations and CO
(J D 1–0) data, Jones et al. (1984) probed the star-less dark core “Tapia’s Globule 2”
in the Southern Coalsack (AV� 12 mag), and found that, although the derived dust
and gas temperatures were almost identical, at around 10 K, the dust in the core is,
at least partially, aligned. Magnetic field estimates using the Chandrasekhar–Fermi
method (Lada et al. 2004) yield B � 25 �G, much less the �1 mG that would be
required to align the grains using Davis–Greenstein alignment (Jones et al. 1984).

A very direct probe of the grain alignment at large opacities is provided by
observing the relative polarization seen in solid state spectral features of molecules
frozen out onto the grain surfaces. For several ices detected in the ISM, threshold
extinctions exist below which no solid-state features are detected (Whittet et al.
1988, 1989; Williams et al. 1992). This threshold extinction varies both by species
and from cloud to cloud, but is typically about AV � 3 mag for water ice (observable
at œD 3.1 �m) and AV � 6 mag for CO ice (observable at œD 4.7 �m). Thus,
ice absorption features trace material deep into the clouds where the gas and
dust temperatures approach each other. The detection of a significant polarization
component in the CO ice line towards background stars, particularly in clouds
with no, or only low-mass, star formation directly shows that grains are aligned
at a depth into the cloud where the gas and grain temperature approach each
other. Observations by Chrysostomou et al. (1996) towards W33A and, particularly,
Hough et al. (2008) towards the background star Elias 3–16 probing the Taurus
cloud (Fig. 4.8) show strong polarization in the CO ice line and thus put severe
doubt on thermal paramagnetic alignment.
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Fig. 4.8 The CO ice line
towards the background star
Elias 3–16 shows significant
polarization, indicating that
grains are aligned at
AV> 6 mag. The dashed line
(left-hand scale) shows the
opacity while the full line
(right hand scale) shows the
polarization, with the
continuum removed,
(reproduced, with permission
from Hough et al. 2008)

4.4.2 Super-Paramagnetic Alignment

– Super-paramagnetic inclusions are seen in Interplanetary Dust Particles (IDPs)

A way to overcome the predicted relatively better alignment efficiency for small
grains in thermally spun up grains under paramagnetic alignment was put forward
by Mathis (1986), who proposed that a dust grain will be aligned if, and only
if, it contains at least one SPM inclusion. Using dust parameters derived from
extinction data and the above assumption he could reproduce the polarization curve
for œmax D 0.55 �m, assuming a cut-off in the aligned grains at a0> 0.09 �m. Using
estimates of the enhancement of the paramagnetism from Jones and Spitzer (1967)
he derived a characteristic size of the SMP inclusions of 0.01 �m. Adding UV
polarimetry to the constraints, Wolff et al. (1993) modified the cut-off of the aligned
grains somewhat to about 0.06< a< 0.1 �m. While there is some doubt about how
such grains are generated (Martin 1995), the identification of amorphous silicate
grains—Glass with Embedded Metals and Sulfides (GEMS)—in interplanetary dust
particles from comets (Bradley 1994), lent support to the hypothesis. Goodman
and Whittet (1995) argued that the dark patches seen, using transmission electron
microscopy, inside these GEMS containing Fe(Ni) metals and iron-rich sulfides,
are of the right size and volume-filling factor to match the requirements of Mathis’
theory and exhibit super-paramagnetic susceptibilities.

– The fractional polarization is not correlated with the interstellar solid state iron
not included in silicates

Very recently, Voshchinnikov et al. (2012) cast doubt on the generality of
such SPMs in the ISM, by comparing the mineralogy of interstellar dust with its
polarizing characteristics. They used an extensive survey of the depletion patterns
of Si, Mg and Fe from Voshchinnikov and Henning (2010), combined with new
and previously published polarization data to probe for a correlation between
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Fig. 4.9 The fractional
polarization is plotted against
the iron in the solid phase, but
not used up in silicates with
olivine stoichiometry. If the
assumption is made that this
“remaining” solid iron is—at
least partially—in the form of
ferromagnetic compounds,
and super-paramagnetic
alignment is active, the
fractional polarization should
increase with the abundance
of Fe[rest]. No such increase
is seen (reproduced with
permission from
Voshchinnickov et al. 2012)

ferromagnetic compounds and enhanced polarization. Based on the depletion
measurements they calculate the amount of solid phase iron available to make
ferromagnetic materials, by assuming that the depleted Silicon and Magnesium are
fully used to form minerals with the stoichiometry of Olivine.

They then correlated the “remaining” solid phase iron, where various iron oxides
are assumed to dominate, with the fractional polarization (p/EB-V) for 95 lines of
sight. No enhanced fractional polarization is seen (Fig. 4.9).

4.4.3 Suprathermal Spin Alignment

– Grain alignment occurs at opacities where the short wavelength radiation has
been excluded

Whittet et al. (2008) assembled fractional polarization measurements for the
Taurus cloud from its surface to AV> 20 mag. and have shown that a single power-
law fit (p/AV / AV

�b) with an exponent of b D 0.52 ˙ 0.07 can describe the full
range for their field star sample. Andersson and Potter (2007) have shown that
the wavelength of maximum polarization follows a universal linear relation with
AV (once variations in the average value of RV between clouds is accounted for)
to at least AV � 4–5 mag. In neither case are any changes seen in the relations
at the opacities where the high-energy photons responsible for H2 destruction
of photoelectric emission have been excluded. It is, however, noteworthy that
even though the observed transition from atomic to molecular gas is rapid, it
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Fig. 4.10 The amount of polarization towards stars behind the reflection nebula IC 63 is correlated
with the fluorescent intensity in the H2 1-0 S(1) line. The fluorescence traces the H2 destruction
and, since the time scales for reformation on the dust grain surfaces is much shorter than the
dynamical time scale of the PDR, also the H2 formation rate. Target #46 is located behind the
compression ridge of the nebula where intense collisional disalignment dominates (reproduced
from Andersson et al. 2013, with permission from the AAS)

is less abrupt than might be implied by line opacities. In a sample of 23 line
of sight observed in H2 with the Far Ultraviolet Spectroscopic Explorer with
visual extinctions up to AV � 3.4, Rachford et al. (2002) found no cases of a
molecular fraction f D 2N(H2)/[2N(H2) C N(H I)]> 0.8. Hence the transition to
fully molecular material is significantly slower than might be expected and atomic
hydrogen will be available also at opacities of the order a few.

– H2 formation enhanced grain alignment is observationally suggested in the
reflection nebula IC 63

Since the destruction of H2 in the ISM takes place through a process of
line absorption followed by a fluorescent cascade, and the time scale for H2

formation–destruction cycling is short compared to the dynamical time scales of
a photodissociation region (PDR), the NIR fluorescent emission from the molecule
traces its formation rate. Andersson et al. (2013) used this argument to search for
H2 formation driven grain alignment in the reflection nebula IC 63. Figure 4.10
shows the measured polarization for the stars probing the nebula as a function of
H2 1–0 S(1) emission. If allowance is made for the strongly enhanced collision rate
associated with the compression ridge region in the nebula (probed by target #46 in
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the Figure), a statistically significant correlation is seen between H2 formation and
alignment.

4.4.4 Mechanical (Gold) Alignment

– In some circumstellar environments of high-mass YSOs the polarization seems
twist by 90ı close to the origin of the outflows.

High spatial resolution observations of several high-mass young stellar objects
(YSO) show complicated position angle structures in the innermost regions around
the circumstellar disk and outflows. For instance, Rao et al. (1998) studied the
Kleinman-Low object in Orion; Cortes et al. (2006) observed NGC 2071 IR with
BIMA and Tang et al. (2009) used the SMA to map G5.89-0.39 in polarized
(sub)mm-wave emission. In all cases a (close to) 90ı rotation of the polarization
is observed when comparing the emission along and across the molecular outflow
direction. It is still not clear whether this is better interpreted as evidence of very
complicated field geometries or support for mechanical grain alignment. The dis-
covery of synchrotron emission from the jet of a massive YSO (Carrasco-González
et al. 2010, 2011) promises to allow an independent tracer of the magnetic field
structure and to thus conclusively probe the possibility of mechanical alignment
in these sources. As discussed by e.g. Hildebrand et al. (1999), opacity effects
can cause polarization angle rotations by 90ı with wavelength as the polarization
changes over from being dominated by emission to absorption, as seen e.g. towards
the Galactic center (Dowell 1997; Novak et al. 1997), but such effects are unlikely
to be the cause of the effects seen in high-mass star forming regions.

4.4.5 Radiative Alignment

– Grain alignment is active at large opacities and varies smoothly with opacity.

As noted above (Sect. 4. 4.3), the fractional polarization to optical depth much
beyond AV D 1 mag. shows a smooth decline with a power-law index of about �0.5,
much less than the �1 which would be expected if the polarization was produced
only in a relatively thin skin. Similarly the location of œmax varies linearly with AV

to—at least—AV D 4–5 mag.

– The grain alignment efficiency is correlated with the dust temperature.

While, as discussed above, the observations of grain alignment in regions where
little or no temperature difference exists between the gas and the dust, puts severe
doubts on DG alignment, direct variations is the dust temperature should be
correlated with the alignment efficiency in RAT alignment since the photons that
align he grains will also heat them. Matsumura et al. (2011) have used optical
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spectropolarimery to shown that the polarization efficiency is enhanced when the
dust temperature is elevated for stars in the Pleiades cluster. A direct correlation
between grain alignment and heating is also seen for the dust surrounding HD 97300
in Chamaeleon I (Andersson and Potter 2010).

As discussed above, the polarization spectra in the FIR/(sub)mm-wave regime
(Fig. 4.6) requires at least a two-component dust distribution, where the warmer
dust is better aligned. Whereas differences in the refractive indices might cause
some differences in grain temperature, a more natural explanation, considering the
observational data for the O/IR is that the warmer grain component is exposed to
a stronger radiation field (Hildebrand et al. 1999; Vaillancourt 2002; Vaillancourt
et al. 2008).

– The “polarizations holes” seen in deep starless clouds are consistent with the
loss of alignment of the largest grains.

At very high opacities in star-less cores a steep drop in the fractional polarization
is seen in sub-mm wave polarimetry (e.g. Crutcher et al. 2004) and hinted at in NIR
data (Jones et al. 2011; Fig. 4.2) where the slope in the fractional polarization with
AV steepens from a value of about �0.5 (Whittet et al. 2008) to about �1. Jones
et al. (2011) have speculated that these “polarization holes” are simply the effect of
that the extincted radiation eventually becoming too red to couple to any remaining
grains.

– The grain alignment efficiency depends on the angle between the radiation and
magnetic fields

Andersson and Potter (2010) and Andersson et al. (2011) tested the RAT theory
prediction that the grains alignment should depend on the angle between the
radiation and magnetic fields by observing the polarization in the Chamaeleon I
cloud in the area surrounding the B9 V star HD 97300. Located about 0.3 pc
from the near side of the cloud (Jones et al. 1985) the star strongly illuminates
the underlying could. For the region of the cloud in which the star dominates the
radiation field (d � 0.75ı) a correlation is seen between grain heating and alignment
efficiency.

We measured a number of stars at various position angles from the star relative
to the magnetic field direction and detect enhanced grain alignment at a 9¢ level in
the magnetic field direction. We note that, as no position angle rotation was seen,
this enhancement is not likely to be due to mechanical alignment. Fitting a toy-
model of the grain heating assuming thin “pizza box shaped” grains we found a
good fit to the I(60)/I(100) color temperature. The derived fraction of aligned grains
is in close agreement with those derived by independent mean by Kim and Martin
(1995) (Fig. 4.11).
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Fig. 4.11 For a star close enough to an interstellar cloud to dominate the radiation field, RAT
theory predicts that the alignment should vary with the angle between the magnetic and radiation
fields. We can probe this by observing background targets located around the illuminating star
(left). In accordance with predictions, Andersson et al. (2011) found a maximum in the grain
alignment (minimum in �œmax) at ‰D 0 (black symbols). The red symbols and curve show the
color temperature and best fit to a toy model of the differential heating of the aligned grains (see
Andersson et al. 2011 for detail)

Summary and Conclusions
Grain alignment is observed to be a universal phenomenon from the diffuse
gas to molecular cloud cores (at least those containing star formation). It is
seen at large opacities (AV � 5–20)—even in clouds without internal heat (or
radiation) sources, where the gas and dust temperatures closely approach each
other. Most uncontrovertibly this is illustrated by the alignment of the CO ice
line towards Elias 3–16 in Taurus (Hough et al. 2008). This would seem to
exclude thermal paramagnetic alignment, even for super-paramagnetic grains
(Roberge 2004), particularly in light of Voshchinnikov et al. (2012) results
that the amount of (presumably) ferromagnetic iron compounds in the dust
dues not correlate with the grain alignment.

Combining the JKD/MG depolarization models with the drop-off in the
fractional polarization shows that—while the grain alignment falls into the
cloud, grains are aligned at large opacities. Using the wavelength of maximum
polarization as the tracer of the grain alignment we find a linear relation with
AV to at least AV D 4 and possibly deeper. At these opacities, the energetic
photons needed to dissociate the hydrogen molecules or cause photoelectric
emission will be excluded. This makes also suprathermal alignment difficult
to reconcile with observations for large parts of molecular clouds. However,

(continued)
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H2 formation enhanced alignment might have been observed in the reflection
nebula IC 63.

For “classical” mechanical alignment where relative gas-dust flows are
along the magnetic field lines, the observed polarization direction in the
ISM generally are inconsistent with the alignment predictions. For several
high-mass YSOs rapidly rotating polarization field in the inner part of the
disk/outflow may however indicate mechanically driven alignment in these
environment. For the more recently proposed versions of mechanical align-
ment (via ambipolar diffusion or through cyclotron resonant acceleration of
charged dust grains) the theoretical predictions are either not yet clear enough
to provide unambiguous, unique predictions or these have not been tested.

In contrast, radiative alignment torque theory has—over the last decade
and a half—partly in response to the difficulties identified for earlier theories,
been developed into a self-consistent theory providing specific, testable,
predictions. Some of these can explain hitherto puzzling behavior of the
observed polarization, while some are new and require specific observations
to be performed. The drop in the fractional polarization with depth and the
shift œmax to longer wavelength with increasing AV is a natural consequence
of the extinction and reddening of the diffuse Galactic light into the cloud and
could also explain the observed K vs. œmax correlation. The relatively good
polarization seen in the FIR/(sub)mm-wave for star forming clouds and the
contrasting behavior between star forming and starless cores is also consistent
with RAT alignment. The fact that grains are heated as well as better aligned
next to bright (blue) star also speaks for radiative alignment (Andersson and
Potter 2010; Matsumura et al. 2011). The specific, likely unique, prediction
that the grain alignment should depend on the angle between the radiation
and magnetic fields has been given support though our observations of the
polarization surrounding HD 97300, in Chamaeleon.

If confirmed, the hinted at sharp drop-off in fractional polarization
beyond AV � 20 in starless cores would further support RAT alignment and
would provide a unique tool to constrain the size distribution of the large
grains. High sampling density polarimetry in environments with varying (but
known!) radiation field SEDs (such as where dust can be proved next to very
hot stars) could also probe the puzzling polarization behavior of the 2,175 Å
extinction bump.

While the lack of polarization of the large carbonaceous grains might seem
like a problem for RAT alignment, this may actually be directly understoon in
the paradigm. While the spin-up of the grains is only dependent on the helicity
of the grain and a suitable radiation field, the alignment requires a Barnett
magnetization. Since carbon forms diamagnetic materials, carbonaceous
grains are not expected to experience Barnett magnetization. Therefore the
non-alignment of such grains is an expected in the RAT paradigm.

(continued)
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To paraphrase Hildebrand’s 1988 review of this subject: While it is
necessary to now set aside several of the proposed alignment mechanisms,
it is probably not safe to dismiss them altogether. It is likely that each is
important somewhere in the universe. It would, however, seem that—as far
as the current observational data indicate—RAT theory is the best existing
candidate to explain the general interstellar polarization.
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Chapter 5
Magnetic Field Measurement with Ground State
Alignment

Huirong Yan and A. Lazarian

Abstract Observational studies of magnetic fields are crucial. We introduce a
process “ground state alignment” as a new way to determine the magnetic field
direction in diffuse medium. The alignment is due to anisotropic radiation impinging
on the atom/ion. The consequence of the process is the polarization of spectral
lines resulting from scattering and absorption from aligned atomic/ionic species
with fine or hyperfine structure. The magnetic field induces precession and realign
the atom/ion and therefore the polarization of the emitted or absorbed radiation
reflects the direction of the magnetic field. The atoms get aligned at their low
levels and, as the life-time of the atoms/ions we deal with is long, the alignment
induced by anisotropic radiation is susceptible to extremely weak magnetic fields
(1G � B � 10�15 G). In fact, the effects of atomic/ionic alignment were studied in
the laboratory decades ago, mostly in relation to the maser research. Recently, the
atomic effect has been already detected in observations from circumstellar medium
and this is a harbinger of future extensive magnetic field studies. A unique feature of
the atomic realignment is that they can reveal the 3D orientation of magnetic field.
In this chapter, we shall review the basic physical processes involved in atomic
realignment. We shall also discuss its applications to interplanetary, circumstellar
and interstellar magnetic fields. In addition, our research reveals that the polarization
of the radiation arising from the transitions between fine and hyperfine states of the
ground level can provide a unique diagnostics of magnetic fields in the Epoch of
Reionization.
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5.1 Introduction

Astrophysical magnetic fields are ubiquitous and extremely important, especially in
diffuse media, where their energy is comparable or exceed the energy of thermal gas.
For instance, in the diffuse interstellar medium (ISM), the magnetic field pressure
may exceed the thermal pressure by a factor of ten.

Currently a few techniques are available for the studies of magnetic field in the
diffuse medium and each of them has its own area of applicability and limitation.
For example, Zeeman splitting of spectral lines can sample only relatively strong
magnetic fields in dense and cold clouds (see Crutcher et al. 2010). In most cases,
only line of sight component of the field can be obtained. Faraday rotation samples
ionized gas and is sensitive to the product of the electron density and the line-
of-sight magnetic field. It requires a polarized background source (see Crutcher
and Troland 2008) and the disentanglement of magnetic and density variations
is non-trivial. Synchrotron polarization traces plane-of-sky magnetic field in the
expanses of the low density interstellar media, e.g. galactic halo (see Beck 2011)
and in some sense complementary to the dust polarization studies which trace the
plane-of-sky magnetic field in denser regions (see Hildebrand 2009). Neither of
techniques can provide directly magnetic field strength and the dust polarimetry
requires a proper modeling of grain alignment (see Lazarian 2007). In addition, new
promising statistical techniques can measure the average direction of magnetic field
using spectral lines fluctuations (Lazarian et al. 2002; Esquivel and Lazarian 2005,
2011) or synchrotron intensity fluctuations (Lazarian and Pogosyan 2012).

The closest to the technique of ground state alignment (henceforth GSA) are
the techniques based on grain alignment and on the Hanle effect and Goldreich–
Kulafis effects. It is well known that the extinction and emission from aligned grains
reveal magnetic field direction perpendicular to the line of sight (see Hildebrand
2009 for a review). In spite of the progress in understanding of grain alignment (see
Lazarian 2007 for a review), the natural variations in grain shapes and compositions
introduce uncertainties in the expected degree of polarization. Hanle effect is
the modification of polarized resonance-line scattering by magnetic fields. Hanle
measurements were proposed for studies of circumstellar magnetic fields but require
much higher magnetic fields (Landi Degl’Innocenti and Landolfi 2004). Alignment
of the molecules in the excited state subject to radiation flux is the core of the
studies based on the Goldreich–Kylafis effect (see Crutcher 2008). The technique
is practically applicable to a limited number of molecular species and provides the
90ı uncertainty in the determination of magnetic field direction.

We should mention that all techniques suffer from line-of-sight integration,
which makes deducing the tomography of magnetic fields difficult. In general,
each technique is sensitive to magnetic fields in a particular environment and the
synergetic use of the technique is most advantageous. Obviously, the addition of
new techniques for determining interstellar magnetic fields is always very valuable
development.
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Here we discuss a new promising technique to study magnetic fields in diffuse
media. These technique is based on the ability of atoms and ions in their ground
state to be aligned by the flow of photons. As the atoms precess in magnetic field,
the alignment reflects the direction of the ambient magnetic field.

As we discuss below, the physical foundations of these technique can be traced
back to the laboratory work on atomic alignment in the middle of the previous
century (Kastler 1950; Brossel et al. 1952; Hawkins and Dicke 1953; Hawkins
1955; Cohen-Tannoudji et al. 1969; see Yan and Lazarian 2012 for details).
Later papers Varshalovich (1971) and Landolfi and Landi Degl’Innocenti (1986)
considered isolated individual cases of application of the aligned atoms mostly
within toy models (see below for a brief review of the earlier development). Yan
and Lazarian (2006, 2007, 2008, 2009) provided detailed calculations of GSA for
a number of atoms and through their study identified GSA as a very unique new
technique applicable for studying magnetic fields in a variety of environments,
from circumstellar regions to the Early Universe. The emission and absorption lines
ranging from radio to far UV were discussed. In particular, we identified new ways
of study of magnetic fields using absorption lines (see Yan and Lazarian 2006), radio
lines arising from fine and hyperfine splitting (Yan and Lazarian 2008) and provided
extensive calculations of expected polarization degree for a variety of ions and atoms
most promising to trace magnetic fields in diffuse interstellar gas, protoplanetary
nebula etc.

The GSA technique as it stands now employs spectral-polarimetry and makes use
of the ability of atoms and ions to be aligned in their ground state by the external
anisotropic radiation. The aligned atoms interact with the astrophysical magnetic
fields to get realigned. The precession of atoms can trace very weak magnetic field
and therefore the technique, which is a big advantage compared to the Zeeman and
Hanle techniques (see more in Sect. 5.3.1).

It is important to notice that the requirement for alignment in the atomic ground
state is the presence of fine or hyperfine splitting of the ground state. The latter is
true for many species present in diffuse astrophysical environments. Henceforth, we
shall not distinguish atoms and ions and use word “atoms” dealing with both species.
This technique can be used for interstellar,1 and intergalactic studies as well as for
studies of magnetic fields in QSOs and other astrophysical objects.

We would like to stress that the GSA effect is based on well-known physics. In
fact, it has been known since 1950s that atoms can be aligned through interactions
with the anisotropic flux of resonance emission (or optical pumping, see review
Happer 1972 and references therein). Alignment is understood here in terms of
orientation of the angular momentum vector J, if we use the language of classical
mechanics. In quantum terms this means a difference in the population of sublevels
corresponding to projections of angular momentum to the quantization axis. There
have been a lot of applications of this effect since optical pumping was discovered
by Kastler (1950), ranging from atomic clocks, magnetometer, and quantum optics

1Here interstellar is understood in a general sense, which, for instance, includes refection nebulae.
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to spin-polarized nuclei (see review by Budker and Romalis 2007; book by Cohen-
Tannoudji et al. 1969). We will argue in our review that GSA can introduce similar
fundamental changes in terms of understanding magnetic fields in diffuse media.

In the review below, we discuss three ways of using aligned atoms to trace the
magnetic field direction: (1) absorption lines (2) emission and fluorescent lines and
(3) emission and absorption lines related to transitions between the fine structure
split states of the ground level.

In addition, we shall discuss below how the information from the lines can be
used to derive the 3D structure of the magnetic fields, and, in particular cases, their
intensity of magnetic field.

In terms of terminology, we will use “GSA” in the situations where magnetic
precession is important and therefore the alignment reveals the magnetic fields.
Another possible term for the effect is “atomic magnetic re-alignment”, which
stresses the nature of the effect that we discuss. However, whenever it does not
cause a confusion we prefer to use the term “GSA” in the analogy with the dust
alignment which is in most cases caused by radiation and reveals the magnetic field
due to dust Larmor precession in external magnetic fields

The polarization arising from GSA is on its way to becoming an accepted tool
for interstellar and circumstellar studies. We see some advances in this direction.
For instance, polarization of absorption lines arising from GSA was predicted
in YL06 and was detected for the polarization of H˛ absorption by Kuhn et al.
(2007), although they neglected the important realignment effect of the magnetic
field in their analysis. Focused on atomic fluorescence, Nordsieck (2012) discussed
the observational perspective using pilot spectroscopic observation of NGC as an
example. We are sure that further detections of the predicted polarization will follow
soon. Therefore we believe that the time is ripe to discuss the status of the GSA in
this review in order to attract more attention of both observers and theorists to this
promising effect.

In what follows, we describe the earlier work on atomic alignment in Sect. 5.2
and the basic idea of GSA in Sect. 5.3. In Sect. 5.4, we expatiate on absorption
polarimetry, which is an exclusive tracer of GSA, we discuss polarimetry of both
fine and hyperfine transitions, how to obtain from them 3D magnetic fields, the
different regimes of pumping, and circular polarization. Emission polarimetry is
presented in Sects. 5.5 and in 5.6, we discuss another window of opportunity in IR
and submillimetre based on the fine structure transitions within the aligned ground
state. In Sect. 5.7, the additional effect of GSA on abundance study is provided.
In Sect. 5.8, we put GSA into the context of a broad view of radiative alignment
processes in Astrophysics. In Sect. 5.9, we focus on observational perspectives and
present a few synthetic observations with the input data on magnetic field from
spacecraft measurements. Summary is provided in Sect. 5.10.
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5.2 History on Studies Related to Atomic Alignment

Unlike grain alignment, atomic alignment has long been an established physical
phenomena which has solid physical foundations and has been studied and sup-
ported by numerous experiments (see review by Happer 1972). The GSA was first
proposed by Kastler (1950), who received the Nobel prize in 1966 for pointing out
that absorption and scattering of resonant radiation, termed optical pumping, can
induce imbalances in the ground state. Soon after that, the GSA was observed in
experiments (Brossel et al. 1952; Hawkins and Dicke 1953).

It is worth mentioning that atomic realignment in the presence of magnetic
field was also studied in laboratory in relation with early-day maser research
(see Hawkins 1955). Although our study in YL06 revealed that the mathematical
treatment of the effect was not adequate in the original paper,2 the importance of
this pioneering study should not be underestimated. The astrophysical application
of the GSA was first discussed in the interstellar medium context by Varshalovich
(1968) for an atom with a hyperfine splitting. Varshalovich (1971) pointed out that
GSA can enable one to detect the direction of magnetic fields in the interstellar
medium, and later in Varshalovich and Chorny (1980) they proposed the alignment
of Sodium as a diagnostics of the magnetic field in cometary comae, although the
classical approach they used to describe the alignment in the presence of magnetic
field is incorrect.

Nearly 20 years after the work by Varshalovich, the case of emission by an
idealized fine structure atom subject to a magnetic field and a beam of pumping
radiation was discussed by Landolfi and Landi Degl’Innocenti (1986). However,
in that case, only a toy model of the process, namely, an idealized two-level atom
was considered. In addition, the polarization of the emission from this atom was
discussed for a very restricted geometry of observations, namely, a magnetic field
direction along the line of sight and both of these perpendicular to the beam of
incident light. This made it rather difficult to use the study as a tool for practical
mapping of the magnetic fields in various astrophysical environments.

The GSA we deal with in this review should not be confused with the Hanle
effect that solar researcher have extensively studied. While both effects are based
on similar atomic physics and therefore share some of the quantum electrodynamic
machinery for their calculations, the domains of applicability of the effects are
very different. In particular, the Hanle effect is the depolarization and rotation
of the polarization vector of the resonance scattered lines in the presence of a
magnetic field, which happens when the Zeeman splitting becomes comparable
to the decay rate of the excited state of an atom. The research into emission line
polarimetry resulted in important changes of the views on solar chromosphere (see
Landi Degl’Innocenti 1983, 1984, 1998; Stenflo and Keller 1997; Trujillo Bueno
and Landi Degl’Innocenti 1997; Trujillo Bueno et al. 2002). However, these studies

2Radiative pumping is much slower than magnetic mixing. Radiation was chosen as the quantiza-
tion axis, nevertheless, which inevitably would lead to the nonzero coherence components. They
were neglected in Hawkins (1955), however.



94 H. Yan and A. Lazarian

Table 5.1 Relevant rates for GSA

�L(s�1) Larmor precession frequency eB
mec

88.B=5� G)

��1
R (s�1) Radiative pumping rate BJl JuI 7:4 � 105

�
R�

r

�2

��1
T (s�1) Emission rate within ground state Am 2.3�10�6

��1
c (s�1) Collisional transition rate max(fkj; fsf ) 6:4

�
ne

0:1cm�3

q
8000K
T

�
� 10�9

Am is the magnetic dipole emission rate for transitions among J levels of the ground state of an
atom. fkj is the inelastic collisional transition rates within ground state due to collisions with
electrons or hydrogens, and fsp is the spin flip rate due to Van der Waals collisions. In the last
row, example values for C II are given. ��1

R is calculated for an O type star, where R� is the radius
of the star radius and r is the distance to the star (from Yan and Lazarian 2006)

correspond to a different setting to the one we consider in the case of GSA. The latter
is the weak field regime, for which the Hanle effect is negligible. As we mentioned
earlier, in the GSA regime the atoms/ions at ground level are repopulated due to
magnetic precession. While the Hanle effect is prominent in the Solar case, it gets
too weak for the environments of the interstellar medium, circumstellar regions and
plasmas in the Early Universe. These are the areas where the GSA effect is expected
to be very important.

The realignment happens, if during the lifetime of an atomic state, more than
one Larmor precession happens. The time scale of atomic precession scales as
0:011.5�G=B/ s. As the lifetime of the ground state is typically long (determined by
absorption rate, see Table 5.1), even extremely weak magnetic fields can be detected
this way. On the contrary, the typical application of the Hanle effect includes excited
states with typical life-times of A�1 � 107.

Full calculations of the alignment of atom and ions in their ground or metastable
state in the presence of magnetic field were done in Yan and Lazarian (2006,
2007, 2008). Yan and Lazarian (2006) considers polarization of absorbed light
arising from aligned atoms with fine structure, Yan and Lazarian (2007) extends
the treatment to emission and atoms with hyperfine, as well as, fine and hyperfine
structure. Yan and Lazarian (2008) addresses the issues of radio emission arising
from the transitions between the sublevels of the ground state and extended the
discussions to the domain of both stronger and weaker magnetic field when the
Hanle and ground level Hanle effects are present.

5.3 Basic Physics of GSA

The basic idea of GSA is very simple. The alignment is caused by the anisotropic
deposition of angular momentum from photons of unpolarized radiation. In typical
astrophysical situations the radiation flux is anisotropic3 (see Fig. 5.1, right). As the

3Modern theory of dust alignment, which is a very powerful way to study magnetic fields (see
Lazarian 2007 and ref. therein) is also appealing to anisotropic radiation as the cause of alignment.
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Fig. 5.1 Upper left: A carton illustrate classical analogy of the GSA induced by optical pumping;
Lower left: A toy model to illustrate how atoms are aligned by anisotropic light. Atoms accumulate
in the ground sublevel M D 0 as radiation removes atoms from the ground states M D 1

and M D �1; Upper right: Typical astrophysical environment where the ground-state atomic
alignment can happen. A pumping source deposits angular momentum to atoms in the direction of
radiation and causes differential occupations on their ground states. Lower right: In a magnetized
medium where the Larmor precession rate �L is larger than the photon arrival rate ��1

R , however,
atoms are realigned with respect to magnetic field. Atomic alignment is then determined by r , the
angle between the magnetic field and the pumping source. The polarization of scattered line also
depends on the direction of line of sight,  and 0 (from Yan and Lazarian 2008)

photon spin is along the direction of its propagation, we expect that atoms scattering
the radiation from a light beam can become aligned. Such an alignment happens in
terms of the projections of the angular momentum onto the direction of the incoming
light. To study weak magnetic fields, one should use atoms that can be aligned in
the ground state. For such atoms to be aligned, their ground state should have the
non-zero angular momentum. Therefore fine (or hyperfine) structure is necessary
for the alignment that we describe in this review.

Let us first discuss a toy model that provides an intuitive insight into the
physics of GSA. Consider an atom with its ground state precessing a total
angular momentum I D 1 and its upper state having an angular momentum I D 0

(Varshalovich 1971). If the projection of the angular momentum to the direction of
the incident resonance photon beam isM , the lower state can have valuesM D�1,
0, and 1, while for the upper state M D 0 (see Fig.5.1, left). The unpolarized beam
contains an equal number of left and right hand circularly polarized photons whose
projections on the beam direction are 1 and �1. Thus, since the upper state only
has M D 0, absorption of photons in the lower state will induce transitions from the
M D � 1 and M D 1 sublevels. However, the decay from the upper state populates
all the three sublevels of the ground state. As the result the atoms accumulate in the
M D 0 ground sublevel from which no excitations are possible. Accordingly, the
optical properties of the media (e.g. absorption cross sections) would change.

This toy model can also illustrate the role of collisions and magnetic field.
Without collisions one may expect that all atoms reside eventually at the sublevel of
M D 0. Collisions, however, redistribute atoms to the different sublevels. Neverthe-
less, as the randomization of the ground state requires spin flips, it is less efficient
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than one might naively imagine (Hawkins 1955). For instance, the experimental
study in Kastler (1957) suggests that more than ten collisions with electrons are
necessary to destroy an aligned state of sodium. The limited sensitivity of aligned
atoms to disorienting collisions makes the effect important for various astrophysical
environments.

Owing to precession, the quantum states of the atoms with different projections
of the angular momentum will be mixed up. Magnetic mixing happens if the angular
momentum precession rate is higher than the rate of the excitation from the ground
state, which is true for many astrophysical conditions, e.g., interplanetary medium,
ISM, intergalactic medium, etc. As a result, angular momentum is redistributed
among the atoms, and the alignment is altered according to the angle between the
magnetic field and radiation field r (see Fig. 5.1, right). This is the classical picture.

In the quantum picture, if magnetic precession is dominant, then the natural
quantization axis is the magnetic field direction, which in general is different from
the symmetry axis of the radiation. The radiative pumping coming from different r
results in, then, different alignment.

The classical theory can provide a qualitative interpretation which shall be
utilized in this chapter to provide an intuitive picture. However, particularly for
emission lines, both the atoms and the radiation have to be described by the density
matrices in order to obtain quantitative results. This is because there is coherence
among different magnetic sublevels in the upper state.4

Our simple considerations above indicate that, in order to be aligned, first, atoms
should have enough degrees of freedom: namely, the quantum angular momentum
number of the atom must be �1. Second, the incident flux must be anisotropic.
Moreover, the collisional rate should not be too high. While the latter requires
special laboratory conditions, it is applicable in many astrophysical environments
such as the outer layers of stellar atmospheres, the interplanetary, interstellar, and
intergalactic medium.

5.3.1 Timescales

In terms of practical magnetic field studies, the variety of available atomic species
is important in many aspects. One of them is the possibility of getting additional
information about the environments. Let us illustrate this by considering the various
rates (see Table 5.1) involved. These are (1) the rate of the Larmor precession, �L,
(2) the rate of the optical pumping, ��1

R , (3) the rate of collisional randomization,
��1
c , and (4) the rate of the transition within ground state, ��1

T . In many cases �L >
��1
R > ��1

c ; ��1
T . Other relations are possible, however. If ��1

T > ��1
R , the transitions

4In quantum physics, quantum coherence means that subatomic particles are able to cooperate.
These subatomic waves or particles not only know about each other, but are also highly interlinked
by bands of shared electromagnetic fields so that they can communicate with each other.
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within the sublevels of the ground state need to be taken into account and the relative
distribution among them will be modified (see YL06,c). Since emission is isotropic,
the angular momentum in the atomic system is preserved and thus alignment persists
in this case. In the case �L < ��1

R , the magnetic field does not affect the atomic
occupations and the atoms are aligned with respect to the direction of the radiation.
From the expressions in Table 5.1, we see, for instance, that magnetic field can
realign CII only at a distance r � 7:7AU from an O star if the magnetic field strength
is �5�G.

If the Larmor precession rate �L is comparable to any of the other rates, the
atomic line polarization becomes sensitive to the strength of the magnetic field. In
these situations, it is possible to get information about the magnitude of magnetic
field.

5.3.2 Different Regimes

Figure 5.2 illustrates the regime of magnetic field strengths where atomic realign-
ment applies. Atoms are aligned by the anisotropic radiation at a rate of ��1

R .
Magnetic precession will realign the atoms in their ground state if the Larmor
precession rate �L > ��1

R . In contrast, if the magnetic field gets stronger such that
the Larmor frequency becomes comparable to the line-width of the upper level, the

Fig. 5.2 Different regimes divided according to the strength of magnetic field and the Doppler
line width. Atomic realignment is applicable to weak field (<1G) in diffuse medium. Level
interferences are negligible unless the medium is substantially turbulent (ıv � 100 km/s) and the
corresponding Doppler line width becomes comparable to the fine level splitting ��J . For strong
magnetic field, Zeeman effect dominates. When magnetic splitting becomes comparable to the
Doppler width, � and 	 components (note: we remind the reader that � is the circular polarization
and 	 represents the linear polarization) can still distinguish themselves through polarization,
this is the magnetograph regime; Hanle effect is dominant if Larmor period is comparable to
the lifetime of excited level ��1

L � A�1; similarly, for ground Hanle effect, it requires Larmor
splitting to be of the order of photon pumping rate; for weak magnetic field (<1G) in diffuse
medium, however, GSA is the main effect provided that �L D 17:6.B=�G/s�1 > ��1

R (from Yan
and Lazarian 2006)
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upper level occupation, especially its coherence is modified directly by the magnetic
field. This is the domain of Hanle effect, which has been extensively discussed for
studies of the solar magnetic field (see Landi Degl’Innocenti and Landolfi 2004
and references therein). When the magnetic splitting becomes comparable to the
Doppler line-width �D , polarization appears. This is the “magnetograph regime”
(Landi Degl’Innocenti 1983). For magnetic splitting �L � �D , the energy separation
is enough to be resolved, and the magnetic field can be deduced directly from
line splitting in this case. If the medium is strongly turbulent with ıv � 100 km/s
(so that the Doppler line width is comparable to the level separations �D � ��J ),
interferences occur among these levels and should be taken into account.

Long-lived alignable metastable states that are present for some atomic species
between upper and lower states may act as proxies of ground states. Absorptions
from these metastable levels can therefore also be used as diagnostics for the
magnetic field.

The variety of species that are subject to the ground state or metastable state
alignment endows the GSA technique with really unique capabilities. Different
species are expected to be aligned when the conditions for their existence and their
alignment are satisfied. This allows us to study the 3D distribution of magnetic
fields, rather than line-average magnetic fields, which are available through most
of the alternative techniques.

Most atoms have sublevels in the ground state, among which there are allowed
magnetic dipole transitions. Although their transition probabilities are very low, they
can be comparable to the optical pumping rate in regions far from any radiation
source. Depending on how far away the radiation source is, there can be two regimes
divided by the boundary where the magnetic dipole radiation rate Am is equal to the
pumping rate ��1

R . Inside the boundary, the optical pumping rate is much larger than
the M1 transition rate Am so that we can ignore the magnetic dipole radiations, to
a first order approximation. Further out, the magnetic dipole emission is faster than
optical pumping, such that it can be assumed that most atoms reside in the lowest
energy level of the ground state, and alignment can only occur in this level. The two
regimes are demarcated at r1 (see Fig. 5.3, left) defined by

��1
R D BJlJuIBB.R�=r1/2 D Am; (5.1)

where IBB; R� are the intensity and radius of the pumping source. For different
radiation sources, the distance to the boundary differs. For an O type star, the
distance would be �0.1 pc for species like C II, Si II, while for a shell star
(Teff D 15;000K), it is as close as �0:003–0:01pc. For species like C II, Si II the
lowest level is not alignable having Jl D 1=2, and thus alignment is absent outside
the radius r D r1, which ensures that observations constrain the magnetic field
topology within this radius.



5 Magnetic Field Measurement with Ground State Alignment 99

Weak pumping

Hanle

r2

r1

r0

Strong pumping Strong pumping

Y

Weak pumping

N

Y

NR
−1τ

R
−1τ

Ground state density matrix  

Optical depth and polarization
 of absorption lines θ, θr

Single ground level J> 1/2

 

dn, T

Solving statistical Equalibrium Equations

Alignment partially 
destroyed

 For multiple lower levels,      m  > A  ?

γ  jk(Τ)? > f(n H ,T), n e 

Fig. 5.3 Left: A carton illustrating how the atomic pumping changes with distance around a
radiation source. For circumsteller region, magnetic field is strong, such that the Hanle effect,
which requires �L � A, dominates. Atomic alignment applies to the much more distant interstellar
medium, within r2, which is defined as the radius where the optical pumping rate ��1

R is higher
than collisional rate. Inside r2, it can be further divided into two regimes: strong pumping and
weak pumping, demarcated at r1 (see Eq. (5.1)); right: whether and how atoms are aligned depends
on their intrinsic properties (transitional probabilities and structures) and the physical conditions:
density n, temperature T and the averaged radiation intensity from the source I�. If the pumping
rate ��1

R is less than collisional rates, alignment is partially destroyed. Then for atoms with multiple
lower levels, depending on the comparison between the pumping rate and the magnetic dipole
radiation rate among the lower levels, the atoms are aligned differently. In the strong pumping case,
all the alignable lower levels are aligned; on the contrary, only the ground level can be aligned in
the case of weak pumping. From Yan and Lazarian (2006)

5.4 Polarization of Absorption Lines

The use of absorption lines to study magnetic fields with aligned atoms was first
suggested by Yan and Lazarian (2006). Below we briefly outline the main ideas of
the proposed techniques.

When atomic species are aligned in their ground state, the corresponding
absorption from the state will be polarized as a result of the differential absorption
parallel and perpendicular to the direction of alignment. The general expression for
finite optical depth would be

I D .I0 CQ0/e
��.1C�1=�0/ C .I0 �Q0/e

��.1��1=�0/;

Q D .I0 CQ0/e
��.1C�1=�0/ � .I0 �Q0/e

��.1��1=�0/;

U D U0e
�� ; V D V0e

�� ; (5.2)
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where I0;Q0; U0 are the Stokes parameters of the background radiation, which can
be from a weak background source or the pumping source itself. The parameter
d refers to the thickness of the medium. There parameters �0; �1; �2 are the corre-
sponding absorption coefficients. In the case of unpolarized background radiation
and thin optical depth, the degree of linear polarization is given by

P D Q

I
D e�.�0C�1/d � e�.�0��1/d

e�.�0C�1/d C e�.�0��1/d � �� �1
�0

(5.3)

The polarization in this case has a simple relation given by

P

�
D Q

I�0d
' ��1

�0
D 1:5�20 .Jl ; r / sin2 w2Jl Jup

2C �20 .Jl ; r /.1 � 1:5 sin2 /w2Jl Ju

: (5.4)

with the alignment parameter �20 
 
20

00

, the normalized dipole component of density

matrix of ground state, which quantifies the degree of alignment. For instance, for a
state of angular momentum 1, the definition of 
20 D Œ
.1; 1/�2
.1; 0/C
.1;�1/�.
The general definition of 
20 can be found in Fano (1957) and D’Yakonov and
Perel’ (1965). The sign of 
20 gives the direction of alignment. Since magnetic field
is the quantization axis, a positive alignment parameter means that the alignment
is parallel to the magnetic field and a negative sign means the alignment is
perpendicular to the magnetic field. The angle  is the angle between the line of
sight and magnetic field. w2Jl Ju

defined below, is a parameter determined by the
atomic structure

wKJl Ju


	
1 1 K

Jl Jl Ju



=

	
1 1 0

Jl Jl Ju



: (5.5)

The values of w2JJ 0 for different pairs of J; J 0 are listed in Table 5.2. We see that
it totally depends on the sign of w2JJ 0 , whether the alignment and polarization

Table 5.2 Numerical values of w2JJ0

J 1 3/2 2

J 0 0 1 2 1/2 3/2 5/2 1 2 3

w2JJ0 1 �0.5 0.1 0.7071 �0.5657 0.1414 0.5916 �0.5916 0.1690

J 5/2 3 7/2

J 0 3/2 5/2 7/2 2 3 4 5/2 7/2 9/2

w2JJ0 0.5292 �0.6047 0.1890 0.4899 �0.6124 0.2041 0.4629 �0.6172 0.2160

J 4 9/2 5

J 0 3 4 5 7/2 9/2 11/2 4 5 6

w2JJ0 0.4432 �0.6205 0.2256 0.4282 �0.6228 0.2335 0.4163 �0.6245 0.2402

J is the J value of the initial level and J 0 is that of the final level
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Table 5.3 Absorption lines of selected alignable atomic species and corresponding transitions

Species Ground state Excited state Wavelength (Å) Pmax

S II 4So3=2 4P1=2;3=2;5=2 1,250–1,260 12 %(3=2 ! 1=2)

Cr I a7S3 7P o
2;3;4 3,580–3,606 5 %(3 ! 2)

C II 2P o
1=2;3=2 2S1=2,2P1=2;3=2,2D3=2;5=2 1,036.3–1,335.7 15 %(3=2 ! 1=2)

Si II 989.9–1,533.4 7 %(3=2 ! 1=2)

O I 3P2;1;0 3S1, 3D1;2;3 911–1,302.2 29 %(2 ! 2)

S I 3S1,3P o
0;1;2, 3D1;2;3 1,205–1,826 22 %(1 ! 0)

C I 1,115–1,657 18 %(1 ! 0)

Si I 3P0;1;2 3P o
0;1;2,3D

o
1;2;3 1,695–2,529 20 %(2 ! 1)

S III 1,012–1,202 24.5 %(2 ! 1)

z4Go
5=2 3,384.74 �0.7 %

Ti II a4F3=2 z4F o
5=2 3,230.13 �0.7 %

z4F o
3=2 3,242.93 2.9 %

z4Do
3=2 3,067.25 2.9 %

z4Do
1=2 3,073.88 7.3 %

Note only lines above 912 Å are listed. Data are taken from the Atomic Line List http://www.
pa.uky.edu/~peter/atomic/ and the NIST Atomic Spectra Database. The last column gives the
maximum polarizations and its corresponding transitions. For those species with multiple lower
levels, the polarizations are calculated for shell star (Teff D 15;000K) in the strong pumping
regime; in the weak pumping regime, the maximum polarizations are 19 % for OI transition
(2 ! 2), and 9 % for SI transition (2 ! 2)

are either parallel or orthogonal to each other. Once we detect the direction
of polarization of some absorption line, we immediately know the direction of
alignment.

The alignment is either parallel or perpendicular to the direction of the symmetry
axis of the pumping radiation in the absence of a magnetic field. Real astrophysical
fluids, though, are magnetized, and the Larmor precession period is usually larger
than the radiative pumping rate, unless, the atom is very close to the radiation source
as we noted earlier. In this case, realignment happens and an atomic species can
be aligned either parallel or perpendicular to the local magnetic field. The switch
between the two cases is always at the Van Vleck angle r D 54:7ı; 180ı � 54:7ı,
where r is the angle between the magnetic field and radiation. As a result, the
polarization of the absorption line also changes according to Eq. (5.4). This turnoff
at the Van Vleck angle is a generic feature regardless of the specific atomic species
as long as the background source is unpolarized and the magnetic field is in
the atomic realignment regime. In practice, this means that once we detect any
polarization in absorption line, we get immediate information of the direction of
the magnetic field in the plane of sky within 90ı degeneracy. If we have two
measurables, then according to Eq. (5.4) both r ;  can be determined. With r
known, the 90ı degeneracy in the pictorial plane can be removed and we can get 3D
information of the magnetic field (Table 5.3).

http://www.pa.uky.edu/~peter/atomic/
http://www.pa.uky.edu/~peter/atomic/
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Fig. 5.4 Left: Degree of polarization of S II absorption lines vs. r , the angle between magnetic
field and direction of pumping source  , the angle between magnetic field and line of sight. Right:
The contour graphs of S II polarization. It is determined by the dipole component of density matrix
�20 .r / and the direction of observation  (Eq. (5.4)). From Yan and Lazarian (2006)

Figure 5.4 shows the dependence of the polarization for S II absorption on r ;  ,
which is representative for all polarized absorption lines. From these plots, a few
general features can be identified. At  D 90o, the observed polarization reaches a
maximum for the same r and alignment, which is also expected from Eq. (5.4).
This shows that atoms are indeed realigned with respect to the magnetic field such
that the intensity difference is maximized parallel and perpendicular to the field
(Fig. 5.1, right). At  D 0ı; 180ı, the absorption polarization is zero according to
Eq. (5.4). Physically this is because the precession around the magnetic field makes
no difference in the x; y direction when the magnetic field is along the line of sight
(Fig. 5.1, right).

We consider a general case where the pumping source does not coincide with the
object whose absorption is measured. If the radiation that we measure is also the
radiation that aligns the atoms, the direction of pumping source coincides with line
of sight, i.e.,  D r (Fig. 5.1, right).

5.4.1 Is There Any Circular Polarization?

Note that if the incident light is polarized in a different direction than that of
the alignment, circular polarization can arise due to de-phasing, although this
is a second order effect. Consider a background source with a nonzero Stokes
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parameter U0 shining upon atoms aligned in the Q direction.5 The polarization
will be precessing around the direction of alignment and generate a V component
representing a circular polarization

V

I�
' �Q

�I

U0

I0
D  �

��

�Q

�I

U0

I0
(5.6)

where � is the dispersion coefficient, associated with the real part of the refractory
index, whose imaginary part corresponds to the absorption coefficient �.  is the
dispersion profile and � is the absorption profile.

The incident light can be polarized by the source, e.g. synchrotron emission from
pulsars, or polarized via the propagation through the interstellar medium, e.g. as a
result of selective extinction from the aligned dust grains (see Lazarian 2007). In the
latter case, the polarization of the impinging light is usually low and the intensity
of circular polarization is expected to be low as well. This should not preclude the
detection of the effect as instrumentation improves.

5.5 IR/Submilimetre Transitions Within Ground State

The alignment in the ground state affects not only the optical (or UV) transitions
to the excited electronic states, but also the magnetic dipole transitions within the
ground state. Similar to HI, other species that have structure within the ground states
are also influenced by the optical pumping6 through the Wouthuysen-Field effect
(Wouthuysen 1952; Field 1958). After absorption of a Ly˛ photon, the hydrogen
atom can relax to either of the two hyperfine levels of the ground state, which
can induce a HI 21 cm emission if the atom falls onto the ground triplet state (see
also Furlanetto et al. 2006 for a review). Recently, the optical pumping oxygen has
been proposed as a probe for the intergalactic metals at the epoch of reionization
(Hernández-Monteagudo et al. 2007).

However, in these earlier studies, the pumping light has been assumed to be
isotropic. This is problematic, particularly for the metal lines whose optical depth is
small. During the early epoch of reionization, for instance, the ionization sources are
localized, which can introduce substantial anisotropy. The GSA introduced by the
anisotropy of the radiation field can play an important role in many circumstances.
The earlier oversimplified approach can lead to substantial errors in the predictions.
The emissivity and absorption coefficients for the Stokes parameters are modified

5To remind our readers, The Stokes parameters Q represents the linear polarization along e1 minus
the linear polarization along e2; U refers to the polarization along .e1 C e2/=

p
2 minus the linear

polarization along .�e1 C e2/=
p
2 (see Fig. 5.1, right).

6To clarify, we do not distinguish between pumping by optical lines or UV lines, and name them
simply “optical pumping”.
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Table 5.4 The polarization of forbidden lines

Lines Lower level Upper level Wavelength (�m) Pmax (%)

ŒC I � 3P0 3P1 610 20

ŒO I � 3P2 3P1 63.2 24

ŒC II� 3P1=2 3P3=2 157.7 2.7

ŒSi II� 3P1=2 3P3=2 34.8 4

ŒS IV� 3P1=2 3P3=2 610 10.5

due to the alignment effect. The ratio of the corresponding optical depth, to that
without alignment, is

Q� D �

�0
D Q�� Q�s;i exp.�T�=Ts/

1 � exp.�T�=Ts/
; (5.7)

where T� is the equivalent temperature of the energy separation of the metastable
and ground levels, and Ts is the spin temperature.

The ratios of absorption and stimulated emission coefficients with and without
alignment are given by

Q�i D �1=�
0
1 D 1C w0l�

2
0 .J

0
l /J

2
0 .i;˝/; (5.8)

Q�s;i D Q�i D �i=�
0
i D 1C wl0�

2
0 .Jl /J

2
0 .i;˝/ (5.9)

where J 2
0 .i;˝/ are the irreducible tensors for the Stokes parameters (see, e.g. Yan

and Lazarian 2006). Since both the upper (metastable) level, and the lower levels
are long lived and can be realigned by the weak magnetic field in a diffuse medium,
the polarization of both emission and absorption between them is polarized either
parallel or perpendicular to the magnetic field like the case of all the absorptions
from the ground state, and can be described by Eq. (5.4). In the case of emission,
the dipole component of the density matrix in Eq. (5.4) should be replaced by that
of the metastable level. In Fig. 5.11, we show an example of our calculation of the
polarization of the [C I] 610�m line, which can be detected in places like PDRs.

We discussed pumping of the hyperfine lines [H I] 21 cm and [N V] 70.7 mm in
Yan and Lazarian (2007) and the fine structure line [O I] 63:2 �m here. This effect
exists in all atoms with some structure in ground state, e.g., Na I, K I, fine structure
lines of [C I], [C II], [Si II], [N II], [N III], [O II], [O III],[S II], [S III], [S IV],
[Fe II], etc. (see Table 4.1 in Lequeux 2005). The example lines we have calculated
are listed in Table 5.4. Many atomic radio lines are affected in the same way and
they can be utilized to study physical conditions, especially in the early universe:
abundances, the extent of reionization through the anisotropy (or localization) of
the optical pumping sources, and magnetic fields, etc.
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5.6 Atoms with Hyperfine Structure

Although the energy of hyperfine interaction is negligible, the hyperfine interaction
should be accounted for atoms with nuclear spins. This is because for these
angular momentum instead of energy is the determinative factor. Hyperfine coupling
increases the total angular momentum and the effects are twofold. For species with
fine structure (J > 1=2), the hyperfine interaction reduces the degree of alignment
since, in general, the more complex the structure is, the less alignment there is.
This is understandable, as polarized radiation arises mostly from the sublevels with
the largest axial angular momentum, which constitutes a smaller percentage in
atoms with more sublevels. For species without fine structure (J <1=2) like alkali
atoms, the hyperfine interaction enables alignment by inducing more sublevels7 (see
Fig. 5.5).

Note that the alignment mechanism of alkali atoms is different from that
illustrated in the cartoon (depopulation pumping) since the excitation rates from
different sublevels in the ground state are equal. In other words, atoms from all
the sublevels have equal probabilities to absorb photons. For the same reason, the
absorption from alkali atoms is not polarized.8 The actual alignment is due to
another mechanism: repopulation pumping. The alkali atoms are repopulated as a
result of spontaneous decay from a polarized upper level (see Happer 1972). Upper
level becomes polarized because of differential absorption rates to the levels.

Fig. 5.5 The occupation in ground sublevels for Na. It is modulated by the angle between
magnetic field and the radiation field r

7There are no energy splittings among them, the effect is only to provide more projections of
angular momentum (see Yan and Lazarian 2007).
8Only if hyperfine structure can be resolved, polarization can occur.
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5.7 Polarization of Resonance and Fluorescence Lines

When the magnetic precession rate becomes less than the emission rate of the upper
level, the direct effect of the magnetic field on the upper level is negligible. The
only influence of the magnetic field is on the ground state through the alignment of
atoms. This is the effect that was the focus of our studies in Yan and Lazarian (2006,
2007, 2008). The atoms are aligned either parallel or perpendicular to the magnetic
field as we discussed before.

The differential occupation in the ground state (see Fig. 5.5) can be transferred
to the upper level of an atom through excitation. The emission from such a
differentially populated state is therefore polarized. The corresponding emission
coefficients of the Stokes parameters are given in Landi Degl’Innocenti (1984),
Yan and Lazarian (2008) for fine structure transitions and Yan and Lazarian (2007)
for transitions involving hyperfine structures. Indeed emission line can be polarized
without GSA. This corresponds the textbook description of polarization of scattered
lines. It can be shown that if the dipole and other higher order components of the
ground state density matrix 
2q0 are zeros, we recover the classical result in the
optically thin case

�2 D �3 D 0; P D �1

�0
D 3E1 sin2 ˛

4 �E1 C 3E1 cos2 ˛
(5.10)

where ˛ is the scattering angle.9 The polarizability is actually given by

E1 D w2JuJl
r20

p0
(5.11)

for transitions in atoms with fine structure. If we account for the alignment by
radiation, but ignore the magnetic field, i.e., r D 0, then

E1 D
w2JuJl

h
r20 C r22�

2
0 .Jl /C p

2p2�
2
0 .Jl /

i

p
2p0 C r02�

2
0

(5.12)

For the optically thin case, the linear polarization degree is given by p D
p
Q2 C U 2=I D

q
�22 C �21=�0, and the positional angle � D 1

2
tan�1.U=Q/ D

1
2

tan�1.�2=�1/.
Since the weak magnetic field does not have a direct influence on the upper level,

there is no general simple geometrical correspondence between the polarization and

9Since there is no alignment on the ground state and we can choose the direction of radiation as
the quantization axis, ˛ D  .
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Table 5.5 The maximum polarizations expected for a few example of emission lines and their
corresponding transitions

Species Lower state Upper state Wavelength (Å) jPmaxj
S II 4So3=2 4P3=2 1,253.81 30.6 %

4P5=2 1,259.52 31.4 %

3P0 3So 1,306 16 %

3P1 3So 1,304 8.5 %

O I 3P2 3So 1,302 1.7 %

3P 3So 5,555, 6,046, 7,254 2.3 %

3P0 3Do 1,028 4.29 %

3P1 3Do 1,027 7.7 %

3P2 3Do 1,025 10.6 %

3P 3Do 5,513, 5,958, 7,002 1.3 %

H I 1S1=2 2P3=2 912–1,216 26 %

Na I 1S1=2 2P3=2 5891.6 20 %

K I 1S1=2 2P3=2 7,667, 4,045.3 21 %

N V 1S1=2 2P3=2 1238.8 22 %

P V 1S1=2 2P3=2 1117.977 27 %

N I 4So3=2 4P1=2 1;200 5.5 %

Al II 1S0 1P o
1 8,643 20 %

the magnetic field as in the case of absorption, except the special case where the
scattering angle is small (see 5.8 and Shangguan and Yan 2012 for details). In fact,
from the discussions above (Eq. (5.10)), we see that the polarization is either parallel
or perpendicular to the radiation field in the absence of GSA. The effect of GSA is
to introduce coherence on the upper level through the radiative excitation, which is
then transferred to the emission. To obtain the direction of the magnetic field, one
needs quantitative measurements of at least two lines. The lines for which we have
calculated the polarizations are listed in Table 5.5.

In the case that the direction of optical pumping is known, e.g., in planetary
system and circumstellar regions, magnetic realignment can be identified if the
polarization is neither perpendicular or parallel to the incident radiation (see
Eqs. (5.10), (5.12)). As an example, we here show a polarization map for a spherical
system with a poloidal magnetic field (Yan and Lazarian 2009), e.g., a circumstellar
envelope. The polarization would be spherically symmetric without accounting for
the effect of the magnetic field. With magnetic realignment however, the pattern of
the polarization map is totally different, see Fig. 5.9. In practice, one can remove
the uncertainty by measuring polarization from both alignable and non-alignable
species, the latter of which do not trace the magnetic field.



108 H. Yan and A. Lazarian

5.8 Influence of Magnetic field on Polarization and Line
Intensity

The influence of the magnetic field on the polarization of scattered lines can be
illustrated by contour maps of the position angle as a function of the magnetic field
direction for a fixed scattering angle. The geometry of the maps is defined in Fig. 5.6,
left.

When the scattering angle is relatively large (0� 20ı), quasi-symmetry is
maintained and �B corresponding to the symmetric axis equals to the scattering
angle (or to 0 C 180ı) (see dash lines in Fig. 5.7, right). � on the quasi-symmetric
axis are zero. This means that when the projection of the magnetic field on the
scattering plane is parallel to the line of sight, the vector of polarization also lies
in the same plane. In general, the position angle reduces with decreasing scattering
angles. When the scattering angle is small, the direction of polarization generally
directly traces the magnetic field direction in the pictorial plane (see Fig. 5.7, left).
In addition, the polarization is the same for 0 and .180ı � 0/ because of the
symmetry.

The magnetic field alters not only the direction of polarization of scattered lines,
but also the degree of polarization (see Fig. 5.6, right). Owing to averaging due
to magnetic mixing the magnetic field decreases the polarization degree at large
scattering angles and increases the polarization at small scattering angles. In the
classical description, there is some similarity to the Hanle process as discussed
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Fig. 5.6 Left: The magnetic field (B , �B ) was measured in the reference frame where x-axis
points to the radiation source, z-axis is perpendicular to the scattering plane. Scattering angle, 0 is
fixed; right: the contour map of the polarization degree as a function of the direction of magnetic
field. The scattering angle is fixed at 5ı. (B , �B ) is the solid angle of the magnetic field s defined
in Fig. 5.6. From Shangguan and Yan (2012)
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Fig. 5.7 The contour map of position angle, �, as a function of the direction of magnetic field.
The scattering angles are set to be 5ı (left) and 60ı (right). In the right panel, the dashed lines
are two quasi-symmetry axes corresponding to �B D 60ı and 240ı, respectively. B and �B are
defined in Fig. 5.6. From Shangguan and Yan (2012)

in Kastler (1973) and House (1974). The difference is that magnetic coherence is
transferred to the upper state indirectly from the ground state through absorption
(see details in Shangguan and Yan 2012).

5.9 Observational Perspective

5.9.1 Interstellar Absorption and 3D Magnetic Field
Measurement

In contrast to the case of emission, GSA is a unique mechanism for polarizing
absorption lines, as first proposed by Yan and Lazarian (2006). As illustrated above,
the 2D magnetic field in the plane of sky can be easily obtained from the direction of
the polarization. If we have quantitative measurements, we can get the 3D magnetic
field.

The resonance absorption lines in Table 5.2 appropriate for studying magnetic
fields in diffuse, low column density (AV � few tenths) neutral interstellar clouds
are those of N I, O I, S II, Mn II, and Fe II. These are all in the ultraviolet.

At higher column densities, the above lines become optically thick, and lines
of lower abundance, as well as excited states of the above lines become available.
Significantly, some of these lines (from Ti II, Fe I) are in the visible. An interesting
region, where the degenerate case (pumping along the line of sight) should hold is
the “Orion Veil” (Abel et al. 2006), a neutral cloud with AV � 1:5, and N � 1;000,
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Fig. 5.8 Left: The alignment of the ground state a4F and metastable level b4F3=2 of Ti II; middle
and right: the contour of equal degree of polarization of Ti II absorption lines (Jl D 1=2 ! Ju D
1=2; 3=2). r and  are the angles of incident radiation and line of sight from the magnetic field
(see Fig. 5.2, right). In the case of pumping source coincident with the background source, we
have the degeneracy and polarization will be determined by one parameter r D  . From Yan and
Lazarian (2008)

which is 1–2 parsec in the foreground of the Orion Nebula. The Orion Veil should
be pumped by the Trapezium. This region is of particular interest for magnetic field
studies, since it is one of the only places where maps exist of the H I 21 cm Zeeman
effect, which provides the sign and magnitude of the magnetic field along the line of
sight. The magnetic realignment diagnostic, on the other hand, gives the orientation
of the magnetic field lines in 3D, which is exactly complimentary information:
combination of the two yields a complete 3D magnetic field map.

The Ti II lines provide a fairly accessible test of the magnetic alignment
diagnostic, although there are not enough strongly polarized lines in the visible to be
useful by themselves: observation of an effect for Ti II, with moderate resolution,
would motivate a serious study of the pumping of the much more numerous Fe
I lines, and the construction of more advanced instrumentation. Table 5.3 shows
the five strongest Ti II lines, all from the J D 3/2 ground state of the ion (see
also Fig. 5.8). The polarization depends only on the J value of the upper state,
regardless of the other quantum numbers. We have assumed “weak pumping” for
this calculation, such that the rate of decay from the excited states of the ground
term exceeds the pumping rate. The most strongly polarized line, at 3,074 Å, is
unfortunately difficult to observe from the ground, and the strongest line, at 3,384 Å,
is only weakly polarized. The 3,243 Å line is the most favorable for observations.
It is estimated that for a line with � � 1 and a width of 20 km/s, this effect would
be detectable at 10� for all stars brighter than V D 8 with the spectropolarimeter at
SALT with a resolution R D 6; 000 (Nordsieck, private communications).

As a first step, with low resolution measurement, 2D magnetic field in the
pictorial plane can be easily obtained from the direction of polarization modulo
a 90ı degeneracy, similar to the case of grain alignment and the Goldreich-
Kylafis effect. Different from the case of emission, any polarization, if detected
in absorption lines, would be a unique indicator of alignment, and tracer of the
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magnetic field since no other mechanisms can induce polarization in absorption
lines. The polarization in H˛ absorption reported by Kuhn et al. (2007) was, in fact,
due to the GSA as predicted in Yan and Lazarian (2006) for general absorptions.

If we have two measurable, we can solve Eq. (5.4) and obtain both r and  .
With r known, the 90ı degeneracy can be removed since we can decide whether
the polarization is parallel or perpendicular to the magnetic field in the plane of the
sky. Combined with  , the angle between the magnetic field and the line of sight,
we get the 3D direction of the magnetic field.

5.9.2 Circumstellar Absorption

The Be star � Tau illustrates one application of the diagnostic for circumstellar
matter. A number of absorption lines from the metastable level of Si II 2P3=2 are
seen, along with the O I and S II lines already discussed. This provides for a large
number of different species. In this case the absorption is likely being formed in a
disk atmosphere, absorbing light from the disk and pumped by light from the star.
The net polarization signal is integrated across the disk, and depends just on the
magnetic field geometry and the inclination of the disk. In this case, the inclination
is known from continuum polarization studies to be 79ı (Carciofi et al. 2005). The
FUSP (The Far Ultraviolet SpectroPolarimeter, PI: K. Nordsieck) sounding rocket
should be sensitive to these effects: � Tau is one of the brightest UV sources in the
sky.

A second interesting circumstellar matter case is that for planetary disks around
pre-main sequence stars. In this case, pumping conditions are similar to those for
comets in the Solar System: with pumping rates on the order of 0:1–1Hz, and
realignment for fields greater than 10–100mGauss. Conditions here are conducive
to substantial populations in CNO metastable levels above the ground term:
Roberge et al. (2002) find strong absorption in the FUV lines (1,000–1,500Å) of O I
(1D) and N I and S II (2D), apparently due to dissociation of common ice molecules
in these disks (these are also common in comet comae). Since these all have Jl > 1,
they should be pumped, and realigned. This presents an exciting possibility for
detecting the magnetic geometry in planetary disks and monitoring them with time.
Since these are substantially fainter sources, this will require a satellite facility.

5.9.3 Fluorescence from Reflection Nebulae

The magnetic realignment diagnostic can also be used in fluorescently scattered
lines. This is because the alignment of the ground state is partially transferred to
the upper state in the absorption process. There are a number of fluorescent lines in
emission nebulae which are potential candidates (see Nordsieck 2012). Although
such lines have been seen in the visible in H II regions (Grandi 1975a,b) and
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Fig. 5.9 Left: Schematics of GSA by circumstellar scattering; right: polarization vectors of O I
emission in a circumstellar region with alignment by uniform magnetic field. The inclination of
magnetic field is 45ı from the light of sight. The magnetic field is in the y direction in the plane of
sky (from Yan and Lazarian 2009)

planetary nebulae (Sharpee et al. 2004), we suggest that reflection nebulae would
be a better place to test the diagnostic, since the lack of ionizing flux limits the
number of levels being pumped, and especially since common fluorescent ions like
N I and O I would not be ionized, eliminating confusing recombination radiation.
Realignment should make itself evident in a line polarization whose position angle
is not perpendicular to the direction to the central star. This deviation depends on
the magnetic geometry and the scattering angle. The degree of polarization also
depends on these two parameters. It will be necessary to compare the polarization
of several species with different dependence on these factors to separate the effects.
This situation is an excellent motivation for a pilot observation project (Fig. 5.9).

5.9.4 Magnetic Field in PDR Regions

Most fine structure FIR lines arise from photon dominated (PDR) regions, which
represent the transition region between fully ionized material and molecular clouds
illuminated by a stellar source of UV radiation. The line ratio of the brightest
ones, e.g., [C II] 158�m, [O I] 63; 145�m, are used to infer physical param-
eters, including density and UV intensity based on the assumption that they are
collisionally populated. Recent observations of UV absorption by Sterling et al.
(2005), however, find that the population ratio in 3P1;0 state, the originating levels
of [O I] 63; 145�m is about twice the LTE value in the planetary nebula (PN)
SwSt 1, and fluorescence excitation by stellar continuum is concluded to be the
dominant excitation mechanism. In this case, the alignment is bound to happen on
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the two excited levels 3P1;0 because of the anisotropy of the pumping radiation field,
resulting polarizations in the [O I] 63; 145�m lines.

The high spatial resolution of SOFIA, for instance, is advantageous in zooming
into PDRs and resolving the lines. Moreover, in highly turbulent environment, we
expect that the magnetic field to be entangled. The higher resolution then means
less averaging in the signals from atoms aligned with the magnetic field. The high
sensitivity of the upgraded HAWC++ also provides us with the possibility of doing
precise quantitative measurement of the spectral polarizations, which can resolve
the ambiguity of the 90ı degeneracy and enables a 3D topology of the magnetic
field, which cannot be obtained from any other present magnetic diagnostics.

5.10 Observational Tests

Here we demonstrate a synthetic observation of polarization of the sodium D lines,
which can reveal the magnetic fields of Jupiter and the solar wind that interacts with
the comet, via magnetic alignment. The advantage of direct studies of magnetic
perturbations by spacecrafts has been explored through many important missions.
However, the spacecraft measurements are rather expensive. Are there any other
cost-effective ways to study magnetic turbulence in interplanetary medium?

Comets are known to have sodium tails and sodium is an atom that can be
aligned by radiation and realigned by solar wind magnetic fields. This opens an
opportunity of studying magnetic fields in the solar wind from the ground, by tracing
the polarization of the Sodium line. We simulated the degree of polarization and its
variations arising from resonant scattering from the Na line in a magnetized comet
wake (Yan and Lazarian 2007; Yan 2009). The study has been extended to comet
Halley and Jupiter’s satellite Io, based on the magnetic field data from Vega1&2
during the encounter with comet Halley in 1986 and the Galileo’s mission to Jupiter,
respectively (see details in Shangguan and Yan 2012).

Although the abundance of sodium in comets is very low, its high efficiency
in scattering sunlight makes it a good tracer (Thomas 1992). As discussed in Yan
and Lazarian (2007), the gaseous sodium atoms in the comet’s tail acquire angular
momentum from the solar radiation, i.e. they are aligned. Resonant scattering from
these aligned atoms is therefore polarized. Collision rates in the coma of comets
are very low, less than once/day beyond a few 1,000 km from the nucleus, so that
fluorescent alignment should be rapidly established in the outflowing sodium from
the comet (Harris et al. 1997).

As shown in Fig. 5.10, the geometry of the scattering is well defined, i.e., the
scattering angle 0 is known. The alignment is modulated by the local magnetic
field. The polarization of the sodium emission thus provides unique information
on the magnetic field in the interplanetary medium. Depending on its direction,
the embedded magnetic field alters the degree of alignment and therefore the
polarization of the light scattered from the aligned atoms. Figure 5.10 illustrates the
trajectory of a comet along which the magnetic field varies and the polarization of
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Fig. 5.10 Left: Schematics of the resonance scattering of sunlight by the sodium in comet wake.
The sodium tail points in the direction opposite to the Sun. The observer on the Earth sees
the stream at the angle 0. Magnetic field realigns atoms via fast Larmor precession. Thus the
polarization traces the interplanetary magnetic fields. Right: the magnetic field and polarization
along the trajectory of Vega1 encountering the comet Halley (from Shangguan and Yan 2012)

Sodium D2 emission changes accordingly. By comparing observations with them,
we can cross-check our model and determine the structure of the magnetic field in
the heliosphere with similar observations. One can investigate not only spatial, but
also temporal variations of the magnetic fields. Since alignment happens at a time
scale �R, magnetic field variations on this time scale will be reflected. This can allow
for a cost-effective way of studying interplanetary magnetic turbulence at different
scales.

GSA provides us a unique opportunity to detect the magnetic field that is
beyond the reach of space probes. The polarization direction traces directly the
orientation of the magnetic field, especially when the scattering angle is small.
We can, accurately, acquire complete information about the magnetic field with
two or more lines from alignable species. Since the alignment happens on a very
short timescale (inverse of photo-excitation rate), instantaneous tomography of the
magnetic field can be realized through GSA.

5.11 GSA and Cosmological Studies

5.11.1 Magnetic Field in the Epoch of Reionization?

The issue of the characteristics of magnetic field at the epoch of reionization is a
subject of significant controversy. The fact that the levels of the O I ground state
can be aligned through anisotropic pumping suggest the possibility of using GSA to
diagnose whether magnetic field existed at that early epoch.
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Fig. 5.11 Left: The schematics of fluorescence pumping of [O I] line; middle and right: y=.�ˇ/,
P=.�ˇ/ of [OI] line in early universe. r ;  are respectively the angles of the incident radiation
and l.o.s. from the magnetic field. From YL08

The degree of polarization in the optically thin case can be obtained in a similar
way to above by replacing Q�0; Q�0 by Q�1; Q�1. In the alignment regime, the Stokes
parameters, U D 0, and therefore,

P D Q�

B�.TCMB/
D �

	 Q�1Œexp.T�=TCMB/� 1�

Q�1 exp.T�=Ts/ � Q�1 � 1




' �0ŒQ�1.1C yiso=�0/� Q�1 � Q�1
1 � exp.�T�=Ts/

�

D Q�1yiso � �0 1:5 sin2 Œwl0�20 .Jl /� w0l�20 .J
0
l /�=

p
2

1 � exp.�T�=Ts/
(5.13)

In the case of a nonzero magnetic field, the density matrices are determined by r ,
the angle between the magnetic field and pumping radiation, as well as the parameter
ˇ. Similar to y, the degree of polarization is also proportional to ˇ. In Fig. 5.11, we
show the dependence of the ratios y=.�ˇ/, P=.�ˇ/ on r and  . Since U D 0, the
line is polarized either parallel (P > 0) or perpendicular (P < 0) to the magnetic
field. The switch between the two cases happen at r D V D 54:7ı; 180 � 54:7ı,
which is a common feature of polarization from aligned level (see Yan and Lazarian
2006, 2008 for detailed discussions).

5.11.2 Influence on Abundance Studies

The GSA not only induces/influences the polarization of spectral lines, but also
modulate the line intensity. This can cause substantial error in the estimates of
chemical abundances, if the effect is not accounted for. This has been shown in the
last section on the pumping of [O I] line in early universe. The same also happens
with permitted absorption and emission lines (see Fig. 5.12).
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Fig. 5.12 The contour map of line ratio, ID2=ID1 as a function of the direction of magnetic field.
The scattering angle is also set to be 5ı. From Shangguan and Yan (2012)

5.11.3 Metal Detection in Early Universe

For instance, the distortion of the CMB due to the optical pumping calculated,
accounting for the anisotropy of the optical/UV radiation field for the optically
thin case, differs from the result without the anisotropy included (Yan and Lazarian
2009):

y D �I�

B�.TCMB/
D �

	 Q�1Œexp.T�=TCMB/� 1�

Q� exp.T�=Ts/� Q�s � 1




D �0

� Q�1Œexp.T�=TCMB/� 1�

exp.T�=Ts/� 1
� Q�

�

' �0ŒQ�1.1C yiso=�0/ � Q� �

D Q�1yiso C �0
Œwl0�20 .Jl /� w0l�20 .J

0
l /�.1 � 1:5 sin2 /=

p
2

1 � exp.�T�=Ts/
(5.14)

where yiso is the distortion neglecting the anisotropy of the radiation field and GSA
(see Hernández-Monteagudo et al. 2007). Indeed if alignment is not accounted, then

y D yiso D �0
T�
Ts

�T

Tcmb
D �0

Tcmb

Ts
exp

�
T�
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�"

1 � A.J 0
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/

P
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A.Jl /

#
ŒJ 0
l
�ˇBmIm

ŒJl �.Am C BsmIm/
;

(5.15)
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where Am;Bm;Bs
m are the Einstein coefficients for the magnetic dipole transitions

within the ground state, and Im is the corresponding line intensity, ˇ 
 BI�=BmIm.
Both Q�s and Q� depend on the line of sight and the GSA (Eqs. (5.7), (5.9)), the
resulting distortion in radiation is thus determined by the angle  as well as the
UV intensity of the O I line I� (or ˇ, see Fig. 5.11). Since both of the two terms on
the right hand side of Eq. (5.14) are proportional to ˇ, the resulting distortion y is
also proportional to ˇ.

In some sense, this study is made for the case of weak pumping regimes discussed
in Yan and Lazarian (2006). But we take into account in addition the absorption and
stimulated emission within the ground state.

5.12 Feasibility of GSA Studies

The GSA is a subtle effect that is described by a complex quantum electrodynamics
formalism. Therefore it is important to stress that this does not translates into
the effect being difficult to measure. Indeed, as we mentioned earlier, the effect
was first studied successfully in the laboratory many years ago. The predicted
polarization effects, as we shown in the text, can be quite substantial. Moreover,
different species show different degrees of alignment (including zero alignment)
and this allows separation of the GSA-induced polarization from polarization of
instrumental origin.

We have also discussed that effects related to GSA, but in a different regime of
magnetic saturation, have been successfully studied in the solar atmosphere.This
vividly supports our claim that the GSA effect is not only measurable in laboratory,
but also under astrophysical conditions.10 In fact, the polarization observed by Kuhn
et al. (2007) in an circumstellar envelope already indicate the effect of the GSA
polarization of absorption lines, as predicted in Yan and Lazarian (2006).

In terms of observational studies, one should remember that it usually takes some
time for the technique to get accepted. One may recall a long history of attempts at
measuring of the Goldreich-Kylafis effect. However, now the technique is routinely
used. We feel that a similar process is takeing place with the practical usage of the
GSA effect. We hope that this review can accelerate the observational work towards
practical use of GSA.

10Incidentally, these studies induced a local revolution in understanding of the solar spectra. We
expect even deeper impact of the GSA studies. Indeed, the domain of the applicability of the GSA
is really extensive and the consequences of the magnetic field and abundance studies are extremely
important.
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5.13 Summary

GSA is an important effect, the potential of which for magnetic field studies has not
been yet tapped by the astrophysical community. The alignment itself is an effect
well studied in the laboratory. The effects arise due to the ability of atoms/ions
with fine and hyperfine structure to get aligned in the ground/metastable states. Due
to the long life of the atoms in such states the Larmor precession in an external
magnetic field imprints the direction of the field onto the polarization of emitting
and absorbing species. This provides a unique tool for studies of magnetic fields
using polarimetry of UV, optical and radio lines. The range of objects suitable for
studies is extremely wide and includes magnetic fields in the early universe, in the
interplanetary medium, in the interstellar medium, and in circumstellar regions.
Apart from this, the consequences of alignment should be taken into account for
the correct determination of the abundances of alignable species.

As astrophysical magnetic fields cover a large range of scales, it is important to
have techniques to them at different scales. In this respect atomic realignment fits a
unique niche as it reveals small scale structure of the magnetic field. For instance,
we have discussed the possibility of studying magnetic fields in the interplanetary
medium. This can be done without the conventional, expensive, probes by studying
the polarization of spectral lines. In some cases the spreading of small amounts of
sodium or other alignable species can produce detailed magnetic field maps of a
particular regions of interplanetary space, e.g. the Earth magnetosphere.

Acknowledgements HY acknowledges the support from 985 grant from Peking University and
the “Beyond the Horizons” grant from Templeton foundation as well as the visiting professorship at
the International Institute of Physics (Brazil). AL’s research is supported by the NSF AST 1109295
and the NSF Center for Magnetic Self-Organization (CMSO). He also acknowledges the Humboldt
Award and related productive stay at the Universities of Bochum and Cologne.

References

Abel, N.P., Ferland, G.J., O’Dell, C.R., Shaw, G., Troland, T.H.: Astrophys. J. 644, 344 (2006)
Beck, R.: 25th Texas Symposium on Relativistic Astrophysics (Texas 2010). In: Aharonian, F.A.,

Hofmann, W., Rieger, F.M. (eds.) American Institute of Physics Conference Series, vol. 1381,
pp. 117–136 (2011)

Brossel, J., Kastler, A., Winter, J.: J. Phys. Radium 13, 668 (1952)
Budker, D., Romalis, M.: Nat. Phys. 3, 227 (2007)
Carciofi, A.C., Bjorkman, J.E., Bjorkman, K.S.: In: Adamson, A., Aspin, C., Davis, C., Fujiyoshi,

T. (eds.) Astronomical Polarimetry: Current Status and Future Directions. Astronomical
Society of the Pacific Conference Series, vol. 343, p. 417. Astronomical Society of the Pacific,
San Francisco (2005)

Cohen-Tannoudji, C., Dupont-Roc, J., Haroche, S., Laloë, F.: Phys. Rev. Lett. 22, 758 (1969)
Crutcher, R.M.: Astrophys. Space Sci. 313, 141 (2008)
Crutcher, R.M., Troland, T.H.: Astrophys. J. 685, 281 (2008)
Crutcher, R.M., Hakobian, N., Troland, T.H.: Mon. Not. R. Astron. Soc. 402, L64 (2010)



5 Magnetic Field Measurement with Ground State Alignment 119

D’Yakonov, M.I., Perel’, V.I.: Sov. J. Exp. Theor. Phys. 21, 227 (1965)
Esquivel, A., Lazarian, A.: Astrophys. J. 631, 320 (2005)
Esquivel, A., Lazarian, A.: Astrophys. J. 740, 117 (2011)
Fano, U.: Rev. Mod. Phys. 29, 74 (1957)
Field, G.: Proc. IRE 46, 240 (1958)
Furlanetto, S.R., Oh, S.P., Briggs, F.H.: Phys. Rep. 433, 181 (2006)
Grandi, S.A.: Astrophys. J. 199, L43 (1975a)
Grandi, S.A.: Astrophys. J. 196, 465 (1975b)
Happer, W.: Rev. Mod. Phys. 44, 169 (1972)
Harris, W.M., Nordsieck, K.H., Scherb, F., Mierkiewicz, E.J.: AAS/division for planetary sciences

meeting abstracts. Bull. Am. Astron. Soc. 29, 1034 (1997)
Hawkins, W.B.: Phys. Rev. 98, 478 (1955)
Hawkins, W.B., Dicke, R.H.: Phys. Rev. 91, 1008 (1953)
Hernández-Monteagudo, C., Rubiño-Martín, J.A., Sunyaev, R.A.: Mon. Not. R. Astron. Soc. 380,

1656 (2007)
Hildebrand, R.H.: In: Lis, D.C., Vaillancourt, J.E., Goldsmith, P.F., Bell, T.A., Scoville, N.Z.,

Zmuidzinas, J. (eds.) Submillimeter Astrophysics and Technology: A Symposium Honoring
Thomas G. Phillips. Astronomical Society of the Pacific Conference Series, vol. 417, p. 257
(2009)

House, L.L.: Publ. Astron. Soc. Aust. 86, 490 (1974)
Kastler, A.: J. Phys. Radium 11, 255 (1950)
Kastler, A.: J. Opt. Soc. Am. (1917–1983), 47, 460 (1957)
Kastler, A.: Nucl. Instrum. Methods 110, 259 (1973)
Kuhn, J.R., Berdyugina, S.V., Fluri, D.M., Harrington, D.M., Stenflo, J.O.: Astrophys. J. 668, L63

(2007)
Landi Degl’Innocenti, E.: Solar Phys. 85, 3 (1983)
Landi Degl’Innocenti, E.: Solar Phys. 91, 1 (1984)
Landi Degl’Innocenti, E.: Nature 392, 256 (1998)
Landi Degl’Innocenti, E., Landolfi, M. (eds.) Polarization in Spectral Lines. Astrophysics and

Space Science Library, vol. 307. Kluwer Academic Publishers, Dordrecht (2004)
Landolfi, M., Landi Degl’Innocenti, E.: Astron. Astrophys. 167, 200 (1986)
Lazarian, A.: J. Quant. Spectrosc. Radiative Transf. 106, 225 (2007)
Lazarian, A., Pogosyan, D.: Astrophys. J. 747, 5 (2012)
Lazarian, A., Pogosyan, D., Esquivel, A.: In: Taylor, A.R., Landecker, T.L., Willis, A.G. (eds.)

Seeing Through the Dust: The Detection of HI and the Exploration of the ISM in Galaxies.
Astronomical Society of the Pacific Conference Series, vol. 276, p. 182 (2002)

Lequeux, J.: The Interstellar Medium. Springer, Berlin (2005)
Nordsieck, K.: Astronomical Polarimetry 2008. In: Bastien, P., Manset, N., Clemens, D. P.,

St-Louis, N (eds). ASP Conference Series, vol. 449, p. 139. San Francisco: Astronomical
Society of the Pacific (2012)

Roberge, A., Feldman, P. D., Lecavelier des Etangs, A., Vidal-Madjar, A., Deleuil, M., Bouret,
J.-C., Ferlet, R., Moos, H. W.: Astrophys. J. 568, 343 (2002)

Shangguan, J., Yan, H.: Astrophys. Space Sci. 343,335 (2012)
Sharpee, B., Baldwin, J.A., Williams, R.: Astrophys. J. 615, 323 (2004)
Stenflo, J.O., Keller, C.U.: Astron. Astrophys. 321, 927 (1997)
Sterling, N.C., Dinerstein, H.L., Bowers, C.W., Redfield, S.: Astrophys. J. 625, 368 (2005)
Thomas, N.: Surv. Geophys. 13, 91 (1992)
Trujillo Bueno, J., Landi Degl’Innocenti, E.: Astrophys. J. 482, L183 (1997)
Trujillo Bueno, J., Landi Degl’Innocenti, E., Collados, M., Merenda, L., Manso Sainz, R.: Nature

415, 403 (2002)
Varshalovich, D.A.: Astrofizika 4, 519 (1968)
Varshalovich, D.A.: Sov. Phys. Uspekhi 13, 429 (1971)
Varshalovich, D.A., Chorny, G.F.: Icarus 43, 385 (1980)
Wouthuysen, S.A.: Astron. J. 57, 31 (1952)



120 H. Yan and A. Lazarian

Yan, H.: Mon. Not. R. Astron. Soc. 397, 1093 (2009)
Yan, H., Lazarian, A.: Astrophys. J. 653, 1292 (2006)
Yan, H., Lazarian, A.: Astrophys. J. 657, 618 (2007)
Yan, H., Lazarian, A.: Astrophys. J. 677, 1401 (2008)
Yan, H., Lazarian, A.: In: Revista Mexicana de Astronomia y Astrofisica Conference Series,

vol. 36, pp. 97–105 (2009)
Yan, H., Lazarian, A.: J. Quant. Spectrosc. Radiative Transf. 113, 1409 (2012)



Part III
MF in Turbulent Media



Chapter 6
Kinetic Turbulence

Gregory G. Howes

Abstract The weak collisionality typical of turbulence in many diffuse astrophys-
ical plasmas invalidates an MHD description of the turbulent dynamics, motivating
the development of a more comprehensive theory of kinetic turbulence. In particular,
a kinetic approach is essential for the investigation of the physical mechanisms
responsible for the dissipation of astrophysical turbulence and the resulting heating
of the plasma. This chapter reviews the limitations of MHD turbulence theory
and explains how kinetic considerations may be incorporated to obtain a kinetic
theory for astrophysical plasma turbulence. Key questions about the nature of kinetic
turbulence that drive current research efforts are identified. A comprehensive model
of the kinetic turbulent cascade is presented, with a detailed discussion of each
component of the model and a review of supporting and conflicting theoretical,
numerical, and observational evidence.

6.1 Introduction

The study of turbulence in astrophysical plasmas has almost exclusively employed
a magnetohydrodynamic (MHD) description of the turbulent dynamics, treating the
magnetized plasma as a single fluid, an approximation valid for large-scale, low-
frequency dynamics in the strongly collisional limit. Yet, the plasmas in a wide
variety of turbulent astrophysical environments often violate one or more of the
conditions required by the MHD approximation, particularly on the small scales
at which dissipation mechanisms act to damp the turbulent fluctuations, ultimately
leading to heating of the plasma. The study of the turbulent dynamics at small scales
and of the physical mechanisms responsible for the dissipation of the turbulence
generally requires a kinetic treatment. Thus, it is necessary to leave behind the
comfortable surroundings of the theory of MHD turbulence and enter the uncharted
territory of the evolving theory of kinetic turbulence.

G.G. Howes (�)
Department of Physics and Astronomy, University of Iowa, Iowa City, IA 52242, USA
e-mail: gregory-howes@uiowa.edu

© Springer-Verlag Berlin Heidelberg 2015
A. Lazarian et al. (eds.), Magnetic Fields in Diffuse Media, Astrophysics and Space
Science Library 407, DOI 10.1007/978-3-662-44625-6__6

123

mailto:gregory-howes@uiowa.edu


124 G.G. Howes

6.1.1 Quantitative Characterization of Plasma Turbulence

Turbulent systems are typically described theoretically by a spectral decomposition
of the broadband spatial fluctuations into a sum of plane wave modes, each
characterized by its three dimensional wavevector, phase, and amplitude. An energy
spectrum of the turbulent fluctuations therefore provides a useful quantitative
description of the turbulent system. In a magnetized plasma, the three-dimensional
wavevector space can be reduced to two dimensions by assuming axial symmetry
about the direction of the equilibrium magnetic field, requiring only the specification
of the turbulent power with respect to the cylindrical components of the wavevector,
k? and kk. The nature of the dynamics in the different ranges of the kinetic
turbulent cascade can be quantitatively characterized by two properties: (1) the one-
dimensional magnetic energy spectrum in perpendicular wavenumber,EB.k?/; and
(2) the wavevector anisotropy, or the distribution of turbulent power in wavevector
space. HereEB.k?/ is defined such that the total magnetic energy is given byEB DR
dk?EB.k?/. For Alfvénic turbulence that is driven isotropically at the outer-

scale wavenumber k0, the conjecture of critical balance implies that the turbulent
power fills a region of the cylindrical wavevector space satisfying kk � k

1�q
0 k

q

?.
Specification of the scaling of the boundary of this region, kk / k

q

?, is sufficient to
completely characterize the anisotropic distribution of turbulent power.

6.1.2 Limits of MHD Treatment of Astrophysical Turbulence

The limitations of an MHD treatment of astrophysical turbulence can be illuminated
by considering the domain of applicability of MHD turbulence theory within the
broader context of plasma turbulence. Beginning with the general theory of the
turbulent cascade of kinetic energy in hydrodynamic systems, we consider the
modifications required to describe the turbulent energy cascade in the magnetized
plasma systems relevant to astrophysical environments.

6.1.2.1 From Fluid to Kinetic Models of the Turbulent Cascade

The limitations of MHD turbulence theory can be illustrated most clearly by a
qualitative comparison of the features of nonlinear cascade of energy in hydrody-
namic turbulence, MHD turbulence, and kinetic turbulence (see also the chapter by
Beresnyak and Lazarian in this volume).

In hydrodynamic systems, turbulent motions are driven at some large scale
L, denoting the driving or energy injection scale. Nonlinear interactions serve to
transfer the turbulent kinetic energy to motions at ever smaller scales, until reaching
a small scale l� at which dissipation via viscous damping is sufficient to terminate
the turbulent cascade. For typical hydrodynamic systems, a large dynamic range
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a

b

Fig. 6.1 (a) Wavenumber spectrum for kinetic energy in hydrodynamic turbulence, from the
driving scale, L, through the inertial range, to the viscous dissipation scale, l� . (b) Perpendicular
wavenumber spectrum for total energy E D Ek C EB in MHD turbulence with Prm D 1,
from the driving scale, L, through the inertial range, to the viscous and resistive dissipation scale,
ld D l� D l�

exists between the driving and dissipation scales, L=l� � 1. In that case, one
may define an inertial range of scales l within which the effects of the driving
and dissipation are negligible, L � l � l� . Within the inertial range, there exists
no particular characteristic length scale, so the dynamics of the turbulence in the
inertial range is found to be self-similar, and a simple application of dimensional
analysis is sufficient to describe accurately the steady-state hydrodynamic turbulent
cascade of energy (Kolmogorov 1991). A qualitative diagram of the kinetic energy
wavenumber spectrum for the hydrodynamic turbulence cascade is shown in
Fig. 6.1a.
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In magnetohydrodynamic systems, the turbulence theory must be modified in
three important ways. First, the dynamics of two turbulent fields, the velocity and
the magnetic field, must be described, so the cascade of both kinetic and magnetic
energy is mediated by nonlinear turbulent interactions. Second, fluctuations of the
two turbulent fields are dissipated by distinct mechanisms, viscosity for the velocity
and resistivity for the magnetic field. The characteristic length scales of viscous
dissipation l� and resistive dissipation l� need not be equal, and their ratio is
characterized by the magnetic Prandtl number Prm 
 l�= l�. Third, the magnetic
field in the plasma establishes a preferred direction, leading to distinct dynamics
in the direction parallel to the magnetic field and in the plane perpendicular to
the magnetic field. In addition, the magnetic tension provided by the magnetic
field supports a type of linear wave, the Alfvén wave, which has no counterpart
in the hydrodynamic case, transforming the nature of the turbulent motions from
hydrodynamic vortices to magnetohydrodynamic waves. This third complication is
the most significant change from hydrodynamic turbulence, and leads to the inherent
anisotropy of MHD turbulence, where turbulent energy is transferred more rapidly
to small perpendicular scales l? than to small parallel scales lk. Nonetheless, despite
these significant differences, the overall qualitative picture of the turbulent energy
cascade in MHD turbulence bears a striking resemblance to the hydrodynamic case.

Consider, in particular, the simplified case of MHD turbulence in a Prm D 1

plasma, so there exists a single dissipation scale ld D l� D l�. One may define
an MHD inertial range, L � l? � ld , directly analogous to the hydrodynamic
case. Due to the anisotropy of the turbulent energy transfer, the turbulent dynamics
are optimally described with respect to the perpendicular scale l?. The evolution of
the parallel scale is determined in terms of the perpendicular scale by the condition
of critical balance (Goldreich and Sridhar 1995), so that lk / l

q

?. The exponent
q describes the scale-dependent anisotropy of the MHD turbulent cascade, where
q D 2=3 in the Goldreich–Sridhar model (Goldreich and Sridhar 1995), and q D
1=2 in the Boldyrev model (Boldyrev 2006). Similar to the hydrodynamic case, in
the MHD inertial range, there exists no characteristic length scale, so the dynamics
of MHD turbulence is found to be self-similar as well. Therefore, for the Prm D 1

case, the MHD turbulence theory appears nearly the same as the hydrodynamic
turbulence theory, with a few minor changes: (1) the turbulent cascade is described
by the perpendicular scale l? rather than an isotropic scale l ; (2) there exists a
scale-dependent anisotropy due to the parallel scaling lk / l

q

?; and (3) the exponent
p in the self-similar power law solution for the one-dimensional energy spectrum
E / k

p

? may differ quantitatively from the hydrodynamic solution. But the
general qualitative picture—a self-similar MHD turbulent cascade of energy from
the driving scale L, through an inertial range, to the dissipative scale ld—remains
essentially the same as the hydrodynamic cascade, as is evident by comparing the
diagram of the wavenumber spectrum for total energy E D Ek C EB in the MHD
turbulent cascade in Fig. 6.1b to the hydrodynamic case in Fig. 6.1a.

In kinetic plasma systems, this simple qualitative model of the turbulent cascade
changes dramatically due to the existence of three characteristic length scales and
new physics associated with each of these scales. The three characteristic length
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scales that come into play in typical conditions for turbulent astrophysical plasmas
are the ion mean free path �i , the ion Larmor radius 
i , and the electron Larmor
radius 
e . The MHD approximation requires the following four conditions:

1. Nonrelativistic conditions, vts=c � 1

2. Strongly collisional conditions, �i= l � 1

3. Large-scale motions, 
i= l � 1

4. Low-frequency dynamics, !=˝i � 1

Here vts D p
2Ts=ms is the thermal velocity1 of species s, ! is the typical frequency

of the turbulent fluctuations, and ˝i is the ion cyclotron frequency. It is clear
that, in the MHD approximation, all three of the characteristic scales above are
assumed to be infinitesimal compared to the typical scale of the turbulent motions,
l . However, in astrophysical plasmas of interest, the turbulent dynamics frequently
violate conditions (2) and (3) above.2 Therefore, it is important to examine more
closely how these characteristic scales enter into the dynamics of the turbulent
cascade in astrophysical plasmas, leading to a violation of the MHD approximation
and requiring the transition to a kinetic description of the turbulent dynamics.

6.1.2.2 Violation of the MHD Approximation

Spacecraft measurements of turbulence in the solar wind provide invaluable guid-
ance for the construction of a theoretical model that describes the energy spectrum
of the kinetic turbulent cascade. Recent measurements of solar wind turbulence with
unprecedented temporal resolution enable us to probe the turbulent dynamics down
to the scale of the electron Larmor radius (Sahraoui et al. 2009; Kiyani et al. 2009;
Alexandrova et al. 2009; Chen et al. 2010; Sahraoui et al. 2010; Alexandrova et al.
2012). Therefore, we now have a fairly complete observational picture of the kinetic
turbulent cascade in the solar wind over a dynamic range of 106 from the large
energy injection scale atL � 106 km down to the scale of the electron Larmor radius
at 
e � 1 km. From the large body of turbulence measurements in the solar wind
(Sahraoui et al. 2009; Kiyani et al. 2009; Alexandrova et al. 2009; Chen et al. 2010;
Sahraoui et al. 2010; Alexandrova et al. 2012), we can construct a general diagram
for the perpendicular wavenumber spectrum of the magnetic energy in turbulent
astrophysical plasmas, shown in Fig. 6.2a. It is important to emphasize here that,
although the general form of the magnetic energy spectrum is well established from
observations, the interpretation of this spectrum in terms of the characteristic plasma
scales requires significant input from plasma kinetic theory, and many of the features
of Fig. 6.2a remain topics of active research.

1Here Ts is expressed in units of energy, absorbing the Boltzmann constant.
2Note that condition (4) is not generally independent of condition (3). For MHD Alfvén waves,
the condition ! � ˝i may be alternatively written 
i=lk � p

ˇi , where the ion plasma beta is
ˇi D 8	niTi=B

2. Thus, if
p
ˇi � O.1/, then condition (4) is roughly equivalent to condition (3).
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a

b

Fig. 6.2 (a) Perpendicular wavenumber spectrum for magnetic energy in kinetic turbulence, from
the driving scale, L, through the MHD inertial range to the ion Larmor radius 
i , where the
turbulent cascade enters the kinetic dissipation range, and down to the electron Larmor radius 
e .
The transition from collisional to collisionless dynamics occurs at k?c . (b) Wavevector anisotropy
in kinetic turbulence, scaling as kq

?
in the MHD inertial range, k1=3

?
in the kinetic dissipation range,

and k0
?

(no parallel cascade) beyond electron scales. The transition from collisional to collisionless
dynamics occurs at kk
i � 1

In Fig. 6.2a, the plasma turbulence is driven at some large scale L � 
i . It is
generally assumed, in the absence of arguments to the contrary, that the turbulence
is driven isotropically with respect to the magnetic field, so that the perpendicular
and parallel components of the driving wavevector k0 are equal, kk0 � k?0 � k0 �
1=L. If the plasma conditions at the driving scale satisfy the MHD approximation,
then the large scale end of the turbulent cascade is described by MHD turbulence
theory. Although the turbulent fluctuations in an MHD plasma may, in general, be
composed of a mixture fast, Alfvén, and slow waves, observational and numerical
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evidence suggests that Alfvén waves dominate the turbulent dynamics in typical
astrophysical plasmas (this point is discussed further below). For the Alfvénic
turbulent cascade, the one-dimensional magnetic energy spectrum as a function
of perpendicular wavenumber k? scales as EB / k

p

?, where the spectral index
is p D �5=3 in the Goldreich–Sridhar model (Goldreich and Sridhar 1995) or
p D �3=2 in the Boldyrev model (Boldyrev 2006). The wavevector anisotropy of
the anisotropic Alfvénic cascade scales as kk / k

q

?, where the values for q are
given in Sect. 6.1.2.1; this anisotropic cascade of energy through wavevector space
is depicted in Fig. 6.2b.

As the MHD turbulent cascade transfers energy to smaller scales (higher
wavenumber), it eventually reaches the one of the characteristic length scales �i ,

i , or 
e , at which point the MHD approximation is violated. Here we focus
on exploring how these length scales enter into the model for kinetic turbulence
and what effect they have on the turbulent dynamics. For typical conditions in
astrophysical plasmas, the characteristic length scales are ordered by �i > 
i > 
e ,
so the ion mean free path �i is usually reached first.

The ion mean free path �i characterizes the collisionality for the motion of
plasma particles parallel to the magnetic field,3 so it must be compared to the parallel
wavenumber kk. For kk�i � 1, the plasma is strongly collisional; for kk�i � 1,
the plasma is weakly collisional. Fluid approximations, such as hydrodynamics or
MHD, break down for plasma conditions kk�i � 1, so kinetic theory is formally
required to describe the plasma dynamics in moderately to weakly collisional
regimes.

As depicted in Fig. 6.2b, at some point in the MHD inertial range, the parallel
scales may reach the scale of the ion mean free path, kk�i � 1, marking the
transition from collisional dynamics that is well described by MHD at kk�i � 1 to
collisionless dynamics that requires a kinetic description at kk�i � 1. The condition
of critical balance determines the relation between the parallel and perpendicular
wavenumbers of strong MHD turbulence (Goldreich and Sridhar 1995), so we
may define the perpendicular wavenumber k?c that corresponds to the transition
of collisionality at kk�i � 1. This transition in the perpendicular wavenumber
spectrum typically occurs at perpendicular scales larger than the ion Larmor radius,
k?c
i < 1, as shown in Fig. 6.2a. For perpendicular wavenumbers k? � k?c , the
strongly collisional dynamics is well described by MHD, and for k? � k?c the
weakly collisional dynamics require a kinetic description, as depicted in Fig. 6.2a.

For the weakly collisional range k? � k?c , it has been shown rigorously from
kinetic theory that the Alfvénic turbulent fluctuations remain essentially fluid in
nature (Schekochihin et al. 2009). The Alfvénic turbulent cascade continues to be

3The Lorentz force limits the perpendicular motion of plasma particles to the particle Larmor
radius. Since typical astrophysical conditions yield 
i � �i , the plasma is essentially always
collisionless in the perpendicular direction. Note, however, that because plasma particles cannot
move beyond the Larmor radius in the perpendicular direction from the magnetic field, this
embodies the large-scale perpendicular motions, l? � 
i , with a fluid-like behavior, even under
weakly collisional conditions.
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accurately described by the equations of reduced MHD (Strauss 1976) and remains
undamped down to the perpendicular scale of the ion Larmor radius, k?
i � 1

(Schekochihin et al. 2009). Therefore, although the MHD approximation is formally
violated at scales k? � k?c , the MHD description of the anisotropic Alfvénic
cascade remains applicable, regardless of whether the dynamics is collisional or
collisionless, for all scales larger than the ion Larmor radius, k?
i � 1. Therefore,
we denote the range of scales L � l? � 
i in the kinetic turbulent cascade as the
MHD inertial range.

MHD Inertial Range: The range of perpendicular scales from the large scale
of energy injection to the scale of the ion Larmor radius, L � l? � 
i ,
including both collisional and collisionless regimes.

On the other hand, compressible turbulent fluctuations associated with the MHD
fast and slow waves in the MHD inertial range require a kinetic description at all
moderately to weakly collisional scales, kk�i � 1 or k? � k?c . These modes
are damped both collisionally by ion viscosity at kk�i � 1 (Braginskii 1965) and
collisionlessly by ion Landau damping at kk�i � 1 (Barnes 1966). Therefore, it is
expected that the damped compressible modes will play at most a subdominant role
relative to the undamped Alfvénic fluctuations in turbulent astrophysical plasmas. In
the weakly collisional solar wind, for example, compressible fluctuations generally
contribute less than 10 % of the turbulent magnetic energy (Tu and Marsch 1995;
Bruno and Carbone 2005) in the MHD inertial range. Therefore, we turn our
attention back to the dynamics of the dominant Alfvénic turbulent fluctuations.

When the Alfvénic turbulent cascade reaches the perpendicular scale of the
ion Larmor radius, k?
i � 1, the MHD description of the Alfvénic fluctuations
breaks down completely for two reasons. First, finite Larmor radius effects lead
to a decoupling of the ions from the turbulent electromagnetic fluctuations at
perpendicular wavenumbers k?
i � 1. The result is that the non-dispersive Alfvén
wave in the limit k?
i � 1 undergoes transitions to the dispersive kinetic Alfvén
wave in the limit k?
i � 1. The dispersive nature of the Alfvénic fluctuations
accelerates the rate of the turbulent nonlinear energy transfer, leading to a steepening
of the magnetic energy spectrum, with a break in the spectrum at the k?
i �
1, as shown in Fig. 6.2a. Second, collisionless damping of the electromagnetic
fluctuations occurs due to the Landau resonance with the ions, with a peak in
the ion damping rate around k?
i � 1. In addition, electron Landau damping
can also contribute significantly for all scales k?
i � 1. The combined effect of
the ion and electron collisionless damping can lead to a further steepening of the
spectrum for scales k?
i � 1 (Howes et al. 2011a,b). Finally, the cascade reaches
the perpendicular scale of the electron Larmor radius, k?
e � 1, where collisionless
damping becomes sufficiently strong to terminate the turbulent cascade, leading
to an exponential drop off of the magnetic energy spectrum (Terry et al. 2012;
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Alexandrova et al. 2012; Tenbarge et al. 2013b). MHD turbulence theory cannot
describe the dispersive wave behavior or the dissipation that occurs via kinetic
mechanisms at scales k?
i � 1. Therefore, we denote the range of scales l? � 
i
in the kinetic turbulent cascade as the kinetic dissipation range.

Kinetic Dissipation Range: The range of perpendicular scales at or below
the scale of the ion Larmor radius, l? � 
i , where wave dispersion and
collisionless dissipation play important roles.

6.1.3 Importance of Kinetic Turbulence

Of fundamental importance in the study of astrophysical turbulence is to determine
the pathway by which the energy of turbulent motions is ultimately converted
to plasma heat. Astrophysical turbulence is generally driven by violent events or
instabilities at large scales, but fluctuations are dissipated strongly only at scales
of order or smaller than the ion Larmor radius. A kinetic turbulent cascade arises
to transfer energy via nonlinear couplings from the large energy injection scales,
through the MHD inertial range, down to the scale of the ion Larmor radius. The
turbulent fluctuations begin to be damped when the cascade reaches the scale of
the ion Larmor radius, marking the entry into the kinetic dissipation range. Since
the dynamics within the kinetic dissipation range is typically weakly collisional,
the dissipation of the turbulent electromagnetic fluctuations must be accomplished
via collisionless mechanisms governed by plasma kinetic theory. The energy thus
removed from the turbulent fluctuations ultimately leads to thermal heating of the
protons, electrons, and minority ions in the plasma. The observational signature of
astrophysical objects depends strongly on the nature of the plasma heating, so to
interpret observational data requires a detailed characterization of the small-scale,
kinetic plasma turbulence.

For example, as matter in an accretion disk spirals slowly into a black hole, it
converts a tremendous amount of gravitational potential energy into heat. Several
physical mechanisms contribute to this process. First, the magnetorotational insta-
bility (Balbus and Hawley 1991, 1998) taps free energy from the differential rotation
of the accretion disk to drive turbulence on the scale height of the disk,L � H . The
turbulence effectively transports angular momentum outward in the disk, enabling
accretion disk plasma to fall down the gravitational potential and mediating the
conversion of gravitational potential energy into kinetic and magnetic energy of
the MHD turbulent fluctuations. The high temperatures characteristic of the plasma
in a black hole accretion disk lead to a collisional mean free path �i � H , so the
turbulent dynamics is weakly collisional. A kinetic turbulent cascade is responsible
for the transfer of turbulent energy through the MHD inertial range down to the
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scale of the ion Larmor radius, where the turbulent electromagnetic fluctuations are
damped via collisionless mechanisms in the kinetic dissipation range. An entropy
cascade ultimately mediates the final conversion of this turbulent free energy into
plasma heat. Therefore, the radiation that is emitted from the hot, magnetized
plasma is a strong function of the black hole properties and of the character of
the small-scale plasma fluctuations, where the plasma heating occurs. To interpret
observational data from the Chandra X-ray Observatory, for example, one must
unravel the details of the kinetic turbulent cascade.

Developing a mature model of the kinetic turbulent cascade is critical to
understanding the turbulent dynamics of the kinetic dissipation range, the physical
mechanisms responsible for the damping of the turbulent fluctuations, and the
resulting heating of the plasma species. The ultimate goal is to develop a predictive
capability to estimate accurately the heating of the protons, electrons, and minority
ions in the plasma based on the plasma parameters and the characteristics of the
turbulent driving.

6.2 Key Questions About Kinetic Turbulence

The unprecedented availability of high temporal resolution solar wind turbulence
measurements from current spacecraft missions has enabled the observational
characterization of the kinetic turbulent cascade from the large scales of energy
injection down to the scale of the electron Larmor radius. This has spurred the
heliospheric physics community to engage actively the topic of the turbulence in the
dissipation range of the solar wind, and has engendered considerable controversy
about a number of significant issues related to the fundamental character of kinetic
turbulence. In particular, the nature of both the turbulent fluctuations in this regime
and the physical mechanisms responsible for their dissipation remains highly
contested within the scientific community. Four key questions relevant to the study
of the dissipation range of solar wind turbulence are

1. What are the limits of validity of using a fluid description of the turbulence
in the dissipation range, and which aspects of the turbulence require a kinetic
description?

2. Are the linear plasma wave properties relevant to the turbulent fluctuations of the
dissipation range?

3. What are the characteristic dynamics of the dissipation range fluctuations?
4. What physical mechanisms are responsible for the dissipation of the turbulent

fluctuations and the ultimate conversion of their energy to plasma heat?

Although these significant questions about the nature of kinetic turbulence
remain controversial, a promising model of the kinetic turbulent cascade (Howes
2008; Howes et al. 2008a; Schekochihin et al. 2009; Howes et al. 2011a) has been
developed that appears to be broadly consistent with most observations of solar wind
turbulence. This model involves an anisotropic cascade of Alfvénic fluctuations
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beginning as a cascade of Alfvén waves in the MHD inertial range and transitioning
to a cascade of kinetic Alfvén waves subject to collisionless damping in the kinetic
dissipation range. Yet the cascade of energy from large to small scales described
by this kinetic turbulence model may not explain all of the fluctuations observed in
the solar wind. For example, fluctuations can be generated by the action of kinetic
temperature anisotropy instabilities (Bale et al. 2009) that are driven by the spherical
expansion of the solar wind, an effect beyond the scope of this model. Plausible
arguments exist that suggest some of these additional effects may coexist peacefully
with the kinetic turbulence, proceeding without being significantly affected by or
significantly affecting the kinetic turbulent cascade. The remainder of this chapter
aims to describe in detail the model of the kinetic turbulent cascade and to discuss
the supporting and conflicting theoretical, observational, and numerical evidence.

6.3 A Model of the Kinetic Turbulent Cascade

A basic theoretical model of the kinetic turbulent cascade in astrophysical plasmas
has been developed with the aim to describe completely the flow of energy from
the large driving scales of the turbulence to its ultimate fate as thermal heat of the
plasma (Howes 2008; Howes et al. 2008a; Schekochihin et al. 2009; Howes et al.
2011a). We present here a brief outline of this model, before delving into a detailed
description of each component of the model and a discussion of supporting and
conflicting evidence.

Violent events or instabilities first drive turbulent fluctuations of the magnetic
field and plasma at some large scale, generating a mixture of finite amplitude
fast, Alfvén, and slow waves. If the fluctuations are driven isotropically with
velocities approximately equal to the Alfvén velocity in the plasma, a cascade of
strong compressible MHD turbulence will mediate the transfer of the turbulent
kinetic and magnetic energy to smaller scales. The fast waves cascade to smaller
scales isotropically, while the critically balanced Alfvén wave cascade produces
an anisotropic distribution of Alfvén and slow wave fluctuations in this collisional
part of the MHD inertial range. The parallel scales of the turbulent fluctuations
eventually reach the ion collisional mean free path, marking the transition from
strongly to weakly collisional dynamics. The compressible fast and slow wave
fluctuations suffer collisional damping at the moderately collisional scale of the
transition, and collisionless damping at the smaller, weakly collisional scales. The
incompressible Alfvénic fluctuations remain undamped through this transition, so
the damped fast and slow waves are expected to contribute subdominantly to the
turbulence compared to the Alfvén waves. The Alfvén waves continue their cascade
undamped through the collisionless remainder of the MHD inertial range until their
perpendicular scales reach the ion Larmor radius, marking the transition to the
kinetic dissipation range.
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The anisotropic Alfvénic fluctuations at this transition transfer energy into a
cascade of kinetic Alfvén waves at perpendicular scales below the ion Larmor
radius. In addition, collisionless wave-particle interactions via the Landau resonance
with the ions lead to a peak in the ion kinetic damping at the ion Larmor radius,
dissipating some fraction of the turbulent electromagnetic fluctuation energy. The
undamped remainder of the turbulent energy continues as a cascade of kinetic
Alfvén waves to smaller perpendicular scales, forming the kinetic dissipation range
at all scales below the ion Larmor radius. Throughout this range, electron Landau
damping may cause significant collisionless damping of the turbulent fluctuations,
with the strength of the damping increasing as the perpendicular scale decreases. At
the perpendicular scale of the electron Larmor radius, the electron Landau damping
becomes sufficiently strong to terminate the cascade, leading to an exponential
decay of the turbulent energy spectrum at the electron scale.

Thermodynamically, the transfer of free energy from the kinetic and magnetic
energy of the turbulent electromagnetic fluctuations to free energy in velocity
space structure of the particle distribution functions is not equivalent to irreversible
thermal heating of the plasma. Irreversible plasma heating, and the associated
increase of entropy, ultimately requires collisions. This is accomplished in a
weakly collisional plasma by the ion and electron entropy cascades, dual cascades
in physical and velocity space that drive fluctuations to small enough velocity-
space scales that arbitrarily weak collisions are sufficient to achieve irreversibility.
This final process marks the thermodynamic end of the kinetic turbulent cascade,
completing the conversion of large-scale turbulent fluctuation energy to thermal heat
of the plasma.

This model of the kinetic turbulent cascade implies certain answers to the
questions posed in Sect. 6.2, so we elucidate those answers here:

1. A fluid description is applicable for all turbulent fluctuations at scales larger than
the collisional transition, and for the Alfvénic dynamics at all scales larger than
the ion Larmor radius. The dynamics and kinetic damping of the compressible
fluctuations at all moderately to weakly collisional scales, and of the Alfvénic
fluctuations at the scales of the ion Larmor radius and below, require a kinetic
description.

2. The properties of the turbulent fluctuations at scales sufficiently below the driving
scale are related to the characteristics of the linear kinetic plasma waves.

3. The dissipation range fluctuations are kinetic Alfvén waves.
4. Ion and electron Landau damping are the physical mechanisms by which the

turbulent electromagnetic fluctuations are damped, and the ion and electron
entropy cascades mediate the irreversible transition of free energy in the particle
distribution functions to thermal heat.

In the following sections, we describe in detail all of the facets of this model of
the kinetic turbulent cascade, providing supporting theoretical, observational, and
numerical evidence and reviewing findings in conflict with this model. A general
diagram of the magnetic energy spectrum and the distribution of turbulent power in
wavevector space is shown in Fig. 6.3.
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Fig. 6.3 (a) Diagram of the magnetic energy spectrum and ion entropy cascade in kinetic turbu-
lence. (b) Anisotropic distribution of power in .k?; kk/ wavevector space in kinetic turbulence

6.3.1 MHD Inertial Range: From Driving Scales
to the Collisional Transition

The turbulence in astrophysical environments is typically driven by some external
mechanism, often a violent event or large-scale instability, that generates plasma
motions at some large scale, L � 
i . This energy injection scale, often denoted the
outer scale of the turbulence, is an important characteristic of any turbulent astro-
physical system, and is conveniently parameterized by the wavenumber, k0 � 1=L.
For the investigation of kinetic turbulence, a convenient dimensionless measure of
the driving scale is the driving wavenumber, k0
i , where k0
i � 1 indicates that the
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turbulence is driven at large scale compared to the ion Larmor radius. It is generally
assumed, in the absence of arguments to the contrary, that the turbulence is driven
isotropically with respect to the magnetic field, so that the perpendicular and parallel
components of the driving wavevector are equal, kk0 � k?0 � k0.

If the MHD approximation is satisfied for the turbulent dynamics of the plasma
at the driving scale, then the large scale section of the MHD inertial range is
described by MHD turbulence theory (Sridhar and Goldreich 1994; Goldreich and
Sridhar 1995; Galtier et al. 2000; Lithwick and Goldreich 2001; Boldyrev 2006)
(see also the chapter by Beresnyak and Lazarian in this volume). If the amplitude
of the driven turbulent velocities are comparable to the Alfvén velocity in the
magnetized plasma, then a cascade of strong MHD turbulence arises to transfer
energy nonlinearly to higher wavenumbers; for smaller amplitudes, weak MHD
turbulence will be generated (Sridhar and Goldreich 1994; Goldreich and Sridhar
1995). Since most turbulent astrophysical environments are believed to be driven
strongly, and weak turbulence eventually transits to strong turbulence as the cascade
progresses (Sridhar and Goldreich 1994), we focus here on the case of strong MHD
turbulence. In general, the finite-amplitude turbulent fluctuations may be considered
to be a mixture of the three propagating MHD wave modes, the incompressible
Alfvén waves and compressible fast and slow waves, as well as the non-propagating
entropy mode. The nature of the turbulent cascades of these various characteristic
fluctuations have been elucidated by numerical simulations of MHD turbulence:
the fast waves cascade isotropically in wavevector space, while the Alfvén waves,
slow waves and entropy mode fluctuations cascade anisotropically according to the
condition of critical balance (Maron and Goldreich 2001; Cho and Lazarian 2003).

The fast wave cascade produces an isotropic one-dimensional magnetic energy
spectrum EB.k/ / k�3=2, as observed in simulations (Cho and Lazarian 2003).
Two competing models exist that describe the nature of strong MHD turbulence for
Alfvén waves, the Goldreich–Sridhar model (Goldreich and Sridhar 1995) and the
Boldyrev model (Boldyrev 2006). The magnetic energy spectrum of the Alfvénic
turbulent cascade is predicted to scale as EB / k

p

?, where the spectral index is p D
�5=3 in the Goldreich–Sridhar model (Goldreich and Sridhar 1995) and p D �3=2
in the Boldyrev model (Boldyrev 2006). The anisotropy of the Alfvénic cascade,
for isotropic driving at wavenumber k0, is given by kk D k

1�q
0 k

q

?, where q D
2=3 in the Goldreich–Sridhar model (Goldreich and Sridhar 1995), and q D 1=2

in the Boldyrev model (Boldyrev 2006). The slow waves and entropy modes are
passively cascaded by the Alfvén waves, and therefore adopt the same spectrum and
anisotropic distribution of power as the Alfvén waves (Maron and Goldreich 2001;
Lithwick and Goldreich 2001). For anisotropic turbulent fluctuations with k? � kk,
the frequencies of the fast wave fluctuations, which scale as ! / k, are generally
much higher than the frequencies of the Alfvén and slow wave fluctuations, which
scale as ! / kk, so the dynamics of the fast wave cascade are expected to decouple
from the dynamics of the Alfvén and slow wave cascades (Lithwick and Goldreich
2001; Howes et al. 2012).

The turbulent cascade transfers energy nonlinearly to higher wavenumber fluc-
tuations, as dictated by the MHD turbulence theory, until the parallel wavenumber
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reaches the transition from collisional to collisionless dynamics, kk�i � 1. The
perpendicular wavenumber, k?c , that corresponds to kk�i � 1, differs for the
anisotropic Alfvén wave cascade and the isotropic fast wave cascade. For the
anisotropic Alfvénic cascade, the perpendicular wavenumber of this transition is
given by k?c � k0.k0�i /

�1=q , whereas, for the isotropic fast wave cascade, it
is given by k?c � k0.k0�i /

�1, or more simply k?c�i � 1. Since q < 1, this
means that the fast wave cascade reaches the collisional transition first, at a smaller
wavenumber than the Alfvén wave cascade.

For many astrophysical plasmas, the transition for both fast and Alfvén waves
occurs within the MHD inertial range, k?c
i < 1. The compressible fast waves,
slow waves, and entropy modes undergo strong collisional damping by ion viscosity
(Braginskii 1965) in the moderately collisional conditions at k? � k?c . Any
energy in the compressible turbulent fluctuations that passes through this transition
is expected to be transferred nonlinearly to the kinetic counterparts of the MHD
fast and slow waves (Klein et al. 2012) in the weakly collisional conditions at
wavenumbers k? � k?c (Schekochihin et al. 2009). The Alfvén waves are
incompressible, involving no motions parallel to the magnetic field, so they are
essentially unaffected by the transition in collisionality, and the Alfvén wave
cascade continues unabated to higher wavenumbers, k? � k?c .

6.3.2 MHD Inertial Range: From the Collisional Transition
to the Ion Larmor Radius

Critical balance predicts a scale-dependent wavevector anisotropy given by
k?=kk D .k?=k0/1�q , where q < 1 for either the Goldreich–Sridhar or Boldyrev
models. Therefore, at perpendicular wavenumbers within the MHD inertial range
sufficiently higher than the driving wavenumber,k? � k0, the Alfvénic fluctuations
become anisotropic in the sense that k? � kk. In the limit of the MHD inertial
range k?
i � 1, the kinetic dynamics of these anisotropic Alfvénic fluctuations
is described rigorously by the equations of reduced MHD (Strauss 1976), and the
Alfvén wave cascade remains undamped down to the perpendicular scale of the ion
Larmor radius, k?
i � 1 (Schekochihin et al. 2009). It has also been shown that the
slow wave and Alfvén wave cascades do not exchange energy in the MHD inertial
range (Schekochihin et al. 2009), and the fast waves likewise are not expected
to exchange energy with the Alfvén waves due to the mismatch in frequency, as
discussed in Sect. 6.3.1. Therefore, the dynamics of the Alfvénic cascade throughout
the MHD inertial range is correctly described by the MHD turbulence theory, even
at the weakly collisional scales, k? � k?c .

The magnetic energy spectrum in the solar wind seems to bear this out.
Spacecraft measurements in the super-Alfvénic solar wind are generally interpreted
by assuming the Taylor hypothesis (Taylor 1938), that frequency of measured
temporal fluctuations is directly related to the wavenumber of spatial variations that
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are swept past the spacecraft. At the frequencies f � 0:4Hz, corresponding to
spatial scales larger than the ion Larmor radius, the magnetic energy spectrum in
the solar wind has a spectral index of approximately �5=3 (Goldstein et al. 1995),
apparently consistent with the prediction of the Goldreich–Sridhar theory for strong
MHD turbulence. It is worth noting, however, that the velocity spectrum was found
to have a spectral index closer to �3=2 (Podesta et al. 2007), in conflict with the
Goldreich–Sridhar model. Recent work on the evolution of the residual energy,
Er D Ek � EB , in MHD turbulence, however, suggests that these spectral indices
may indeed be consistent with the Boldyrev theory, and that the difference in the
spectral indices of the kinetic and magnetic energy spectra is an inherent property
of the MHD turbulent cascade (Boldyrev et al. 2011, 2012).

The cascade of compressible turbulent fluctuations that passes through the
collisional transition will suffer moderate to strong collisionless damping by the
Landau resonance with the ions (Barnes 1966) at all higher wavenumbers, k? �
k?c . The damping of the compressible fluctuations in the moderate to weakly
collisional regimes at k? � k?c leads to the theoretical prediction that compressible
fluctuations will play a subdominant role relative to the undamped Alfvénic
fluctuations in turbulent astrophysical plasmas. Studies of interstellar scintillation
(Armstrong et al. 1981, 1995) show evidence for a power-law spectrum of density
fluctuations over 12 orders of magnitude in the interstellar medium, suggesting that
compressible fluctuations are not entirely damped. But it is not possible from remote
astrophysical observations to deduce the relative contributions of compressible and
incompressible components of the turbulence.

In situ spacecraft measurements of turbulent fluctuations in the solar wind,
however, allow a direct determination. The entire turbulent cascade in the solar
wind, including the driving scales, is weakly collisional, �i=L � 1, so space-
craft measurements constrain the role of compressible fluctuations in collisionless
conditions, k? � k?c . Measurements show that the turbulent fluctuations in the
MHD inertial range appear to be dominantly incompressible (Tu and Marsch 1995;
Bruno and Carbone 2005), where the incompressible motions have been shown
to be Alfvénic in nature (Belcher and Davis 1971). The compressible fluctuations
generally contribute less than 10 % of the turbulent magnetic energy (Tu and Marsch
1995; Bruno and Carbone 2005). These compressible fluctuations have typically
been interpreted as a possible mixture of fast MHD waves and pressure balanced
structures (PBSs) (Tu and Marsch 1995; Bruno and Carbone 2005), where the
latter are equivalent to non-propagating slow mode fluctuations with kk D 0 (Tu
and Marsch 1994; Kellogg and Horbury 2005). Note, however, that a recent study
using a novel method of synthetic spacecraft data (Klein et al. 2012) suggests that
these compressible fluctuations are not associated with the kinetic counterpart of
the fast MHD wave, but rather consist of an anisotropic distribution of kinetic slow
wave fluctuations. Clearly, more investigation of the kinetic physics of compressible
turbulent fluctuations in astrophysical environments, including their damping via
collisional and collisionless mechanisms and the resulting plasma heating, is
needed. Nonetheless, since only a small fraction of the turbulent energy appears to
be associated with the compressible fluctuations, we focus our attention henceforth
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on the dominant Alfvénic turbulent fluctuations, as they reach the perpendicular
scale of the ion Larmor radius, k?
i � 1.

6.3.3 Transition at the Ion Larmor Radius

Spacecraft measurements of turbulence in the solar wind demonstrate that the �5=3
scaling of the magnetic energy spectrum in the MHD inertial range breaks at a
frequency around f � 0:4Hz, leading to a steeper spectrum at higher frequencies
in the kinetic dissipation range. Numerous observational studies have attempted to
correlate the position of the break with a characteristic plasma time or length scale,
such as the ion cyclotron frequency, the ion Larmor radius, or the ion inertial length
(Goldstein et al. 1994; Leamon et al. 1998, 1999, 2000; Smith et al. 2001; Perri
et al. 2010; Smith et al. 2012; Bourouaine et al. 2012), but contradictory results have
been found. Establishing a convincing correlation has likely been elusive because
three competing effects may contribute to the dynamics at this transition between
the MHD inertial range and kinetic dissipation range: (1) the transition from non-
dispersive to dispersive linear wave physics as the ions decouple from the turbulent
electromagnetic fluctuations; (2) a peak in the ion kinetic damping; and (3) the
possible role of kinetic instabilities, such as temperature anisotropy instabilities
(Bale et al. 2009), in generating electromagnetic fluctuations at this scale.

Based on theoretical considerations of the kinetic plasma physics, the kinetic
turbulence model presented here predicts that the transition between the relatively
well understood MHD inertial range and the significantly more controversial kinetic
dissipation range occurs at the perpendicular scale of the ion Larmor radius,
k?
i � 1 (Howes 2008; Howes et al. 2008a; Schekochihin et al. 2009; Howes
et al. 2011a). The boundary conditions (in wavevector space) for the nonlinear
transfer of energy into the kinetic dissipation range are given by the nature of the
turbulent fluctuations at the end of the MHD inertial range. At this transition at
k?
i � 1, the wavevector anisotropy of Alfvénic turbulent fluctuations is given by
k?=kk � .k0
i /

q�1, so for a sufficiently large MHD inertial range, k0
i � 1, this
implies k? � kk since q < 1 (Goldreich and Sridhar 1995; Boldyrev 2006). This
significant wavevector anisotropy at the transition is supported by multi-spacecraft
measurements of turbulence in the near-earth Solar wind (Sahraoui et al. 2010). It
follows that, beyond this transition, the characteristic wavevector of the fluctuations
satisfies k?
i � 1 and kk
i � 1; the Alfvénic solution of linear kinetic theory
with such a wavevector is the kinetic Alfvén wave (Hasegawa and Sato 1989; Stix
1992). Therefore, the Alfvén waves of the MHD inertial range are predicted to
transfer their energy, via nonlinear interactions at the transition k?
i � 1, to kinetic
Alfvén waves (Leamon et al. 1998; Gruzinov 1998; Leamon et al. 1999; Quataert
and Gruzinov 1999; Howes et al. 2008a; Schekochihin et al. 2009). Nonlinear
gyrokinetic simulations of this transition appear to support this hypothesis (Howes
et al. 2008b), reproducing the qualitative changes in the electric and magnetic field
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energy spectra measured in the solar wind at the scale of the spectral break (Bale
et al. 2005).

Another important effect that occurs at the transition at k?
i � 1 is a peak
in the collisionless damping rate of the electromagnetic fluctuations due to the
Landau resonance with the ions (Leamon et al. 1998, 1999, 2000; Howes et al.
2008a, 2011a; Howes 2008; Schekochihin et al. 2009). This ion kinetic damping
becomes increasingly strong as the ion plasma beta increases, and is generally non-
negligible for plasmas with beta of order unity or larger, ˇi � 1, leading to a
significant fraction of the dissipated turbulent energy heating the ions (Howes 2010,
2011), in approximate agreement with empirical estimates of the plasma heating
in the solar wind (Cranmer et al. 2009; Breech et al. 2009). Some measurements
of the magnetic energy spectrum in the dissipation range of the solar wind show a
significant steepening to a slope of approximately �4 at the ion scales, flattening
to �2:8 spectrum further into the dissipation range (Sahraoui et al. 2010), evidence
suggesting significant ion kinetic damping.

In a steady-state kinetic turbulent cascade, the turbulent energy reaching the
transition at k?
i � 1 that is not damped at that scale will carry on, launching
a turbulent cascade of kinetic Alfvén waves in the kinetic dissipation range at
k?
i � 1. Although the Alfvén and slow wave cascades do not exchange energy in
the MHD inertial range, they may exchange energy at this transition (Schekochihin
et al. 2009), so it is possible that the kinetic Alfvén wave cascade can gain energy
that is transferred nonlinearly from compressible fluctuations in the MHD inertial
range.

6.3.4 Kinetic Dissipation Range: Between the Ion and Electron
Larmor Radius

Although direct spacecraft measurements of the kinetic dissipation range of tur-
bulence in the near-Earth solar wind have been possible for more than a decade,
the nature of the turbulent fluctuations in this regime remains a controversial
topic. Characterizing these fluctuations is one of the key goals in heliospheric
physics today, especially because the relevant physical dissipation mechanisms
that ultimately lead to heating of the plasma depend strongly on the nature of the
turbulent fluctuations themselves.

Many early investigations of the dissipation range in solar wind turbulence
implicitly assumed that the turbulent fluctuations in the dissipation range are related
to the linear wave modes in the plasma. Two main hypotheses have been proposed,
that the turbulence is composed of either kinetic Alfvén waves (Leamon et al. 1998;
Gruzinov 1998; Leamon et al. 1999; Quataert and Gruzinov 1999; Howes et al.
2008a; Schekochihin et al. 2009) or whistler waves (Stawicki et al. 2001; Gary et al.
2010; Narita and Gary 2010). Although these two possibilities generally remain the
leading candidates, several other possibilities have been suggested: ion Bernstein
waves (Sahraoui et al. 2012), ion cyclotron waves (Jian et al. 2009), non-propagating
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pressure balanced structures (PBSs), or inherently nonlinear structures, particularly
highly intermittent coherent structures and current sheets (Servidio et al. 2011).

Direct spacecraft measurements of turbulence in the solar wind at the frequencies
f � 1Hz, corresponding to the kinetic dissipation range, provide important
constraints on the nature of the turbulent fluctuations. A number of recent studies
employing high temporal resolution spacecraft measurements have found a nearly
power-law scaling of the magnetic energy spectrum between the ion and electron
scales with a spectral index of approximately �2:8 (Sahraoui et al. 2009; Kiyani
et al. 2009; Alexandrova et al. 2009; Chen et al. 2010; Sahraoui et al. 2010).
These observations of the turbulence over the dissipation range scales raise two
important questions that any model for kinetic turbulence must answer: (1) What
causes the magnetic energy spectrum to steepen in the dissipation range; and (2)
Does significant dissipation of the turbulent fluctuations occur between the ion and
electron scales?

In the model of the kinetic turbulent cascade, the boundary conditions in
wavevector space determined by the anisotropic Alfvénic cascade through the MHD
inertial range suggest that the turbulent energy is transferred nonlinearly to a cascade
of kinetic Alfvén waves in the kinetic dissipation range, as discussed in Sect. 6.3.3.
Here we describe the properties of the kinetic Alfvén wave cascade at perpendicular
scales below the ion Larmor radius, k?
i � 1.

Although MHD Alfvén waves are non-dispersive, kinetic Alfvén waves become
dispersive due to the averaging of the ion response over the finite ion Larmor radius,
a physical effect that increasingly decouples the ions from the electromagnetic
fluctuations with wavevectors satisfying k?
i � 1 (Hollweg 1999; Schekochihin
et al. 2009). A useful formula combining the linear frequency in the Alfvén and
kinetic Alfvén wave regimes (Howes et al. 2006; Schekochihin et al. 2009) is
given by

! D kkvA

s

1C .k?
i /2
ˇi C 2=.1C Te=Ti/

(6.1)

In addition, the kinetic Alfvén wave is significantly compressible, generating a
non-zero parallel magnetic field fluctuation, ıBk, particularly in the limit of low
to moderate plasma beta, ˇi � 1 (Hollweg 1999; Tenbarge et al. 2012b).

The model for kinetic turbulence predicts the quantitative scaling of the magnetic
energy spectrum and the wavevector anisotropy for the kinetic Alfvén wave cascade.
The Kolmogorov hypothesis—that the energy transfer rate is constant due to local
(in wavenumber space) nonlinear interactions—can be used to predict the magnetic
energy spectrum for the kinetic Alfvén wave cascade in the absence of significant
dissipation. For k?
i � 1, the linear wave frequency increases due to dispersion,
yielding a scaling ! / kkk?. This leads to more rapid nonlinear energy transfer,

steepening the magnetic energy spectrum to a predicted scaling EB / k
�7=3
? when

dissipation is neglected (Biskmap et al. 1999; Cho and Lazarian 2004; Krishan
and Mahajan 2004; Shaikh and Zank 2005; Galtier 2006; Howes et al. 2008a;
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Schekochihin et al. 2009). Extending the concept of critical balance—that the linear
wave frequency and nonlinear energy transfer frequency remain in balance—to the
kinetic Alfvén wave regime leads to a predicted wavevector anisotropy given by
kk / k

1=3

? (Cho and Lazarian 2004; Howes et al. 2008a; Schekochihin et al. 2009).
In addition to the effects of wave dispersion, collisionless damping via wave-

particle interactions can also play an important role in kinetic turbulence for all
scales k?
i � 1. In addition to the peak in ion Landau damping at k?
i � 1

discussed in Sect. 6.3.3, electron Landau damping may also play a significant
role for all scales k?
i � 1, becoming increasingly strong as the perpendicular
wavenumber increases (Howes et al. 2008a). Although early models of the tur-
bulent energy cascade in the kinetic dissipation range suggested that such strong
collisionless Landau damping would lead to an exponential cutoff of the spectrum
before reaching the perpendicular scale of the electron Larmor radius, k?
e � 1

(Howes et al. 2008a; Podesta et al. 2010), subsequent solar wind observations called
this prediction into question (Sahraoui et al. 2009; Kiyani et al. 2009; Alexandrova
et al. 2009; Chen et al. 2010; Sahraoui et al. 2010) and recent kinetic numerical
simulations have demonstrated that this idea is incorrect (Howes et al. 2011b).

In addition to collisionless damping via the Landau resonance, if the kinetic
Alfvén wave frequency reaches the ion cyclotron frequency, ! ! ˝i , collisionless
damping may occur via the cyclotron resonance with the ions. However, the very
large MHD inertial range typical of astrophysical plasma turbulence leads to highly
anisotropic fluctuations at small scales, kk � k?, so the kinetic Alfvén wave
frequency typically remains very small compared to the ion cyclotron frequency,
! � ˝i . Therefore, ion cyclotron damping is not predicted to play a strong role
in the dissipation of astrophysical turbulence (Howes et al. 2008a), with a few
exceptions, such as the inner heliosphere (Howes 2011).

There is significant evidence accumulating in support of a kinetic Alfvén wave
cascade at the perpendicular scales between the electron and ion Larmor radius,
but there also remains observational evidence that appears to be unexplained by
this model. The scaling predictions for the kinetic Alfvén wave cascade in the
absence of dissipation have been corroborated by simulations using electron MHD,
a fluid limit which describes the dynamics of kinetic Alfvén waves in the limit
kk � k?, but does not resolve the physics of collisionless dissipation. Specifically,

these simulations reproduce the predicted magnetic energy scaling, EB / k
�7=3
?

(Biskmap et al. 1999; Cho and Lazarian 2004, 2009; Shaikh and Zank 2009), and
wavevector anisotropy, kk / k

1=3

? (Cho and Lazarian 2004, 2009). The magnetic
energy spectrum from these fluid simulations, however, is not consistent with the
observed spectral index of approximately �2:8 (Sahraoui et al. 2009, 2010; Kiyani
et al. 2009; Alexandrova et al. 2009; Chen et al. 2010).

It has been recently suggested that the combined effects of collisionless dissipa-
tion and nonlocal energy transfer can lead to a further steepening of the magnetic
energy spectrum beyond k�7=3

? for scales k?
i � 1 (Howes et al. 2011a). For a
hydrogenic plasma of protons and electrons, the dynamic range between the ion and
electron Larmor radius for unity temperature ratio is 
i=
e ' 43, so there is little
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room for an asymptotic range of perpendicular scales satisfying the requirements
1=
i � k? � 1=
e. Therefore, it should come as no surprise that a self-similar
spectrum with a spectral index of �7=3 is not observed—throughout the range of
perpendicular scales between the ion and electron Larmor radius, the transition at
k?
i � 1 and strong kinetic dissipation at k?
e � 1 may significantly affect the
turbulent dynamics.

Nonlinear gyrokinetic simulations of turbulence in the kinetic dissipation range
seem to bear this out. A simulation over the entire range of scales from the ion
to the electron Larmor radius, which resolves the physics of collisionless ion and
electron damping, produces a nearly power-law magnetic energy spectrum with a
spectral index of �2:8, in remarkable quantitative agreement with the solar wind
measurements (Howes et al. 2011b). Additional gyrokinetic simulations support the
predicted scaling of the wavevector anisotropy, kk / k

1=3

? (Tenbarge et al. 2013b;
Tenbarge and Howes 2012c). Direct spacecraft measurements of dissipation range
turbulence in the solar wind have yielded other lines of evidence in support of or in
conflict with the model of a kinetic Alfvén wave cascade. A k-filtering analysis
of multi-spacecraft data from the Cluster mission establishes that the plasma-
frame fluctuation frequencies are consistent with linear dispersion relation of the
kinetic Alfvén wave and inconsistent with that of the whistler wave (Sahraoui et al.
2010). A study combining measurements of the ratio of electric to magnetic field
fluctuation amplitudes and of the magnetic compressibility have shown that the
small-scale fluctuations agree well with predictions for kinetic Alfvén waves and
are inconsistent with that for whistler waves (Salem et al. 2012). An examination
of the compressibility of turbulent fluctuations in the weakly collisional plasma in
the MHD inertial range finds evidence of negligible energy in the fast wave mode,
suggesting that all large-scale turbulent energy is transferred, via the anisotropic
Alfvénic cascade, to kinetic Alfvén waves, with little energy coupling to whistler
waves (Klein et al. 2012). Investigations of the magnetic helicity of turbulent
fluctuations as a function of the angle of the wavevector with respect to the local
magnetic field direction finds a broad region of positive helicity at oblique angles
(He et al. 2011; Podesta and Gary 2011), as expected for kinetic Alfvén waves
(Howes and Quataert 2010), but a small region corresponding to nearly parallel
wavevectors that is consistent with either ion cyclotron waves or whistler waves (He
et al. 2011; Podesta and Gary 2011).

The presence of either ion cyclotron or whistler waves with nearly parallel
wavevectors is not explained by the model for kinetic Alfvén wave turbulence, but
these fluctuations may be driven by the action of kinetic temperature anisotropy
instabilities in the spherically expanding solar wind (Bale et al. 2009). These insta-
bilities typically generate relatively isotropic fluctuations (with respect to the local
mean magnetic field direction), having wavevector components k?
i � kk
i � 1.
Since the anisotropic Alfvénic cascade produces fluctuations with kk � k?, and
since Alfvénic frequencies in Eq. (6.1) scale linearly with the parallel component,
! / kk, these anisotropy-driven fluctuations are expected to have a much higher
frequency and to occupy a different regime of wavevector space than turbulent
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fluctuations of the turbulent cascade. Therefore, it is reasonable to expect that any
kinetic-instability-driven fluctuations may persist without significantly affecting, or
being significantly affected by, the turbulent fluctuations of the anisotropic Alfvénic
cascade.

In conclusion, although the nature of the kinetic turbulence at the perpendicular
scales between the electron and ion Larmor radius has not been established
conclusively, there appears to significant evidence for an anisotropic cascade of
kinetic Alfvén waves in the kinetic dissipation range. Collisionless dissipation via
the Landau resonance with the electrons appears to be play a non-negligible role
in steepening the magnetic energy spectrum beyond the dissipationless prediction.
But this damping is not strong enough to halt the cascade, so the kinetic turbulence
continues down to the perpendicular scale of the electron Larmor radius, at which
point strong kinetic dissipation can effectively terminate the turbulent cascade.

6.3.5 Kinetic Dissipation Range: Termination at Electron
Larmor Radius

Ultimately, the kinetic turbulent cascade reaches the perpendicular scale of the
electron Larmor radius, k?
e � 1. At this scale, the linear collisionless damping
rate due to electron Landau damping reaches a value �=! � 1, sufficiently strong
that the turbulent magnetic energy cascade is terminated. A simplified analytical
treatment of the turbulent cascade undergoing this dissipation suggests the spectrum
will develop an exponential fall-off EB / k�2:8? exp.�k?
e/ setting in at the
perpendicular scale of the electron Larmor radius, k?
e � 1 (Terry et al. 2012). As
the amplitudes of the turbulent fluctuations are diminished by damping, the strong
kinetic Alfvén wave turbulence eventually drops below critical balance and becomes
weak dissipating kinetic Alfvén wave turbulence (Howes et al. 2011a). It has been
conjectured that the transition back to weak turbulence leads to an inhibition of the
parallel cascade, so the parallel number of the fluctuations remains constant (Howes
et al. 2011a), as shown in Fig. 6.2b.

A recent study of a sample of 100 solar wind magnetic energy spectra at the
electron scales shows that all of these spectra may be fit by an empirical formEB /
k˛? exp.�k?
e/, where �2:5 � ˛ � �2:8 (Alexandrova et al. 2012). A nonlinear
gyrokinetic simulation of the turbulence over the range 0:12 � k?
e � 2:5 yields
an energy spectrum demonstrating an exponential fall-off that is quantitatively fit
by EB / k�2:8? exp.�k?
e/, further supporting the model of the kinetic turbulent
cascade (Tenbarge et al. 2013b). A refined model of the turbulent cascade (Howes
et al. 2011a)—incorporating the weakening of the nonlinear turbulent energy
transfer due to dissipation, the effect of nonlocal energy transfer, and the linear
collisionless damping via the Landau resonance—fits the shape of the spectrum
well. This provides compelling evidence that collisionless damping is the dominant
mechanism for the dissipation of the kinetic turbulent cascade, marking the end of
the kinetic dissipation range (Tenbarge et al. 2013b).
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A number of recent works have suggested instead that dissipation in current
sheets is the dominant dissipation mechanism for plasma turbulence, based on fluid
simulations using MHD (Dmitruk et al. 2004; Servidio et al. 2009, 2010, 2011) and
Hall MHD (Dmitruk and Matthaeus 2006), hybrid simulations with kinetic ions and
fluid electrons (Parashar et al. 2009, 2010; Markovskii and Vasquez 2011; Servidio
et al. 2012), and observational studies of large-scale discontinuities in the solar wind
(Osman et al. 2011a,b). However, all the numerical work upon which this conclusion
has been based employ a fluid description of the electrons which does not resolve the
dominant collisionless dissipation mechanism of Landau damping. In a collisionless
plasma, current sheets supporting small-scale reconnection with a guiding magnetic
field are expected to form at the perpendicular scale of the electron Larmor radius,
k?
e � 1 (Birn and Priest 2006). A recent gyrokinetic simulation over the range
of electron scales 0:12 � k?
e � 2:5, which resolves both collisionless electron
Landau damping and the formation of current sheets at k?
e � 1, finds dissipation
via current sheets to be sub-dominant compared to linear collisionless damping
(Tenbarge and Howes 2013a).

These results establish fairly secure observational and numerical grounds that
the electromagnetic fluctuations of the kinetic turbulent cascade are dissipated at
the perpendicular scale of the electron Larmor radius, k?
e � 1. Further work
is ongoing to identify the dominant physical mechanisms for the dissipation of
these turbulent electromagnetic fluctuations. Although this dissipation terminates
the kinetic dissipation range of electromagnetic fluctuations at electron scales,
there remains the final matter of identifying the physical mechanism mediating the
conversion of this turbulent fluctuation energy irreversibly to thermodynamic heat
in a weakly collisional astrophysical plasma.

6.3.6 Irreversible Heating Via the Ion and Electron Entropy
Cascades

At the perpendicular scales of the ion and electron Larmor radius, collisionless
wave-particle interactions via the Landau resonance damp the turbulent electromag-
netic fluctuations. In the absence of collisions, this process conserves a generalized
energy, generating nonthermal structure in velocity space of the corresponding
plasma particle distribution functions (Howes 2008; Schekochihin et al. 2009; Plunk
et al. 2010). Boltzmann’sH -theorem dictates that, in a kinetic plasma, collisions are
required to increase the entropy and therefore achieve irreversible thermodynamic
heating (Howes et al. 2006). In the weakly collisional plasmas of astrophysical
environments, an entropy cascade—a nonlinear phase mixing process (Dorland
and Hammett 1993) that drives a dual cascade in physical and velocity space—
mediates the transfer, at sub-Larmor radius scales, of the nonthermal free energy
in the particle distribution functions to sufficiently small scales in velocity space
that arbitrarily weak collisions can manifest irreversibility, increasing the entropy
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and thermodynamically heating the plasma (Schekochihin et al. 2009; Plunk et al.
2010). This inherently kinetic physical mechanism represents the final element of
the kinetic turbulent cascade, governing the final transition of the turbulent energy
to its ultimate fate as plasma heat.

The ion entropy cascade in two-dimensional plasma systems (in the plane
perpendicular to the local mean magnetic field) has been thoroughly examined
theoretically (Schekochihin et al. 2009; Plunk et al. 2010) and verified in gyrokinetic
numerical simulations (Tatsuno et al. 2009; Plunk and Tatsuno 2011). In the
inherently three-dimensional system of Alfvénic plasma turbulence (Howes et al.
2011b), the effects of the ion entropy cascade in generating structure in the
perpendicular component of velocity space (Howes 2008) and in manifesting ion
heating at physical scales well below the peak in the collisionless ion damping
(Howes et al. 2011b) have been identified numerically. Yet, a thorough analysis of
the ion and electron entropy cascades in kinetic turbulence remains to be undertaken.

Conclusion
Turbulence is found ubiquitously throughout the universe, playing a govern-
ing role in the conversion of the energy of large-scale motions to astrophysical
plasma heat. Extending our understanding of astrophysical turbulence from
the limited theory of MHD turbulence to the more comprehensive theory
of kinetic turbulence opens up the possibility of ultimately achieving a
predictive capability to determine the plasma heating due to the dissipation
of turbulence. This chapter has outlined a theoretical model of the kinetic
turbulent cascade describing the flow of energy from the large driving scales,
through the MHD inertial range, to the transition at the ion Larmor radius, and
into the kinetic dissipation range, where the energy is ultimately converted
to plasma heat. Although significant progress has already been made, much
research remains to be done to refine the kinetic turbulence model and test its
predictions using numerical simulations and observational data.

Since kinetic turbulence includes a number of the physical processes that
are inherently kinetic—such as collisionless wave-particle interactions and
the entropy cascade—kinetic numerical simulations will play an essential
role in testing the predictions of this model. The higher dimensionality of
kinetic systems—in general, requiring three dimensions in physical space
and three dimensions in velocity space—demands a huge investment of
computational resources to perform numerical simulations. It is tempting
to reduce the dimensionality in physical space to two-dimensions to lower
the computational costs, but doing so fundamentally limits the applicability
of the results to turbulent astrophysical plasmas. The reason is because the
anisotropic Alfvénic turbulence dominating the kinetic turbulent cascade is
inherently three-dimensional in physical space: the dominant nonlinearity

(continued)
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responsible for the turbulent cascade requires both dimensions perpendicular
to the magnetic field, and Alfvénic fluctuations require variation in the parallel
dimension (Howes et al. 2011b). Therefore, kinetic simulation results can
only be directly compared to astrophysical systems if physical space is
modeled in three dimensions.

Observational tests of the kinetic turbulence model should exploit intuition
from kinetic plasma theory to unravel the dependence of the turbulent
properties on the plasma parameters. The suitably normalized MHD linear
dispersion relation depends only on two dimensionless parameters, O!MHD D
!=.kvA/ D O!MHD.ˇ; /: the plasma beta ˇ, and the angle between the
wavevector and the magnetic field  (Klein et al. 2012). In contrast, the linear
physics of Vlasov–Maxwell kinetic theory depends on five dimensionless
parameters, Q!VM D !=˝i D Q!VM.kk
i ; k?
i ; ˇi ; Ti=Te; vti=c/: the normal-
ized parallel wavenumber kk
i , the normalized perpendicular wavenumber
k?
i , the ion plasma beta ˇi , the ion-to-electron temperature ratio Ti=Te,
and the ratio of the ion thermal velocity to the speed of light vti=c (Stix
1992; Howes et al. 2006).4 The dynamical behavior of the kinetic plasma—
for example, the frequencies, collisionless damping rates, and eigenfunctions
of the fluctuations—varies as these dimensionless parameters are changed.
Therefore, since the kinetic plasma physics depends on these parameters,
observational investigations of kinetic turbulence should strive to analyze
measurements in terms of the ion plasma beta ˇi , the ion-to-electron tem-
perature ratio Ti=Te, and length scales normalized to a characteristic plasma
kinetic length scale, such as the ion Larmor radius or ion inertial length.

Finally, we conclude this chapter on kinetic turbulence with a schematic
diagram that depicts the salient features of the kinetic turbulent cascade, as
shown in Fig. 6.3 for the case of turbulence in the near-Earth solar wind (the
relevant panel is noted in parentheses in the description below). The turbu-
lence is driven isotropically at a large scale, corresponding to a normalized
wavenumber k0
i � 10�4 (a,b). Nonlinear interactions serve to transfer the
energy from this low driving wavenumber to higher wavenumber through
the MHD inertial range, generating a magnetic energy spectrum scaling as
EB / k

p

?, where p D �5=3 or �3=2 (a). This cascade is anisotropic in
wavevector space, such that turbulent fluctuations fill the shaded region below
kk / k

q

?, where q D 2=3 or 1=2 (b). The Alfvénic turbulence transitions from
the MHD inertial range to the kinetic dissipation range at a perpendicular

(continued)

4In the limit that the turbulent astrophysical fluctuations satisfy the gyrokinetic approximation,
kk � k? and ! � ˝i (Frieman and Chen 1982; Howes et al. 2006; Schekochihin et al.
2009), the linear physics depends on only three dimensionless parameters, !GK D !=.kkvA/ D
!GK.k?
i ; ˇi ; Ti=Te/ (Howes et al. 2006).
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wavenumber k?
i � 1, a scale at which collisionless ion Landau damping
peaks (a). The energy transferred via wave-particle interactions to the ion
distribution function feeds the ion entropy cascade at wavenumbers k?
i � 1,
a dual cascade in physical and velocity space that mediates the transfer of
nonthermal structure to sufficiently small scales in velocity space that weak
collisions can thermalize the energy (a). The remaining turbulent energy that
is not collisionlessly damped at k?
i � 1 is transferred nonlinearly to a
kinetic Alfvén wave cascade in the kinetic dissipation range, k?
i � 1,
leading to a magnetic energy spectrum EB / k�2:8? (a) and a wavevector

anisotropy kk / k
1=3

? (b). In addition, electron Landau damping becomes
stronger as the wavenumber increases over the entire range k?
i � 1 (a).
Finally, electron Landau damping becomes sufficiently strong to terminate the
kinetic turbulent cascade, leading to an exponential fall-off of the magnetic
energy spectrum at k?
e � 1 (a), inhibiting the transfer of energy to higher
parallel wavenumber (b), and possibly launching an electron entropy cascade
(not shown).
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Chapter 7
Interstellar Polarization and Magnetic
Turbulence

Terry Jay Jones

Abstract Polarimetry of starlight observed through dust and observations of
polarized thermal emission from this dust are some of the few ways to observe
the presence of magnetic fields in the interstellar medium. Not only is the strength
and overall geometry of the magnetic field important in physical processes in the
ISM, the turbulent component to the field also plays an important role. Turbulence
in the field is directly tied to turbulence in the gas and consequently to the
dynamics of the gas, on both large and small scales. Using interstellar polarization
to measure parameters relating to turbulence in the magnetic field is necessarily an
indirect process. In this chapter we explore several techniques and results for using
polarimetry to explore the turbulent component of the magnetic field in the Galaxy.

7.1 Polarization in Transmission and Emission

Dust in the interstellar medium contains a component that is made up of large
silicates that are asymmetric and aligned with the interstellar magnetic field (see
the chapter by B-G Andersson on grain alignment in this volume and references
therein). Transmission of starlight through these aligned dust grains will cause the
light to be polarized due to differential extinction by the dust. The strength of the
fractional polarization will, in general, grow with increasing extinction. For perfect
alignment with no variations in the magnetic field geometry, we haveP D tanh.ˇ�/
(e.g. Jones 1989) where ˇ is the fractional polarization per unit optical depth.
Even for a completely random magnetic field geometry along the line of sight, the
fractional polarization will still increase with P / p

� . Consider Q D IP cos 2
and U D IP sin 2 , where IP is the polarized intensity. To first order, this can be
thought of as a random walk in the Q=I � U=I diagram, where the distance from

the origin is P D
q
.Q=I/2 C .U=I/2, and the distance increases by the square

root of the number of steps (in optical depth). Note that for the pure random case,
the position angle on the sky is completely undetermined.
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For dust in emission, a different behavior of P with � is found. The aligned
dust grains causing extinction can also produce emission in the Far-Infrared and
millimeter (MM) waves. For this case, the polarization will be high at small optical
depths if there is very little fluctuation in the magnetic field down the column of
emitting dust. Fluctuations in the magnetic field geometry that are likely to be
found along longer (and denser) lines of sight will decrease the polarization from
maximum (e.g. Hildebrand et al. 2000; Jones 2003). Thus, in the optical and Near-
Infrared, interstellar polarization will generally increase with increasing optical
depth, but in the FIR and MM, it will generally decrease with increasing optical
depth. Keeping these differences in mind, both polarimetry in transmission and in
emission can be used to explore the turbulent component to the magnetic field in
molecular clouds and the very diffuse ISM.

The efficiency of grain alignment is also a major factor in determining the
observed fractional polarization. Even if the magnetic field is perpendicular to the
line of sight and nearly constant in direction, poor grain alignment will result in a
low fractional polarization compared to the case with perfect alignment. Evidence
is strong that in the very diffuse ISM grain alignment is nearly perfect. Mie theory
computations by Mathis (1986) could reproduce the wavelength dependence of the
polarization (Wilking et al. 1980) assuming perfect alignment of the large silicate
grains. Using the observed trend of polarization with extinction in the optical
(Serkowski et al. 1975) and the wavelength dependence of the polarization, Kim
and Martin (1995) found that a high alignment fraction was necessary for the large
silicate grains to produce the observed polarization. Jones et al. (1992) found that
the trend in polarization with extinction in the diffuse ISM and along lines of sight
to embedded luminous YSOs could be explained by turbulence alone, without any
variation in grain alignment.

However, in dense, dark clouds, with no internal source of radiation, there is
growing evidence that grain alignment decreases significantly. This was noted by
Goodman et al. (1995) and has been explored by several other researchers since
Gerakines et al. (1995) and Whittet et al. (2008). The question of grain alignment
efficiency is covered in detail in the chapter by Andersson in this volume. For the
purposes of this chapter, one must keep in mind that grain alignment is probably a
serious issue in dense molecular clouds with high extinction (AV > 20/.

7.2 Turbulence and the Field Strength

When Hall (1949) and Hiltner (1949) began searching for intrinsic polarization in
distant OB stars, they found that a clearly coherent pattern of position angles was
present across the sky in several directions in the Milky Way. The pattern could not
be due to the intrinsic polarization of the individual stars, since their rotation axes
were likely to be randomly distributed over the sky. Some other, global, mechanism
must be responsible for the strong correlation in position angle from star-to-star.
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This coherent pattern was not perfectly smooth or smoothly varying. There were
wiggles present on top of mean direction of the position angles. We now recognize,
at least for the very diffuse ISM, that the galactic magnetic field defines the pattern
(e.g. Jones 1996, chapter by B-G Andersson on grain alignment in this volume). The
wiggles in the polarization pattern must, then, be due to wiggles in the magnetic field
geometry as projected on the plane of the sky. Since the gas in the ISM is highly
conducting, these wiggles in the polarization vectors must be tied motions in the gas.

Chandrasekhar and Fermi (1953), hereafter CF, developed a method that uses
the observed dispersion in polarization position angle, the local gas density, and the
local gas velocity dispersion to estimate the magnetic field strength. For a somewhat
idealized case, they found:

B D
r
4

3
	

�V

˛
Œ�G� (7.1)

where B is the magnetic field strength in the plane-of-the-sky, 
 is the volume
mass density (in g cm�3), �V is the gas velocity dispersion (in cm s�1) and ˛ is
the dispersion in the polarization vectors in radians. A physical understanding of
this formula is simple, a small dispersion in position angles with a large velocity
dispersion in the gas requires that the magnetic field be very stiff.

Although at first glance the CF method appears quite powerful, the somewhat
ideal case considered by CF is never actually found in observations. For interstellar
polarization of stars in extinction, the aligned dust grains in a pencil beam along the
line of sight to the star all contribute to the net polarization. The observed position
angle is an average of the projected magnetic field, weighted by the dust density
along the line of sight (assuming perfect grain alignment). Polarization in emission
from the dust in the thermal infrared is observed in a finite beam size. So, not only
is the magnetic field geometry along the line of sight being averaged, it is also being
averaged across the beam.

This averaging will, in general, narrow the dispersion in position angle compared
to what one would measure for a thin sheet of dust observed with a very narrow
beam. Direct application of the CF to these types of observations leads to a measured
dispersion of the position angles on the sky that is too small, hence, calculated
field strengths that are too large (Itoh et al. 1999; Morris et al. 1992). Some sort
of calibration of the CF method for application to real world observations is needed.

A promising approach to test this method is to create synthetic plane-of-the-
sky maps from numerical simulations. In the simulations, the field strength, field
geometry and gas turbulence are all known. Synthetic observations of interstellar
polarization, both in transmission and emission, and the magnetic field characteris-
tics they infer, can then be compared to the intrinsic values. Ostriker et al. (2001)
performed 3D-MHD simulations, and obtained 2D polarization maps and that could
be used for the application of the CF method. They showed that the CF method
gives reasonable results for highly magnetized media with a modest dispersion in
polarization position angle. For most applications, a simple numerical factor of 0.5
can applied to the field strength given in Eq. (7.1).
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This work was extended by Falceta-Gonçalves et al. (2009) for a wider range
of simulations. Their results include the probability distribution function, the power
spectrum, and the structure function of the polarization angles from polarization
in emission. Their statistical analysis revealed strong differences depending on
whether the gas is sub/supersonic or sub/super-Alfvénic. They also proposed revised
formulae for the CF expression, based on their simulations. This study leads to
the ability to more fully characterize the dynamics of molecular clouds from
polarimetric observations. They also present a modified CF method to determine
the magnetic field strength (see also Poidevin et al. 2013).

Although in the most diffuse ISM, grain alignment appears to be very efficient
(Kim and Martin 1994; Jones 1996; Roberge 1996), there is strong evidence that the
polarizing efficiency decreases at large optical depths in dark clouds (Goodman et al.
1995; Whittet et al. 2008). Whether or not this is due to turbulence alone (Wiebe
and Watson 2001) or to physics of the grain alignment mechanism (see the chapter
by Andersson volume) in addition to turbulence is still not clear. If the alignment
mechanism is at least partly to blame, then the dispersion in position angle across
the plane of the sky is weighted more to the field geometry around the periphery of
the cloud, and will not necessarily reflect the field strength associated with the total
dust column density (extinction).

Keeping these caveats in mind, application of the CF method can still prove quite
powerful. Marchwinski et al. (2012), for example, use results from the GPIPS survey
(Clemens et al. 2012) to study the polarization vectors for interstellar polarization
in transmission from stars shining through from behind the quiescent molecular
cloud GRSMC 45.60+0.30 (Fig. 7.1). GPIS is a survey of the Galacitc plane in
H.1:65 �m) band that will target all stars within the observation fields. Combining

Fig. 7.1 GPIPS (Clemens et al. 2012) H band polarization vectors overlaid on an integrated 13CO
grey scale map of GRSMC 45:60 C 0:30. Marchwinski et al. (2012) used the statistics of the
fluctuations in position angles to study the magnetic field strength in the cloud. The extinction
through the cloud itself is relatively low, a few AV , so grain alignment should be efficient
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the polarimetry with 13CO spectral line widths, they find that there are local regions
of higher field strength within the cloud. They find sub critical mass-to-flux ratios
for these regions, implying their magnetic fields continue to suppress star formation.

7.3 Turbulence and the Position Angle Structure Function

Another problem using the CF method is distinguishing between smooth variations
in the position angle of the threaded component with the random component
(wiggles along these slowly varying field lines). Making assumptions about the
larger scale structure for the morphology of the magnetic field (derived from a
polarization map), may still lead to imprecise values for the turbulent component.
Hildebrand et al. (2009) developed a technique where a structure function of
the polarization angle with angular separation is used to estimate the turbulent
component of the field without making any assumptions on the morphology of the
large-scale magnetic field.

Consider the difference between position angles separated by ` angular units on
the sky (given by position x). Compute the following square root of the structure
function (see Kobulnicky et al. 1994; Hildebrand et al. 2009):

‚rms.`/ D ˝
�2.`/

˛1=2 D
"
1

N

NX

1

..x/� .x � `//2

#1=2

(7.2)

Hildebrand et al. (2009) refer to this as the Dispersion Function. If the magnetic field
has exactly the same geometry across the region being studied with no turbulence,
‚rms will be zero. If the constant component to the magnetic field is smoothly
varying across the region, ‚rms.`/ should increase with angular distance scale. For
the random component, the contribution to ‚rms.`/ should vary from near zero
at very small separation to a maximum when the largest angular scale for the
random component is reached. It is assumed that the scale length for the random
component is smaller than for the constant component. Also note that it is assumed
the constant and random components are statistically independent. An idealized
trend for ‚rms.`/ is shown in Fig. 7.2.

This technique was used by Hildebrand et al. (2009) to analyze far-infrared
polarimetry of several star forming regions. Houde et al. (2009) expanded on this
work by better taking into account integration down along the line of sight (the dust
emission is optically thin in the FIR). They applied their improved technique to
OMC-1, where they find a scale length for the random component of ı � 0:016 pc
and equal strength in the random and constant components.

A similar, but less sophisticated analysis was made using R (optical) band
polarimetry in transmission toward the Cyg OB2 association by Kobulnicky et al.
(1994). They found that the constant component had a scale length of about 0:7ı
(Fig. 7.3). This is evident by the leveling off of the measured structure function with
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Fig. 7.2 Idealized trend in the Dispersion Function‚rms.`/ (vertical axis) for five simplified cases.
A: noiseless data with no turbulence. B: data with noise �M , but no turbulence. C: same, but with
turbulence. E: showing the scale length of the random component ı. D: including the effects of
beam size. Taken from Hildebrand et al. (2009)

Fig. 7.3 Structure function of polarization position angle for 118 Cyg OB2 members from
Kobulnicky et al. (1994)

angular separation beyond 0:7ı. There is a hint of a drop in the structure function
for the smallest angular bin, but there were too few star separations on this scale to
accurately measure the random component.

7.4 Global Statistics

Measuring and using turbulence to study the physical conditions in individual dark
clouds will reflect both general trends and the individual characteristics of the
dark clouds themselves. There are large data sets of interstellar polarization of the



7 Interstellar Polarization and Magnetic Turbulence 159

very diffuse ISM that can be used to analyze large scale statistical properties of
the magnetic field in the Milky Way as a whole. Future data sets, in particular
polarization plots of the Galactic Plane from the high frequency Planck observations
will further enhance this knowledge.

As a starting point, one could use large data sets of optical and Near-Infrared
polarimetry in transmission (e.g. Heiles 2000; Clemens et al. 2012). Without
turbulence and a magnetic field geometry primarily in the plane of the sky, the
strength of interstellar polarization in extinction should be strongly correlated
with optical depth, in the sense that more extinction results in higher fractional
polarization. In their seminal study, Serkowski et al. (1975) found that there was an
upper limit to the magnitude of the fractional polarization for any given extinction,
but there was a very wide range in polarization values below this upper limit.
This suggested that variations in the magnetic field geometry and grain alignment
efficiency essentially erased an overall trend.

By extending this work to longer wavelengths, which penetrate deeper into the
ISM, Jones (1989) found the polarization of stars in the general ISM and luminous
young stars embedded in dense molecular clouds (but NOT background stars
shining through quiescent, dense molecular clouds) was correlated with extinction.
This correlation was not linear, however, but rather could be fit by a power law trend
where the polarization at K (2:2 �m) is:

PK D 2:2�0:75K .%/ (7.3)

Jones (1989) was able to explain this trend by a mixture of random and constant
components to the magnetic field. This work was extended by Jones et al. (1992)
who, using a very simple model, found that a 50/50 mix of random and constant
components could best explain the overall trend. This result is equivalent to equating
the velocity dispersion in the gas and the Alfvén velocity (see also Chandrasekhar
and Fermi 1953; Zweibel 1990; Myers and Goodman 1991). The model trend is
shown as the solid line in Fig. 7.4.

The ratio of unity between the field strength in the turbulent, or random
component and the constant, or threaded, component to the Galactic field is a
bit higher, but consistent with radio synchrotron statistics (e.g. Beck 2001) and a
detailed analysis of Galactic foreground emission in the WMAP polarization data
(Miville-Deschênes et al. 2008). Jones et al. (1992) found that the scale ‘length’ of
the turbulence (the random component) corresponded to �K � 0:1, or � 500 pc
in the diffuse ISM. Note that interstellar polarization in transmission is sensitive to
only the largest scale length for the random component (Zweibel 1996). Turbulence
on smaller scales will tend to ‘average out’ when integrated along a line of sight. In
denser regions, the physical scale length may be shorter, but possibly still tied to the
optical depth (Jones et al. 1992).

Using a larger optical polarimetry data set, Fosalba et al. (2002) present a
statistical analysis of Galactic interstellar polarization. They find a somewhat larger
contribution from the random component Bcnst D 0:8Brand. The also find a very
similar relationship between the fractional polarization and optical depth to that
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Fig. 7.4 Trend in fractional
polarization at K with optical
depth and the JKD model fit
(Jones et al. 1992) for a 50/50
mix of constant and random
components to the Galactic
magnetic field. The scale
‘length’ for the random
component is �K D 0:1. Note
that the quiescent dark cloud,
L1755, does not follow the
trend
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found for the K band data in Jones et al. (1992). With the advent of the GPIPS
catalog (Clemens et al. 2012), which contains polarimetry in theH band (1:65�m),
a similar detailed statistical analysis can be done for greater dust column depths than
is possible with the optical data.

7.5 Future Work

Both observations, analysis, and theoretical modeling continue to advance. There
are now numerical simulations of star forming regions that create synthetic polari-
metric observations for use with and comparison to observational data. The GPIPS
(Clemens et al. 2012) survey will produce high qualityH (1:65 �m) band polarime-
try of several hundred thousand field stars in the Galactic Plane. Planck (Tauber
2004) will have a polarimetric capability and in the higher frequency channels which
will be able to make maps of polarized dust emission in the Galactic plane at �50
angular resolution (Bernard 2012). This corresponds to tens of thousands of data
points with fractional polarization and position angle for the entire Galactic plane.
Our challenge is to use these huge data sets to explore the nature of turbulence in
the magnetic field in both local regions such as molecular clouds and larger regions,
up to the entire Galaxy in volume.

A key component to our ability to extract physically useful information from
observations of interstellar polarization is the role of grain alignment. A better
understanding of grain alignment, in particular how grain alignment is a function of
local environment, is crucial to the study of turbulence in the ISM using interstellar
polarization. This may not be so important in the very diffuse ISM sampled by
Planck, but GPIPS, BlastPol (Pascale 2013), ALMA (Henning et al. 2002), and the
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SMA (Rao 2008) will probe more narrow columns through denser molecular gas
with highly variable local conditions. Understanding the role of magnetic turbulence
on these scales, which correspond to the earliest stages of star formation, will require
a viable grain alignment model.
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Chapter 8
MHD Turbulence, Turbulent Dynamo
and Applications

Andrey Beresnyak and Alex Lazarian

Abstract MHD Turbulence is common in many space physics and astrophysics
environments. We first discuss the properties of incompressible MHD turbulence. A
well-conductive fluid amplifies initial magnetic fields in a process called small-scale
dynamo. Below equipartition scale for kinetic and magnetic energies the spectrum
is steep (Kolmogorov �5=3) and is represented by critically balanced strong MHD
turbulence. In this Chapter we report the basic reasoning behind universal nonlinear
small-scale dynamo and the inertial range of MHD turbulence. We measured the
efficiency of the small-scale dynamo CE D 0:05, Kolmogorov constant CK D 4:2

and anisotropy constant CA D 0:63 for MHD turbulence in high-resolution direct
numerical simulations. We also discuss so-called imbalanced or cross-helical MHD
turbulence which is relevant for in many objects, most prominently in the solar
wind. We show that properties of incompressible MHD turbulence are similar
to the properties of Alfvénic part of MHD cascade in compressible turbulence.
The other parts of the cascade evolve according to their own dynamics. The
slow modes are being cascaded by Alfvénic modes, while fast modes create an
independent cascade. We show that different ways of decomposing compressible
MHD turbulence into Alfvén, slow and fast modes provide consistent results and
are useful in understanding not only turbulent cascade, but its interaction with fast
particles.

8.1 Introduction

Historically, most of the turbulence studies were concerned with non-conductive
fluids, described by the Navier–Stokes equations. This is because most fluids present
on Earth are non-conductive. In the context of a larger Cosmos, this situation is not a
rule but rather an exception. Indeed, space is filled with ionizing radiation and only
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the protection of our atmosphere, which is very dense by astronomical standards,
allows us to have a big volumes of insulating fluids, such as the atmosphere and
the oceans. In contrast, most of the ordinary matter in the Universe is ionized,
i.e. in a state of plasma. The description of ionized, well-conductive fluids must
include the Lorentz force and the induction equation for the magnetic field. As it
turned out, turbulent conductive fluids tend to quickly generate their own magnetic
fields in the process known as dynamo. On the other hand, the presence of the
dynamically important magnetic field could be considered an observational fact. In
spiral galaxies magnetic field has a regular component, usually along the arms and
a random turbulent component of the same order. The value of the magnetic field,
around 5�G, roughly suggests equipartition between magnetic and kinetic forces.

Observations of magnetized turbulence in the interstellar medium, galaxy clus-
ters and the solar wind have confirmed that turbulence is indeed ubiquitous in
astrophysical flows and has been detected in almost all astrophysical and space
environments, see, e.g., Goldstein et al. (1995), Armstrong et al. (1995), Chepurnov
et al. (2010). The Reynolds numbers of astrophysical turbulence are, typically, very
high, owing to astrophysical scales which are enormous compared to dissipative
scales. Recent years have been marked by new understanding of the key role that
turbulence plays in a number of astrophysical processes (Cho et al. 2003; Elmegreen
and Scalo 2004). Most notably, turbulence has drastically changed the paradigms of
interstellar medium and molecular cloud evolution (Stone et al. 1998; Ostriker et al.
2001; Vázquez-Semadeni et al. 2007), see also review McKee et al. (2007). While
small scale, kinetic turbulence has been probed by a variety of approaches such as
gyrokinetics, Hall MHD and electron MHD (Howes et al. 2006; Schekochihin and
Cowley 2007; Cho and Lazarian 2004), in this review we concentrate mostly on
the fluid-scale MHD turbulence which is the most important for star formation and
interaction with cosmic rays.

The theoretical understanding of magnetized turbulence can be roughly subdi-
vided in two big domains: MHD dynamo and the inertial range of MHD turbulence.
In the first part of this review we will explain small-scale dynamo, which is fast,
universal mechanism to wind up magnetic fields. The second half is devoted to
the properties of the inertial range cascades of incompressible and compressible
MHD turbulence. In particular we discuss both the spectrum of fundamental MHD
modes and the intermittency properties of turbulence. The third part is devoted
to applications of our knowledge of MHD cascades, which includes turbulent
reconnection, cosmic ray propagation (Beresnyak et al. 2011) and damping of
instabilities (Beresnyak and Lazarian 2008).

8.2 Astrophysical Dynamo

One of the central processes of MHD dynamics is how conductive fluid generates its
own magnetic field, a process known broadly as “dynamo”. Turbulent dynamo has
been subdivided into “large-scale/mean-field dynamo” and “small-scale/fluctuation
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dynamo” depending on whether magnetic fields are amplified on scales larger or
smaller than outer scale of turbulence.

Although several “no-dynamo” theorems have been proved for flows with sym-
metries, a generic turbulent flow, which possesses no exact symmetry, was expected
to amplify magnetic field by stretching, due to the particle separation in a turbulent
flow. For the large-scale dynamo, a “twist-stretch-fold” mechanism was introduced
(Vainshtein and Zeldovich 1972). Turbulent flow possessing perfect statistical
isotropy can not generate large-scale field, so the observed large-scale fields, such
as in the disk galaxies, are generated when statistical symmetries of turbulence are
broken by large-scale asymmetries of the system, such as stratification, rotation and
shear, see, e.g., Vishniac et al. (2001), Käpylä et al. (2009). Large-scale dynamo is
often investigated using so-called mean field theory, see, e.g. Krause and Raedler
(1980), where the magnetic and velocity field are decomposed into mean and
fluctuating parts and the equations for the mean field are closed using statistical
or volume averaging over the fluctuating turbulent part.

The studies of large-scale dynamo are very rich and diverse due to the variety
of conditions in astrophysical flows in different objects, one of the most ambitious
goals is to explain the solar cycle, see, e.g., Brandenburg and Subramanian (2005).
In this review we decided to concentrate on the small-scale dynamo as it is fast
and generic and almost always generate magnetic fluctuations with energy of the
order of the kinetic energy (so-called equipartition). Magnetic fluctuations could
be subsequently ordered by slower large-scale dynamo and produce large-scale
magnetic fields. Some objects, such as galaxy clusters, are dominated by small-scale
dynamo, however.

Most studied was so-called kinematic regime of small-scale dynamo, which
ignores the backreaction of the magnetic field (Kazantsev 1968; Kraichnan and
Nagarajan 1967; Kulsrud et al. 1992). However, from these models it was not
clear whether magnetic energy will continue to grow after the end of kinematic
regime. In astrophysical objects with very large Re it becomes inapplicable at very
short timescales. Also magnetic spectrum of kinematic dynamo, possessing positive
spectral index, typically 3/2, is incompatible with observations in galaxy clusters
(Laing et al. 2008). These observations clearly indicate steep spectrum with negative
power index at small scales. In fact, from theoretical viewpoint, kinematic dynamo
is inapplicable in most astrophysical environment, because the Alfvén speed is
typically many orders of magnitude higher than the Kolmogorov velocity.

The understanding of nonlinear small-scale dynamo was developing slowly and
was influenced by analytical kinematic studies. For a long time a popular belief
was that after becoming nonlinear the small-scale dynamo will saturate in one
way or another. If we assume that the magnetic energy indeed saturates as soon
as the dynamo become nonlinear. The saturation level in this case will be 
v2�=2,

where v� is a Kolmogorov velocity scale. This is a factor of Re�1=2 smaller than
the kinetic energy density and is completely unimportant in high-Re astrophysical
environments. The price tag to discover what will happen in the nonlinear regime
was, therefore, fairly high. The early work by Schlüter and Biermann (1950)
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suggested that the dynamo will continue to grow and will saturate on each
subsequent scale by its dynamical time. The true revival of small-scale dynamo
happened relatively recently due to availability of direct numerical simulations.
First simulations were concerned with saturated state of small scale dynamo and
produced steep spectrum at small scales and significant outer-scale fields, and the
saturated state seems to be only weakly dependent on Re and Pr as long as Re is
large, see, e.g, Haugen et al. (2004). Furthermore it was suggested in Schekochihin
and Cowley (2007), Cho et al. (2009), Ryu et al. (2008), Beresnyak et al. (2009),
Beresnyak (2012) that there is a linear growth stage. In subsequent sections we will
follow the argumentation of Beresnyak (2012), who provided sufficient analytical
and numerical argumentation behind the universality of the nonlinear small-scale
dynamo.

8.2.1 Universal Nonlinear Small-Scale Dynamo

We assume that the spectra of magnetic and kinetic energies at a particular moment
of time are similar to what is presented on Fig. 8.1. Magnetic and kinetic spectra
cross at some “equipartition” scale 1=k�, below which both spectra are steep due
to MHD cascade (Goldreich et al. 1995; Beresnyak 2011). This assumption is
suggested by both numerical evidence (Beresnyak et al. 2009a; Cho et al. 2009)
and observations of magnetic fields in clusters of galaxies (Laing et al. 2008). Also,
if we start with assuming Pr D 1 and magnetic energy very small and follow
standard kinematic dynamo calculations, e.g. Kulsrud et al. (1992) the magnetic
energy will grow exponentially till the magnetic spectrum intersect kinetic spectrum

Fig. 8.1 A cartoon of kinetic and magnetic spectra in small-scale dynamo, at a particular moment
of time when equipartition wavenumber is k�
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at the viscous scales. This will roughly correspond to the beginning of the nonlinear
regime with equipartition scale equal to the dissipation scale.

At larger scales magnetic spectrum is shallow, k˛; ˛ > 0, while kinetic spectrum
is steep due to the hydro cascade. Most of the magnetic energy is concentrated
at scale 1=k�. We designate CK and CM as Kolmogorov constants of hydro and
MHD respectively. The hydrodynamic cascade rate is � and the MHD cascade rate
as �2. Due to the conservation of energy in the inertial range, magnetic energy
will grow at a rate � � �2. We will designate CE D .� � �2/=� as an “efficiency
of the small-scale dynamo” and will argue that this is a true constant, since: (a)
turbulent dynamics is local in scale in the inertial range; (b) neither ideal MHD
nor Euler equations contain any scale explicitly. Magnetic energy, therefore, grows
linearly with time if � D const. The equipartition scale 1=k� will grow with time
as t3=2 (Beresnyak et al. 2009). This is equivalent to saying that small-scale dynamo
saturates at several dynamical times at scale 1=k� and proceeds to a twice larger
scale (Schekochihin and Cowley 2007). If magnetic energy grows approximately
till equipartition (Haugen et al. 2004; Cho et al. 2009), the whole process will
take around several dynamical timescales of the system, or more quantitatively,
.C

3=2
K =CE/.L=vL/.

8.2.2 Locality of the Small-Scale Dynamo

We will use “smooth filtering” approach with dyadic-wide filter in k-space (Aluie
and Eyink 2010). We designate a filtered vector quantity as aŒk� where k is a
center of a dyadic Fourier filter in the range of wave numbers Œk=2; 2k�. The
actual logarithmic width of this filter is irrelevant to further argumentation, as
long as it is not very small. We will assume that the vector field a is Hölder-
continuous, i.e., ja.x/ � a.y/j < jx � yjh with exponent 0 < h < 1 and designate
ak D hjaŒk�j3i1=3 (angle brackets are averages over ensemble), which is expected to
scale as ak � k�3 , e.g., k�1=3 for velocity in Kolmogorov turbulence. The energy
cascade rate is � D C

�3=2
K kv3k , where we defined Kolmogorov constant CK by third

order, rather than second order quantities. We will keep this designation, assuming
that traditional Kolmogorov constant could be used instead. We use spectral shell
energy transfer functions such as Tvv.p; k/ D �hvŒk�.v � r /vŒp�i; TwCwC.p; k/ D
�hwCŒk�.w� � r/wCŒp�i Alexakis et al. (2005), applicable to incompressible ideal
MHD equations, where w˙ are Elsässer variables and v, b and w˙ are measured
in the same Alfvénic units. Using central frequency k and studying “infrared” (IR)
transfers from p � k, and “ultraviolet” (UV) transfers, from q � k, we will
provide absolute bounds on jT j, in units of energy transfer rate as in Aluie and Eyink
(2010), Eyink (2005), and relative volume-averaged bounds which are divided by
the actual energy rate and are dimensionless. We will consider three main k intervals
presented on Fig. 8.1: k � k� (“hydro cascade”), k � k� (“dynamo”) and k � k�
(“MHD cascade”).
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Table 8.1 Transfers and upper limits

Transfers p � k q � k

Tvv.p; k/ = �hvŒk�.v � r /vŒp�i pvpv2k kvkv2q
Tbb.p; k/ = �hbŒk�.v � r /bŒp�i pbpvkbk kbkvqbq
Tvb.p; k/ = hbŒk�.b � r /vŒp�i pvpb

2
k kbkvqbq

Tbv.p; k/ = hvŒk�.b � r /bŒp�i pbpvkbk kvkb2q
TwCwC .p; k/ = �hwCŒk�.w� � r /wCŒp�i pwpw2k kwkw2q

8.2.3 MHD Cascade, k � k�

The only energy cascades here are Elsässer cascades and, by the design of our
problem, wC and w� have the same statistics, so we will drop ˙. For an exchange
with p � k band, for jTwwj, using Hölder inequality and wavenumber conservation
we get an upper bound of pwpw2k and for q � k band it is kw2qwk , these bounds
are asymptotically small. For the full list of transfers and limits refer to Table 8.1.
The relative bound should be taken with respect to C

�3=2
M kw3k , where CM is a

Kolmogorov constant for MHD, from which we get that most of the energy transfer
with the Œk� band should come from ŒkC�9=4

M ; kC9=4
M � band, see Beresnyak (2011).

The global transfers between kinetic and magnetic energy must average out in this
regime, nevertheless, the pointwise IR and UV transfers can be bounded by pbpvkbk
and kb2qvk and are small (Eyink 2005).

8.2.4 Hydro Cascade, k � k�

Despite having some magnetic energy at these scales, most of the energy transfer
is dominated by velocity field. Indeed, jTvvj is bounded by pvpv2k for p � k and
by kv2qvk for q � k. Compared to these, jTbvj transfers are negligible: pbpvkbk
and kb2qvk . For magnetic energy in p � k case we have jTvbj and jTbbj transfers
bounded by pvpb

2
k, pbpvkbk and for q � k case jTvbj and jTbbj are bounded by

kbkvqbq . Out of these three expressions the first two go to zero, while the third goes
to zero if ˛ � 2=3 < 0 or have a maximum at q D k� if ˛ � 2=3 > 0. This means
that for the transfer to magnetic energy we have IR locality, but not necessarily UV
locality. Note that magnetic energy for k � k� is small compared to the total, which
is dominated by k D k�. We will assume that ˛ � 2=3 > 0 and that the spectrum
of bk for k < k� is formed by nonlocal jTvbj and jTbbj transfers from k�, namely
magnetic structures at k are formed by stretching of magnetic field at k� by velocity
field at k. Magnetic spectrum before k� is, therefore, nonlocal and might not be a
power-law, but our further argumentation will only require that bk < vk for k < k�.
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8.2.5 Dynamo Cascade k D k�

In this transitional regime our estimates of Elsässer UV transfer and kinetic IR
transfer from two previous sections will hold. We are interested how these two are
coupled together and produce observed magnetic energy growth. IR p � k� jTvbj
and jTbbj transfers will be bounded by pvpb

2
k� and pbpvk�bk� , which go to zero, so

there is a good IR locality. Ultraviolet transfers will be bounded by k�bk�bqvq . This
quantity also goes to zero as q increases, so there is an UV locality for this regime
as well. Let us come up with bounds of relative locality. Indeed, the actual growth
of magnetic energy was defined as �B D � � �2 D CEC

�3=2
K kv3k . So, p � k� IR

bound is k�C3=2
E C

�9=4
K and UV bound is k�C�3=2

E C
9=4
M . We conclude that most of

the interaction which result in magnetic energy growth must reside in the wavevector
interval of k�ŒC 3=2

E C
�9=4
K ; C

�3=2
E C

9=4
M �. Numerically, if we substitute CK D 1:6,

CM D 4:2, CE D 0:05 we get the interval of k�Œ0:004; 2000�. So, despite being
asymptotically local, small-scale dynamo can be fairly nonlocal in practice.

Summarizing, the kinetic cascade at large scales and the MHD cascade at small
scales are dominated by local interactions. The transition between the kinetic
cascade and the MHD cascade is also dominated by local interactions, and since
ideal MHD equations do not contain any scale explicitly, the efficiency of small-
scale dynamo CE is a true universal constant. Note that CE relates energy fluxes,
not energies, so this claim is unaffected by the presence of intermittency. Magnetic
spectrum at k � k� is dominated by nonlocal triads that reprocess magnetic energy
from k D k� but, since this part of the spectrum contains negligible magnetic
energy, our universality claim is unaffected by this nonlocality.

8.2.6 Numerical Results

We performed numerical simulations of statistically homogeneous isotropic small-
scale dynamo by solving MHD equations with stochastic non-helical driving and
explicit dissipation with Prm D 1. The details of the code and driving are described
in detail in our earlier publications (Beresnyak et al. 2009a,b) and Table 8.2 shows
simulation parameters. We started each simulation from previously well-evolved

Table 8.2 Three-dimensional MHD dynamo simulations

Run n N3 Dissipation h�i Re CE

M1-6 6 2563 �7:6 � 10�4k2 0.091 1,000 0:031˙ 0:002

M7-9 3 5123 �3:0 � 10�4k2 0.091 2,600 0:034˙ 0:004

M10-12 3 1;0243 �1:2 � 10�4k2 0.091 6,600 0:041˙ 0:005

M13 1 1;0243 �1:6 � 10�9k4 0.182 – 0:05˙ 0:005

M14 1 1;5363 �1:5 � 10�15k6 0.24 – 0:05˙ 0:005
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Fig. 8.2 Magnetic energy
growth vs. time in code units,
observed in simulations M1-6
(�� D 0:091 in code units),
M7-9 (�� D 0:057) and
M10-12 (�� D 0:036). We
used sample averages which
greatly reduced fluctuations
and allowed us to measure
CE with sufficient precision

driven hydro simulation by seeding low level white noise magnetic field. We ran
several statistically independent simulations in each group and obtained growth
rates and errors from sample averages. In all simulations, except M14, the energy
injection rate was controlled. Figure 8.2 shows sample-averaged time evolution of
magnetic energy. Growth is initially exponential and smoothly transition into the
linear stage. Note, that scatter is initially small, but grows with time, which is
consistent with the picture of magnetic field growing at progressively larger scales
and having progressively less independent realizations in a single datacube.

8.2.7 On the Efficiency of Small-Scale Dynamo

Our CE is much smaller than unity. One would expect a quantity of order unity
because this is a universal number, determined only by strong interaction on equipar-
tition scale. If we refer to the ideal incompressible MHD equations, written in terms
of Elsässer variables, @tw˙ C OS.w� � r/w˙ D 0, the dynamo could be understood
as decorrelation of w˙ which are originally equal to each other in the hydrodynamic
cascade. In our case this decorrelation is happening at the equipartition scale 1=k�.
Being time-dependent, it propagates upscale, while ordinarily energy cascade goes
downscale. The small value of CE might be due to this. As opposed to picture
with multiple reversals and dissipation due to microscopic diffusivity, typical for
kinematic case, in our picture we appeal to turbulent diffusion which helps to
create large-scale field. Both stretching and diffusion depend on turbulence at the
same designated scale 1=k�, so in the asymptotic regime of large Re one of these
processes must dominate. As CE is small, stretching and diffusion are close to
canceling each other.
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8.3 MHD Turbulence in the Inertial Range

Inertial range of turbulence was introduced by Kolmogorov (1941) as a range of
spatial scales where driving and dissipation are unimportant and perturbations exist
due to energy transfer from one scale to another. In the inertial range of MHD
turbulence perturbations of both velocity and magnetic field will be much smaller
than the local Alfvénic velocity vA D B=

p
4	
, due to the turbulence spectrum

being steeper than k�1, therefore local mean magnetic field will strongly affect
dynamics in this range (Iroshnikov 1964; Kraichnan 1965). Furthermore, the large-
scale dynamo we mentioned in Sect. 8.2 will operate in such objects as spiral
galaxies and provide the mean field for the MHD turbulence in the interstellar
medium (ISM).

As in the case of hydrodynamics, the study of MHD turbulence began with
weakly compressible and incompressible cases which are directly applicable to
many environments, such as stellar interiors, ICM and hot phases of the ISM. Later it
was realized that many features of incompressible MHD turbulence are still present
even in supersonic dynamics, due to the dominant effect of Alfvénic shearing (Cho
and Lazarian 2003; Beresnyak et al. 2005). It had been pointed out by Goldreich
et al. (1995) that strong mean field incompressible turbulence is split into the
cascade of Alfvénic mode, described by Reduced MHD or RMHD (Kadomtsev and
Pogutse 1974; Strauss 1976) and the passive cascade of slow (pseudo-Alfvén) mode.
In the strong mean field case it was sufficient to study only the Alfvénic dynamics,
as it will determine all statistical properties of turbulence, such as spectrum or
anisotropy. This decoupling was also observed in numerics. Luckily, being the
limit of very strong mean field, RMHD has a two-parametric symmetry, which we
will discuss further in Sect. 8.3.1, which, under certain conditions, makes universal
cascade with power-law energy spectrum possible.

Interaction of Alfvénic perturbations propagating in a strong mean field is
unusual due to a peculiar dispersion relation of Alfvénic mode, ! D kkvA, where
kk is a wavevector parallel to the mean magnetic field. This results in a tendency
of MHD turbulence to create “perpendicular cascade”, where the flux of energy is
preferentially directed perpendicular to the magnetic field. This tendency enhances
the nonlinearity of the interaction, described by � D ıvk?=vAkk, which is the
ratio of the mean-field term to the nonlinear term, and results in development of
essentially strong turbulence. As turbulence becomes marginally strong, � � 1,
the cascading timescales become close to the dynamical timescales �casc � �dyn D
1=wk? and the perturbation frequency ! has a lower bound due to an uncertainty
relation �casc! > 1 (Goldreich et al. 1995). This makes turbulence being “stuck”
in the � � 1 regime, which is known as “critical balance”. There is another lower
bound on !, due to the directional uncertainty of the vA, which was discovered
in Beresnyak et al. (2008). In the case of balanced MHD turbulence, which we
consider in the next few sections, this two bounds coincide. We consider more
general imbalanced case in Sect. 8.4.
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Goldreich–Sridhar (1995, henceforth GS95) model is predicting a k�5=3 energy
spectrum with anisotropy1 described as kk � k

2=3

? . Numerical studies (Cho et al.
2000, 2002; Maron et al. 2001) confirmed steep spectrum and scale-dependent
anisotropy, but (Maron et al. 2001; Müller and Grappin 2005) claimed a shallower
than �5=3 spectral slope in the strong mean field case, which was close to �3=2.
This motivated adjustments to the GS95 model (Galtier et al. 2005; Boldyrev
2005; Gogoberidze 2007). A model with so called “dynamic alignment” (Boldyrev
2005, 2006) became popular after the scale-dependent alignment was discovered in
numerical simulations (Beresnyak and Lazarian 2006). This model is based on the
idea that the alignment between velocity and magnetic perturbations decreases the
strength of the interaction scale-dependently, and claims that the alignment goes as
k�1=4. This would, as they argue, modify the spectral slope of MHD turbulence from
the �5=3 Kolmogorov slope to the observed �3=2 slope. It also claims (Boldyrev
2006) that there is a self-consistent turbulent mechanism that produces such an
alignment. Below we examine both the alignment and the spectrum.

8.3.1 Basic Equations

Ideal MHD equations describe the dynamics of ideally conducting inviscid fluid
with magnetic field and can be written in Heaviside and c D 1 units as

@t 
C r�.
v/ D 0; (8.1)


.@t C v � r/v D �rP C j � B; (8.2)

r � B D 0; (8.3)

@tB D r � .v � B/; (8.4)

with current j D r � B and vorticity ! D r � v. This should be supplanted
with energy equation and a prescription for pressure P . The incompressible limit
assumes that the pressure is so high that the density is constant and velocity is purely
solenoidal (r�v D 0). This does not necessarily refer to the ratio of outer scale
kinetic pressure to molecular pressure, but could be interpreted as scale-dependent
condition. Indeed, if we go to the frame of the fluid, local perturbations of velocity
will diminish with scale and will be much smaller than the speed of sound. In this
situation it will be possible to decompose velocity into low-amplitude sonic waves
and essentially incompressible component of v, as long as we are not in the vicinity

1The anisotropy should be understood in terms of local magnetic field direction, i.e. the magnetic
field direction at the given scale. The original treatment, e.g. the closure relations employed, in the
Goldreich–Sridhar paper uses the global frame of reference which was noticed later in Lazarian
et al. (1999) and used in the numerical works that validated the theory (Cho et al. 2000, 2002;
Maron et al. 2001).
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of a shock. The incompressible component, bound by r�v D 0, will be described
by much simpler equations:

@tv D OS.� !� v C j � b/; (8.5)

@tb D r � .v � b/; (8.6)

where we renormalized magnetic field to velocity units b D B=
1=2 (the absence of
4	 is due to Heaviside units) and used solenoidal projection operator OS D .1 �
r��1r/ to get rid of pressure. Finally, in terms of Elsässer variables w˙ D v ˙ b
this could be rewritten as

@tw˙ C OS.w� � r/w˙ D 0: (8.7)

This equation resembles incompressible Euler’s equation. Indeed, hydrodynamics is
just a limit of b D 0 in which wC D w�. This resemblance, however, is misleading,
as the local mean magnetic field could not be excluded by the choice of reference
frame and, as we noted earlier, will strongly affect dynamics on all scales. We can
explicitly introduce local mean field as vA, assuming that it is constant, so that
ıw˙ D w ˙ vA:

@tıw˙  .vA � r/ıw˙ C OS.ıw� � r/ıw˙ D 0: (8.8)

In the linear regime of small ıw’s they represent perturbations, propagating along
and against the direction of the magnetic field, with nonlinear term describing
their interaction. As we noted earlier, due to the resonance condition of Alfvénic
perturbations they tend to create more perpendicular structure, making MHD
turbulence progressively more anisotropic. This was empirically known from toka-
mak experiments and was used in so-called reduced MHD approximation, which
neglected parallel gradients in the nonlinear term (Kadomtsev and Pogutse 1974;
Strauss 1976). Indeed, if we denote k and ? as directions parallel and perpendicular
to vA, the mean field term .vArk/ıw˙ is much larger than .ıw	

k rk/ıw˙ and the

latter could be ignored in the inertial range where ıw˙ � vA. This will result in
Eq. (8.8) being split into

@tıw˙
k  .vA � rk/ıw˙

k C OS.ıw�
? � r?/ıw˙

k D 0; (8.9)

@tıw˙
?  .vA � rk/ıw˙? C OS.ıw	

? � r?/ıw˙
? D 0; (8.10)

which, physically represent a limit of very strong mean field where ıw˙
k is a

slow (pseudo-Alfvén) mode and ıw˙
? is the Alfvén mode and Eq. (8.9) describes

a passive dynamics of slow mode which is sheared by the Alfvén mode, while
Eq. (8.10) describes essentially nonlinear dynamics of the Alfvén mode and is
known as reduced MHD. For our purposes, to figure out asymptotic behavior in
the inertial range, it is sufficient to study Alfvénic dynamics and slow mode can be
always added later, because it will have the same statistics.
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It turns out that reduced MHD is often applicable beyond incompressible MHD
limit, in a highly collisionless environments, such as tokamaks or the solar wind.
This is due to the fact that Alfvén mode is transverse and does not require pressure
support. Indeed, Alfvénic perturbations rely on magnetic tension as a restoring force
and it is sufficient that charged particles be tied to magnetic field lines to provide
inertia (Schekochihin et al. 2009).

A remarkable property of RMHD is that it has a precise two-parametric symme-
try: w ! wA; � ! �B; t ! tB=A; ƒ ! ƒB=A. Here � is a perpendicular
scale, ƒ is a parallel scale, A and B are arbitrary parameters of the transformation.
This is similar to the symmetry in Euler equation (B D 0 limit of MHD), except
for a different prescription for parallel scale ƒ which now scales as time. It is
due to this precise symmetry and the absence of any designated scale, that we
can hypothesize universal regime, similar to hydrodynamic cascade of Kolmogorov
(1941). In nature, the universal regime for MHD can be achieved with ıw˙ � vA. In
numerical simulations, we can directly solve RMHD equations, which have precise
symmetry already built in. From practical viewpoint, the statistics from the full
MHD simulation with ıw˙ � 0:1vA is virtually indistinguishable from RMHD
statistics and even ıw˙ � vA is still fairly similar to the strong mean field case
(Beresnyak et al. 2009b).

8.3.2 Basic Scalings in the Balanced Case

As was shown in a rigorous perturbation study of weak MHD turbulence, it has a
tendency of becoming stronger on smaller scales (Galtier et al. 2000). Indeed, if
kk is constant and k? is increasing, � D ıwk?=vAkk will increase, due to ıw �
k

�1=2
? in this regime. This will naturally lead to strong turbulence, where � will

stuck around unity due to two competing processes: (1) increasing interaction by
perpendicular cascade and (2) decrease of interaction due to the uncertainty relation
�casc! > 1, where �casc is a cascading timescale. Therefore, MHD turbulence will be
always marginally strong in the inertial range, which means that cascading timescale
is associated with dynamical timescale �casc � �dyn D 1=ıwk? (Goldreich et al.
1995). In this case, assuming that energy transfer is local in scale and, therefore,
depend only on perturbations amplitude on each scale, we can write Kolmogorov-
type phenomenology as

�C D .ıwC
� /

2ıw�
�

�
; �� D .ıw�

� /
2ıwC

�

�
; (8.11)

where �˙ is an energy flux of each of the Elsässer variables and ıw�̇ is a
characteristic perturbation amplitude on a scale �. Such an amplitude can be
obtained by Fourier filtering with a dyadic filter in k-space, see, e.g., Beresnyak
(2012).
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Since we consider so-called balanced case with both w’s having the same
statistical properties and energy fluxes, one of these equations is sufficient. This
will result in a ıw � �1=3, where � is a perpendicular scale, or, in terms of energy
spectrum E.k/,

E.k/ D CK�
2=3k�5=3; (8.12)

where CK is known as Kolmogorov constant. We will be interested in Kolmogorov
constant for MHD turbulence. This scaling is supposed to work until dissipation
effects kick in. In our further numerical argumentation dissipation scale will play
a big role, but not from a physical, but rather from a formal point of view.
We will introduce an idealized scalar dissipation term in a RHS of Eq. (8.7) as
��n.�r2/n=2w˙, where n is an order of viscosity and n D 2 correspond to normal
Newtonian viscosity, while for n > 2 it is called hyperviscosity. The dissipation
scale for this GS95 model is the same as the one for Kolmogorov model, i.e.
� D .�3n=�/

1=.3n�2/. This is a unique combination of �n and � that has units of
length. Note that Reynolds number, estimated as vL=�2, where L is an outer scale
of turbulence, is around .L=�/4=3.

Furthermore, the perturbations of w will be strongly anisotropic and this
anisotropy can be calculated from the critical balance condition � � 1, so that
kk � k

2=3

? . Interestingly enough this could be obtained directly from units and the
symmetry of RMHD equations from above. Indeed, in the RMHD limit, kk or 1=ƒ
must be in a product with vA, since only the product enters the original RMHD
equations. We already assumed above that turbulence is local and each scale of
turbulence has no knowledge of other scales, but only the local dissipation rate �.
In this case the only dimensionally correct combination for the parallel scale ƒ,
corresponding to perpendicular scale � is

ƒ D CAvA�
2=3��1=3; (8.13)

where we introduced a dimensionless “anisotropy constant” CA. Equations (8.12)
and (8.13) roughly describe the spectrum and anisotropy of MHD turbulence. Note,
that GS95’s �5=3 is a basic scaling that should be corrected for intermittency.
This correction is negative due to structure function power-law exponents being
a concave function of their order (Frisch 1995) and is expected to be small in three-
dimensional case. This correction for hydrodynamic turbulence is around �0:03.
Such a small deviation should be irrelevant in the context of debate between �5=3
and �3=2, which differ by about 0:17.

A modification of the GS95 model was proposed by Boldyrev (2005, 2006,
henceforth B06) who suggested that the original GS95 scalings can be modified by
a scale dependent factor that decreases the strength of the interaction, so that RHS of
the Eq. (8.11) is effectively multiplied by a factor of .l=L/1=4, where L is an outer
scale. In this case the spectrum will be expressed as E.k/ D CK2�

2=3k�3=2L1=6.
Note that this spectrum is the only dimensionally correct spectrum with k�3=2
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scaling, which does not contain dissipation scale �. The absence of L=�, is due
to so-called zeroth law of turbulence which states that the amplitude at the outer
scale should not depend on the viscosity. This law follows from the locality of
energy transfer has been know empirically to hold very well. The dissipation scale
of B06 model is different from that of the GS95 model and can be expressed as
�0 D .�3n=�/

1=.3n�1:5/L0:5=.3n�1:5/.

8.3.3 Structure Functions and Spectra

Structure and correlation functions (SF and CF) has been traditionally used in
turbulence research for a long time. In theory these are quantities statistically
averaged over ensemble, while in numerics the averaging is usually over time and
volume using homogeneity and stationarity. The typical quantity people use in
isotropic hydrodynamic turbulence is an isotropic second order structure function
of velocity:

SF2.l/ D h.v.r � l/� v.r//2ir: (8.14)

This is a difference in velocity between two points separated by vector l, squared and
averaged over the volume, i.e. the vector r. This quantity could be represented by the
sum of the “longitudinal” and “transverse” components with velocity decomposed
into a direction perpendicular and parallel to l. The longitudinal structure function
is important in experimental research of hydrodynamic turbulence, since this is the
primary quantity measured by the heated wire technique.

MHD turbulence is not isotropic, therefore, there is a wider variety of structure
functions that one can possibly measure. However, in the RMHD limit there is
a particular structure function which plays the similar role as the isotropic SF in
hydrodynamics, the perpendicular SF

SF2?.l/ D h.w˙.r � ln/� w˙.r//2ir; (8.15)

where n is a vector perpendicular to the magnetic field. Power spectra, on the other
hand, are produced by obtaining a Fourier transform Ov.k/ of original quantity v.r/
and taking the product 1

2
vi.k/v�

i .k/, where 	 is a complex conjugate. Relations
between spectra and structure functions are well-known, see, e.g. Monin and Iaglom
(1975).

A number of exact relations for structure functions are known both for hydro
and MHD, see, e.g., Biskamp (2003). The famous Kolmogorov �4=5 law relates
a parallel signed structure function for velocity in the inertial range with the
dissipation rate:

SF3kh.l/ D h.ıvlk/3i D �4
5
�l: (8.16)
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Another exact relation, similar to the Yaglom’s �4=3 law for incompressible hydro
exists for axially symmetric MHD turbulence:

SF3k.l/ D hıw	
lk.ıwl̇ /

2i D �2�l; (8.17)

where l is taken perpendicular to the axis of statistical symmetry—the direction of
the mean magnetic field B (Politano and Pouquet 1998). One can measure SFs above
and argue about influence of dissipation and driving in each particular simulation.
Figure 8.3 shows several structure functions, compensated by various powers of l
and the ratio of parallel third order structure function and full third order SF, SF3 D
hjv.r � l/� v.r/j3i.

Normally, the inertial range in a simulation is defined as a range of scales where
�SF3k=l is closest to its theoretical value, i.e. the influence of energy injection from
driving and energy dissipation from viscous term is minimized. Another test for the
inertial range is the test for turbulence self-similarity, in particular one can take the
above ratio of the unsigned and signed third order SFs. This ratio must be constant as
long as turbulence is self-similar. Figure 8.3 shows that hydrodynamic turbulence
is rather self-similar and the scaling of the second-order structure function in the
inertial range is around l0:7, i.e. close to the Kolmogorov scaling. In the MHD
simulation the self-similarity is broken and although one can argue that the scaling
is closer to the l2=3 in the point where �SF3k=l� is closest to its theoretical value of
2, claiming a certain scaling based on these data would be an overstatement. In the

Fig. 8.3 Different structure functions vs the distance l , measured in hydrodynamic (left) and
MHD (right) simulations. Solid lines show �SF3k=l�. The influence of driving and dissipation
is minimized in the point where �SF3k=l� is closer to its theoretical value. The dashed line
indicates the ratio of the third order SF, defined in the text to the parallel third order SF. This
ratio is a test for turbulence self-similarity, as long as this ratio is constant, the turbulence is
well self-similar. Finally, dotted and dash-dotted lines indicate the same second order structure
functions, compensated by l1=2 and l2=3 correspondingly, in arbitrary units. Here l2=3 is the
Richardson–Kolmogorov scaling and l1=2 is the scaling that appears in Kraichnan DIA model for
hydrodynamics, Iroshnikov–Kraichnan model for MHD and B06 model
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next section we will describe a rigorous method to claim a certain scaling based on
numerical convergence in a series of simulations.

Power spectra are the measures, complimentary to second order structure
functions. In particular, so-called one-dimensional power spectrum Pk is a Fourier
transform of the SF2. This function is popular in the satellite measurements of the
solar wind turbulence, where a particular quantity, v or B is measured as a function
of time. It is then interpreted as an instant measurement along a line in a turbulent
realization (so-called Taylor hypothesis). The power spectra from many samples
like this are averaged to obtain Pk for either velocity or magnetic field. Another
experimental measure is the so-called parallel power spectrum Pkk . It is obtained
in the measurements of hydrodynamic turbulence by heated wire technique. A
scalar quantity is measured in this technique, which is the velocity perturbation
parallel to the average flow velocity. Similarly this is interpreted as a measurement
in space by using Taylor frozen flow hypothesis. Finally, there is a power spectrum
favored by numerics, which is a three-dimensional spectrumE.k/. This spectrum is
obtained from full three-dimensional power spectrum 1

2
v.k/ � v�.k/ by integrating

over the solid angle in k space, so that E.k/ is only a function of scalar k. In
statistically isotropic hydro and MHD turbulence the integration is in spherical
shells, while in RMHD, the parallel wavenumber is infinitely small compared to
other wavenumbers, so the integration is, effectively, along all kk and the circle in
k? space, i.e. the isotropic spectrum is equivalent to the perpendicular spectrum.
Three spectra P.k/, Pk.k/ andE.k/ of the solenoidal vector field are related by the
following expressions, see, e.g., Monin and Iaglom (1975):

P.k/ D
Z 1

k

E.k1/
dk1
k1
; (8.18)

Pk.k/ D
Z 1

k

E.k1/

�
1 � k2

k21

�
dk1
k1
; (8.19)

Figure 8.4 shows three types of spectra from the simulation. The primary spectrum
was Ek and the two other spectra were calculated by the above expressions. All
three spectra have different shapes. If one would want to claim a particular scaling
by qualitatively estimating the scaling from numerical spectrum, the estimate will
depend on the type of the spectrum and the chosen range of k used for fitting
the scaling. Based on Fig. 8.4 one can claim any spectral slope between �5=3 and
�3=2. This further reiterates the need of rigorous quantitative measurement based
on numerical convergence, presented in the next section.

8.3.4 The Numerical Scaling Argument

As was noted before, turbulence with very long range of scales is common in
astrophysics. Numerics, however, is not only unable to reproduce such range, but
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Fig. 8.4 Three types of spectra from a numerical simulations R1, R4. Ek—solid, Pk—dashed,
Pkk—dash-dotted. In a simulation with limited resolution all three spectra have different shapes

actually struggles to obtain any good “inertial range”. In this situation a rigorous
quantitative arguments have to be invented to investigate asymptotic scalings.

Suppose we performed several simulations with different Reynolds numbers. If
we believe that turbulence is universal, and the scale separation between forcing
scale and dissipation scale is large enough, the properties of small scales should
not depend on how turbulence was driven and on the scale separation itself. This is
because neither MHD nor hydrodynamic equations explicitly contain any scale, so
simulation with a smaller dissipation scale could be considered, due to symmetry
from above, as a simulation with the same dissipation scale, but larger driving
scale. For example, the small scale statistics in a 1;0243 simulation should look
the same as small-scale statistics in 5123, if the physical size of the elementary cell
is the same and the dissipation scale is the same. Naturally, this scaling argument
in numerics require that the geometry of the elementary cells are the same and the
actual numerical scheme used to solve the equations is the same. Also, numerical
equations should not contain any scale explicitly, but this is normally satisfied. What
scaling argument does not require is a high precision on the dissipation scale or a
particular form of dissipation, whether explicit or numerical. This is because we
need that the statistics on small scales is similar in two simulations, which is the
case when numerics is the same on dissipation scale and the influence of the outer
scale is small by assumption of turbulence locality.

In practice the scaling argument or a resolution study is done in a following
way: the averaged spectra in two simulations are expressed in dimensionless
units corresponding to the expected scaling, for example a E.k/k5=3��2=3 is
used for hydrodynamics, and plotted versus dimensionless wavenumber k�, where
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Fig. 8.5 The spectra from hydrodynamic simulations illustrate the numerical scaling argument.
The large cube on the right can be split into smaller cubes with the same small scale statistics.
Therefore as long as turbulence is scale-local and the effects of large scales could be neglected, the
smaller simulation demonstrate the same statistics, as evident from convergence of dimensionless
spectra on the left

dissipation scale � correspond to the same model, e.g. � D .�3=�/1=4 is used
for scalar second order viscosity � and Kolmogorov phenomenology. Plotted
this way the two spectra should collapse onto the same curve on the viscous
scales, see, e.g., Fig. 8.5. This method has been used in hydrodynamics since long
time ago, see, e.g., Yeung and Zhou (1997), Gotoh et al. (2002), Kaneda et al.
(2003). Although for hydrodynamics good convergence on the dissipation scale
has been observed starting with rather moderate resolutions, which signifies that
hydrodynamic cascade has good, narrow locality, the larger the resolution, the better
the convergence should be. Note that in Kaneda et al. (2003), which had very high
resolution even the intermittency correction to the spectrum has been captured. So,
the optimal strategy for MHD would be to perform the largest resolution simulations
possible and do a resolution study with particular models in mind.

8.3.5 Numerical Experiments

We will briefly explain the numerical setup and methods used in Beresnyak
et al. (2009b,a), Beresnyak and Lazarian (2010), Beresnyak (2011, 2012). For
further detail the reader is referred to these publications. We used pseudospectral
dealiased code to solve RMHD equations. Same code was used earlier for RMHD,
incompressible MHD and incompressible hydrodynamic simulations. The RHS of
Eq. (8.10) was complemented by an explicit dissipation term ��n.�r2/n=2w˙ and
forcing term f. Diffusive terms with n D 2 are referred to as normal viscosity and
with n > 2 are referred to as hyperviscosity. Table 8.3 shows the parameters of
the balanced simulations. The Kolmogorov scale is defined as � D .�3n=�/

1=.3n�2/,
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Table 8.3
Three-dimensional RMHD
balanced simulations

Run nx � ny � nz Dissipation h�i L=�

R1 256 � 7682 �6:82 � 10�14k6 0.073 200

R2 512 � 15362 �1:51 � 10�15k6 0.073 400

R3 1024 � 30722 �3:33 � 10�17k6 0.073 800

R4 7683 �6:82 � 10�14k6 0.073 200

R5 15363 �1:51 � 10�15k6 0.073 400

R6 384 � 10242 �1:70 � 10�4k2 0.081 280

R7 768 � 20482 �6:73 � 10�5k2 0.081 560

R8 7683 �1:26 � 10�4k2 0.073 350

R9 15363 �5:00 � 10�5k2 0.073 700

the integral scale L D 3	=4E
R1
0
k�1E.k/ dk (which was approximately 0.79 for

R1-3). Dimensionless ratio L=� could serve as a “length of the spectrum”, although
spectrum is actually significantly shorter for n=2 viscosity and somewhat shorter for
n=6 hyperviscosity.

Since we would like to use this review to illustrate the resolution study argument
we used a variety of resolution, dissipation and driving schemes. There are four
schemes, presented in Table 8.2, and used in simulations R1-3, R4-5, R6-7 and R8-
9. In some of the simulations the resolution in the direction parallel to the mean
magnetic field, nx , was reduced by a factor compared to perpendicular resolution.
This was deemed possible due to an empirically known lack of energy in the parallel
direction in k-space and has been used before (Müller and Grappin 2005). The R4-
5 and R8-9 groups of simulations were fully resolved in parallel direction. One
would expect that roughly the same resolution will be required in parallel and
perpendicular direction (Beresnyak et al. 2009b). In all simulation groups time step
was strictly inversely proportional to the resolution, so that we can utilize the scaling
argument.

Driving had a constant energy injection rate for all simulations except R6-7,
which had fully stochastic driving. All simulations except R8-9 had Elsässer driving,
while R8-9 had velocity driving. All simulations were well-resolved and R6-7 were
over resolved by a factor of 1.6 in scale (a factor of 2 in Re). The anisotropy of
driving was that of a box, while injection rate was chosen so that the amplitude was
around unity on outer scale, this roughly corresponds to critical balance on outer
scale. Indeed, as we will show in subsequent section, since anisotropy constant
is smaller than unity, our driving with � � ƒ � 1 and ıw � 1 on outer scale
is somewhat over-critical, so ƒ decreases after driving scale to satisfy uncertainty
relation (see Fig. 8.9). This is good for maintaining critical balance over wide range
of scales as it eliminates possibility for weak turbulence.

In presenting four groups of simulations, with different geometries of elementary
cell, different dissipation terms and different driving, our intention is to show that
the scaling argument works irrespective of numerical effects, but rather relies on
scale separation and the assumption of universal scaling. Simulations R1-3 are the
same as those presented in Beresnyak (2011).
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Fig. 8.6 Numerical convergence of spectra in all simulations. Two upper rows are used to study
convergence assuming B06 model and two bottom rows—assuming GS95 model. Note that
definition of dissipation scale � depends on the model, this difference is tiny in hyperviscous
simulations R1-5, but significant in viscous simulations R6-9. Numerical convergence require that
spectra will be similar on small scales, including the dissipation scale, see, e.g. Gotoh et al. (2002).
As we see from the plots, numerical convergence is absent for B06 model. For GS95 model the
convergence is reached only at the dissipation scale. Higher-resolution simulations are required to
demonstrate convergence in the inertial range

8.3.6 Resolution Study for Balanced Spectra

Figure 8.6 presents a resolution study all simulations. The upper rows assume B06
scaling, while the bottom rows assume GS95 scaling. Reasonable convergence on
small scales was achieved only for GS95 scaling. The normalized amplitude at
the dissipation scale for two upper rows of plots systematically goes down with
resolution, suggesting that �3=2 is not an asymptotic scaling. The flat part of
the normalized spectrum on R1-3 plots was fit to obtain Kolmogorov constant of
CKA D 3:27˙0:07which was reported in Beresnyak (2011). The total Kolmogorov
constant for both Alfvén and slow mode in the above paper was estimated as
CK D 4:2˙0:2 for the case of isotropically driven turbulence with zero mean field,
where the energy ratio of slow and Alfvén modeCs is between 1 and 1.3. This larger
value CK D CKA.1C Cs/

1=3 is due to slow mode being passively advected and not
contributing to nonlinearity. The measurement of CKA had relied on an assumption
that the region around k� � 0:07 represent asymptotic regime. Recently, we
performed simulations with resolution up to 4;0963, which also confirmed the �5=3
spectrum (Beresnyak 2014). Furthermore, it appears from these simulations that
the residual energy, EB � Ev have the same spectral slope as the total energy, i.e.
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there is a constant fraction of residual energy in the inertial range. This fraction
was measured in Beresnyak (2014) to be around 0:15. Previously, the most popular
model (Müller and Grappin 2005) suggested that the spectrum of the residual energy
follows k�2 scaling, which is problematic both conceptually and theoretically. We
confirmed that the residual energy is a fraction of the total energy in the inertial
range and made explanations suggesting different scalings for magnetic and kinetic
energies unnecessary.

8.3.7 Dynamic Alignment: Theories vs Measurements

Recent simulations, as we discussed earlier, support GS95 model and therefore it
can be considered correct in the zeroth approximation. However, we are far from
believing that we understand all the effects of MHD turbulence. For instance, it
is not clear how different alignment effects that we considered in Sect. 8.3.6 may
affect the basic properties of MHD turbulence at the limited range of scales when
they exhibit scale-dependent properties.

An attempt to construct a model for such a behavior taking into account DA was
done in Boldyrev (2005). There it was proposed that wC and w� eddies are system-
atically aligned and therefore, GS95 model should be amended and the inertial range
scaling should be modified. As we discussed earlier, this suggestion is not supported
by either resolution studies or studies of the alignment/polarization effects that we
performed. For instance, the original alignment idea was investigated numerically
in Beresnyak and Lazarian (2006) and no significant alignment was found for the
averaged angle between wC and w�, AA D hjıwC

� � ıw�
� j=jıwC

� jjıw�
� ji, but when

this angle was weighted with the amplitude PI D hjıwC
� � ıw�

� ji=hjıwC
� jjıw�

� ji,
some alignment was found. Later Boldyrev (2006) proposed the alignment between
v and b and Mason et al. (2006) suggested a particular amplitude-weighted measure,
DA D hjıv� � ıb�ji=hjıv�jjıb�ji. We note that DA is similar to PI but contain
two effects: alignment and local imbalance. The latter could be measured with
IM D hjı.wC

� /
2 � ı.w�

� /
2ji=hı.wC

� /
2 C ı.w�

� /
2i, (Beresnyak et al. 2009a).

In this section we check the assertion of Boldyrev (2005, 2006) that alignment
depends on scale as �1=4, by using DA which is, by some reason, favored by
aforementioned group. We did a resolution study of DA, assuming suggested
scaling, which is presented on Fig. 8.7. Convergence was absent in all simulations.
It appears that the claims of Boldyrev (2006) were not substantiated by a proper
resolution study. In general, a result from a single isolated simulation could be easily
contaminated by the effects of outer scale, since it is not known a-priori how local
MHD turbulence is and what resolution is sufficient to get rid of such effects. On
the contrary, the resolution study offers a systematic approach to this problem.

Figure 8.7 also shows “dynamic alignment” slope for all simulations. Although
there similar to the previous plot there is no convergence, it is interesting to note
that alignment slope decreases with resolution. This suggests that most likely the
asymptotic state for the alignment slope is zero, i.e. alignment is scale-independent
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Fig. 8.7 Left: resolution study for “dynamic alignment“, assuming B06 scaling. Both axis are
dimensionless, solid is higher resolution and dashed is lower resolution. Convergence is absent
for all simulations. This suggests that l0:25 is not a universal scaling for alignment. Right: DA
slope, defined as l=DA@DA=@l , solid is higher resolution and dashed is lower resolution. Dynamic
alignment slope does not converge and has a tendency of becoming smaller in higher-resolution
simulations. This may indicate that the asymptotic alignment slope is zero, which will correspond
to the GS95 model

Fig. 8.8 Slopes of several alignment measures vs scale in R4-5 (for definitions see the text). Each
measure follows its own scaling, however there are indications that they are all tied to the outer
scale, due to the maximum of alignment being a fraction of the outer scale, which is an indication
that their scale-dependency is of transient nature

and GS95 model is recovered. Also, alignment from simulations R1-5 seems to
indicate that the maximum of the alignment slope is tied to the outer scale, therefore
alignment is a transitional effect.

In our earlier studies (Beresnyak and Lazarian 2006; Beresnyak et al. 2009a)
we measured several types of alignment and found no evidence that all alignment
measures follow the same scaling, see, e.g., Fig. 8.8. As one alignment measure,
PI, has been already known to be well scale-dependent (Beresnyak and Lazarian
2006) prior to DA, it appears that a particular measure of the alignment in Mason
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et al. (2006) was hand-picked for being most scale-dependent and no thorough
explanation was given why it was preferred.

We are not aware of any convincing physical argumentation explaining why
alignment should be a power-law of scale. Boldyrev (2006) argues that alignment
will tend to increase, but will be bounded by field wandering, i.e. the alignment on
each scale will be created independently of other scales and will be proportional
to the relative perturbation amplitude ıB=B . But this violates two-parametric sym-
metry of RMHD equations mentioned above, which suggests that field wandering
can not destroy alignment or imbalance. Indeed, a perfectly aligned state, e.g.,
with ıw� D 0 is a precise solution of MHD equations and it is not destroyed by
its own field wandering. The alignment measured in simulations of strong MHD
turbulence with different values of ıBL=B0 showed very little or no dependence on
this parameter (Beresnyak et al. 2009a).

Some alignment measures are scale-dependent over about one order of magni-
tude in scale. The origin of this scale-dependency was not yet clearly identified.
However, the most plausible explanation is the combinations of two facts: (a) MHD
turbulence is less local than hydro turbulence (Beresnyak et al. 2009a; Beresnyak
and Lazarian 2010; Beresnyak 2011) and (b) the driving used in MHD turbulence
does not particularly well reproduce the statistical properties of the inertial range.
Thus transition to asymptotic statistics of the inertial range takes larger scale
separation than in the hydrodynamic case.

The contribution to energy flux from different k wavebands is important to
understand, since most cascade models assume locality, or rather to say the very
term “cascade” assumes locality. An analytical upper bound on locality suggests
that the width of the energy transfer window can scale as C9=4

K (Beresnyak 2012),
however, in practice turbulence can be more local. The observation of Beresnyak
et al. (2009a) that MHD simulations normally lack bottleneck effect, even with high-
order dissipation, while hydrodynamic simulations always have bottleneck, which is
especially dramatic with high-order dissipation, is consistent with above conjecture
on locality, since bottleneck effect relies on locality of energy transfer. As locality
constraint depends on the efficiency of the energy transfer, so that the efficient
energy transfer must be local, while inefficient one could be nonlocal (Beresnyak
and Lazarian 2010; Beresnyak 2011, 2012). As we observe larger CK in MHD
turbulence compared to hydrodynamic turbulence, the former could be less local
than the latter, which is consistent with our earlier findings.

8.3.8 Dynamic Alignment: Relation to Spectra

The papers (Boldyrev 2006; Mason et al. 2006) and subsequent papers assert that
the particular measure of alignment, DA in our notation, is weakening interaction
scale-dependently, so that the energy spectral slope is modified. In particular, the
above papers claim that if DA � �˛, then the spectrum E.k/ � k�5=3C2=3˛ which,
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in the case of ˛ D 1=4 will result in E.k/ � k�3=2. Numerics does not show
flat spectra if one compensates E.k/ slope with 2=3 of DA slope, however. Let us
critically examine the claim E.k/ � k�5=3C2=3˛ from the theoretical viewpoint.
The exact relation describing energy flux through scales is given by Eq. (8.17). Let
us analyze this statistical average for a “+” component at a particular value of l :
hıw�

lk.ıw
C
l /

2i. Indeed, it appears that the anti-correlation of ıw�
l and ıwC

l could
result in a reduction of the above statistical average, as (Boldyrev 2006) seems to
allege. There are three arguments against this, however.

Firstly, the DA does not describe such an anti-correlation, and something
different, such as IM should be taken instead. So, the assumption of the interaction
weakening rely on the claim that alignment measures scale similarly. As we see from
Fig. 8.8, the slopes of DA and IM are quite different and if DA reaches the maximum
slope of 0:2, the IM only reaches the maximum slope of 0:09 and this value does
not increase with resolution. This is far from 0:25, required in B06 model. The
numerical analysis of Mason et al. (2006) and subsequent papers, however, dealt
exclusively with DA and the earlier publication (Beresnyak and Lazarian 2006) that
reported several different alignment measures, which scaled differently, was ignored
and the strong claim of interaction weakening was made nevertheless. However,
with present numerics reported so far, even assuming an anti-correlation argument,
one can not deduce that the interaction is weakened by a factor of l1=4.

Secondly, the DA is based on a second order measure, while hıw�
lk.ıw

C
l /

2i is
third-order. We also know that AA which is based on zeroth order (sin of the
alignment angle) is very weakly scale-dependent (Beresnyak and Lazarian 2006),
we can extrapolate to “third-order alignment” having � �3˛=2 dependence and the
spectral slope will beE.k/ � k�5=3C˛ . This is actually more numerically consistent
with the data than E.k/ � k�5=3C2=3˛ , because ˛ is typically below 0.2 and the
spectral slope is often flatter than �3=2 close to the driving scale.

Thirdly, and most importantly, there is no rigorous argumentation that could
suggest that the discussed anti-correlation necessarily reduces the above statistical
average. Indeed, the ıw�

lk is a signed quantity, and so is the whole expression
under the statistical average. Therefore, the value of the statistical average is not
necessarily related to the RMS value of the expression, but rather depend on the
skewness of the PDF of the expression. This is most obviously indicated by the
Fig. 8.3 where the ratio of unsigned to signed statistical average is about 10. In
fact, this ratio could be arbitrarily large, e.g. in weak MHD turbulence, where
taking larger B0 will result in decreased energy rates, the above PDF becoming
closer to Gaussian and its skewness going to zero. It is only the GS95 similarity
hypothesis for the case of strong MHD turbulence, which is similar to Kolmogorov
hypothesis, that asserts that the skewness is independent on scale, allows us to derive
the k�5=3 spectrum. When one wants to explore a different similarity relations, as
(Boldyrev 2005, 2006) did, it is necessary to argue in favor of the scale-independent
skewness again. In MHD turbulence, which has fluctuations of the imbalance
ratios, it is not clear what self-similarity prescription should be adopted. In a more
detailed treatment of the imbalanced turbulence below we argue that is it very likely
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that the skewness of ıw�
lk.ıw

C
l /

2 and ıwC
lk.ıw

�
l /

2 could be very different in the
imbalanced case, due to the fact that the stronger component is cascaded weakly,
i.e. hıw�

lk.ıw
C
l /

2i is not the constant fraction of hjıw�
l j.ıwC

l /
2i, but could be much

smaller.
To summarize, the assertion that the interaction is weakened by the DA factor

is at best heuristic and could be seriously questioned by both numerical data and
theoretical argumentation. Apart from this, we reiterate the arguments of previous
sections that the numerical evidence strongly suggests that DA and other alignment
measures become constant in the inertial range and that the asymptotic inertial-range
scaling for MHD turbulence is closer to �5=3.

8.3.9 Anisotropy: Balanced Case

In Sect. 8.3 we suggested that anisotropy should be universal in the inertial range
and expressed as ƒ D CAvA�2=3��1=3, where CA is an anisotropy constant to be
determined from the numerical experiment or observation. Note, that both Alfvénic
and slow modes should have the same anisotropy. This is because they have the
same ratio of propagation to nonlinear timescales. Figure 8.9 shows anisotropy
for the two best resolved groups R1-3 and R4-5. We used a model independent
method of minimum parallel structure function, described in detail in Beresnyak
et al. (2009b). Alternative definitions of local mean field give comparable results,
as long as they are reasonable. From R1-3 we obtain CA D 0:63. Note, that
the conventional definition of critical balance involve the amplitude, rather than

Fig. 8.9 The scaling study for anisotropy shows moderately good convergence to a universal
anisotropy ƒ D CAvA�2=3��1=3 with anisotropy constant CA of around 0.63
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.��/1=3, so the constant in this classical formulation will be CAC
1=2
K � 1:1, which is

closer to unity. Together with energy spectrum this is a full description of universal
axisymmetric two-dimensional spectrum of MHD turbulence in the inertial range.

8.3.10 Basic Properties of Balanced MHD Turbulence

In this review we argue that the properties of Alfvén and slow components of MHD
turbulence in the inertial range will be determined only by the Alfvén speed vA,
dissipation rate � and the scale of interest �. The energy spectrum and anisotropy of
Alfvén mode will be expressed as

E.k/ D CK�
2=3k�5=3; (8.20)

ƒ=� D CAvA.��/
�1=3; (8.21)

with CK D 3:3 and CA D 0:63. If the slow mode is present, its anisotropy will
be the same, and it will contribute to both energy and dissipation rate. Assuming
the ratio of slow to Alfvén energies between 1 and 1.3, the latter was observed in
statistically isotropic high resolution MHD simulation with no mean field, we can
use CK D 4:2 for the total energy spectrum (Beresnyak 2011).

Anisotropy of MHD turbulence is an important property that affects such
processes as interaction with cosmic rays, see, e.g., Yan and Lazarian (2002). Since
cosmic ray pressure in our Galaxy is of the same order as dynamic pressure, their
importance should not be underestimated. Another process affected is the three-
dimensional turbulent reconnection, see, e.g., Lazarian et al. (1999).

Previous measurements of the energy slope relied on the highest-resolution
simulation and fitted the slope in the fixed k-range close to the driving scale,
typically between k D 5 and k D 20. We argue that such a fit is unphysical
unless a numerical convergence has been demonstrated. We can plot the spectrum
vs dimensionless k� and if we clearly see a converged dissipation range and a
bottleneck range, we can assume that larger scales, in terms of k� represent inertial
range. In fitting fixed k-range at low k we will never get rid of the influence of the
driving scale. In fitting a fixed k� range, the effects of the driving will diminish with
increasing resolution.

Since we still have trouble transitioning into the inertial range in large mean field
simulations, for now it is impossible to demonstrate inertial range in statistically
isotropic simulations similar to once presented in Müller and Grappin (2005). This
is because we do not expect a universal power-law scaling in transAlfvénic regime,
due to the absence of appropriate symmetries and the transitioning to subAlfvénic
regime, where such scaling is possible, will require some extra scale separation.
These two transitions require numerical resolution that is even higher than the
highest resolution presented in this Chapter and for now seem computationally
impossible.
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Full compressible MHD equations contain extra degrees of freedom, which, in a
weakly compressible case, entails the additional cascade of the fast MHD mode,
possibly of weak nature. Supersonic simulations with moderate Mach numbers
(Cho and Lazarian 2003) show that Alfvénic cascade is pretty resilient and is not
much affected by compressible motions. The models of the “universal” supersonic
turbulence covering supersonic large scales and effectively subsonic small scales are
based mainly on simulations with limited resolution and unlikely to hold true. This
is further reinforced by the results presented in this chapter which demonstrated that
even a much simpler case of sub-Alfvénic turbulence require fairly high resolutions
to obtain an asymptotic scaling (see, e.g., Figs. 8.3,8.6).

8.4 Imbalanced MHD Turbulence

While hydrodynamic turbulence have only one energy cascade, the incompressible
MHD turbulence has two, due to the exact conservation of the Elsässer (oppositely
going wave packets’) “energies”. This can be also formulated as the conservation
of total energy and cross-helicity.2 The situation of zero total cross-helicity, which
we considered in previous sections has been called “balanced” turbulence as the
amount of oppositely moving wavepackets balance each other, the alternative being
“imbalanced” turbulence. Most of the above studies concentrated on the balanced
case, and, without exception, the GS95 model, which is the strong cascading model
with critical balance, can only be kept self-consistent assuming balanced case.

The real MHD turbulence, however, is often imbalanced, such as in situations
when the mean magnetic field is present and we have a strong localized source of
perturbations. The perfect example is the solar wind, where satellite measurements
discovered strong correlations between v and B since long time ago. These
correlations actually correspond to the imbalanced turbulence with the dominant
component propagating away from the Sun. If the mean magnetic field of the Parker
spiral is directed locally outwards the Sun then the dominant component will be
w�, otherwise it’ll be wC. For visualization of simulated imbalanced turbulence,
see Fig. 8.10.

Certainly, we expect similar phenomena happen in the active galactic nuclei
(AGN), where the jet has a strong large mean magnetic field component and the
perturbations will propagate primarily away from the central engine, where they
will be excited by either Blandford–Znajek mechanism, for the inside jet, or by
the motions of the magnetic field footpoints, embedded into the turbulent accretion
disk. Another example is the interstellar medium (ISM) turbulence in spiral galaxies.
Indeed, in spiral galaxies, due to the action of the large-scale dynamo there is a
large-scale component of the magnetic field, spanning the radius of the disk itself.
The ISM turbulence, however, is inhomogeneous, due to the energy sources for

2The latter,
R

v � B d3x is a quantity conserved in the absence of dissipation.
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Fig. 8.10 The slices of wC D v C B=
p
4	
 (left) and w� D v � B=

p
4	
 (right) from the

three-dimensional MHD simulation with strong mean magnetic field and imbalance

turbulence (supernovas and stellar winds) distributed unevenly in the disk. This will
create imbalanced turbulence, which might properties different from the balanced
one, which has implications for ISM heating, cosmic ray propagation and many
other physical processes in the ISM.

Finally, from the theoretical viewpoint, it is impossible to fully understand
balanced turbulence by itself, if the more general imbalanced case is not treated.
This is due to the fact that turbulence is a stochastic phenomena with all quantities
fluctuating and every piece of turbulence at any given time can have imbalance in it.
In this respect, while the mean-field Kolmogorov model can be expanded to include
fluctuations of the dissipation rate in the volume, the mean field GS95 model can
not.

Imbalanced turbulence, or “turbulence with non-zero cross-helicity” has been
discussed long ago by a number of authors (Dobrowolny et al. 1980; Matthaeus and
Montgomery 1980; Grappin et al. 1983; Pouquet et al. 1988). This work testified that
the non-zero cross-helicity modifies the turbulence. Although these studies correctly
reproduced separate cascades for energy and cross-helicity, they were based on
then-popular models of MHD turbulence and later it became evident that these are
problematic. For example, the closure theory of isotropic MHD turbulence (Pouquet
et al. 1976), which reproduced Iroshnikov–Kraichnan model can be criticized on
the basis that the ad-hoc term for “relaxation of triple correlations”, happen to
be larger than real physical nonlinear interaction and makes MHD turbulence,
effectively, isotropic. Numerics, however, show that strong MHD turbulence is
locally anisotropic, as we demonstrated in previous sections. Another class of
models were based on so-called two-dimensional MHD turbulence that, as we
demonstrated in previous sections, is unable to reproduce basic properties of the
real three-dimensional turbulence, such as strong interaction with critical balance.



8 MHD Turbulence 191

8.4.1 Theoretical Considerations

As we explain in the previous sections, the MHD cascade is primarily perpendicular
and as it proceeds to small scales, the applicability of weak interaction breaks
down, and Alfvénic turbulence becomes strong. In this situation GS95 assumed
that the frequency of the wavepacket can not be smaller than the inverse lifetime
of the wavepacket, estimated from nonlinear interaction. In the GS95 closure
model there is an explicit ad-hoc term that allows for the increase of the wave
frequency. Unlike previous models this term is scale-dependent and is based on
the assumption of turbulence locality, i.e. that there is one characteristic amplitude
of perturbation pertaining to each scale and that this perturbation determines the
strength of the interaction and finally renormalization of frequencies. However, as
was realized as early as in the original GS95 paper in the imbalanced case we have
two characteristic amplitudes, wC;w�, and the choice for frequency renormalization
becomes unclear.3 Any theory of strong imbalanced turbulence, must deal with this
difficulty.

Let us first demonstrate that a straightforward generalization of GS95 for the
imbalanced case does not work. If we assume that the frequency renormalization
for one wavepacket is determined by the shear rate of the oppositely moving
wavepacket, the wave with small amplitude (say, w�) may only weakly perturb
large amplitude wave wC and the frequency of cascaded wC will conserve.
On the other hand, wC may strongly perturb w� and w�’s frequency will be
determined as wC

l = l .
4 This mismatch in frequencies creates an inconsistency in the

paradigm of scale-local cascade where both wavepackets must have both parallel
and perpendicular wavenumbers comparable. As the cascade proceeds to small
scales this mismatch only increases, making the cascade nonlocal and inefficient.
Such shutdown of the cascade on small scales is unacceptable, since in the stationary
case it must carry a constant energy flux for both components. In order to deal with
this fundamental difficulty, one must assume something extra to the original GS95
critical balance.

Currently there were several propositions how to deal with strong anisotropic
imbalanced MHD turbulence. In Lithwick et al. (2007), the authors proposed that
the parallel scale for both components is determined by the shear rate of the stronger
component. This model predicts the same anisotropy for both components. In
Beresnyak et al. (2008) the authors proposed a new formulation for critical balance

3We assume that imbalanced turbulence is “strong” as long as the applicability of weak Alfvénic
turbulence breaks down. This requires that at least one component is perturbed strongly. In the
imbalanced turbulence the amplitude of the dominant component is larger, so that in the transition
to strong regime the applicability of weak cascading of the subdominant component breaks down
first.
4Throughout this Chapter we assume that wC is the larger-amplitude wave. This choice, however,
is purely arbitrary and corresponds to the choice of positive versus negative total cross-helicity.
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for the stronger component. In Chandran (2008) an advection-diffusion model of
cascading was adopted, where advection was describing perpendicular cascade and
diffusion was describing the increase of frequencies. These three models clearly
state the difficulty described above and try to resolve it with the new physical
argumentation that goes beyond the original GS95 critical balance. These three
models smoothly transition to the balanced theory of GS95 in the limit of small
imbalance. Several other models has been suggested, advocating a different picture,
in particular the influence of so-called dynamic alignment. In Perez and Boldyrev
(2009) the authors argued that the dynamic alignment will effectively lead to the
same nonlinear timescale for both components. This has been criticized as grossly
inconsistent with numerics (Beresnyak et al. 2009b; Beresnyak and Lazarian 2010)
and having no meaningful physical limit for large imbalances.

8.4.2 Lithwick, Goldreich and Sridhar (Lithwick et al. 2007)
Model, LGS07

LGS07 argue that the strong wave wC is also cascaded strongly and its frequency is
equal to the frequency of the weak wave, i.e. the critical balance for strong wave uses
the amplitude of the strong wave itself (wCƒ D vA�). In this case the anisotropies
of the waves are identical. The formulas for energy cascading are strong cascading
formulas, i.e.

�	 D .w	.�//2w˙.�/
�

: (8.22)

This lead to the prediction wC=w� D �C=��. In terms of energy spectra the model
predicts

Ek̇ D CK.�
˙/4=3.�	/�2=3k5=3; (8.23)

where the Kolmogorov constant CK must be the same for the theory to have a limit
of standard balanced MHD turbulence.

8.4.3 Beresnyak and Lazarian (Beresnyak and Lazarian 2008)
Model, BL08

BL08a relaxes the assumption of local cascading for the strong component wC,
while saying the w� is cascaded in a GS95-like way. In BL08a picture the waves
have different anisotropies (see Fig. 8.11) and the wC wave actually have smaller
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Fig. 8.11 Upper: a wC

wavepacket, produced by
cascading by w� wavepacket
is aligned with respect to w�

wavepacket, but misaligned
with respect to the local mean
field on scale �1, by the angle
 . Lower: the longitudinal
scale ƒ of the wavepackets,
as a function of their
transverse scale, �; ƒC, ƒ�,
�1, �2 are the notations used
in this Chapter. From
Beresnyak and Lazarian
model (Beresnyak et al. 2008)

anisotropy than w�, which is opposite to what a naive application of critical balance
would predict. The anisotropies of the waves are determined by

wC.�1/ƒ�.�1/ D vA�1; (8.24)

wC.�2/ƒC.��/ D vA�1; (8.25)

where �� D p
�1�2, and the energy cascading is determined by weak cascading of

the dominant wave and strong cascading of the subdominant wave:

�C D .wC.�2//2w�.�1/
�1

� w�.�1/ƒ�.�1/
vA�1

� f .�1=�2/; (8.26)

�� D .w�.�1//2wC.�1/
�1

: (8.27)

One of the interesting properties of BL08a model is that, unlike LGS07 and C08,
it does not produce self-similar (power-law) solutions when turbulence is driven
with the same anisotropy for wC and w� on the outer scale. BL08a, however, claim
that, on sufficiently small scales, the initial non-power-law solution will transit
into asymptotic power law solution that has ƒ�

0 =ƒ
C
0 D �C=�� and �2=�1 D

.�C=��/3=2. The range of scales for the transition region was not specified by
BL08a, but it was assumed that larger imbalance will require larger transition region.

8.4.4 Perez and Boldyrev (2009) Model, PB09

Unlike the models described above PB09 employs dynamic alignment which
decreases without limit to smaller scales as l1=4 and claims the 3=2 spectral slope
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Table 8.4 Three-dimensional RMHD imbalanced simulations

Run Resolution f Dissipation �C=�� .wC/2=.w�/2

I1 512 � 10242 w˙ �1:9 � 10�4k2 1.187 1:35˙ 0:04

I2 7683 w˙ �6:8 � 10�14k6 1.187 1:42˙ 0:04

I3 512 � 10242 w˙ �1:9 � 10�4k2 1.412 1:88˙ 0:04

I4 7683 w˙ �6:8 � 10�14k6 1.412 1:98˙ 0:03

I5 1024 � 15362 w˙ �1:5 � 10�15k6 2 5:57˙ 0:08

I6 1024 � 15362 w˙ �1:5 � 10�15k6 4.5 45:2˙ 1:5

for both components. In this respect it is similar to Boldyrev (2005, 2006). It does,
however, a big step beyond these papers by claiming that alignment will effectively
result in the same nonlinear timescales for both components, which effectively lead
to .wC/2=.w�/2 D �C=��. It could be rephrased that PB09 predicts turbulent
viscosity which is equal for both components. It is not clear, however, how this could
be made consistent with the limit of large imbalances, where the weak component
will not be able to produce any sizable turbulent viscosity.

8.4.5 Imbalanced Simulations

Table 8.4 summarizes our high-resolution experiments with imbalanced driving.
All experiments were conducted to reproduce stationary turbulence. We started our
high resolution simulations with earlier lower-resolution runs that were evolved for
a long time, typically hundreds Alfvénic times and reached stationary state. The
imbalanced runs were evolved for longer times, up to 40 dynamical times, due to
longer cascading timescales for the stronger component. The energy injection rates
were kept constant in I1-6 and the fluctuating dissipation rate was within few percent
of the former.

8.4.6 Nonlinear Cascading and Dissipation Rate

Compared to spectral slopes, dissipation rates are robust quantities that require much
smaller dynamical range and resolution to converge. Figure 8.12 shows energy
imbalance .wC/2=.w�/2 versus dissipation rate imbalance �C=�� for simulations
I2, I4, I5 and I6. We also use two data points from our earlier simulations with
large imbalances, A7 and A5 from BL09a. I1 and I3 are simulations with normal
viscosity similar to I2 and I4. They show slightly less energy imbalances than I2
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Fig. 8.12 Energy imbalances versus dissipation rate imbalance. Lower panel shows a magnified
portion of the upper panel. Solid line: LGS07 prediction, dashed line: a formula from PB09,
this also is a prediction for purely viscous dissipation. The point indicate measurements from
simulations, where errorbars indicate fluctuation in time. I1 and I3 are simulations with normal
viscosity which have slightly lower energy imbalance than I2 and I4. This is an indication that in
these simulations viscosity was affecting outer scales. Two high imbalance points are taken from
Beresnyak et al. (2009b). For a fixed dissipation ratio the energy imbalance has a tendency to only
increase with resolution

and I4. We see that most data points are above the prediction of LGS07, which is
consistent with BL08. In other words, numerics strongly suggest that

.wC/2

.w�/2
�
�
�C

��

�2
: (8.28)

Although there is a tentative correspondence between LGS07 and the data for
small degrees of imbalance, the deviations for large imbalances are significant.
The important lesson, however, that in the case of small imbalances the cascading
smoothly transition to the balanced case, i.e. the prediction of GS95 model. This is
an important verification that the exactly balanced case is not a special case, in a
sense.

In the case of strong imbalance it suggests that the strong component cascading
rate is smaller than what is expected from strong cascading. As to PB09 prediction,
it is inconsistent with data for all degrees of imbalance including those with small
imbalance and normal viscosity, i.e. I1 and I3.
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Fig. 8.13 Energy spectra for wC (solid) and w� (dashed) from simulation I2, compensated by
factors that correspond to PB09 (upper panel) and LGS07 (lower panel). Either theory is confirmed
for this low-imbalanced case if the spectra for wC and w� collapse onto the same curve. We see
that the collapse is much better for the LGS07 model

8.4.7 Imbalanced Spectra

Figure 8.13 shows spectra from low-imbalance simulation I2, compensated by the
predictions of PB09 and LGS07. We see that the collapse of two curves for wC and
w� is much better for the LGS07 model, however the spectral slope is much closer
to �3=2 than to �5=3. The issue of spectral slope was discussed in previous section
with respect to the balanced simulations. We were arguing that MHD cascade is
less local than hydro cascade and is being influenced by driving on a larger range
of scales, more importantly the statistical properties of driving is different than
asymptotic regime of MHD cascade, which results in a transition range of scales
of about one order of magnitude. We expect the same effect to operate in the
imbalanced case. Indeed, if we neglect the part of the spectrum with k between
2 and 20, the spectrum could be considered flat on the lower panel of Fig. 8.13. In
this deviation of spectral slope from �5=3 we do not see any significant differences
between the balanced case, which was discussed extensively in the previous sections
and the low-imbalance case.

Figure 8.14 shows spectra from all I1-6 simulations, compensated by the
prediction of LGS07. For lower imbalances the collapse is reasonably good and
become progressively worse for larger imbalances. This deviation, however, does
not fully follow the prediction of the asymptotic power-law solutions from BL08,
which will predict that the solid curve will go above CKA and the dashed curve—
below it. This is possibly explained by the fact that asymptotic power law solutions
were not reached in these limited resolution experiments, this is also observed for
anisotropies which we consider in the next section.

8.4.8 Imbalanced Anisotropies

We measured parallel and perpendicular structure functions in simulations I1-I6
in order to quantify anisotropies of eddies. The perpendicular structure function
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Fig. 8.14 Energy spectra for wC (solid) and w� (dashed) for simulations I1-I6, compensated by
factors that correspond to LGS07. The thin solid line corresponds to Kolmogorov constant for
Alfvénic turbulence CKA D 3:27. The factor 5=3 is introduced due to the difference between Pk
and Ek

was defined above. In the RMHD case which physically correspond to the case
of very strong mean field the perpendicular structure function must be calculated
with respect to the global mean field. The same is not true for the parallel structure
function. Indeed, measuring parallel SF with respect to the global field will destroy
scale-dependent anisotropy, even in the case of very strong field. If we have
ıBL=B0 � 1, the field line wandering will be of the order of B0=ıBL, while the
GS95 anisotropy on the scale l will be much higher, � B0=ıBl , by a factor of
BL=Bl . The direction of the mean field will deviate from the direction of the local
field by the angle which is much larger than the angle of GS95 anisotropy. This
will result in an incorrect estimation of the parallel structure function which will
be contaminated by contribution from perpendicular direction. Therefore, one must
measure anisotropy with respect to local mean field, as was realized in Cho et al.
(2000, 2002), Beresnyak et al. (2009a).

For the parallel structure function we will use the model-independent method
suggested in Beresnyak et al. (2009a) or “minimum method”, namely

SF2k.ƒ/ D min
�

h.w˙.r �ƒb�=b�/ � w˙.r//2ir: (8.29)

Where b� is the magnetic field smoothed on scale � with Gaussian kernel. It turns
out that this method gives very close results to the previously suggested methods of
choosing the local mean field, most prominently in the balanced case. We choose
this method as it does not contain any arbitrary assumptions as previous methods.

As long as we know both parallel and perpendicular structure functions, the
mapping ƒ.�/ is obtained from the equation SF2k.w˙; ƒ/ D SF 2?.w˙; �/. Phys-
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Fig. 8.15 Anisotropies for wC (solid) and w� (dashed), simulations I1-I6. The relation between
parallel scale ƒ and perpendicular scale � is obtained by second order structure functions, as
explained in the text. The small upper inset shows the ratio of anisotropies on smallest scales vs
the prediction of BL08 for the asymptotic power-law solution, which is �C=��

ically this correspond to measurement of the parallel eddy size ƒ, whose energy is
concentrated on scales �.

Figure 8.15 shows anisotropies for I1-6 simulations. All simulations were driven
by the same anisotropies on the outer scale, which is unfavorable for obtaining
the asymptotic power law solutions of BL08, which have an anisotropy ratio
which is constant through scales and equal to �C=��. It is, however, favorable
to the LGS07 model, which predicts the same wC and w� anisotropies for all
scales. Therefore, these simulations are a sensitive test between LGS07 and BL08
models, both of which are roughly consistent in terms of energy ratios and spectra
for small imbalances. If LGS07 was true, starting with the same anisotropies on
outer scale, this should be preserved by the cascade on smaller scales, but this is
not what is observed on Fig. 8.15, where anisotropies start to diverge on smaller
scales. The ratio of anisotropies is roughly consistent with BL08 asymptotic power-
law solutions for small imbalances and falls short for larger imbalances. This is
explained by the fact that it is harder to get to the asymptotic power-law solutions
for larger imbalances, as was also observed for the case of power spectra.
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8.5 Compressibility in MHD Turbulence

Our discussion so far was centered at the incompressible MHD turbulence. From
the astrophysical point of view compressibility is an essential property that cannot
be ignored. This calls for studies to what extend our earlier description survives in
realistic set ups and what additional properties are gained by compressible MHD
turbulence.

Kolmogorov turbulence is known to be applicable to compressible non-
magnetized fluids and therefore one should expect that some properties of GS95
model should persist at least for low Mach number magnetic turbulence. At the
same time, new modes are excited in MHD in the presence of compressibility. In
particular, if MHD turbulence in the incompressible limit can be decomposed into
Alfvén and pseudo-Alfvén modes, in the case of compressible MHD turbulence,
three modes, namely, Alfvén, slow and fast are present. While the pseudo-Alfvén
modes are a limiting case of the slow modes for compressibility going to zero, the
fast modes present a new type of motion intrinsic for compressible media.5

8.5.1 Decomposition into Fundamental Modes

The original procedure of decomposition of MHD simulations into different
modes was proposed by (Cho and Lazarian 2002, 2003 henceforth CL02, CL03,
respectively). Unlike earlier discussions which dealt with small perturbations
the aforementioned papers demonstrated the decomposition of the transAlfvénic
turbulence, i.e. the turbulence with substantial amplitudes. The procedure of
decomposition is performed in the Fourier space by a simple projection of the
velocity Fourier components Ou on the direction of the displacement vector for each
mode (see Fig. 8.16). The directions of the displacement vectors O�s , O�f , and O�A
corresponding to the slow mode, fast and Alfvén modes, respectively, are defined
by their unit vectors

O�s / .�1C ˛ � p
D/kk Okk C .1C ˛ � p

D/k? Ok? ; (8.30)

O�f / .�1C ˛ C p
D/kk Okk C .1C ˛ C p

D/k? Ok? ; (8.31)

O�A D � O' D Ok? � Okk ; (8.32)

where kk and k? are the parallel and perpendicular to Bext components of wave
vector, respectively,D D .1C˛/2 � 4˛ cos2  , ˛ D a2=V 2

A ,  is the angle between
k and Bext, and O' is the azimuthal basis in the spherical polar coordinate system.

5In the limiting case of compressibility going to zero, the fast modes are sound waves with phase
speed going to infinity.
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Fig. 8.16 Graphical representation of the mode separation method. We separate the Alfvén, slow
and fast modes by the projection of the velocity Fourier component vk on the bases O�A, O�s and O�f ,
respectively. From CL03

The Fourier components of each mode can be directly used to calculate spectra. For
other measures, such as structure functions, transforms back to the real space were
used.

The results of CL02 and CL03 revealed several important properties of MHD
turbulence. For the cases studied, they revealed that GS95 scaling is valid for Alfvén
modes:

Alfvén W EA.k/ / k�5=3; kk / k
2=3

? :

Slow modes also follows the GS95 model for both high ˇ and mildly supersonic low
ˇ cases:

Slow W Es.k/ / k�5=3; kk / k
2=3

? :

For the highly supersonic low ˇ case, the kinetic energy spectrum of slow modes
tends to be steeper, which may be related to the formation of shocks.

Fast mode spectra are compatible with acoustic turbulence scaling relations:

Fast W Ef .k/ / k�3=2; isotropicspectrum:

The super-Alfvénic turbulence simulations suggested that the picture above was true
at sufficiently small scales at which Alfvén speed VA was larger than the turbulent
velocity vl .

Figure 8.17 illustrate that even in highly supersonic regime, where it was
customary to claim that the modes were completely blended, the decomposition
reveals a regular structure of MHD modes that corresponds to the expectation of the
compressible extension of the GS95 theory.

Surely, one can debate whether the adopted technique is reliable. Indeed, the
technique above is statistical in nature. That is, we separate each MHD mode with
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Fig. 8.17 Highly supersonic low ˇ (ˇ � 0:02 and Ms �7). VA 
 B0=
p
4	
 D 1. a (sound

speed) D 0:1. ıV � 0:7. Alfvén modes follow the GS95 scalings. Slow modes follow the GS95
anisotropy. But velocity spectrum of slow modes is uncertain. Fast modes are isotropic

respect to the mean magnetic field B0. This procedure is affected by the wandering
of large scale magnetic field lines, as well as density inhomogeneities.6

Nevertheless, CL03 demonstrated that the technique gave statistically correct
results. For instance, in low ˇ regime, the velocity of a slow mode is nearly parallel
to the local mean magnetic field. Therefore, for low ˇ plasmas, we can obtain
velocity statistics for slow modes in real space as follows. First, the direction of
the local mean magnetic field was measured using the local magnetic field. Second,
the calculation of the second order structure function for slow modes was defined
by the formula vSF2.r/ D< j .v.x C r/� v.x// � OBl j2 >, where OBl is the unit vector
along the local mean field.

Figure 8.18a shows the contours obtained by the method for the high sonic Mach
number run. In Fig. 8.18b, we compare the result obtained this way (dashed lines)
and using CL03 technique. A similar plot for the mildly supersonic case is presented
in Fig. 8.18c.

6One way to remove the effect by the wandering of field lines is to drive turbulence anisotropically
in such a way as k?;LıV � kk;LVA, where k?;L and kk;L stand for the wavelengths of the driving
scale and ıV is the r.m.s. velocity. By increasing the k?;L=kk;L ratio, we can reduce the degree of
mixing of different wave modes.
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Fig. 8.18 Comparison between Fourier space method and real space method. (a) Left: From real
space calculation. Ms � 7. (b)middle: Solid: Fourier space. Dashed: real space. Ms � 7. (c)right:
Similar plot for Ms � 2.3

How physical is this decomposition? If the coupling between the modes is strong
in MHD turbulence one cannot talk about three different energy cascades. Indeed,
the compressible MHD turbulence is a highly non-linear phenomenon and it has
been thought that Alfvén, slow and fast modes are strongly coupled. Nevertheless,
one may question whether this is true. A remarkable feature of the GS95 model is
that Alfvén perturbations cascade to small scales over just one wave period, while
the other non-linear interactions require more time. Therefore one might expect
that the non-linear interactions with other types of waves should affect Alfvénic
cascade only marginally. Moreover, since the Alfvén waves are incompressible, the
properties of the corresponding cascade may not depend on the sonic Mach number.

The generation of compressible motions (i.e. radial components in Fourier space)
from Alfvénic turbulence is a measure of mode coupling. How much energy in
compressible motions is drained from Alfvénic cascade? According to closure
calculations (Zank and Matthaeus 1993), the energy in compressible modes in
hydrodynamic turbulence scales as � M2

s if Ms < 1. CL03 conjectured that
this relation can be extended to MHD turbulence if, instead of M2

s , we use �
.ıV /2A=.a

2 C V 2
A/. (Hereinafter, we define VA 
 B0=

p
4	
, where B0 is the mean

magnetic field strength.) However, since the Alfvén modes are anisotropic, this
formula may require an additional factor. The compressible modes are generated
inside the so-called GS95 cone, which takes up � .ıV /A=VA of the wave vector
space. The ratio of compressible to Alfvénic energy inside this cone is the ratio
given above. If the generated fast modes become isotropic (see below), the diffusion
or, “isotropization” of the fast wave energy in the wave vector space increase their
energy by a factor of � VA=.ıV /A. This results in

ıEcomp

ıEAlf
� ıVAVA

V 2
A C c2s

; (8.33)

where ıEcomp and ıEAlf are energy of compressible and Alfvén modes, respectively.
Equation (8.33) suggests that the drain of energy from Alfvénic cascade is marginal
when the amplitudes of perturbations are weak, i.e. .ıV /A � VA. Results of
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numerical calculations shown in CL02 support these theoretical considerations. This
justifies7 our treating modes separately.

8.5.2 Other Ways of Decomposition into Fundamental Modes

Kowal and Lazarian (2010, henceforth KL10) extended the CL03 technique by
introducing an additional step before the Fourier separation, in which we decompose
each component of the velocity field into orthogonal wavelets using discrete wavelet
transform:

U.a;wlmn/ D a�N=2X

xijk

 
�xijk � wlmn

a

�
u.xijk/�

N x; (8.34)

where xijk and wlnm areN -dimensional position and translation vectors, respectively,
a is the scaling parameter, u.xijk/ is the velocity vector field in the real space,
U.xijk/ is the velocity vector field in the wavelet space, and  is the orthogonal
analyzing function called wavelet. The sum in the equation is taken over all position
indices. KL10 use Daubechies wavelet as an analyzing function and fast discrete
version of the wavelet transform, as a result they obtained a finite number of wavelet
coefficients. After the wavelet transform of the velocity the Fourier representation
of each wavelet coefficient was calculated and perform individual separation into
the MHD modes was performed in the Fourier space using the CL03 method and
then update the Fourier coefficients of all MHD waves iterating over all wavelets. In
this way KL06 obtained a Fourier representation of the Alfvén, slow and fast waves.
The final step is the inverse Fourier transform all wave components.

This additional step allows for important extension of the CL03 method, namely,
allows for the local definition of the mean magnetic field and density used to
calculate ˛ and D coefficients. Since the individual wavelets are defined locally
both in the real and Fourier spaces, the averaging of the mean field and density is
done only within the space of each wavelet.

The study in KL10 provided results consistent with the CL03 and it extended the
decomposition to new physical cases. For instance, Fig. 8.19 shows the anisotropy
for subAlfvénic turbulence which agrees well with that obtained in CL03.

Another way to decompose into modes using structure functions has been
recently proposed and tested by one of the authors (AB). In this method the
separation vector l of the structure function plays the role of the wavenumber,
because there is a correspondence relation between one-dimensional structure
function along the certain line and the power spectrum along the same line.

7A claim in the literature is that a strong coupling of incompressible and compressible motions is
required to explain simulations that show fast decay of MHD turbulence. There is not true. The
incompressible motions decay themselves in just one Alfvén crossing time.
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Fig. 8.19 Anisotropy of the Alfvén, slow and fast modes. To show the anisotropy we use the 2nd-
order total structure functions, parallel and perpendicular to the local mean magnetic field. Points
correspond to the mean profiles of the structure functions averaged over several snapshots. The
gray areas under points correspond to the degree of departures of the structure functions in time.
From KL10

Fig. 8.20 Anisotropy of the Alfvén, slow and fast modes as evidenced by the contours of the
second order structure function. Here we used the new SF decomposition method. The Alfvén and
slow mode exhibit scale-dependent anisotropy, while the fast mode is almost isotropic

Figure 8.20 shows the contours of the structure function corresponding to each
mode obtained in datacubes from Ms D 10 supersonic simulations used earlier
in Beresnyak et al. (2005) (see also Sect. 8.5.4). The anisotropies of each mode
show the same behavior as in the earlier discussed global decomposition method,
see Fig. 8.17. There are two advantages in using the new decomposition method.
First, it is computationally efficient, as the structure functions can be calculated by
the Monte-Carlo method which samples only a fraction of data points. This way,
the very high resolution simulations can be processed in a reasonable time. The
second advantage is that the structure function is a local measurement, so we can
measure spectral characteristics of the modes in a highly inhomogeneous situations.
This method has been applied to the decomposition of MHD turbulence obtained in
high-resolution cosmological simulation of a galaxy cluster (Beresnyak et al. 2013).
The cluster environments has been notoriously difficult to analyze due to the strong
dependence of all quantities on the distance to the center. The new method was
used to calculate the SFs in concentric shells around the cluster center. Among
other things the aforementioned paper estimated the fraction of the fast mode to
around 0.25, which is fairly high for subsonic to trans-sonic cluster environment.
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We hypothesized that this is due to the way the cluster turbulence is driven—through
mergers, which are essentially compressible trans-sonic motions.

8.5.3 Decomposition into Solenoidal and Potential Modes

KL10 also used a different decomposition of the velocity field. Using the Hodge
generalization of the Helmholtz theorem we can split an arbitrary vector field u into
three components:

u D up C us C ul ; (8.35)

where each component has specific properties:

(a) Potential component (up)—it is curl-free component, i.e. r � up D 0, so it
stems from a scalar potential �:

up D r�: (8.36)

The scalar potential � is not unique. It is defined up to a constant. This
component describes the compressible part of the velocity field.

(b) Solenoidal component (us)—it is divergence-free component, i.e. r � us D 0,
so it stems from a vector potential A :

us D r � A : (8.37)

The vector potential A also is not unique. It is defined only up to a gradient
field. In the case of velocity this component describes the incompressible part
of the field.

(c) Laplace component (ul )—it is both divergence-free and curl-free. Laplace
component comes from a scalar potential which satisfies the Laplace differential
equation�� D 0.

Thus the decomposition can be rewritten in the form:

u D r � A C r� C ul : (8.38)

The results of this decomposition are illustrated in Fig. 8.21
It is clear that the compressible components of velocity correspond to shocks,

while the incompressible part is dominated by GS95-type motions.
Table 8.5 illustrates how the percentage of energy changes within different

components of the flow. It is clear from the table that even for highly compressible
magnetized supersonic flows most of the energy is residing in the incompressible
motions. In terms of fundamental modes the Alfvén modes dominate. However, the
role of the fast modes increases with the increase of the sonic Mach number.
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Fig. 8.21 Spectra of the solenoidal and potential parts of velocity for subAlfvénic turbulence.
From KL10

Table 8.5 Percentage
amount of the kinetic energy
contained within each
velocity component

Ms MA Vincomp: Vcomp: VA Vs Vf

� 0:7 � 0:7 96.5˙0:8 3.3˙0:8 58˙4 37˙3 4.8˙0:7

� 2:2 � 0:7 93˙2 7˙2 58˙5 33˙4 9˙2

� 7:0 � 0:7 92˙2 7˙2 56˙4 36˙4 8.0˙0:7

� 0:7 � 7:4 95˙2 5˙2 52˙4 42˙4 6.2˙0:8

� 2:3 � 7:4 86˙1 14˙2 47˙3 37˙4 16˙2

� 7:1 � 7:1 84˙2 16˙2 47˙4 33˙4 20˙2

Errors correspond to a measure of the time variation

8.5.4 Density Scalings

The properties of density in supersonic ISM turbulence has always been of interest
to astronomers due to its applications to star formation. The density is thought be
associated primarily with the slow mode, since this is the mode that perturb density
the most in low-beta supersonic fluid. However, the structure function of density was
generally observed to be very different from the structure function of the velocity
of the slow mode. In particular, while slow mode show well-pronounced scale-
dependent anisotropy, see Fig. 8.17, the structure function of density was almost
isotropic, see Fig. 8.22. This mysterious difference has made applications of our
knowledge of supersonic MHD turbulence to the case of star formation difficult.

However, Beresnyak et al. (2005) proposed a simple picture which both unrav-
eled the mystery and further shed light on the dynamics of density in supersonic
MHD. It turned out that the second-order structure function method work appro-
priately only if the quantity in question has a Gaussian distribution. If we use it on
density, which distributed approximately log-normally and has high-density tail, this
greatly favor high-density regions or clumps. The apparent isotropy, therefore, is an
artifact of these clumps being distributed randomly in space. Furthermore, the flat
spectrum of density comes from the same effect, namely, high-density clumps act
as a delta-functions and produce flat spectrum. When we use log-density instead of
density, the spectra become steeper and the second-order structure function shows
remarkable scale-dependent anisotropy, see Fig. 8.22.
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Fig. 8.22 Contours of the structure function of density (left), log-density (center) and the
anisotropy of log-density (right). From Beresnyak et al. (2005)

So it turned out that while the perturbations of density and its log-normal PDF
are created by random slow shocks, the structure of density has an imprint from
Alfvénic driving, the same imprint the structure of slow mode velocity has.

8.5.5 Viscosity-Dominated Regime of MHD Turbulence

In this section, we focus on the effects of viscosity. In strong hydrodynamic
turbulence energy is injected at a scale L, and cascades down to smaller scales
without significant viscous losses until it reaches the viscous damping scale ldv. The
Kolmogorov energy spectrum applies to the inertial range, i.e. all scales between L
and ldv. This simple picture becomes more complicated when we deal with MHD
turbulence because there are two dissipation scales—the velocity damping scale ldv

and the magnetic diffusion scale ldm, where magnetic structures are dissipated. In
fully ionized collisionless plasmas (e.g. the hottest phases of the ISM), ldv is less
than an order of magnitude larger than ldm, but both scales are very small. However,
in partially ionized plasmas (e.g. the warm or cold neutral phase of the ISM), the
two dissipation scales are very different and ldv � ldm. In the Cold Neutral Medium
(see Draine et al. 1999 for a list of the ISM phases) neutral particle transport leads
to viscous damping on a scale which is a fraction of a parsec. In contrast, in these
same phases ldm � 100 km.

This has a dramatic effect on the energy cascade model in a partially ionized
medium. When the energy reaches the viscous damping scale ldv, kinetic energy
will dissipate there, but the magnetic energy will not. In the presence of dynamically
important magnetic field (Cho et al. 2002; hereafter CLV02b), reported a completely
new regime of turbulence below the scale at which viscosity damps kinetic motions
of fluids. They showed that magnetic fluctuations extend below the viscous damping
scale and form a shallow spectrumEb.k/ � k�1. This spectrum is similar to that of
the viscous-convective range of a passive scalar in hydrodynamic turbulence.
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Fig. 8.23 Viscous damped regime (viscosity > magnetic diffusivity). Due to large viscosity,
velocity damps after k � 10. (a) Left: Incompressible case with 3843 grid points. Magnetic spectra
show a shallower slope (Eb.k/ / k�1) below the velocity damping scale. We achieve a very small
magnetic diffusivity through the use hyper-diffusion. From CLV02b. (b) Right: Compressible case
with 2163 grid points. Magnetic and density spectra show structures below the velocity damping
scale at k � 10. The structures are less obvious than the incompressible case because it is relatively
hard to achieve very small magnetic diffusivity in the compressible run. From CL03

Fig. 8.24 Simulations of supersonic, viscously damped MHD turbulence, with high viscosity
emulating high drag from ambipolar diffusion in molecular clouds. Left: Filaments of density
created by magnetic compression of the gas in this regime. Darker regions correspond to higher
density. The viscous damping scale lc is much larger than the current sheet thickness d . This
creates large observed density contrasts. Right: The spectra of density, velocity and magnetic field
in this case. While the density and magnetic spectra are similar, the velocity spectrum has a cutoff
due to high viscosity. Note that the resistive scale in this regime is not L=Rm but LRm�1=2

A further numerical study of the viscosity-damped MHD turbulence was pre-
sented in CL03 and Cho et al. (2003). Figure 8.23 compares the results for this
regime obtained for compressible and incompressible MHD turbulence.

Figure 8.24 show structures and spectra in supersonic viscous MHD simulations,
emulating conditions in the molecular clouds, where high ambipolar diffusion could
result in drag and damping of kinetic motions. Remarkably, the kinetic and magnetic
spectra are very similar to the incompressible and weakly compressible cases.
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However, the structures, observed in the datacubes are completely different. The
supersonic structures are completely dominated by the current sheets, which are
also density sheets. This is because currents sheets has low magnetic pressure and
this has to be compensated by gas pressure.

The theoretical study of weakly compressible viscously damped case was
performed in Lazarian, Vishniac and Cho (2004, henceforth LVC04). Below we
present a brief summary of the theory. Following the usual treatment of ordinary
strong MHD turbulence, we define the wavenumbers kk and k? as the components
of the wavevector measured along the local mean magnetic field and perpendicular
to it, respectively. Here the local mean magnetic field is the direction of the locally
averaged magnetic field, which depends not only on the location but also the volume
over which the average is taken. See Cho et al. (2000, 2002) for details.

Lazarian, Vishniac, and Cho (2004, henceforth LVC04) proposed a theoretical
model for viscosity-damped MHD turbulence. We summarize the model as follows.

Since there is no significant velocity fluctuation below ldv, the time scale for the
energy cascade below ldv is fixed at the viscous damping scale. Consequently the
energy cascade time scale tcas is scale-independent below ldv and the requirement
for a scale independent energy transfer rate b2l =tcas yields

bl � constant; or Eb.k/ � k�1; (8.39)

where kEb.k/ � b2l .
In LVC04, we assume that the curvature of the magnetic field lines changes

slowly, if at all, in the cascade:

kk � constant: (8.40)

This is consistent with a picture in which the cascade is driven by repeated shearing
at the same large scale. It is also consistent with the numerical work described in
CLV02b, which yielded a constant kk throughout the viscously damped nonlinear
cascade. A corollary is that the wavevector component in the direction of the
perturbed field is also approximately constant, so that the increase in k is entirely in
the third direction.

The kinetic spectrum depends on the scaling of intermittency. In LVC04, we
define a filling factor �l , which is the fraction of the volume containing strong
magnetic field perturbations with a scale l � k�1. We denote the velocity and
perturbed magnetic field inside these sub-volumes with a “O” so that

v2l D �l Ov2l ; (8.41)

and

b2l D �l Ob2l : (8.42)
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We can balance viscous and magnetic tension forces to find

�

l2
Ovl � maxŒ Oblkc; B0kk;c � Obl � kc Ob2l ; (8.43)

where kc � 1=ldv and kk;c is the parallel component of the wave vector correspond-
ing to the perpendicular component kc . We used the GS95 scaling (B0kk;c � blkc)

and Obl � bl to evaluate the two terms in the square braces. Motions on scales
smaller than ldv will be continuously sheared at a rate ��1

s . These structures will
reach a dynamic equilibrium if they generate a comparable shear, that is

Ovl
l

� ��1
s � constant: (8.44)

Combining this with Eq. (8.43), we get

�l � kcl (8.45)

and

Ev.k/ � k�4: (8.46)

Note that Eq. (8.43) implies that kinetic spectrum would be Ev.k/ � k�5 if
�l=constant.

8.5.6 Application of Results to Collisionless Fluids

Some astrophysical magnetized fluids are collisionless, meaning the typical colli-
sion frequency is lower than the gyrofrequency. It is important to understand to what
extend the results obtained for MHD can also be applied to such environments. The
effective collisionality of the medium depends on the collective effects of magnetic
scattering of ions. For instance, gyroresonance instability induced by large scale
compressions produces small scale perturbations that induce efficient scattering
of charged particles (Schekochihin and Cowley 2006; Lazarian and Beresnyak
2006; Schekochihin et al. 2008). Thus the free energy of turbulent environment
makes plasmas, effectively, much more collisional. Another example of this is
a collisionless shock which excite plasma waves and lead to effective particle
thermalization.

Furthermore, some subsets of MHD equations, such as reduced or Alfvénic
MHD, which we studied in great detail in Sects. 8.3 and 8.4, are actually applicable
to fully collisionless plasmas, because Alfvénic motions are essentially ŒE � B�
drift motions, rely only on magnetic tension and do not require collisions, see, e.g.,
Schekochihin et al. (2009).
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A recent study in Santos-Lima et al. (2014), using a closure for anisotropic
plasma pressure, showed that for a reasonable choice of the relaxation term the
collisionless fluids behave similar to MHD. Thus we expect that both MHD
turbulence scaling relations and the results of turbulent dynamo that we discussed
in above are applicable to collisionless turbulent astrophysical plasmas above the
effective collisional scale. The measurements in the solar wind indicate that the
effective MHD scales could be as low as the ion skip depth or the ion Larmor radius.

8.5.7 Outlook on Relativistic Turbulence

When electromagnetic energy density is much larger than the rest mass energy
density of matter, the electromagnetic fields becomes essentially force-free, which
is described with the so-called relativistic force-free approximation. The examples
of such environments include electron-positron pulsar magnetospheres and the inner
parsec-scale AGN jets.

Numerical simulations of force-free MHD turbulence by Cho (2005) reported
anisotropic Goldreich–Sridhar scalings, similar to the ones observed in Alfvénic
turbulence, which was earlier conjectured by Thompson and Blaes (1998). More
recently a challenging numerical work of studying imbalanced relativistic turbu-
lence was performed in Cho and Lazarian (2014, henceforth CL14). Figure 8.25
shows the energy densities and energy spectra of the dominant and subdominant
components.

The results of this study agree with the predictions of the Beresnyak–Lazarian
(Beresnyak et al. 2008) model for non-relativistic imbalanced turbulence that we
discussed in Sect. 8.4. In fact, CL14 concluded that the magnetic spectrum of
dominant waves is steeper than that of sub-dominant waves and the dominant
waves exhibit anisotropy which is weaker than predicted in Goldreich et al. (1995)
while the sub-dominant waves exhibit stronger than GS95 anisotropy. In addition,

Fig. 8.25 Left panel: The time dependence of energy densities for the dominant and subdominant
waves. Right panel: Energy spectra of the dominant and subdominant waves. The spectrum of the
subdominant flux is shallower that for the dominant wave. From CL14
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CL14 showed that The energy density ratio of the dominant to subdominant waves
scales in proportion to the ratio of the energy injection rates to the power of n,
i.e. .�C=��/n, where n > 2, which is also consistent with the Beresnyak–Lazarian
Beresnyak et al. (2008) predictions.

The work on imbalanced and balanced relativistic turbulence strongly indicate
that the nature of turbulence does not significantly change with the transfer to
the relativistic regime. This conclusion is suggestive that the models based on the
Goldreich–Sridhar turbulence, e.g. the turbulent reconnection model (Lazarian et al.
1999) can be extended to relativistic phenomena (see discussion in Lyutikov and
Lazarian 2013).

8.6 Intermittency of MHD Turbulence

8.6.1 General Considerations

So far our focus in the review was on the turbulence self-similarity. This property,
which is also called scale-invariance, implies that fluid turbulence can be reproduced
by the magnification of some part of it.

At the dissipation scales the self-similarity is known to fail with turbulence
forming non-Gaussian dissipation structures as exemplified, e.g. in Biskamp (2003).
Interestingly enough, present-day research shows that self-similarity is not exactly
true even along the inertial range. Instead the fluctuations tend to get increasingly
sparse in time and space at smaller scales. This property is called intermittency (see
also the Chapter by Falgarone et al. in this volume). Note, that the power-law scaling
does not guarantee the scale-invariance or absence of intermittency.

One way to do such studies is to investigate the scaling powers of longitudinal
velocity fluctuations, i.e. .ıV /p, where ıV 
 .V.x C r/ � V.x//r=r . The infinite
set of various powers of Sp 
 h.ıV /pi, where h::i denote ensemble8 averaging,
is equivalent to the p.d.f. of the velocity increments. For those powers one can
write Sp.r/ D apr

�
p to fully characterize the isotropic turbulent field in the inertial

range. While the scaling coefficients ap are given by the values of the function
Sp e.g. at the injection scale, the scaling exponents �p are very non-trivial. It
is possible to show that for a self-similar flow the scaling exponents are linear
function of n, i.e. �p � p, which for Kolmogorov model S1 � vl � l1=3 gives
�p D p=3. Experimental studies, however, give different results which shows that
the Kolmogorov model is an oversimplified one.

MHD turbulence, unlike hydro turbulence, deals not only with velocity fluctu-
ations, but also with the magnetic ones. The intermittencies of the two fields can
be different. In addition, MHD turbulence is anisotropic as magnetic field affects

8In astrophysics spatial or temporal averaging is used.
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motions parallel to the local direction of B very different. This all makes it more
challenging to understand the properties of MHD intermittency more interesting.

An interesting and yet not understood property of structure functions, however,
helps to extend the range over which Sp can be studied. Benzi et al. (1995) reported
that for hydrodynamic turbulence the functions Sp.S3/ exhibit much broader
power-law range compared to Sp.r/. While for the inertial range a similarity in
scaling of the two functions stem from the Kolmogorov scaling S3 � r , the power-
law scaling of Sp.S3/ protrudes well beyond the inertial range into the dissipation
range.9 This observation shows that the dissipation “spoils” different orders of S
in the same manner. Therefore there is no particular need to use the third moment,
but one can use any other moment Sm � rm and obtain a good power law of the
function Sp � .Sm/�p=�m (see Biskamp 2003).

8.6.2 She-Leveque Model of Intermittency

A successful model to reproduce both experimental hydro data and numerical
simulations is She-Leveque (1994) model. According to Dubrulle (1994) this model
can be derived assuming that the energy from large scale is being transferred to
f < 1 less intensive eddies and 1 � f of more intensive ones. The scaling
relations suggested in She and Leveque (1994) related �p to the scaling of the
velocity Vl � l1=g , the energy cascade rate t�1l � l�x , and the co-dimension of
the dissipative structures C :

�p D p

g
.1 � x/C C

�
1 � .1 � x=C /p=g� : (8.47)

For incompressible turbulence these parameters are g D 3, x D 2=3, and C D 2,
implying that dissipation happens over 1D structures (e.g. vortices). So far the She-
Leveque scaling has done well in reproducing the intermittency of incompressible
hydrodynamic turbulence.

8.6.3 Intermittency of Incompressible Turbulence

In their pioneering study Müller and Biskamp (2000) applied the She-Leveque
model to incompressible MHD turbulence and attracted the attention of the MHD
researchers to this tool. They used Elsässer variables and claimed that their results
are consistent with dissipation within 2D structures (e.g. 2D current sheets). The

9In practical terms this means that instead of obtaining Sp as a function of r , one gets Sp as a
function of S3, which is nonlinear in a way to correct for the distortions of Sp .
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consequent study (Cho et al. 2002) used velocities instead of Elsässer variables and
provided a different answer, namely, that the dimension of dissipation structures
is the same as in incompressible hydro, i.e. the dissipation structures are 1D. The
difference between the two results was explained in Cho, Lazarian and Vishniac
(2003, henceforth CLV03). They noted that, first of all, the measurements in Müller
and Biskamp (2000) were done in the reference frame related to the mean magnetic
field, while the measurements in Cho et al. (2002) were done in the frame related
to the local magnetic field. We believe that the latter is more physically motivated
frame, as it is the local magnetic field is the field that is felt by the eddies. It is also
in this reference frame that the scale-dependent anisotropy predicted in the GS95
model is seen. Computations in CLV03 confirmed that the dissipation structures
that can be identified as velocity vortices in the local magnetic field reference frame
can also be identified with two dimensional sheets in terms of Elsässer variables in
the mean magnetic field reference frame. This, first of all, confirms a mental picture
where motions perpendicular to magnetic field lines are similar to hydrodynamic
eddies. More importantly, it sends a warning message about the naive interpretation
of the She-Leveque scalings in the MHD turbulence.

8.6.4 Intermittency of Compressible Turbulence

Intermittency in compressible MHD turbulence was discussed in Boldyrev (2002)
who assumed that the dissipation there happens in shocks10 and therefore the dimen-
sion of the dissipation structures is 2. The idea of the dominance of shock dissipation
does not agree well with the numerical simulations in CL02, CL03, where the
dominance of the vortical motions in subAlfvénic turbulence (i.e. magnetic pressure
is larger than the gaseous one) was reported. Nevertheless, numerical simulations
in Padoan et al. (2004) showed that for superAlfvénic turbulence (i.e. magnetic
pressure is less than the gas pressure) the dimension of the dissipation structures
was gradually changing from one to somewhat higher than two as the Mach number
was increasing from 0.4 to 9.5. The very fact that the superAlfvénic turbulence,
which for most of the inertial scale resolvable by simulations does not have a
dynamically important magnetic field is different from subAlfvénic is not surprising.
The difference between the results in Padoan et al. (2004) at low Mach number
and the incompressible runs in Müller and Biskamp (2000) deserves a discussion,
however. First of all, the results in Padoan et al. (2004) are obtained for the velocity,

10The cited paper introduces the model of compressible turbulence which it calls Kolmogorov–
Burgers model. Within this model turbulence goes first along the Kolmogorov scaling and then,
at small scales forms shocks. The model was motivated by the numerical measurements of the
turbulence spectrum that indicated the index of supersonic turbulence close to �5=3. This however
was shown to be an artifact of numerical simulations with lower resolution. Simulations in Kritsuk
et al. (2007) showed that the slope with �5=3 is the result of the numerical bottleneck and the
actual slope of the highly compressible turbulence is �2, as was expected earlier.
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Fig. 8.26 Left panel: Intermittency exponents for incompressible MHD turbulence in perpendicu-
lar directions in the local frame. The velocity exponents show a scaling similar to the She-Leveque
model. The magnetic field shows a different scaling. Central panel: Intermittency exponents for
incompressible MHD turbulence in the global frame. Note that the result for z˙ is very similar to
the Müller–Biskamp model Müller and Biskamp (2000). Right panel: Intermittency exponents for
superAlfvénic compressible turbulence in the global frame. From CLV03

while the results in Müller and Biskamp (2000) are obtained for the Elsässer
variables. CLV03 has shown that the magnetic field and velocity have different
intermittencies. Indeed, it is clear from Fig. 8.1 that �magnetic < �velocity which means
that magnetic field is more intermittent than velocity. An interesting feature of
superAlfvénic simulations in Fig. 8.26 is that the velocity follows the She-Leveque
hydro scaling with vortical dissipation, while magnetic field exhibits a pronounced
dissipation in current sheets. Both features are expected if magnetic field is not
dynamically important and the turbulence stays essentially hydrodynamic. We also
see that the dynamically important magnetic field does changes the intermittency.
The flattening of magnetic field scaling is pronounced in Fig. 8.26.

A more recent study of intermittency of the velocity field of compressible
turbulence was performed in KL10. In Fig. 8.27 we show scaling exponents for
the velocity and all its parts and waves calculated in the global reference frame. In
the top left plot of Fig. 8.27 we see that for the subAlfvénic turbulence the scaling
exponents of velocity follow the She-Lévêque scaling with D D 1. Supported by
the theoretical considerations we can say that most of the dissipative structures
are one-dimensional. Even though the scalings are not perfectly independent of
the value of Ms , since we see somewhat lower values of � for higher p, the
differences between these values for models with different sonic Mach numbers
are within their error bars, thus it is relatively difficult to state that the scalings are
completely independent or only weakly dependent of the values of Ms. Looking in
the corresponding plot for models with a weak magnetic field we clearly see that
the spread of curves for different sonic Mach numbers is much higher than in the
previous case. For subsonic model the scaling exponents of velocity follow very well
the theoretical curve defined by the S-L scaling with parameterD corresponding to
one-dimensional structures. The model with Ms � 2:3, however, follows perfectly
the S-L scaling with D D 2 corresponding to the two-dimensional dissipative
structures. Moreover, models with even higher values of the sonic Mach number
have the scaling exponents for p > 3 somewhat below the S-L scaling with D D 2.
These observations suggest that the scaling exponents of the velocity change with
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Fig. 8.27 Scaling exponents of the velocity (left column) and its incompressible and compressible
parts (middle and right columns, respectively) for experiments with different sonic Mach numbers
in two regimes: subAlfvénic (upper row) and superAlfvénic (lower row). From KL10

the sonic Mach number but only in the case of weak magnetic field turbulence. The
presence of a strong magnetic field significantly reduces these changes and preserves
the generation of the dissipative structures of higher than one dimensions.

After the decomposition of velocity into its incompressible and compressible
parts we also calculate their scaling exponents. In the middle and right columns of
Fig. 8.27 we show the incompressible and compressible parts of the velocity field,
respectively. The incompressible part it strong. It constitutes most of the velocity
field thus it is not surprising that its scaling exponents are very similar to those
observed in velocity. This is true in the case of subAlfvénic models, because all
curves in the middle left plot in Fig. 8.27 are tightly covering the S-L scaling with
D D 1. The similarity between the velocity and its solenoidal part is also confirmed
in the case of superAlfvénic models but only for subsonic case, when the role of
shocks is strongly diminished. Two supersonic models show exponents following
a scaling more closer to the S-L one with D D 1, yet still with lower values for
p > 3.

8.6.5 Intermittency of Viscosity-Damped Turbulence

For the extreme intermittency of the magnetic field suggested in LVC04 the higher
moments of structure functions Sp � Oblp�l which means that Sp � l1�p=2. The
concentration of magnetic field in thin filaments gives rise to resistive loses that
should eventually make �p D 0 for sufficiently large p. In Fig. 8.28 we see this
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Fig. 8.28 The incompressible viscously damped simulations: Left: magnetic reversals (in the
plane ? to mean hBi) that create current layers and makes turbulence highly intermittent. Darker
regions correspond to higher magnetic field. Right: intermittency indexes

general tendency for high p. For the absence of the more precise correspondence
we may blame (a) our crude model for estimating �, (b) numerical effects, and (c)
LVC04 model itself. Addressing the issue (b), we would say that the compelling
arguments in the model provide k�1 spectrum and this would provide �.2/ D 0 in
accordance with the intermittency model above. However, due to numerical effects
identified in LVC04 the spectrum of magnetic fluctuations is slightly steeper.

8.7 Selected Implications of MHD Turbulence and Turbulent
Dynamo

Astrophysical fluids are turbulent and therefore one must take into account prop-
erties of turbulence while describing astrophysical processes. We have discussed
various implications in recent reviews, e.g. in Lazarian et al. (2012). Below is
provided a brief summary of selected applications of the scalings obtained.

8.7.1 Magnetic Reconnection in the Presence of MHD
Turbulence

Magnetic reconnection is a long standing problem. Is it associated with the
fundamental ability of magnetic flux tubes to change their topology, while being
submerged within conducting fluids (Biskamp 2000; Priest and Forbes 2000).
Lazarian and Vishniac (1999, henceforth LV99) considered turbulence as the agent
that makes magnetic reconnection fast (see Fig. 8.29). The scheme proposed in
LV99 there differs appreciably from the earlier attempts to enhance reconnection
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Fig. 8.29 Left: upper panel. Sweet–Parker reconnection. � is limited by resistivity and is small.
Lower panel: reconnection according to the LV99 model. � is determined by turbulent field
wandering and can be large. From Lazarian et al. (2004). Right: testing of LV99 model with
numerical simulations in Kowal et al. (2009). The dependence on the power of turbulent driving is
shown

via turbulence, (Speiser 1970; Jacobson and Moses 1984; Matthaeus and Lamkin
1985, 1986), see Eyink et al. (2011) for a detailed comparison. The LV99 model
relies on opening of reconnection region via magnetic field wandering, and for the
Alfvénic turbulence model that was discussed in this review provide the scaling that
are of reconnection velocity Vrec being proportional to square root of the injection
power Pinj. Figure 8.29 shows a good relation of the numerical testing in Kowal
et al. (2009, 2012) and the predictions.

A study in Eyink, Lazarian and Vishniac (2011, henceforth ELV11) reveals a
very deep relation between MHD turbulence and magnetic reconnection. In fact,
it was shown back in LV99 that the predicted reconnection rates are necessary to
make the GS95 model self-consistent, i.e. to resolve magnetic knots that emerge
as eddy-like motions perpendicular to the direction of local magnetic field twist
magnetic field lines. ELV11 demonstrates that the Lagrangian properties of MHD
turbulence require the violation11 of magnetic flux being frozen in and re-derives
the predictions of LV99 model from this established properties. As magnetic flux
frozenness is a corner stone of major astrophysical theories its violation in turbulent
fluids has deep consequences. For instance, the change of our understanding of
diffusion out of star forming clouds in the presence of turbulence was recently
discussed in Lazarian et al. (2012), Lazarian (2014). The numerical confirmation
of the violation of magnetic field flux freezing in turbulent fluids was reported in
Eyink et al. (2013). We also note that magnetic field wandering described in LV99

11The violation of frozen in condition in turbulence is implicit in LV99. It was stated explicitly in
Vishniac et al. (1999) and discussed in terms of star formation in Lazarian (2005). The first formal
quantitative study was performed in Eyink (2011).
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is applicable not only to reconnection, but also to the problem of heat transfer (see
Lazarian 2006).

8.7.2 Turbulence and Particle Acceleration

MHD turbulence plays an important role in accelerating energetic particles. First
of all, the second order Fermi acceleration can arise directly from the scattering of
particles by turbulence, see, e.g., Melrose (1980). Properties of MHD turbulence
that we discussed above are essential to understanding this process. If turbulence
is injected at large scales, the anisotropy of Alfvénic modes at small scales makes
them inefficient for scattering and acceleration of cosmic rays (Chandran 2000; Yan
and Lazarian 2002). In this situation, fast modes were identified in Yan and Lazarian
(2002) as the major scattering and acceleration agent for cosmic rays and energetic
particles in interstellar medium (see also Yan et al. 2004, 2008). This conclusion
was extended for solar environments in Petrosian, Yan & Lazarian (2006) and
intracluster medium in Brunetti and Lazarian (2007).

Turbulent magnetic field in the pre-shock and post-shock environment are
important for the first order Fermi acceleration associated with shocks (Schlickeiser
2002). In particular, magnetic field enhancement compared to its typical interstellar
values is important in the pre-shock region for the acceleration of high energy
particles. Turbulent dynamo that we discussed in Sect. 8.2 can provide a way of
generating magnetic field in the precursor of the shock. In Beresnyak et al. (2009)
it was shown that the interactions of the density inhomogeneities pre-existing in the
interstellar medium with the precursor generate strong magnetic fields in the shock
precursor, which allows particle acceleration up to the energy of 1016 eV.

In addition, fast magnetic reconnection of turbulent magnetic field can itself
induce the first order Fermi acceleration (de Gouveia Dal Pino and Lazarian 2005;
Lazarian 2005). Recent numerical simulations in Kowal et al. (2012), demonstrate
the efficiency of this process.

8.7.3 Thin Structures in the Interstellar Medium

The viscosity-dominated regime of turbulence can be responsible for the formation
of structures in interstellar medium and other astrophysical environments. The mag-
netic pressure compresses the gas as demonstrated in Fig. 8.24. More importantly,
extended current sheets that naturally emerge as magnetic field fluctuates in the
plane perpendicular to the mean magnetic field. It was speculated in Lazarian (2007)
that these current sheets can account for the origin of the small ionized and neutral
structures (SINS) on AU spatial scales (Heiles 1997; Stanimirović et al. 2004).

Goldreich and Sridhar (2006) appealed to the generation of the magnetic field
in the high Pt turbulent plasma (Schekochihin et al. 2004) to account for the high
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amplitude, but small scale fluctuations of plasma density observed in the direction of
the Galactic center. They argued that the plasma viscosity parallel to magnetic field
can act in the same way as the normal viscosity of unmagnetized fluids. Lazarian
et al. (2009) argued that the regime of dynamo in Schekochihin et al. (2004) and
the turbulence in Lazarian et al. (2004) have similarities in terms of the density
enhancement that are created. Although in the case of magnetic turbulence with
sufficiently strong mean magnetic field, global reversals, that (Goldreich and Sridhar
2006) appeal to in compressing plasma, do not happen, the reversals of the magnetic
field direction occur in the direction perpendicular to the mean magnetic field. As
the mean magnetic field goes to zero, the two regimes get indistinguishable as far as
the density enhancements are concerned. Thus high intensity fluctuations of plasma
density towards the Galactic center may also be the result of viscosity-damped
turbulence.

8.7.4 Intermittent Turbulent Heating of Interstellar Gas

E. Falgarone and her collaborators (Falgarone et al. 2005; Falgarone 2007; Hily-
Blant and Falgarone 2007; Hily-Blant et al. 2008) (see also the Chapter by Falgarone
et al. in this volume) attracted the attention of the interstellar community to the
potential important implications of intermittency. A small and transient volume with
high temperatures or violent turbulence can have significant effects on the net rates
of processes within the ISM. For instance, many interstellar chemical reactions
(e.g., the strongly endothermic formation of CHC) might take place within very
intensive intermittent vortices. The aforementioned authors claimed the existence
of the observational evidence for such reactions and heating.

The bottom part of Fig. 8.30 shows our calculations for the volume fractions
of various dissipation rates (i.e., heating). While the temperatures achieved will

Fig. 8.30 Left Panel: the intermittencies of velocities in the subAlfvénic, MA D 0:7 supersonic
Ms D 7 MHD simulations. From Kowal et al. (2007). Right Panel: volume fraction with the
dissipation rate is higher than the mean rate for the She-Leveque model of intermittency with
D D 1 and 2



8 MHD Turbulence 221

depend upon the cooling functions, some important conclusions are available from
the analysis of Fig. 8.30. Indeed, the model of chemical reactions by Falgarone
et al. requires that a substantial part of the turbulent cascade energy dissipate in
the very intermittent structures. Figure 8.30 shows that the bulk of the energy
dissipates within structures where the dissipation rate is higher than the mean value
less than the factor of 100, provided that the She-Leveque model is valid. This
provides stringent constraints on what chemistry we could expect to be induced
by intermittent turbulent heating.

Interestingly enough, the case of intermittency studies supports our point of the
futility of the “brute force” numerical approach. For instance, for a typical ISM
injection scale of 50 pc, the Reynolds number can be as high as Re D 1011. In
comparison, numerical simulations can only reach Re � 105 for the present record
resolution of 4; 0963.

8.7.5 Suppression of Instabilities by Alfvenic Turbulence

Alfvenic turbulence can suppress instabilities, in particular, streaming instability
that arises as energetic particles stream in one direction along magnetic field lines
(Yan et al. 2004; Farmer et al. 2004; Beresnyak and Lazarian 2008). The effect is
based on cascading of slab waves induced as a result of the instability development
by the ambient turbulence. Thus the effect is not limited by suppressing of streaming
instability. For instance, in Lazarian and Beresnyak (2006) and Yan et al. (2011) the
suppression of gyroresonance instability by turbulence was considered.

The thorough numerical study of the suppression of the slab waves by Alfvenic
turbulence was performed in Beresnyak and Lazarian (2008), see Fig. 8.31, not only

Fig. 8.31 The wave perturbation excited on top of existing turbulence exhibit exponential decay,
as one expects a linear decay for a test perturbation in such perturbation simulation, despite the
turbulence itself is strongly nonlinear. This linear decay rate is independent of amplitude, unlike
nonlinear damping, so turbulence does not result in saturation of an instability but rather damps it
completely or not. From Beresnyak and Lazarian (2008)
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for the slab waves moving parallel to magnetic field, but also for waves moving at
arbitrary angles to the mean magnetic field. The numerical simulations confirmed
the theoretical expectations in the paper.

Turbulent damping is also likely to be important in suppressing instabilities, such
as tearing, in current sheets, after turbulent reconnection sets in, see section 8.7.1
and the Chapter by Lazarian et al in this book.

8.7.6 Turbulent Dynamo and High Redshift Physics

Magnetic turbulent dynamo that we discussed in Sect. 8.2 is essential for under-
standing magnetic field in the early Universe. Indeed, as long as the Universe
becomes ionized and highly conductive, the viscosity is also greatly reduced due to
ions scattering in the magnetic fields (Schekochihin and Cowley 2006; Schekochihin
et al. 2008). This creates high-Re environment which naturally produces turbulence.
Despite a lot of discussion if early dynamo is concentrated on the initial field
generation mechanisms, such as Biermann battery and its modifications (Lazarian
1992), we now understand that in the limit of very high Re the level of the initial field
is not very important. Instead, around 5 % of the energy of the turbulent cascade is
deposited into magnetic energy due to high-Re small-scale dynamo. The magnetic
field, therefore, could get dynamically important at high redshifts. This will change
the nature of many processes, for example we expect that magnetic field should be
important in the process of formation of the first stars. These possibility is discussed
in Schober et al. (2012, 2013), but we believe that the relative role of non-linear
dynamo is even more important than it was presented in the latter study (Xu and
Lazarian 2014).
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Chapter 9
The Intermittency of ISM Turbulence:
What Do the Observations Tell Us?

Edith Falgarone, Giorgos Momferratos, and Pierre Lesaffre

Abstract The interstellar medium is highly turbulent, but this medium, a partially
ionized plasma, is also multi-phase, compressible and magnetized, hence the com-
plexity of its turbulence extends beyond theoretical grasp. Turbulence being with
gravity a key player in the star formation process, it is anticipated that its dissipation
is a key process too. A fundamental property of turbulent dissipation is its space-
time intermittency, studied mostly in hydrodynamical turbulence. After an overview
of our limited knowledge of intermittency based on laboratory experiments, theory
and numerical simulations, this chapter gathers the set of observations, now made
possible by the new capabilities of molecular spectroscopy and polarimetry, that
may be seen as signatures of intermittency in the magnetized turbulent interstellar
medium. It includes powerful statistical approaches of the interstellar velocity field,
the detection of large velocity-shears at very small scales, and chemical and radiative
diagnostics of intermittent dissipation. Models of magnetized dissipation bursts,
either in the form of coherent vortices or low velocity C -shocks are also presented
and confronted to observations, as well as results on the regions of most intense
dissipation in spectral simulations of magneto-hydrodynamical (MHD) and non-
ideal turbulence.

9.1 The Turbulent Interstellar Medium

The interstellar medium (ISM) contributes to less that 1 % to the mass of our Galaxy
(and in most galaxies of the present day universe) and yet it is the reservoir of gas
that still allows the formation of new stars. It is paradoxical that this medium plays
such a critical role in the cycle of cosmic matter and yet contributes such a small
fraction of the galaxy masses. It is part of an open cycle that drives baryons from
dying stars to new stars, at a rate of a few Mˇ year�1 in our Galaxy, comparable to
the rate of gas infall from the extragalatic environment. The warmest phases of the
ISM are fully ionized. Its neutral and coldest phases, which comprise the bulk of its
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mass, consist in two main phases, the cold neutral medium (CNM) at �100 K and
the warm neutral medium (WNM) at �104 K , approximately in thermal pressure
equilibrium (Field et al. 1969).

Because it sits in the gravitational potential of the Galaxy and it extends up to
1 kpc or more above the plane, the ISM has to be supported by a pressure that is
about ten times its thermal pressure, Ptot D 3� 10�12 dynes cm�2, or Ptot=kB �
2 � 104 K cm�3 (Cox 2005). The non-thermal contributions to the total pressure
are due to supersonic turbulence and magnetic fields, in rough equipartition, as
shown by measurements of magnetic field intensity (Crutcher et al. 2010) and HI
linewidths (Haud and Kalberla 2007). The distribution of thermal pressures in the
Solar Neighbourhood, inferred from [CI] fine-structure absorption lines towards
nearby stars (Jenkins and Tripp 2011) peaks at about Pth=kB � 3 � 103 K cm�3,
with large fluctuations, up to a few 104 K cm�3. It is noteworthy that the total non-
thermal pressure in the Galactic plane is of the same order as the largest thermal
pressure fluctuations observed, suggesting that the non-thermal energy eventually
and occasionally degrades into thermal energy.

Interstellar turbulence has been advocated very early (von Weizsäcker 1951) but
the nature, origin and properties of turbulence in the ISM are still highly debated
and controversial issues in spite of dedicated observational and numerical efforts.
Moreover, the gas suprathermal motions might just be random motions if a full
turbulent cascade does not have time to develop in the violent ISM. We recall here
a few definitions.

The definition of turbulence is built on experiment. Turbulence is an instability
of laminar flows. Their velocity field u satisfying the incompressibility condition
r � u D 0 is solution of the Navier–Stokes equation

@tu C .u � r/u D �rp



C �r2u (9.1)

where p is the pressure and � is the kinematic viscosity. This instability develops
as soon as the inertial u � ru accelerations greatly exceed the viscous ��u ones (�
is the kinematic viscosity) i.e. when the Reynolds number Re D lul =�, at a scale
l of characteristic velocity ul , exceeds a few hundreds. This instability at scale
l is at the origin of an energy transfer to smaller scales, that eventually become
unstable too and transfer their kinetic energy to still smaller scales, etc: : : This is
the turbulent cascade that develops between the integral scale, L, at which energy
is injected, and the dissipation scale lD , close to the particle mean-free-path, where
energy is dissipated into heat due to the particle viscosity. The timescale for the
growth of this instability is of the order of the turnover time �l D l=ul at each length
scale l . Kolmogorov (1941) (hereafter K41) predicted the self-similar behavior
of the velocity field in incompressible turbulence by postulating a dissipationless
cascade characterized by a transfer rate of kinetic energy independent of scale,
�l / u2l =�l D u3l = l , hence the well-known scaling ul / l1=3. It is easy to demonstrate
that this assumption leads to an energy spectrum E.k// k�5=3 known as the
Kolmogorov spectrum.E.k/ has the dimension of a kinetic energy per unit mass and
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Table 9.1 Characteristics of the turbulence observed in various components of the interstellar
medium (Solar Neighborhood). �l is expressed in Lˇ/Mˇ for comparison with the energy provided
by stellar radiation

CNM Molecular clouds Low-mass dense cores

n cm�3 30 200 104

l pc 10 3 0.1

T K 100 20 10

�l km s�1 �3.5 1 0.1

B �G 10 20 100

vA km s�1 3.4 2 1.4

�l D 1
2
u3l = l Lˇ/Mˇ 10�3 10�4 10�6

�
 D 1
2

u3l = l erg cm�3s�1 2� 10�25 1:7� 10�25 2:5� 10�25

ƒ erg cm�3s�1 5� 10�24 4� 10�24 3� 10�24

Pturb D 1
3

u2l erg cm�3 3� 10�11 2� 10�11 10�11

� D 1
3
�uth cm2 s�1 2:2 � 1017 1:5� 1016 2:1� 1014

ld D .�3=�l /
1=4 AU 3.2 0.8 0.1

Re D lul =� 7:6 � 107 9:6� 107 2:3� 107

unit wavenumber because the average specific kinetic energy at scale l D 2	=k is
hu2l i D R1

k E.k0/dk0. In Kolmogorov turbulence, the turnover timescale �l therefore
decreases towards small-scales while the velocity gradient ul = l / l�2=3 increases.
In the case of the ISM, the Reynolds numbers in the neutral ISM (see Table 9.1)
are �108 and the turnover timescale of the largest scales (300 pc, the thickness of
the HI disk, and 6 km s�1, the cloud velocity dispersion) is of the order of 50 Myr.
It may be seen as the largest time required for the turbulent cascade to develop. We
thus consider that in the bulk of the ISM (far from regions actively forming young
stars) a turbulent cascade has time to develop and the gas motions are truly turbulent.
Interestingly, the energy spectrum of mildly supersonic turbulence (rms sonic Mach
numbers �1) has a slope comparable to that of the Kolmogorov spectrum, and this
holds for decaying (Porter et al. 1998), driven (Porter et al. 2002) hydrodynamic
turbulence, as well as MHD turbulence (Vestuto et al. 2003). This is so because,
after a few turnover times, the power in compressible modes drops below that in
solenoidal (or shear) modes, whatever the initial conditions, amounting to no more
than �10 % of the total power. In MHD turbulence, the relative power of shear
to compressible modes increases as the magnetic field intensity increases (Vestuto
et al. 2003).

The difficulty at characterizing interstellar turbulence is due in part to the huge
range of scales separating those of the energy injection, at the Galaxy scale and
even beyond when extragalactic infall is taken into account (see de Avillez and
Breitschwerdt 2005), from those where it is dissipated, presumably below the
milliparsec scale. It is also due to the fact that the turbulence is compressible, mag-
netized and multi-phase. It is critical, though, to unravel the properties of interstellar
turbulence because turbulence and magnetic fields are the main contributions to the
pressure of the ISM and the main stabilizing support of molecular clouds against
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their self-gravity. Turbulent dissipation is therefore a key process among those
leading to the formation of molecular clouds, star formation, and therefore galaxy
evolution (see the reviews of Elmegreen and Scalo 2004; Scalo and Elmegreen 2004;
Hennebelle and Falgarone 2012).

Studies of a turbulent velocity field are by nature statistical and in the case of the
ISM have to rely on the analysis of line shapes observed at high spectral resolution.
Early works were conducted on large samples of absorption lines observed against
nearby stars. The � 21 cm line of atomic hydrogen is hard to interpret because of
the mixture of emission from the WNM and self-absorption by the CNM. However,
a remarkable Kolmogorov spectrum covering two orders of magnitude in scales has
been obtained in a high-latitude region where the HI emission arises primarily in
the CNM (Miville-Deschênes et al. 2003a). The high optical depth of the 12CO(1-
0) line has opened new fields of investigation of the turbulence within molecular
clouds. Molecular clouds, as seen in this line, have the remarkable property that
their CO line emission is “clumpy” at all scales, i.e. the CO line intensity highly
fluctuates in space and velocity, a property likely due to the underlying turbulence.
The pioneering Larson’s study (1981) who ascribed to turbulence the power-law
increase / l0:38 of the internal velocity dispersion of clouds of size l has now been
extended to larger samples of molecular clouds and tracers. We refer to Hennebelle
and Falgarone (2012) for references and a critical review of these results.

CO(1-0) observations provide a measurement of the kinetic energy transfer rate
per unit volume �
 D 1

2

u3l = l where 
 and ul D 1:6�l are the mean gas density

and mean velocity of scale l , respectively. The large fluctuations of this quantity
in a population of molecular clouds traced by 12CO(1-0) are in sharp contrast
with the fact that its average value stays the same from structures of 0.01 pc to
giant molecular clouds (GMC) of 100 pc and has the value observed in the atomic
gas (Haud and Kalberla 2007) (see Fig. 6 in Hennebelle and Falgarone 2012).
This suggests that �
 is an invariant of the hierarchy of molecular clouds traced
by CO(1-0) and that these clouds are part of the same turbulent cascade as the
atomic ISM. The energy spectrum in molecular gas is therefore expected to differ
from the Kolmogorov spectrum. Note however that the average density between
the smallest (10�2 pc) and largest (100 pc) scales increase only by a factor of 20.
The Kolmogorov spectrum obtained in the nearby CNM (Miville-Deschênes et al.
2003a) is due to the fact that the CNM density does not fluctuate much: its thermal
pressure is well defined (Jenkins and Tripp 2011) alike its temperature TK � 80K
inferred from HI absorption measurements.

The characteristics of interstellar turbulence as observed in the diffuse medium
(HI in emission), molecular clouds and dense cores (see Table 9.1) are such that
the possible invariant of the cascade, the energy transfer rate �
, encompasses the
warm neutral medium and the coldest and densest structures of low-mass (M � a
few Mˇ). If we assume that the energy transfer rate equals the average dissipation
rate in the cascade, the comparison of �
 � 10�25 erg cm�3s�1 and ƒ, the average
cooling rate, in Table 9.1, shows that turbulent dissipation is too low, on average,
to be a dominant source of heating of the ISM, in comparison with that provided
by starlight (> 1 Lˇ/Mˇ). Turbulent dissipation may however become a dominant
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heating source locally, if it is concentrated in bursts that fill only a small subset
of space. This is the property of space-time intermittency of turbulence that is
discussed in this chapter.

9.2 Intermittency in Hydrodynamical Incompressible
Turbulence

9.2.1 Definitions and Statistical Signatures

For half a century now, turbulence has been recognized to be intermittent i.e. the
smaller the scale, the larger the spatio-temporal velocity fluctuations, relative to
their average value. Turbulent energy is not evenly distributed in space and time
by the turbulent cascade: at each step of the cascade, the active sub-scales do not
fill space so that the subset of space on which the active scales are distributed has a
multifractal geometry (see the review of Anselmet et al. 2001 and the book of Frisch
1996). The statistical properties of the velocity fluctuations have been widely studied
experimentally in laboratory and atmospheric flows: in all cases, the statistics of
velocity derivative and increments signals are found to be non-Gaussian, with large
departures from the average more frequent than for a Gaussian distribution. The
probability distribution function (pdf ) of the turbulent velocity field, in turn, remains
Gaussian. Moreover, the departure of the velocity increments pdf s from a Gaussian
distribution increases as the lag over which the increments are measured decreases.
All the functions of the velocity involving a spatial derivative have therefore non-
Gaussian pdf s: the velocity shears (@jui ) and, accordingly, the rate-of-strain Sij D
@j uiC@iuj and the dissipation rate in incompressible turbulence �D D �

2
†ij.@j uiC

@iuj /2, with non-Gaussian wings more pronounced at small scale.
The quantitative signature of intermittency appears in the behavior of the high-

order structure functions of the longitudinal velocity field measured over a lag s,
hŒıux.s/�pi / s�p . This relation is statistical, not deterministic, and the brackets hold
for an average over an “appropriate” volume with respect to s3. The anomalous
scaling of the exponents �p ¤p=3 characterizes the degree of intermittency and
provides the multifractal dimension of the most singular structures, i.e. that of the
subset of space where the smallest active regions, and turbulent dissipation, are
distributed (Anselmet et al. 2001). In incompressible turbulence, the so-called active
small scales are those of largest vorticity or velocity shear. Various models have
been proposed for the values of �p. The most successful is certainly the one proposed
by She and Lévêque (1994) who infer the relation

�p D �� C 1

3
p C �

1 � ˇp=3

1 � ˇ ; (9.2)
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where � is the exponent of the dissipation rate scaling in regions containing
the most intermittent structures and ˇ is related to the co-dimension C of the
strongest dissipation structures �=.1�ˇ/ D C . For incompressible hydrodynamical
turbulence, the dissipative structures tend to be filamentary with co-dimensionC D
3�1 D 2while � D 2=3 is assumed to be valid for the most dissipative structures. In
compressible turbulence, where dissipation occurs in shocks (Boldyrev et al. 2002),
and magnetized turbulence where it occurs in current sheets (Politano and Pouquet
1995; Müller and Biskamp 2000), the most intense dissipative structures are two-
dimensional, so that the co-dimension C D 1 while ˇ D 1=3 (see Pan et al. 2008).

Another essential facet of turbulent intermittency is that the most active small
scales are not randomly distributed in space but are organized into coherent
structures—the sinews of turbulence, as qualified by Moffatt et al. (1994). In
incompressible turbulence, the structures of largest vorticity and weak rate-of-strain
(Sij D @jui C @iuj ) tend to be filamentary, while those of highest rate-of-strain
and dissipation are rather in the form of sheets or ribbons, following the analysis
of numerical simulations (Roux et al. 1999; Moisy and Jiménez 2004). These
structures are remarkable in the sense that they are both large scales, i.e. their length
is comparable to the integral scale of turbulence, and small scale structures, i.e. they
have substructure down to the dissipation scale. The coupling between the largest
and smallest scales operated by turbulence is now well established in simulations,
as shown by Mininni, Alexakis and Pouquet who find that small-scale intermittency
is more pronounced in turbulent fields where the large-scale shear is larger (Mininni
et al. 2006a).

9.2.2 Open Questions

The above section has not addressed some fundamental facets of intermittency:
the multifractal nature of the subset of space on which turbulent dissipation is
concentrated, the link between intermittency of the velocity and that of the dissi-
pation, and the duality of the Eulerian and Lagrangian descriptions of intermittency.
These facets have been studied in incompressible hydrodynamical (HD) flows and,
interestingly, the results point towards the existence of a universal behaviour. In
their analysis of laboratory experiments monitoring the fluctuations of pressure in
a turbulent flow, Roux et al. (1999) have shown that once they have removed the
strong signals associated with intense vorticity filaments the multifractal nature of
the background pressure fluctuation persists, providing strong experimental support
to the multifractal distribution of the pressure fluctuations. In a joint analysis of
the best available laboratory and numerical experiments at high Reynolds numbers,
Arnéodo and his team (Arnéodo et al. 2008) show that the multifractal description
captures intermittency at all scales, including the dissipative range, with only a few
parameters independent of Re. They provide a unifying description of the scalings
of the Lagrangian and Eulerian velocity structure functions. Chevillard et al. (2013)
further develop the phenomenology of intermittency in the Lagrangian context,
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using new experimental and numerical results. They find that the multifractal
formalism captures the universality of intermittency, down to the dissipative scales
and in the Eulerian and Lagrangian frames.

Whether or not the universality of HD turbulence in a broad range ofRe numbers
is relevant to more complex turbulent fields, such as ISM turbulence, is an open
question. It is encouraging though that the Lagrangian velocity fluctuations are
found to be highly intermittent too because, as will be seen below, it strengthens
the possibility that intermittent dissipation of turbulence impacts the chemistry of
the gas phase.

9.3 Intermittency in the ISM: The Observers Perspective

Searches for non-Gaussian statistics in the ISM velocity field have been conducted
for many years now and some results are presented below. Measurements of the
departure of the moments of order p of the velocity structure functions from the
�p Dp=3 prediction of the K41 model are extremely difficult in practice because
the number of independent measurements needed to compute Sp grows as �10p=2.
Access to pD 8, for instance, therefore requires 104 independent measurements. In
the ISM, only recently has this been accessible.

9.3.1 Signatures of the Intermittency in the Velocity Field
of Molecular Clouds

9.3.1.1 Parsec-Scale Coherent Structures of Intense Velocity-Shear

Identifying regions of intermittency in interstellar turbulence is challenging for
several independent reasons. Firstly, these regions are non-space filling and cor-
respond to rare events in time and space: their finding requires the analysis of
large homogeneous statistical samples of the velocity field. This means observations
at high spectral and spatial resolution of large regions of interstellar material.
Secondly, observations do not provide the full velocity field, but only its line-of-
sight (los) projection provided by the Doppler-shift of a molecular line, so statistical
analysis similar to those performed in laboratory flows or in the solar wind are
not possible. However, measurements of the spectrum of molecular lines with a
frequency resolution finer than the sound speed in cold H2 provide information on
the suprathermal velocity field. The 12CO(1-0) line has turned out to be a most useful
tool for this search.1 Thirdly, only spatial variations of the los velocity in the plane-

1under the restriction that only diffuse molecular gas of low to moderate line opacity be studied, to
avoid complications due to radiative transfer.
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of-the-sky (pos) are provided by observations. Therefore, the velocity variations are
by essence cross-variations @j ui . Finally, the line emission being integrated along
a los, the velocity information at a given position is the full line profile and its
moments, the first moment being the line centroid velocity C . The statistics of the
velocity increments are built through those of the line centroid velocity increments
(CVI) ıCl measured between two positions separated by a lag l in the pos. The CVIs
have been shown by Lis et al. (1996) to be a proxy of extrema of vorticity, being the
los average of the pos projection of the vorticity. This is because the vorticity is a
signed quantity. In the los integration, the vorticity fluctuations cancel out and the
result is dominated by a few large values, when they exist.

Thanks to the improved efficiency of observations at high spectral resolution in
the millimeter wave domain, it is now possible to map large fields at high spectral
and spatial resolutions with a high sensitivity in a reasonable amount of observing
time. An example, drawn from observations in the Polaris Flare carried out at
the IRAM-30 m telescope in the 12CO(J D 2� 1) line, is shown in Fig. 9.1 (Hily-
Blant and Falgarone 2009). The �105 independent spectra sample homogeneous
turbulence in diffuse molecular gas. The CVI-pdf s in that field have the anticipated
non-Gaussian wings that increase as the lag over which the increment is measured
decreases (Fig. 9.2, left). The locus of the extreme CVIs (the E-CVIs) that build

Fig. 9.1 Map of the 12CO(J=2-1) integrated intensity (in K km s�1) over a 400 � 300 area located
in the Polaris Flare. The number of independent spectra is �105 . The spatial resolution is 11 arcsec
or 8 mpc at the distance of the field, d=150 pc
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Fig. 9.2 Left: Normalized pdf s of line centroid velocity increments ıCl measured over variable
lags, expressed in units of 15 arcsec (numbers in the upper right corners), and computed within the
field of Fig. 9.1. The Gaussians of same dispersion �.ıCl / (given in km s�1 at the bottom of each
panel) are also drawn. The non-Gaussian wings of the pdf s increase as the lag decreases. Note
that, as expected, a probability of 10�5 is reached in the most extreme bins. Right: In the same
field, locus of the positions populating the non-Gaussian wings of the pdf for a lag of 60 arcsec.
The wedge is in km s�1. The rectangle locates the area observed with the IRAM-PdBI. From
Hily-Blant and Falgarone (2009)

up the non-Gaussian wings of the pdf s is an elongated narrow structure (�0.03 pc
thick), almost straight over more than one parsec and surrounded by an ensemble of
weaker, shorter structures (Fig. 9.2, right). As expected, the lane of largest E-CVIs
coincides with the region where the velocity-shears are the largest, 40 km s�1 pc�1
(see Hily-Blant and Falgarone 2009). Most interestingly, it also coincides with a
lane of weak 12CO(2-1) emission and one of the weakest filaments of dust thermal
emission detected at 250�m in that field with Herschel/SPIRE (Miville-Deschênes
et al. 2010). Last, two low-mass dense cores lie at the South-East tip of the E-CVIs
locus (Heithausen et al. 2002). All these suggest a causal link between extrema of
turbulent dissipation, the formation of CO molecule, the formation of tenuous dense
filaments and that of low-mass dense cores.

A similar analysis has been performed in a cloud edge of the Perseus–Taurus–
Auriga giant molecular complex. The field has the same total hydrogen column
density as that in the Polaris Flare, but is less turbulent (half the pc-scale rms velocity
dispersion). The CVI-pdf s show departures from a Gaussian distribution with an
amplitude 2.5 times smaller than in the Polaris Flare (Hily-Blant et al. 2008). This
result is in agreement with the theoretical predictions of Mininni et al. (2006a) and
further supports the fact that these observations are manifestations of intermittency.

These properties taken together, (1) the increasing departure of CVI-pdf s from
a Gaussian distribution as the scale decreases, (2) the spatial coherent structures
of E-CVIs and (3) the link between the large-scale properties of turbulence and
the magnitude of the small-scale E-CVIs, all suggest that the 12CO(2-1) E-CVIs
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trace the intermittency of turbulence in diffuse molecular clouds. The multifractal
geometry of the E-CVIs structures in the Polaris Flare probed by the non-linear
dependence of �p with p up to p D 6 discussed in Hily-Blant et al. (2008) is now
confirmed, up to higher orders, by the analysis of this larger data set. Unexpectedly,
the �p departure from a linear dependence agrees, within the error bars, with the
predictions for incompressible turbulence (She and Lévêque 1994). Hily–Blant,
Falgarone and Pety also show the sharp increase of the flatness (or kurtosis) of the

velocity field, defined here as
hıC 4l i
hıC 2l i2 as the scale l decreases (Hily-Blant et al. 2008).

9.3.1.2 Milliparsec-Scale Observations: Approaching the Dissipation
Scales

A step further towards small-scales is provided by IRAM Plateau de Bure Inter-
ferometer (PdBI) 12CO(1-0) line observations of the small field shown in Fig. 9.2
(right) at a resolution of �4 arcsec or 3 mpc (Falgarone et al. 2009). These
observations are unique so far: the lines detected are very weak, but the spatial
dynamic range of the map is large enough to allow the detection of eight elongated
structures with thickness as small as �3 mpc (600 AU) and length up to 70 mpc,
set indeed by the size of the field. They are not filaments because once merged
with short-spacing data, the PdBI-structures appear to be the sharp edges of
more extended CO emission. Moreover, six out of eight form pairs of quasi-
parallel structures at different velocities. Statistically, this cannot be due to chance
alignment. Velocity-shears estimated for the three pairs include the largest values
ever measured in non-star-forming regions, up to 780 km s�1 pc�1. Other cases of
CO(1-0) milliparsec-scale structures forming elongated patterns with large velocity-
shear (up to �180 km s�1 pc�1) have been found in diffuse gas (Heithausen 2006,
2004). Finally, the PdBI-structures are almost straight and their different position
angles, cover a broad range of values, fromPA D 60ı to 165ı, an unexpected result
given the small size of the field. The scatter of their PAs is therefore as large within
that small field of �70 mpc than it is for the coherent structure in the parsec-scale
field (Fig. 9.2).

9.3.1.3 Polarization Measurements of Starlight in the Polaris Flare

Dust absorption polarizes starlight and the direction of the polarization turns out
to be that of the pos projection of the magnetic field, Bpos , because dust grains are
aligned by the magnetic field by processes that we do not detail here (see the chapter
of Andersson, this volume, for a review). The sampling of the field direction is
therefore uneven and dictated by the position of the background stars bright enough
to allow measurements of polarized light that amounts to only a few % of the star
luminosity. The Polaris Flare has been observed in the visible (Mohan et al., in prep.)
with the “Beauty and the Beast” spectro-polarimeter at Mt Megantic (Manset and
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Bastien 1995) over a large field of �30 pc, providing 45 sensitive measurements,
the polarization fractions measured being as low as 0.3 %. The distribution of the
PAs of the polarization at large scale is broad, with values distributed from 10ı to
150ı. In the near-IR, observations have been carried out with the Mimir imaging
polarimeter (Clemens et al. 2012) at the Perkins telescope of two 100 � 100 (or
0.45 pc) fields encompassing the PdBI-field and the area of largest E-CVIs (Fig. 9.2,
right). The number of detected polarizations barely exceeds ten because at these high
latitudes the number of stars bright enough to perform polarization measurements
is low. However, the scatter of the PAs is as large as that observed at the 30 pc-
scale and there is a trend for the pos projection of the magnetic field to be aligned
with the intense velocity-shears. Yet, any statistically meaningful comparison of the
orientation of Bpos with the structures of most intense velocity shears has to rely on
more observations.

These results on intense velocity-shears and starlight polarization do not provide
a full three-dimensional view of the magnetic fields in regions of velocity-shear
extrema, but they carry promising information. The regions of intense velocity-
shears are straight structures in projection in the pos at the arcmin-scale (�0.05 pc)
(Falgarone et al. 2009). They have to be straight also in real space and therefore be
part of sheets that are straight in at least one direction. This is reminiscent of the
findings of Mininni, Pouquet and Montgomery regarding the formation of parallel
current and vortex sheets in MHD turbulence that destabilize, fold and roll up along
directions parallel to the magnetic fields (Mininni et al. 2006b). We put these results
in perspective of pseudo-spectral numerical simulations of non-ideal magnetized
turbulence in Sect. 9.5.

9.3.2 Signatures of Intermittency: Hot Glitters in the Cold
Medium

A resilient and major puzzle has long been the existence in the diffuse ISM of
molecular species that have a formation endothermicity far above the available
thermal energy: their large observed abundances cannot be reproduced by state-
of-the-art chemistry models driven by UV photons and cosmic-rays only (Le Petit
et al. 2006). This has been known for 70 years in the case of CHC that was among
the first molecular species discovered in space by absorption spectroscopy against
nearby stars. Not only does this cation form through the highly endothermic reaction
CC + H2 (�E=kD 4940K) but it is also rapidly destroyed by collisions with
H2. The puzzle has been recently deepened and extended to the whole Galaxy
by Herschel/HIFI observations of the CHC(J D 1� 0) transition in absorption
against the dust continuum emission of remote star forming regions (Falgarone et al.
2010a,b), confirming the very high abundance of this cation in the diffuse ISM.
Similarly, SHC, that has a formation endothermicity almost twice as large as CHC,
is also observed to be abundant in the diffuse ISM (Menten et al. 2011; Godard et al.
2012).
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Another outstanding and more recent puzzle is the origin of the H2 pure rotational
line emission of the diffuse ISM. Its discovery dates back to the ISO-SWS detection
of the four lowest rotational transitions across a large pathlength of diffuse gas
in the Galactic plane, NH � 1022 cm�2, equivalent to 16 mag (Falgarone et al.
2005). Given the high energy of the upper level of these transitions, 510 K for the
S(0) line, up to 2,540 K for the S(3) line, and the absence of intense UV radiation
field able to excite these levels by fluorescence, a non-thermal excitation of some
kind is required. This Galactic emission was modelled by advocating heating of
the gas by turbulent dissipation. The dissipation regions, distributed along the line
of sight, were either hundreds of low velocity magneto-hydrodynamical (MHD)
shocks (8–12 km s�1) or thousands tiny regions of intense velocity-shears, heating
the gas by ion-neutral friction and/or viscous dissipation. The interesting new result
of these models was that a fraction as small as a few percent of warm gas, heated
by dissipation of mechanical energy, was sufficient to reproduce the observed line
intensities, and their line ratios. New detections of these lines have been performed
by Spitzer/IRS, in the diffuse gas around supernova remnants (Hewitt et al. 2009),
at an edge of the Taurus molecular complex (Goldsmith et al. 2010), and in several
diffuse clouds (Ingalls et al. 2011). In all these studies, UV excitation cannot explain
the H2 line intensities and non-thermal excitation, likely fed by turbulent dissipation,
is required.

Last, large fluctuations of the CO emission of diffuse gas at small scale have
been observed that cannot be ascribed to UV-shielding fluctuations (see references
in Hennebelle and Falgarone 2012). This sharp variability is primarily due to
CO chemistry, a point that cannot be understood in the framework of UV-driven
chemistry and is discussed in the next section.

9.4 Intermittency in the ISM: The Theoretical Chemistry
Perspective

Models of non-equilibrium chemistry have attempted to capture the essence of the
coupling between the impulsive heating due to intermittent turbulent dissipation and
the warm chemistry it triggers. They have focussed on the diffuse ISM because it is
there that the very first steps of chemistry in space take place with the formation of
the light hydrides, formed by reaction of the most abundant heavy elements (C, O,
N, S, Si) with H2. It is there too that the high observed abundances of these light
hydrides cannot be understood. This is so because many of the formation reactions
of these hydrides are so highly endothermic that they are blocked at the temperature
of the cold diffuse ISM that contains the traces of H2 indispensable for the chemistry
to be initiated. Table 9.2 gives the broad range of energy barriers that the chemistry
of light hydrides offers. The presence of these species in the cold ISM can thus
be used as diagnostics of intermittent dissipation of turbulence. Two different
frameworks have been adopted for the dissipative structures: either small-scale
magnetized vortices (Joulain et al. 1998; Godard et al. 2009) or magnetized low-
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Table 9.2 Non-exhaustive
list of bottleneck reactions for
molecule formation with their
temperature barrier or
endothermicity

Reaction Temperature barrier (K)

O+H2 !OH+ H 2;980

CC+ H2 !CHC+ H 4;640

S+ H2 !SH+ H 9;620

SC+ H2 !SHC+ H 9;860

C+ H2 !CH+ H 14;100

SiC+ H2 !SiHC+ H 14;310

N+ H2 !NH+ H 14;600

H2 dissociation energy 52;000

velocity shocks (Falgarone et al. 2005; Lesaffre et al. 2013). They are discussed
below.

9.4.1 Non-Equilibrium Chemistry in a Magnetized Burgers
Vortex

The TDR model (for Turbulent Dissipation Regions model Godard et al. 2009,
2012, 2014), is based on the fact that turbulent dissipation that involves r � u
and r � u is an intermittent quantity. It is built on an analytical solution of the
Helmholtz equation for the vorticity, the Burgers vortex. In addition to the traditional
parameters of chemistry models, the density nH and UV shielding characterized by
the visual extinction AV , the free parameters of the TDR model are constrained by
the known large-scale properties of turbulence in the diffuse medium (see Joulain
et al. 1998): the rate-of-strain a—a quantity homogeneous to s�1—(see definition
in Sect.9.2) and the maximum orthoradial gas velocity in the vortex, set by the
turbulent velocity dispersion at large scale. The rate-of-strain and the equilibrium
radius of the vortex are related by r20 D 4�=a. A hydrodynamical steady-state of
a (slightly modified) magnetized Burgers vortex of finite length is computed. The
gas density is low enough that the neutral component decouples from the ions and
magnetic field in the layers where the orthoradial velocity is the largest. The thermal
and chemical evolution of a fluid cell crossing the steady-state vortex is computed
in a Lagrangian frame. The dissipation is due to (1) viscous dissipation in the layers
of intense velocity-shear at the vortex outer boundary and (2) ion-neutral friction
induced by the decoupling of the ionized and neutral flows in the central regions.

Since the diffuse medium has a low density, its chemical and thermal inertia are
large. The TDR model takes into account the long-lasting relaxation period that
follows the end of any dissipative burst. The vortex lifetime, i.e. the duration of the
burst of dissipation, is set by energetic considerations (see Godard et al. 2009, 2014)
and is as short as a few hundred years. A random line of sight through the medium
therefore samples three kinds of gas: thousands of active vortices occupying at most
a few percent of any random line of sight across the medium, many more relaxation
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phases and the ambient medium. The relaxation times of the different species cover
a broad range, from 200 year for CHC up to 5 � 104 year for CO. This introduces a
potentially untractable complexity in the comparison of the abundances of different
species.

A large number of models have been run to explore the parameter space varying
the density (30<nH<500 cm�3), the visual extinction (0:1<AV < 2 mag), the
rate-of-strain (10�12 <a<10�10 s�1) and the average turbulent energy transfer rate,
�, assumed to be equal to the average dissipation rate �D .

The main results are as follows (Godard et al. 2014):

1. The CHC abundance is found to increase linearly with �D , which makes this
radical a specific tracer of the dissipation of suprathermal energy in the ISM. The
observed abundances of CHC and SHC are well reproduced for the conditions
prevailing in the diffuse ISM in the Galaxy, including the inner Galaxy.

2. The efficient formation of CHC opens a new branch of chemical reactions by
producing CHC

3 , a daughter species of CHC. CHC
3 is very reactive and for

instance, by reaction with O, forms HCOC, a parent species of CO. The warm
chemistry driven by turbulent dissipation therefore produces many daughter-
species and significantly contributes to the formation of CO in the diffuse
turbulent medium.

3. The observed abundances tend to favor low rates-of-strain, i.e. models in which
dissipation is dominated by ion-neutral friction rather than viscous dissipation.
Remarkably, the pc-scale velocity shear of 40 km s�1 pc�1 observed in the
Polaris Flare would correspond to a straining field from the large scales aD 1:5�
10�12 s�1, while the intense small-scale shear of 780 km s�1 pc�1 detected at the
mpc-scale is 20 times larger. Both rates-of-strain are in the range of a values
consistent with chemical observations.

4. Only a few percent of the gas heated by turbulent dissipation are sufficient to
trigger the warm chemistry consistent with observations.

5. The last interesting prediction of the TDR model is the intensity of the radiative
cooling during the thermal relaxation phase. It is dominated by the H2 pure
rotational lines, as long as the gas temperature is above �500 K, then, as the
gas cools down, the fine-structure [CII] and OI lines take over. It is remarkable
that the total energy radiated by H2 and CC during the relaxation phase is about
the same, the latter being about ten times weaker on average over a duration
ten times larger. The [CII] emission from a gas component heated by turbulent
dissipation rather than by UV photons is predicted to be a possible significant
fraction of the total [CII] emission of the diffuse medium.

9.4.2 Non-equilibrium Chemistry in Magnetized Shocks

Another dissipative process in supersonic turbulence occurs in shocks. Shocks
are anticipated to be part of the grand pattern of intermittent dissipation of
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ISM turbulence. We discuss below models of the non-equilibrium chemistry that
develops in low-velocity C -type shocks. They have specific features that can be
used to estimate the degree of magnetization of the medium for instance.

When two parcels of fluid collide with relative velocities greater than the
information propagation speed, a shock is born. From a large scale point of view,
the shock looks like a thin sheet, or working surface, where the relative kinetic
energy between the fluid parcels is converted to magnetic, radiative, thermal and
internal energy. The surge of thermal energy at the working surface can trigger
chemical reactions otherwise blocked by thermal barriers. In the reference frame
of the working surface, the gas flows into the shock from one side (the pre-shock)
and flows out from the other side (the post-shock side). The entrance velocity of the
shock is defined as the velocity of the fluid in the pre-shock side relative to the speed
of the working surface. In a magnetized and partially ionised gas such as the ISM,
two information speeds are relevant. The fastest speed is the magnetosonic speed in
the ionized fluid and the slowest is the Alfvén speed in the neutral gas.

When the shock speed is greater than both these speeds, a J -type shock occurs
where ions and neutrals remain coupled at all times. The fine structure of the shock
inside the working surface is as follows (see Fig. 9.3). At the shock entrance, kinetic
energy is converted on a few mean free paths (i.e. the viscous length) by viscous
friction into heat and internal energy. Gradual cooling ensues which depends on the
chemical composition of the gas. This converts thermal energy into radiation and
the decrease of temperature leads to an increase of density. Indeed, because of the
increased temperature, the sound speed is now very large, and the working surface
is very nearly uniform in pressure, so density and temperature are related. This

Fig. 9.3 Left: Temperature profiles for highly magnetized shocks (bD 1) of different velocities
u. Here bDB=n�0:5

H with B expressed in �G and nH in cm�3. The fluid flows from left to right
with the preshock on the left and post-shock on the right. Only J -type shocks are present for
the lowest values of the b=u ratio. Right: Temperature profiles for two different magnetizations
(bD 0:1 and 1) and one shock velocity. It displays the relevant lengthscales: the viscous length
that extends to d D 1013 cm from pre-shock, the cooling length that ends at d D 1015 cm, which
is roughly the thickness of the J -type shock, the ion-neutral coupling length d D 5 � 1016 cm at
which ions and neutrals start to recouple and the heating due to ion-neutral friction starts to drop.
From Lesaffre et al. (2013)
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compression leads to field lines compression and part of the input energy through
the shock is converted into magnetic energy.

When the shock speed is greater than the Alfvén speed in the neutrals but
lower than the magnetosonic speed in the ions, ions and neutrals experience the
shock differently. The information propagates faster than the shock speed in the
ions, which just experience a wave, whereas the neutrals experience a shock. The
resulting structure at the beginning is a J -type shock with a continuous magnetic
precursor upstream. The relative speed between the ions and neutrals leads to
friction which tends to recouple the two fluids and in most cases, the J -type shock
eventually disappears to leave only a continuous structure known as a C -type shock.
Across the working surface, friction between ions and neutrals now mediates the
conversion of kinetic energy into heat. In this case the heating, the cooling and
magnetic compression all happen at the same time. The resulting temperature is
lower than for corresponding J -type shocks, with lower final compression factors,
but the thickness of the working surface is much greater than for a J -type shock.
Indeed, the length of a J -type shock is controlled by the cooling length of the gas,
whereas in a C -type shock the gas cannot cool until the ion and neutral velocities
are recoupled (see Fig. 9.3, right), and it is the much longer ion-neutral coupling
lengthscale which dictates the width of the shock. As a result, the total column-
densities across C -type shocks are usually higher than for J -type shocks. Hence,
the impact on some chemical tracers in the gas can actually be much greater and
each type of shock has its own specific chemical signature (Lesaffre et al. 2013;
Flower and Pineau des Forêts 2012).

The components of the magnetic field relevant for the computation of the above
information speeds are the components which lay in the shock surface. In a turbulent
medium it is likely that the orientation of the field with respect to the normal of
the shock surface can be arbitrary and both types of shocks are likely to co-exist.
Moreover, the velocity vector is not necessarily orthogonal to the working surface,
thus leading to oblique shocks. Oblique shocks lead to a rotation of the transverse
component of the magnetic field when crossing the working surface (Pilipp and
Hartquist 1994). To conclude, although the orientation of both the velocity and
the magnetic fields vectors with respect to the shock surface both matter, it is
nevertheless hard to infer any correlations between the shock orientation and the
magnetic fields.

The chemical yields from magnetized shocks may be attributed to several factors.
First, the increase of temperature due to the dissipation which helps to increase
the chemical rates: it does so drastically when the reactions are subject to thermal
barriers comparable to the temperature obtained in these shocks (see Table 9.2).
Second, the compression which increases the collisional rates and shortens the
chemical time-scales. Third, the drift velocity which provides additional energy
in the reference frame for the ion-neutral reactions. The first factor acts in both
types of shocks, the second one operates mainly in J -type shocks and the third
one exclusively in C -type shocks. This diversity of factors implies a variety of
chemical signatures for J -type and C -type shocks (see Lesaffre et al. 2013). For
example, CO, OH and H2O are enhanced in both types of shock, but require higher
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velocities for C -type shocks than J -type shocks. Conversely, CHC relies on ion-
neutral reactions and its abundance is increased more in C -type shocks than in
J -type shocks.

9.5 Intermittency in MHD and Non-ideal Turbulence:
The Theorist and Numericist Perspectives

Turbulence in a magnetized ionized fluid exhibits fundamentally different dynamics
from that in neutral fluids. There is not even agreement among theorists on the
energy spectrum of MHD turbulence. The discussions in Wan et al. (2012), Beres-
nyak (2011), Mason et al. (2012) illustrate recent advances in this controversy (see
also the chapter by Beresnyak and Lazarian in this volume). Yet, intermittency has
been advocated in a number of magnetized turbulent environments. For example,
Schmidt et al. (2010) have shown that the treatment of intermittency in supernovae
explosions may play a crucial role. In another context, the formation of chondrules
in meteorites requires an intermittent heating which may be a signature of the
turbulent state of the Solar Nebulae at the time (King and Pringle 2010). Below,
we recall some fundamental properties of magnetized turbulence. We also report
on ongoing numerical efforts at characterizing dissipation in spectral simulations of
MHD and non-ideal turbulence by Momferratos et al. (2014).

9.5.1 Energy Spectrum

The incompressible MHD equations read

@tu C .u � r/ u D �rp



C j � b C �r2u (9.3)

@tb C r � .u � b/ D �r2b (9.4)

where u is the velocity field satisfying r � u D 0, b D B=
p
4	
 is the Alfvén

velocity in a fluid of density 
 satisfying r � b D 0, p is the pressure, j D r � b
is the current density, � is the kinematic viscosity and � is the magnetic diffusivity.
If � D � D 0, the above system conserves total energy E D 1=2hu2i C 1=2hb2i,
cross-helicityHc D hu � bi and magnetic helicityHm D ha � bi where a is the vector
potential, b D r � a.

In the presence of a mean magnetic field B0, the introduction of the Elsässer
variables z˙ D u ˙ b leads to the following symmetric form of the MHD equations

@tz˙  .vA � r/z˙ C �
z	 � r� z˙ D �rp� C �Cr2z˙ C ��r2z	 (9.5)
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where vA D B0=
p
4	
 is the Alfvén velocity of the mean field, p� Dp=
 C b2=2

is the total pressure and 2�˙ D � ˙ �. The second term on the left hand side
represents counter-propagating Alfvén waves. The difference in sign between the
two equations implies that the mean magnetic field cannot be canceled by a Galilean
transformation, and is thus dynamically important at all scales. The next term
corresponds to nonlinear interaction of Alfvén waves through collisions.

Total energy and cross-helicity can be expressed in terms of the Elsässer variables
as ED h�zC�2i andHc D h.z�/2i. This implies that two colliding Alfvén waves are
deformed by the non-linear term in such a way that the above quantities remain
constant, since they are only dissipated by the diffusive terms.

This property allowed Iroshnikov and Kraichnan (IK) (Iroshnikov 1963; Kraich-
nan 1965) to construct a phenomenological theory of the inertial range. If the Alfvén
wave amplitude at a scale � is ıu�, during a collision of two waves it changes
by the magnitude of the nonlinear term ıu2�=� multiplied by the interaction time
�=vA: �ıu� D ıu2�=vA. If one further assumes that collisions change the energy
of the waves as a random walk, the number of collisions required to deform
each wave considerably is N D .ıu�=�ıu�/2 D .vA=ıu�/2. The timescale of the
cascade is �IK DN�=vA D .�vA/=ıu2�. Assuming a constant energy flux through
the inertial range "D ıu2�=�IK , one obtains the scaling ıu� /�1=4. The energy
spectrum E.k/ /j ıu2k j k2 scales as k�3=2 in the inertial range.

In the IK theory, the energy spectrum is isotropic. Goldreich and Sridhar (GS)
(Goldreich and Sridhar 1995) introduced the assumption of critical balance: the
Alfvén term .vA �r/z˙ is of the same order as the nonlinear term .z	 �r/z˙. This
implies vA=l � ıb�=� with l the longitudinal scale of the wave and � its transverse
scale. l is equal to the product of the Alfvén velocity vA and the eddy turnover time
�GS D �=ıu�, implying ıu� � ıb�. �GS is chosen as the timescale of the cascade,
and the constancy of the energy flux ıu2�=�GS gives ıu� � ıb� / �1=3 in the inertial
range. This scaling is identical to K41, except that the scale � is perpendicular
to the magnetic field, resulting in an anisotropic energy spectrum E.k?// k�5=3

? .
In fact, critical balance implies l /�2=3, so that the cascade becomes increasingly
anisotropic at small scales.

9.5.2 Intermittency in MHD Turbulence

In MHD turbulence, the energy dissipation rate

" D �

2

3X

i;jD1

�
@iuj C @j ui

�2 C � .r � b/2 (9.6)

includes the Ohmic dissipation in addition to the viscous dissipation. It is found to
be concentrated largely on two-dimensional structures. These sheets of dissipation
are observed in spectral simulations of incompressible MHD turbulence (Fig. 9.4,
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Fig. 9.4 Color maps of dissipation field at the temporal peak of total dissipation for the ABC
initial conditions and two different ranges of the total dissipation (see Fig. 9.5): between the mean
value � and �C � (left panel) and between �C � and �C 3� (right panel). The subset of space
on which dissipation is concentrated is much less space-filling for the higher dissipation rates. Red:
Ohmic dissipation, green: viscous dissipation. From Momferratos et al. (2014)

Momferratos et al. 2014). Spectral methods are known to be of very high accuracy
and well-suited for the study of small-scale structure (Canuto and Funaro 1988).
The simulation is a freely decaying solution of Eqs. (9.3) and (9.4) with a null mean
magnetic field. Two different initial conditions were considered for the large scale
flow: one based on the Arnol’d–Beltrami–Childress (ABC) flow and the other based
on the Orszag–Tang (OT) vortex. In the case of the ABC initial conditions, the non-
dimensional cross-helicity

Hc D 2hu � bi
phu2ihb2i (9.7)

is �2�10�3, corresponding to a low initial correlation between the velocity field
and the magnetic field. The mean magnetic helicity

Hm D ha � bi (9.8)

where a is the vector potential with b D r �a, is considerable,Hm � 0:2u20l0. Here,
l0 and u0 are typical length and velocity scales of the simulations. In the case of
the OT initial conditions, the non-dimensional cross-helicity is �0.1 while the mean
magnetic helicity is almost zero,Hm � 1�10�9u20l0. Thus, these two different initial
conditions represent evolution under different constraints. Yet, the dissipation fields,
such as that shown in Fig. 9.4 for the ABC initial conditions, are qualitatively very
similar. The pdf of the total dissipation exhibits a log-normal core and a power-law
tail that corresponds to extreme heating events. It is shown in Fig. 9.5 for the ABC
initial conditions.
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Fig. 9.5 Pdf of the total
dissipation rate for the ABC
initial conditions at the
temporal peak of total
dissipation rate. � is the mean
and � the standard deviation.
From Momferratos et al.
(2014)
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Just as in HD turbulence, intermittency can be quantified by the deviation of the
scaling exponents of the velocity field and magnetic field structure functions from

the K41 values. In the inertial range lD � r �L, they scale as S fu;bg
p .r/ / r�

fu;bg

p .
The intermittency model of She and Lévêque (1994) was generalized by Politano
and Pouquet (1995) taking into account different possibilities for the co-dimension
of the structures of high dissipation C and the scaling exponent of the increments in
the inertial range ıu� � ıb� / �1=g

�GSLp .g; C / D p

g

�
1 � 2

g

�
C C

�
1 �

�
1 � 2

gC

�� p
g

(9.9)

where GSL stands for the generalized She-Lévêque model. The co-dimension C D
1 for sheets, while the scaling parameter g is 3 for K41 and 4 for IK.

The method of extended self-similarity (ESS) introduced by Benzi et al. (1993)
facilitates the estimation of structure function exponents from experimental or
numerical data by extending the range of scales where their value is constant. This
method considers the relative exponent

�u
p

�� D d log.Spu .r//

d log.S�.r//
(9.10)

where the scaling of the structure function S�.r/ is known from theory. In MHD,
S�.r/ is provided by the four-thirds law of Politano and Pouquet (1998)

S3̇ .r/ D hız˙
k .ız

	/2i D �4
3

h"˙ir; lD � r � L (9.11)
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Fig. 9.6 Velocity and magnetic field structure function exponents for the ABC initial condition,
calculated using extended self-similarity. The curves corresponding to two cases of the generalized
She-Lévêque model, labelled by the scaling parameter g and the co-dimension C are drawn as well
as the K41 linear dependence

where "C is the energy dissipation and "� is the cross-helicity dissipation. This
is an exact statistical result which follows from the MHD equations under the
assumptions of statistical homogeneity, isotropy, stationarity and zero magnetic
helicity (Politano and Pouquet 1998). Figure 9.6 displays the structure function
exponents for the same ABC simulation, calculated up to order eight using ESS.
The results agree quite well with the generalized She-Lévêque model, under the
assumptions that the structures of high dissipation are sheets and that in the inertial
range the scaling exponent of the increments is 1=3. The magnetic field is found to
be more intermittent than the velocity field, its exponents having a larger deviation
from the K41 non-intermittent prediction.

The tail of the pdf of the total dissipation, shown in Fig. 9.5, corresponds to
extreme dissipation events that have a complex geometrical structure. Following
Uritsky et al. (2010), Momferratos et al. (2014) have defined the structures of
high dissipation as connected sets of points each having a local value of the total
dissipation above a prescribed threshold. The structures of high dissipation exhibit
varied geometrical complexity, but are overall quasi two-dimensional, i.e. sheet-
like. A statistical analysis shows that their geometric and dynamical characteristics
exhibit power-law scaling, with different exponents in the inertial and dissipative
ranges (Uritsky et al. 2010; Momferratos et al. 2014).

As a last illustration of the high degree of spatial intermittency observed in
simulations of MHD turbulence, Momferratos et al. (2014) show that the curve
giving the fraction of total dissipation contained in structures that take up a given
volume fraction rises very steeply near the origin. As a result, 30 % of the total
dissipation is contained in less than 3 % of the total volume.



248 E. Falgarone et al.

9.5.3 Intermittency in Non-ideal Turbulence:
Ambipolar Diffusion

In the diffuse interstellar medium, the partially ionized state of the gas can have
significant effects on the turbulent motions. The most complete description of the
motion of a partially ionized gas is the two fluid model (see the chapter of Zweibel,
this volume). In the diffuse ISM however, for low ionization fractions, 
i=
n, one
can neglect ion inertia, pressure and viscosity and assume that in the ion momentum
equation, the friction force due to the ion-neutral drift is balanced by the Lorentz
force. If one further assumes incompressibility, the equations of ambipolar diffusion
MHD reduce to the following system:

@tu C .u � r/ u D �1



rp C j � b C �r2u (9.12)

@tb D r � .u � b/C .�
i /
�1r � � .j � b/ � b

�C �r2b (9.13)

where b D B=
p
4	
 is the Alfvén velocity defined in terms of the total density


 D 
n C 
i and � is the coefficient of ion-neutral friction.
Equations (9.12) and (9.13) were simulated using the same spectral method as

in the pure MHD case described in the previous section by Momferratos et al.
(2014), with identical initial conditions to compare the evolution with and without
ambipolar diffusion.

Ambipolar diffusion has a significant effect on the spatial structure of the
dissipation field. In a partially ionized gas, in addition to viscous and Ohmic
dissipation, total energy is also dissipated by ambipolar diffusion (or more correctly,
by the friction between the ions and the neutrals) at the rate

"a D .�
i /
�1 ..j � b/ � b/2 (9.14)

The intermittent spatial structure of the dissipation field in the case of ambipolar
diffusion is shown in Fig. 9.7 where two ranges of the total dissipation rate are
selected: the larger the dissipation rate, the smaller the volume filling factor of the
subset of space on which dissipation is distributed. Ambipolar diffusion contributes
a more diffuse component to the dissipation field, that has the tendency to surround
the sheets of Ohmic and viscous dissipation (see Momferratos et al. 2014 for a
quantitative discussion). This is reminiscent of the early findings of Brandenburg
and Zweibel (1994). The dissipation due to ion-neutral friction i.e. ambipolar
diffusion) contributes significantly to extreme heating events because the power-
law tail in the pdf of total dissipation is more pronounced in the case with ambipolar
diffusion.

Last, Fig. 9.8 is an attempt at reproducing the quantities observable in the ISM
with their unavoidable projections. A proxy of viscous dissipation, the contribution
due to the pos projection of the vorticity is shown in the top panel. This quantity
is close to the increments of the line centroid velocity that are accessible to
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Fig. 9.7 Maps of the dissipation field in the ABC run with ambipolar diffusion, at the temporal
peak of total dissipation. The same dissipation ranges as in Fig. 9.4 are shown: between the mean
value � and �C� (left panel) and between �C� and�C3� (right panel). Red: Ohmic dissipation,
green: viscous dissipation, blue: dissipation due to ambipolar diffusion. The latter is distributed in
thicker structures than those due to ohmic dissipation (red) and viscous dissipation (green)

observations (Sect. 9.3.1). The pos projection of the magnetic field is also shown.
This projection is that provided by the measurements of the polarization angle of
either the dust thermal emission (in which case the field direction is perpendicular
to that of the polarization) or the absorbed starlight in the visible or near-IR (in
which case the field direction is parallel to that of the polarization). The bottom
panel displays �‰, the increment of the orientation of Bpos averaged over annuli
of ten resolution elements in radius. The comparison of the patterns visible in these
figures with those of Fig. 9.7 shows that the largest pos projections of the vorticity
and the largest �‰ at small scale delineate structures that tend to follow those of
the most intense dissipation, although it is not a one-to-one correspondence, due
to projection effects. The same is true for the alignment of Bpos and the projected
vorticity.

9.6 Summary and Perspectives

In spite of the theoretical and experimental challenges it poses, even in incompress-
ible turbulence, and in spite of the lack of predictions in magnetized compressible
turbulence, intermittency seems to be present in the ISM. It manifests itself by non-
Gaussian statistics of the velocity field that are more salient at small scales and
by the existence of coherent structures of velocity-shears over a broad range of
scales (from pc to mpc scales). An indirect facet of its existence is the impact of
intermittent turbulent dissipation that locally heats the ISM and opens chemical
routes that are blocked by highly endothermic reactions in the cold ISM . These
reactions have thresholds that span an extended range in energy so that chemistry
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Fig. 9.8 Comparison of two proxies of observables of the dissipation field in the ABC simulation
with weak ambipolar diffusion: the pos projection of the vorticity, a proxy of the line velocity
centroid increments (see Sect. 9.3.1) (top), the small scale increments of the direction of the pos
projection of the magnetic field, a proxy of the variations of the polarization angle of the dust
thermal emission (bottom). The pos projections of the magnetic field are superposed in the top
panel

could be envisioned as a test of the multifractal nature of intermittency: the
molecular species with the highest barriers would be the tracers of the fractal set
of smallest fractal dimension and largest local dissipation. From these signatures
of intermittency in the chemistry of the diffuse ISM, we infer that Lagrangian
intermittency is indeed present. Lagrangian intermittency would also impact the
mixing of dynamical, thermal and dynamical properties of the gas and hence the
transport processes.

As far as the magnetic field is concerned, only very few measurements are
presently available in the field where the velocity field has been investigated with
large enough statistics at small scales. There is, however, a possible trend of
alignment of the vorticity and magnetic field in the plane-of-the-sky which needs
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to be put on a firmer statistical basis. The topology of the smallest scale structures
accessible to observations still escapes numerical grasp but the perspectives in the
field of observations are bright.

Last, intermittency seems to be a universal phenomenon, present as soon as the
Reynolds number is high enough, and it is likely to have an impact in a broad
variety of astrophysical media ranging from the most dilute intergalactic medium
to the densest stellar interiors, including all phases of the interstellar medium,
protoplanetary discs and supernovae.
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Chapter 10
Cosmic Ray Transport in Turbulent Magnetic
Field

Huirong Yan

Abstract Cosmic ray (CR) transport and acceleration are determined by the
properties of magnetic turbulence. Recent advances in MHD turbulence call for
revisions in the paradigm of cosmic ray transport. We use the models of mag-
netohydrodynamic turbulence that were tested in numerical simulation, in which
turbulence is injected at large scale and cascades to small scales. We shall address
the issue of the transport of CRs, both parallel and perpendicular to the magnetic
field. Both normal diffusion on large scales and superdiffusion on small scales
shall be addressed. We shall demonstrate compressible fast modes are the dominant
cosmic ray scatterer from both quasilinear and nonlinear theories. We shall also
show that the self-generated wave growth by CRs is constrained by preexisting
turbulence and discuss the process in detail in the context of shock acceleration
at supernova remnants and their implications. In addition, we shall dwell on the
nonlinear growth of kinetic gyroresonance instability of cosmic rays induced by
large scale compressible turbulence. The feedback of the instability on large scale
turbulence should be included in future simulations.

10.1 Introduction

The propagation and acceleration of cosmic rays (CRs) are governed by their
interactions with magnetic fields. Astrophysical magnetic fields are turbulent and,
therefore, the resonant and non-resonant (e.g. transient time damping, or TTD)
interaction of cosmic rays with MHD turbulence is the accepted principal mech-
anism to scatter and isotropize cosmic rays (see Schlickeiser 2002). In addition,
efficient scattering is essential for the acceleration of cosmic rays. For instance,
scattering of cosmic rays back into the shock is a vital component of the first order
Fermi acceleration (see Longair 1997). At the same time, stochastic acceleration by
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turbulence is entirely based on scattering. The dynamics of cosmic rays in MHD
turbulence holds the key to all high energy astrophysics and related problems.

We live in an exciting era when we are starting to test fundamental processes
taking place at the beginning of the Universe, at the event horizon of black holes,
when the nature of dark matter and dark energy is being probed etc. Using computers
many researchers make sophisticated complex models to confront the observations
in unprecedented details. In the mean time, with the launching of the new facilities,
we have much more observational data available than ever before. For instance,
CHANDRA observations of supernova remnants provide a strong constraint to
diffusion coefficients and/or magnetic fields near the shock (see, e.g. Bamba et al.
2005; Pohl et al. 2005); the diffuse gamma-ray measurements from Fermi from
the Galactic disc have been successfully used to phenomenologically constrain
numerical modeling of cosmic rays, e.g., with GALPROP (Ackermann et al. 2012);
observations of solar energetic particles (SEP) have been also fruitful over the past
decades and lead to better understanding of transport in the solar wind (see a review
by Horbury et al. 2005; and references therein). These developments make it urgent
that we understand the key physical processes underlying astrophysical phenomena,
can parameterize them and, if necessary, use as a subgrid input in our computer
models.

At present, the propagation of the CRs is an advanced theory, which makes
use both of analytical studies and numerical simulations. However, these advances
have been done within the turbulence paradigm which is being changed by the
current research in the field. Instead of the empirical 2D+slab model of turbulence,
numerical simulations suggest anisotropic Alfvénic modes following (Goldreich
and Sridhar 1995; GS95) scalings (an analog of 2D, but not an exact one, as
the anisotropy changes with the scale involved) + fast modes (Cho and Lazarian
2002). These progresses resulted in important revisions on the theory of cosmic
ray transport (see a review by Lazarian et al. 2008; and references therein). The
GS95 turbulence injected on large scales and its extensions to compressible medium
is less efficient in scattering of CRs compared to the estimates made assuming
that magnetic turbulence consists of plane waves moving parallel to magnetic field
(Chandran 2000; Yan and Lazarian 2002). Fast compressible modes, on the other
hand, are demonstrated as the dominant scattering agent in spite of various damping
processes they are subjected to (Yan and Lazarian 2002, 2004, 2008)

At the same time, one should not disregard the possibilities of generation of
additional perturbations on small scales by CR themselves. For instance, the slab
Alfvénic perturbation can be created, e.g., via streaming instability (see Wentzel
1974; Cesarsky 1980). Instabilities induced by anisotropic distribution of CRs
were also suggested as a possibility to scatter CRs (Lerche 1967; Melrose 1974).
Particularly at shock front, studies of instabilities have been one of the major efforts
since the acceleration efficiency is essentially determined by the confinement at the
shock front and magnetic field amplifications. Examples of the new developments
in the field include, current driven instability (Bell 2004), vorticity generation at
curved shock (Giacalone and Jokipii 2007), through Baroclinic effect (Inoue et al.
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2009), through precursor (Beresnyak et al. 2009), etc. This field is rich in its own
and we shall not dwell upon it in this chapter.

In fact, the small scale instabilities and large scale turbulence are not independent
of each other. First of all, the instability generated waves can be damped through
nonlinear interaction with the large scale turbulence (Yan and Lazarian 2002, 2004;
henceforth YL02, YL04). In the case of anisotropic GS95 turbulence, the efficiency
is reduced (Farmer and Goldreich 2004). Nonetheless, owing to the non-linear
damping, the instabilities can only grow in a limited range, e.g., �<100GeV in
interstellar medium for the streaming instability (Farmer and Goldreich 2004; Yan
and Lazarian 2004). Secondly, the large scale compressible turbulence also generate
small scale waves through firehose, gyroresonance instability, etc. (Schekochihin
and Cowley 2006; Lazarian and Beresnyak 2006; Yan and Lazarian 2011; Santos-
Lima et al. 2013).

Propagation of CRs perpendicular to mean magnetic field is another important
problem for which one needs to take into account both large and small scale
interactions in tested models of turbulence. Indeed, if one takes only the diffusion
along the magnetic field line and field line random walk (FLRW Jokipii 1966;
Jokipii and Parker 1969; Forman et al. 1974), compound (or subdiffusion) would
arise. Whether the subdiffusion is realistic in fact depends on the models of
turbulence chosen (Yan and Lazarian 2008, 2012). In this chapter we review current
understandings to this question within the domain of numerically tested models of
MHD turbulence.

In what follows, we introduce the basic mechanisms for the interactions between
particles and turbulence in Sect. 10.2. We discuss the cosmic ray transport in large
scale turbulence, including both analytical and numerical studies in Sect. 10.3.
Applications to cosmic ray propagation is presented in Sect. 10.4 In Sect. 10.5,
we consider the perpendicular transport of cosmic rays on both large and small
scales. We shall also discuss the issue of super-diffusion and the applicability of
sub-diffusion. In Sect. 10.6, we concentrate on the issue of self-confinement in
the presence of preexisting turbulence and dwell on, in particular, the streaming
instability at supernova remnant shocks and its implication for CR acceleration.
Section 10.7, we address the issue of gyroresonance instability of CRs and its
feedback on large scale compressible turbulence. Summary is provided in Sect. 10.8.

10.2 Interactions Between Turbulence and Particles

Basically there are two types of resonant interactions: gyroresonance acceleration
and transit acceleration (henceforth TTD). The resonant condition is ! � kkv� D
n˝ (n D 0;˙1; 2 : : :), where ! is the wave frequency, ˝ D ˝0=� is the
gyrofrequency of relativistic particle, � D cos �, where � is the pitch angle
of particles. TTD formally corresponds to n D 0 and it requires compressible
perturbations.
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The Fokker–Planck equation is generally used to describe the evolvement of the
gyrophase-averaged distribution function f ,
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where p is the particle momentum. The Fokker–Planck coefficientsD��;D�p;Dpp

are the fundamental physical parameters for measuring the stochastic interactions,
which are determined by the electromagnetic fluctuations (see Schlickeiser and
Miller 1998):

Gyroresonance happens when the Doppler shifted wave frequency matches the
Larmor frequency of a particle. In quasi-linear theory (QLT), the Fokker–Planck
coefficients are given by (see Schlickeiser and Miller 1998; Yan and Lazarian 2004)
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(10.1)

where � D 1 for Alfvén modes and � D kk=k for fast modes, kmin D L�1,
kc D ˝0=vth corresponds to the dissipation scale,m D �mH is the relativistic mass
of the proton, v? is the particle’s velocity component perpendicular to B0, � D
arctan.ky=kx/; L ;R D .x ˙ iy/=

p
2 represent left and right hand polarization.

Mij andKij are the correlation tensors of magnetic and velocity fluctuations.
From the resonance condition, we know that the most important interaction

occurs at kk D kk;res D ˝=vk. This is generally true except for small� (or scattering
near 90ı).

TTD happens due to the resonant interaction with parallel magnetic mirror
force. Particles can be accelerated by when they are in phase with the waves
either by interacting with oscillating parallel electric field (Landau damping), or
by moving magnetic mirrors (TTD). When particles are trapped by moving in the
same speed with waves, an appreciable amount of interactions can occur between
waves and particles. Since head-on collisions are more frequent than that trailing
collisions, particles gain energies. Different from gyroresonance, the resonance
function of TTD is broadened even for CRs with small pitch angles. The formal
resonance peak kk=k D Vph=vk favors quasi-perpendicular modes. However, these
quasi-perpendicular modes cannot form an effective mirror to confine CRs because
the gradient of magnetic perturbations along the mean field direction rkB is small.
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As we will show later in Sect. 10.3.3, the resonance is broadened in nonlinear theory
(see Yan and Lazarian 2008).

10.3 Scattering of Cosmic Rays

10.3.1 Scattering by Alfvénic Turbulence

As we discussed in Sect. 10.2, Alfvén modes are anisotropic, eddies are elongated
along the magnetic field, i.e., k? > kk. The scattering of CRs by Alfvén modes
is suppressed first because most turbulent energy goes to k? due to the anisotropy
of the Alfvénic turbulence so that there is much less energy left in the resonance
point kk;res D ˝=vk � r�1

L . Furthermore, k? � kk means k? � r�1
L so that

cosmic ray particles have to be interacting with lots of eddies in one gyro period.
This random walk substantially decreases the scattering efficiency. The scattering
by Alfvén modes was studied in YL02. In case that the pitch angle � not close to 0,
the analytical result is

�
D��

Dpp

�
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where �Œa; z� is the incomplete gamma function. The presence of this gamma
function in our solution makes our results orders of magnitude larger than those1

in Chandran (2000), who employed GS95 ideas of anisotropy, but lacked the
quantitative description of the eddies. However, the scattering frequency,

� D 2D��=.1� �2/; (10.3)

are nearly 1010 times lower than the estimates for isotropic and slab model (see
Fig. 10.1, left). It is clear that for most interstellar circumstances, the scattering
by Alfvénic turbulence is suppressed. As the anisotropy of the Alfvén modes is
increasing with the decrease of scales, the interaction with Alfvén modes becomes
more efficient for higher energy cosmic rays. When the Larmor radius of the particle
becomes comparable to the injection scale, which is likely to be true in the shock
region as well as for very high energy cosmic rays in diffuse ISM, Alfvén modes
get important.

1The comparison was done with the resonant term in Chandran (2000) as the nonresonant term is
spurious.
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10.3.2 Cosmic Ray Scattering by Compressible MHD
Turbulence

As we mentioned earlier, numerical simulations of MHD turbulence supported the
GS95 model of turbulence, which does not have the “slab” Alfvénic modes that
produced most of the scattering in the earlier models of CR propagation. Can
the turbulence that does not appeal to CRs back-reaction (see Sect. 10.4) produce
efficient scattering?

In the models of ISM turbulence (Armstrong et al. 1995; McKee and Ostriker
2007), where the injection happens at large scale, fast modes were identified as a
scattering agent for cosmic rays in interstellar medium (Yan and Lazarian 2002,
2004). These works made use of the quantitative description of turbulence obtained
in Cho and Lazarian (2002) to calculate the scattering rate of cosmic rays.

Different from Alfvén and slow modes, fast modes are isotropic (Cho and
Lazarian 2002). Indeed they are subject to both collisional and collisionless
damping. The studies in Yan and Lazarian (2002, 2004) demonstrated, nevertheless,
that the scattering by fast modes dominates in most cases in spite of the damping2

(see Fig.10.1, right). More recent studies of cosmic ray propagation and acceleration
that explicitly appeal to the effect of the fast modes include Cassano and Brunetti
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Fig. 10.1 Left: Rate of CR scattering by Alfvén waves versus CR energy. The lines at the top
of the figure are the accepted estimates obtained for Kolmogorov turbulence. The dotted curve is
from Chandran (2000). The analytical calculations are given by the solid line with our numerical
calculations given by crosses; Right: the scattering by fast modes, dashed line represents the case
without damping for fast modes included, the solid and dash-dot line are the results taking into
account collisionless damping

2On the basis of weak turbulence theory, Chandran (2005) has argued that high-frequency fast
waves, which move mostly parallel to magnetic field, generate Alfvén waves also moving mostly
parallel to magnetic field. We expect that the scattering by thus generated Alfvén modes to be
similar to the scattering by the fast modes created by them. Therefore we expect that the simplified
approach adopted in Yan and Lazarian (2004) and the papers that followed to hold.
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(2005), Brunetti and Lazarian (2007), Yan and Lazarian (2008) and Yan et al.
(2008). Incidentally, fast modes have been also identified as primary agents for the
acceleration of charged dust particles (Yan and Lazarian 2003; Yan et al. 2004).

10.3.3 Nonlinear Theory of Diffusion

While QLT allows easily to treat the CR dynamics in a local magnetic field system
of reference, a key assumption in QLT, that the particle’s orbit is unperturbed, makes
one wonder about the limitations of the approximation. Indeed, while QLT provides
simple physical insights into scattering, it is known to have problems. For instance,
it fails in treating 90ı scattering (see Völk 1973; Voelk 1975; Jones et al. 1973,
1978; Owens 1974; Goldstein 1976; Felice and Kulsrud 2001) and perpendicular
transport (see Kóta and Jokipii 2000; Matthaeus et al. 2003).

Indeed, many attempts have been made to improve the QLT and various
non-linear theories have been attempted (see Dupree 1966; Völk 1973; Voelk 1975;
Jones et al. 1973; Goldstein 1976). Currently we observe a surge of interest in
finding way to go beyond QLT. Examples include the nonlinear guiding center
theory (see Matthaeus et al. 2003), second-order quasilinear theory (Shalchi 2005;
Qin 2007; le Roux and Webb 2007), etc. Most of the analysis were limited to
traditional 2D+slab models of MHD turbulence. An important step was taken in
Yan and Lazarian (2008), where non-linear effect was accounted for in treating
CR scattering in the type of MHD turbulence that are supported by numerical
simulations. The results have been applied to both solar flares (Yan et al. 2008) and
grain acceleration (Hoang et al. 2012). Below, we introduce the nonlinear theory
and their applications to both particle transport and acceleration in incompressible
and compressible turbulence based on the results from Yan and Lazarian (2008).

The basic assumption of the quasi-linear theory is that particles follow unper-
turbed orbits. In reality, particle’s pitch angle varies gradually with the variation
of the magnetic field due to conservation of adiabatic invariant v2?=B , where B
is the total strength of the magnetic field (see Landau and Lifshitz 1975). Since
B is varying in turbulent field, so are the projections of the particle speed v? and
vk. This results in broadening of the resonance. The variation of the velocity is
mainly caused by the magnetic perturbation ıBk in the parallel direction. This is
true even for the incompressible turbulence we discussion in this section. For the
incompressible turbulence, the parallel perturbation arises from the pseudo-Alfvén
modes. The perpendicular perturbation ıB? is higher order effect, which we shall
neglect here.

The propagation of a CR can be described as a combination of a motion of its
guiding center and CR’s motion about its guiding center. Because of the dispersion
of the pitch angle �� and therefore of the parallel speed �vk, the guiding center is
perturbed about the mean position < z >D v�t as they move along the field lines.
As a result, the perturbation ıB.x; t/ that the CRs view when moving along the
field gets a different time dependence. The characteristic phase function eik

k
z.t/ of
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the perturbation ıB.x; t/ deviates from that for plane waves. Assuming the guiding
center has a Gaussian distribution along the field line,

f .z/ D 1p
2	�z

e
� .z�<z>/2

2�2z ; (10.4)

one gets by integrating over z,
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Insert Eq. (10.5) into the expression of D�� (see Voelk 1975; Yan and Lazarian
2004), we obtain
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Following are the definitions of the parameters in the above equation.˝;� are the
Larmor frequency and pitch angle cosine of the CRs. Jn represents Bessel function,
and w D k?v?=˝ D k?LR

p
1 � �2, where R D v=.˝l/ is the dimensionless

rigidity of the CRs, L is the injection scale of the turbulence. k?; kk are the
components of the wave vector k perpendicular and parallel to the mean magnetic
field, ! is the wave frequency. IA.k/ is the energy spectrum of the Alfvén modes
and IM .k/ represents the energy spectrum of magnetosonic modes. In QLT, the
resonance function Rn D 	ı.kkvk � ! ˙ n˝/. Now due to the perturbation of the
orbit, it should be
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where MA 
 ıV=vA D ıB=B0 is the Alfvénic Mach number and vA is the
Alfvén speed. We stress that Eqs. (10.7), (10.8) are generic, and applicable to both
incompressible and compressible medium.

For gyroresonance (n D ˙1; 2; : : :), the result is similar to that from QLT for
� � �� D �vk=v. In this limit, Eq. (10.7) represents a sharp resonance and
becomes equivalent to a ı-function when put into Eq. (10.7). In general, the result
is different from that of QLT, especially at ˛ ! 90ı, the resonance peak happens at
kk;res � ˝=�v in contrast to the QLT result kk;res � ˝=vk ! 1. We shall show
below, that due to the anisotropy, the scattering coefficientD�� is still very small if
the Alfvén and the pseudo-Alfvén modes are concerned.

On the other hand, the dispersion of the vk means that CRs with a much wider
range of pitch angle can be scattered by the compressible modes through TTD
(n D 0), which is marginally affected by the anisotropy and much more efficient
than the gyroresonance. In QLT, the projected particle speed should be comparable
to phase speed of the magnetic field compression according to the ı function for
the TTD resonance. This means that only particles with a specific pitch angle can
be scattered. For the rest of the pitch angles, the interaction is still dominated by
gyroresonance, which efficiency is negligibly small for the Alfvénic anisotropic
turbulence (see Sect. 10.3.1). With the resonance broadening, however, wider range
of pitch angle can be scattered through TTD, including 90ı.

10.3.4 Results from Test Particle Simulations

We live in an era when we can test various processes in astrophysics and numerical
studies have become an important part of theoretical efforts. Test particle simulation
has been used to study CR scattering and transport (Giacalone and Jokipii 1999;
Mace et al. 2000). The aforementioned studies, however, used synthetic data for
turbulent fields, which have several disadvantages. Creating synthetic turbulence
data which has scale-dependent anisotropy with respect to the local magnetic field
(as observed in Cho and Vishniac 2000; Maron and Goldreich 2001) is difficult
and has not been realized yet. Also, synthetic data normally uses Gaussian statistics
and delta-correlated fields, which is hardly appropriate for description of strong
turbulence.

Using the results of direct numerical MHD simulations as the input data,
Beresnyak et al. (2011) and Xu and Yan (2013) performed test particle simulations.
Their results show good correspondence with the analytical predictions. We briefly
summarize the results here. As shown in Fig. 10.2, particles’ motion is diffusive both
along the magnetic field (x direction) and across the field (y direction). Moreover,
the scattering coefficient shows the same pitch angle dependence as that predicted
in Yan and Lazarian (2008), namely the scattering is most efficient for large pitch
angles due to the TTD mirror interaction (see Fig. 10.2, left).
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Fig. 10.2 Left: Dimensionless CR scattering coefficient D��=˝ vs the pitch angle �. It is
dominated by TTD resonant mirror interaction with compressible modes; right: diffusive behavior
of the particles displayed in the tracing simulations. Both the parallel and perpendicular transport
are normal diffusion, and the ratio of their diffusion coefficients is � M4

A, consistent with the
analytical prediction in Yan and Lazarian (2008) (from Xu and Yan 2013)

Table 10.1 The parameters of idealized ISM phases and relevant damping

ISM Halo HIM WIM WNM CNM DC

T(K) 2� 106 1� 106 8,000 6,000 100 15

cS (km/s) 130 91 8.1 7 0.91 0.35

n(cm�3) 10�3 4� 10�3 0.1 0.4 30 200

lmfp(cm) 4� 1019 2� 1018 6� 1012 8� 1011 3� 106 104

L(pc) 100 100 50 50 50 50

B(�G) 5 2 5 5 5 15

ˇ 0.28 3.5 0.11 0.33 0.42 0.046

Damping Collisionless Collisional Collisional Neutral-ion Neutral-ion Neutral-ion

The dominant damping mechanism for turbulence is given in the last line
HIM hot ionized medium, CNM cold neutral medium, WNM warm neutral medium, WIM warm
ionized medium, DC dark cloud

10.4 Cosmic Ray Propagation in Galaxy

The scattering by fast modes is influenced by the medium properties as the fast
modes are subject to linear damping, e.g., Landau damping. Using the approach
above we revisit the problem of the CR propagation in the selected phases of the
ISM (see Table 10.1 for a list of fiducial parameters appropriate for the idealized
phases3) assuming that turbulence is injected on large scales.

3The parameters of idealized interstellar phases are a subject of debate. Recently, even the entire
concept of the phase being stable entities has been challenged (see Gazol et al. 2007; and ref.
therein). Indeed different parts of interstellar medium can exhibit variations of these parameters
(see Wolfire et al. 2003; and ref. therein).
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10.4.1 Halo

In Galactic halo (see Table 10.1), the Coulomb collisional mean free path is �10 pc,
the plasma is thus in a collisionless regime. The cascading rate of the fast modes is
(Cho and Lazarian 2002)

��1
k D .k=L/1=2ıV 2=Vph: (10.9)

By equating it with the collisionless damping rate
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we obtain the turbulence truncation scale kc :

kcL ' 4M4
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where ˇ D Pgas=Pmag.
The scale kc depends on the wave pitch angle  , which makes the damping

anisotropic. As the turbulence undergoes cascade and the waves propagate in a tur-
bulent medium, the angle  is changing. As discussed in YL04 the field wandering
defines the spread of angles. During one cascading time, the fast modes propagate a
distance v�cas and see an angular deviation tan ı ' p

tan2 ık C tan2 ı?, which is
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vu
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(10.12)

As evident, the damping scale given by Eq. (10.11) varies considerably especially
when  ! 0 and  ! 90ı. For the quasi-parallel modes, the randomization
(/ .kL/�1=4) is negligible since the turbulence cascade continues to very small
scales. On small scales, most energy of the fast modes is contained in these
quasi-parallel modes (Yan and Lazarian 2004; Petrosian et al. 2006).

For the quasi-perpendicular modes, the damping rate (Eq. (10.10)) should be
averaged over the range 90ı � ı to 90ı. Equating Eqs. (10.9) and (10.10) averaged
over ı , we get the averaged damping wave number (see Fig. 10.3, left). The field
line wandering has a marginal effect on the gyroresonance, whose interaction with
the quasi-perpendicular modes is negligible (YL04). However, TTD scattering rates
of moderate energy CRs (< 10TeV) will be decreased owing to the increase of the
damping around the 90ı (see Fig. 10.3, left). For higher energy CRs, the influence
of damping is marginal and so is that of field line wandering.
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Fig. 10.3 Left: The turbulence truncation scales in Galactic halo and warm ionized medium
(WIM). The damping curves flattens around 90ı due to field line wandering (dotted lines, see
Yan and Lazarian 2004; Lazarian et al. 2004); For WIM, both viscous and collisionless damping
are applicable; right: the mean free paths in two different phases of ISM: halo (solid line) and WIM
(dashed line). At lower energies (�< 100GeV), the different dependence in WIM is owing to the
viscous damping (from Yan and Lazarian 2008)

The QLT result on gyroresonance in the range � > �� provides a good
approximation to the non-linear results (Yan and Lazarian 2008). For CRs with
sufficiently small rigidities, the resonant fast modes (kres � 1=.R�/) are on small
scales with a quasi-slab structure (see Fig.10.3, left). For the scattering by these
quasi-parallel modes, the analytical result that follows from QLT approximation
(see Yan and Lazarian 2004) for the gyroresonance is4
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where tan c D k?;c=kk;res.
Once we know the functional form of the D��, we can obtain the corresponding

mean free path (Earl 1974):
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; (10.14)

where DT
�� is the contribution from TTD interaction and can be obtained using the

nonlinear theory (see Yan and Lazarian 2008 and also Sect. 10.3.3) with the inertial

4It can be shown that the QLT result follows from our more general results (see Eqs. (10.7), (10.8))
if we put �� ! 0. This justifies our use of the analytical approximation.
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Fig. 10.4 Pitch angle diffusion coefficients in halo and WIM. Upper lines in the plots represent
the contribution from TTD and lower lines are for gyroresonance (from Yan and Lazarian 2008)

range of fast modes determined for the local medium (see, e.g., 10.11 in the case of
collisionless damping).

The mean free path is sensitive to the scattering by gyroresonance at small
pitch angles, due to the influence of damping on the fast modes on small scales.
Figure 10.4 shows the pitch angle diffusion of CRs with different energies due to
the TTD and gyroresonance.

The weak dependence of the mean free path (see Fig. 10.3, right) of the moderate
energy (e.g. <1TeV) CRs in halo results from the fact that gyroresonance changes
marginally with the CR energy (see Fig. 10.4). This is associated with the damping
in collisionless medium. We expect that similar flat dependence can happen in any
collisionless medium. This can be a natural explanation of the puzzling “Palmer
Concensus” (Palmer 1982), the same trend observed in solar wind.

10.4.2 Warm Ionized Medium

In warm ionized medium, the Coulomb collisional mean free path is lmfp D 6 �
1012 cm and the plasma ˇ ' 0:11. Suppose that the turbulence energy is injected
from large scale, then the compressible turbulence is subjected to the viscous
damping besides the collisionless damping. By equating the viscous damping rate
with the cascading rate (Eq. (10.9)), we obtain the following truncation scale,

kcL D xc

(
.1 � �2/� 2

3 ˇ � 1

.1 � 3�2/� 4
3 ˇ � 1

(10.15)
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where xc D
h
6
ıV 2L

�0VA

i 2
3
, �0 is the longitudinal viscosity. In the low ˇ regime,

the motions are primarily perpendicular to the magnetic field so that @vx=@x D
Pn=n � PB=B . The longitudinal viscosity enters here as the result of distortion of
the Maxiwellian distribution (see Braginskii 1965). The transverse energy of the
ions increases during compression because of the conservation of adiabatic invariant
v2?=B . If the rate of compression is faster than that of collisions, the ion distribution
in the momentum space is bound to be distorted from the Maxiwellian isotropic
sphere to an oblate spheroid with the long axis perpendicular to the magnetic field.
As a result, the transverse pressure gets greater than the longitudinal pressure,
resulting in a stress � �0@vx=@x. The restoration of the equilibrium increases the
entropy and causes the dissipation of energy.

The viscous damping scale is compared to collisionless cutoff scale (Eq. (10.11))
in Fig. 10.3, left. As shown there, both viscous damping and collisionless damping
are important in WIM. Viscous damping is dominant for small  and collisionless
damping takes over for large  except for  D 90ı. This is because collisionless
damping increases with  much faster than the viscous damping. For sufficiently
small wave pitch angles, the viscous damping is too small to prevent the fast modes
to cascade down to scales smaller than the mean free path lmfp. Because of the similar
quasi-slab structure on small scales, Eq. (10.13) can be also applied in WIM. The
results are illustrated in Fig. 10.4. Compared to the case in halo, we see that the
qualitative difference stands in the gyroresonance. This is because gyroresonance is
sensitive to the quasi-slab modes whose damping differs in halo and WIM.

10.4.3 Other Phases

In hot ionized medium (HIM), the plasma is also in collisionless regime, but the
density is higher and the plasma beta is larger than 1. The damping by protons
thus becomes substantial especially at small pitch angles. The damping truncates
the turbulence at much larger scales than the gyroscales of the CRs of the energy
range we consider. No gyroresonance can happen and some other mechanisms are
necessary to prevent CRs streaming freely along the field. The turbulence injected
from small scales might play an important role (see Sect. 10.6).

In partially ionized gas one should take into account an additional damping
that arises from ion-neutral collisions (see Kulsrud and Pearce 1969; Lithwick and
Goldreich 2001; Lazarian et al. 2004). In the latter work a viscosity-damped regime
of turbulence was predicted at scales less the scale k�1

c;amb at which the ordinary
magnetic turbulence is damped by ionic viscosity. The corresponding numerical
work, e.g., Cho et al. (2002) testifies that for the viscosity-damped regime the
parallel scale stays equal to the scale of the ambipolar damping, i.e., kk D kc;amb,
while k? increases. In that respect, the scattering by such magnetic fluctuations
is analogous to the scattering induced by the weak turbulence (see Sect. 2.3, Yan
and Lazarian 2008). The difference stems from the spectrum of k? is shallower
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than the spectrum of the weak turbulence. The predicted values of the spectrum for
the viscosity-damped turbulence E.k?/ � k�1? (Lazarian et al. 2004) are in rough
agreement with simulations. More detailed studies of scattering in partially ionized
gas will be necessary.

10.5 Perpendicular Transport

In this section we deal with the diffusion perpendicular to mean magnetic field.
Propagation of CRs perpendicular to the mean magnetic field is another impor-

tant problem in which QLT encounters serious difficulties. Compound diffusion,
resulting from the convolution of diffusion along the magnetic field line and
diffusion of field line perpendicular to mean field direction, has been invoked to
discuss transport of cosmic rays in the Milky Way (Getmantsev 1963; Lingenfelter
et al. 1971; Allan 1972). The role of compound diffusion in the acceleration of CRs
at quasi-perpendicular shocks were investigated by Duffy et al. (1995) and Kirk
et al. (1996).

Indeed, the idea of CR transport in the direction perpendicular to the mean
magnetic field being dominated by the field line random walk (FLRW, Jokipii
1966; Jokipii and Parker 1969; Forman et al. 1974) can be easily justified only in
a restricted situation where the turbulence perturbations are small and CRs do not
scatter backwards to retrace their trajectories. If the latter is not true, the particle
motions are subdiffusive, i.e., the squared distance diffused growing as not as t but
as t˛ , ˛ < 1, e.g., ˛ D 1=2 (Kóta and Jokipii 2000; Mace et al. 2000; Qin et al.
2002). If true, this could indicate a substantial shift in the paradigm of CR transport,
a shift that surely dwarfs a modification of magnetic turbulence model from the
2D+slab to a more simulation-motivated model that we deal here.

It was also proposed that with substantial transverse structure, i.e., transverse
displacement of field lines, perpendicular diffusion is recovered (Qin et al. 2002). Is
it the case of the MHD turbulence models we deal with?

How realistic is the subdiffusion in the presence of turbulence? The answer for
this question apparently depends on the models of turbulence chosen.

Compound diffusion happens when particles are restricted to the magnetic field
lines and perpendicular transport is solely due to the random walk of field line
wandering (see Kóta and Jokipii 2000). In the three-dimensional turbulence, field
lines are diverging away due to shearing by the Alfvén modes (see Lazarian and
Vishniac 1999; Narayan and Medvedev 2001; Lazarian 2006). Since the Larmor
radii of CRs are much larger than the minimum scale of eddies l?;min, field lines
within the CR Larmor orbit are effectively diverging away owing to shear by
the Alfvénic turbulence. The cross-field transport thus results from the deviations
of field lines at small scales, as well as field line random walk at large scale
(>minŒL=M3

A;L�).
Both observation of Galactic CRs and solar wind indicate that the diffusion of

CRs perpendicular to magnetic field is normal diffusion (Giacalone and Jokipii
1999; Maclennan et al. 2001). Why is that?
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Most recently the diffusion in magnetic fields was considered for thermal
particles in Lazarian (2006), for cosmic rays in Yan and Lazarian (2008). In what
follows we present the results based on the studies in Yan and Lazarian (2008).

10.5.1 Perpendicular Diffusion on Large Scale

For perpendicular diffusion, the important issue is the reference frame. We empha-
size that we consider the diffusion perpendicular to the mean field direction in the
global reference of frame.

High MA turbulence: High MA turbulence corresponds to the field that is easily
bended by hydrodynamic motions at the injection scale as the hydro energy at the
injection scale is much larger than the magnetic energy, i.e. 
V 2

L � B2. In this
case magnetic field becomes dynamically important on a much smaller scale, i.e.
the scale lA D L=M3

A (see Lazarian 2006). If the parallel mean free path of CRs
�k � lA, the stiffness of B field is negligible so that the perpendicular diffusion
coefficient is the same as the parallel one, i.e., D? D Dk � 1=3�kv. If �k � lA,
the diffusion is controlled by the straightness of the field lines, and D? D Dk �
1=3lAv: The diffusion is isotropic if scales larger than lA are concerned.

LowMA turbulence: In the magnetically dominated case, i.e. the field that cannot
be easily bended at the turbulence injection scale, individual magnetic field lines are
aligned with the mean magnetic field. The diffusion in this case is anisotropic. If
turbulence is injected at scale L it stays weak for the scales larger than LM2

A and
it is strong at smaller scales. Consider first the case of �k > L. The time of the
individual step is L=vk, thenD? � 1=3LvM4

A: This is similar to the case discussed
in the FLRW model (Jokipii 1966). However, we obtain the dependence of M4

A

instead of their M2
A scaling. In the opposite case of �k < L, the perpendicular

diffusion coefficient is D? � DkM4
A; which coincides with the result obtained for

the diffusion of thermal electrons in magnetized plasma (Lazarian 2006). This is
due to the anisotropy of the Alfvénic turbulence.

10.5.2 Superdiffusion on Small Scales

The diffusion of CR on the scales � L is different and it is determined by how fast
field lines are diverging away from each other. The mean deviation of a field in a
distance ıx is proportional to Œız�3=2 (Lazarian and Vishniac 1999; Lazarian 2006),
same as Richardson diffusion in the case of hydrodynamic turbulence (see Eyink
et al. 2011). Following the argument, we showed in Yan and Lazarian (2008) that
the cosmic ray perpendicular transport is superdiffusive. The reason is that there is
no random walk on small scales up to the injection scale of strong MHD turbulence
(LM2

A for MA < 1 and lA for MA > 1). This can well explain the recently observed
super-diffusion in solar wind (Perri and Zimbardo 2009). Superdiffusion can have
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important implications for shock acceleration as discussed in details in Lazarian and
Yan (2013).

10.5.3 Is There Subdiffusion?

The diffusion coefficient DkM4
A we obtained in the case of MA < 1, means that

the transport perpendicular to the dynamically strong magnetic field is a normal
diffusion, rather than the subdiffusion as discussed in a number of recent papers.
This is also supported by test particle simulations (Beresnyak et al. 2011; Xu and
Yan 2013; see Fig. 10.2, right). Let us clarify this point by obtaining the necessary
conditions for the subdiffusion to take place.

The major implicit assumption in subdiffusion (or compound diffusion) is that
the particles trace back their trajectories in x direction on the scale ız. When is it
possible to talk about retracing of particles? In the case of random motions at a single
scale only, the distance over which the particle trajectories get uncorrelated is given
by the Rechester and Rosenbluth (1978) model. Assuming that the damping scale
of the turbulence is larger that the CR Larmor radius, the Rechester and Rosenbluth
(1978) model, when generalized to anisotropic turbulence provides (Narayan and
Medvedev 2001; Lazarian 2006) LRR D lk;min ln.l?;min=rLar/ where lk;min is the
parallel scale of the cut-off of turbulent motions, l?;min is the corresponding
perpendicular scale, rLar is the CR Larmor radius. The assumption of rLar < l?;min

can be valid, for instance, for Alfvénic motions in partially ionized gas. However,
it is easy to see that, even in this case, the corresponding scale is rather small and
therefore subdiffusion is not applicable for the transport of particles in Alfvénic
turbulence over scales � lk;min.

If rLar > l?;min, as it is a usual case for Alfvén motions in the phase of ISM with
the ionization larger than � 93%, where the Alfvénic motions go to the thermal
particle gyroradius (see estimates in Lithwick and Goldreich 2001; Lazarian et al.
2004), the subdiffusion of CR is not an applicable concept for Alfvénic turbulence.
This does not preclude subdiffusion from taking place in particular models of
magnetic perturbations, e.g. in the slab model considered in Kóta and Jokipii (2000),
but we believe in the omnipresence of Alfvénic turbulence in interstellar gas (see
Armstrong et al. 1995).

10.6 Streaming Instability in the Presence of Turbulence

When cosmic rays stream at a velocity much larger than Alfvén velocity,
they can excite by gyroresonance MHD modes which in turn scatter cosmic
rays back, thus increasing the amplitude of the resonant mode. This runaway
process is known as streaming instability. It was claimed that the instability
could provide confinement for cosmic rays with energy less than �102 GeV
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(Cesarsky 1980). However, this was calculated in an ideal regime, namely, there was
no background MHD turbulence. In other words, it was thought that the self-excited
modes would not be appreciably damped in fully ionized gas.5 This is not true for
turbulent medium, however. Yan and Lazarian (2002) pointed out that the streaming
instability is partially suppressed in the presence of background turbulence (see
more in Lazarian et al. 2003). More recently, detailed calculations of the streaming
instability in the presence of background Alfvénic turbulence were presented in
Farmer and Goldreich (2004). The growth rate of the modes of wave number k is
(Longair 1997).

�cr.k/ D ˝0

N.� E/

np
.�1C vstream

VA
/; (10.16)

where N.� E/ is the number density of cosmic rays with energy � E which
resonate with the wave, np is the number density of charged particles in the
medium. The number density of cosmic rays near the sun is N.� E/ ' 2 �
10�10 .E=GeV/�1:6 cm�3sr�1 (Wentzel 1974).

Interaction with fast modes was considered by Yan and Lazarian (2004). Such
an interaction happens at the rate �k � .k=L/�1=2Vph=V

2. By equating it with the
growth rate Eq. (10.16), we can find that the streaming instability is only applicable
for particles with energy less than

�max ' 1:5 � 10�9Œn�1
p .Vph=V /.Lv˝0=V

2/0:5�1=1:1; (10.17)

which for HIM, provides �20GeV if taking the injection speed to be V ' 25 km/s.
Similar result was obtained with Alfvén modes by Farmer and Goldreich (2004).

Magnetic field itself is likely to be amplified through an inverse cascade of
magnetic energy at which perturbations created at a particular k diffuse in k space
to smaller k thus inducing inverse cascade. As the result, the magnetic perturbations
at smaller k get larger than the regular field. Consequently, even if the instability
is suppressed for the growth rate given by Eq. (10.16) it gets efficient due to the
increase of perturbations of magnetic field stemming from the inverse cascade. The
precise picture of the process depends on yet not completely clear details of the
inverse cascade of magnetic field.

Below, we present the application of the current understanding of the interaction
between the streaming instability and the background turbulence to the modeling
of the gamma ray emission from molecular clouds near SNRs (see more details in
Yan et al. 2012). We shall treat the problem in a self-consistent way by comparing
the streaming level that is allowed by the preexisting turbulence and the required
diffusion for the CRs.

5We neglect the nonlinear Landau damping, which is suppressed in turbulence due to decrease of
mean free path.
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10.6.1 Application to CR Acceleration at the Shocks

Diffusive shock acceleration of energetic CR particles relies on the crucial process
of amplification of MHD turbulence so that particles can be trapped at the shock
front long enough to be accelerated to the high energy observed. One of the most
popular scenarios that has been adopted in the literature is the streaming instability
generated by the accelerated particles. However, in the highly nonlinear regime the
fluctuations of magnetic field arising from the streaming instability get large and
the classical treatment of the streaming instability is not applicable. We circumvent
the problem by proposing that the field amplification we consider does not arise
from the streaming instability, but is achieved earlier through other processes, e.g.
the interaction of the shock precursor with density perturbations preexisting in
the interstellar medium (Beresnyak et al. 2009). Due to the resonant nature of
the streaming instability, the perturbations ıB arising from it are more efficient in
scattering CRs compared to the large scale fluctuations produced by non-resonant
mechanisms, e.g. the one in Beresnyak et al. (2009). Therefore in this chapter, we
limit our discussions to the regime of ıB �< B0, where B0 is the magnetic field
that has already been amplified in the precursor region.6 Notations used in this
subsection are provided in Table 10.2.

When particles reach the maximum energy at a certain time, they escape and the
growth of the streaming instability stops. Therefore we can obtain the maximum
energy by considering the stationary state of the evolution. The steady state energy
density of the turbulenceW.k/ at the shock is determined by

.U ˙ vA/rW.k/ D 2.�cr � �d /W.k/; (10.18)

where U is the shock speed, and the term on the l.h.s. represents the advection
of turbulence by the shock flow. vA 
 B0=

p
4	nm and n are the Alfvén speed

and the ionized gas number density of the precursor region, respectively. The plus
sign represents the forward propagating Alfvén waves and the minus sign refers to
the backward propagating Alfvén waves. The terms on the r.h.s. describes the wave
amplification by the streaming instability and damping with �d as the corresponding
damping rate of the wave. The distribution of accelerated particles at strong shocks
is f .p/ / p�4. If taking into account the modification of the shock structure by
the accelerated particles, the CR spectrum becomes harder. Assume the distribution
of CRs at the shock is f0.p/ / p�4Ca (see table 10.3). The nonlinear growth was
studied by Ptuskin and Zirakashvili (2005).

6The effective B0 is therefore renormalized and can be much larger than the typical field in ISM
(see, e.g., Diamond and Malkov 2007).
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Table 10.2 The notation we used in Sect. 10.6.1

A Normalized wave amplitude ıB=B0
a Hardening of the CR spectrum at the shock front

B0 Mean magnetic field at the shock in the later Sedov phase

Bcav Intercloud magnetic field strength

ıB Wave amplitude

c Light speed

d Distance of the molecular cloud from observer

D Diffusion coefficient of CRs

E CR energy

ESN Supernova explosion

f Distribution function of CRs

f	 Fraction of energy transferred from parent protons to pions

k Wave number

K(t) Normalization factor of CR distribution function

L The injection scale of background turbulence

m Proton rest mass

Mc Cloud mass

n Intercloud number density

N� � ray flux

p CR’s momentum

pmax The maximum momentum accelerated at the shock front

PCR CR pressure

q Charge of the particle

r Distance from SNR centre

Rc The distance of the molecular cloud from the SNR centre

rg Larmor radius of CRs

Rd diffusion distance of CRs

Rsh Shock radius

Resp; tesp The escaping distance/time of CRs

s 1D spectrum index of CR distribution

t Time since supernova explosion

tage The age of SNR

tsed The time at which SNR enters the Sedov phase

U Shock speed

Ui Initial shock velocity

v Particle speed

vs Streaming speed of CRs

W Wave energy

˛ Power index of D with respect to particle momentum p

(continued)
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Table 10.2 (continued)

� Reduction factor of D with respect toDISM

ı Power index of pmax with respect to t

� Fraction of SN energy converted into CRs

�cr The growth rate of streaming instability

�d Wave damping rate

� Ratio of diffusion length to shock radius

˝0 The Larmor frequency of non-relativistic protons

�pp Cross section for pp collision

� The ratio of CR pressure to fluid ram pressure

Table 10.3 Model
parameters adopted

a � � � � ˛

0.1� 0:3 �0.05 � 0:3 0:04 � 0:1 0:2 �0.4 0.5

The generalized growth rate of streaming instability is

�cr D 12	2q2vA
p
1CA2

c2k

�
Z 1

pres

dpp

"

1 �
�
pres

p

�2#

D

ˇ
ˇ
ˇ̌@f
@x

ˇ
ˇ
ˇ̌ ; (10.19)

where q is the charge of the particle, c is the light speed, pres D ZeB0
p
1CA2

=c=kres is the momentum of particles that resonate with the waves. A D ıB=B0 is
wave amplitude normalized by the mean magnetic field strength B0.

D D
p
1C A2vrg=3=A

2.> kres/ (10.20)

is the diffusion coefficient of CRs, v and rg are the velocity and Larmor radius of
the CRs. In the planar shock approximation, one gets the following growth rate of
the upstream forward moving wave at x=0,

�cr.k/ D Ccr�U
2.U C vA/k1�a

.1C A2/.1�a/=2cvA�.pmax/r
a
0

(10.21)

where Ccr D 4:5=.4 � a/=.2 � a/, r0 D mc2=q=B0, where � measures the ratio of
CR pressure at the shock and the upstream momentum flux entering the shock front,
m is the proton rest mass, and pmax is the maximum momentum accelerated at the
shock front.H.p/ is the Heaviside step function.

The linear damping is negligible since the medium should be highly ionized. In
fully ionized gas, there is nonlinear Landau damping, which, however, is suppressed
due to the reduction of particles’ mean free path in the turbulent medium (see Yan
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and Lazarian 2011). We therefore neglect this process here. Background turbulence
itself can cause nonlinear damping to the waves (Yan and Lazarian 2002). Unlike
hydrodynamical turbulence, MHD turbulence is anisotropic with eddies elongated
along the magnetic field. The anisotropy increases with the decrease of the scale
(Goldreich and Sridhar 1995). Because of the scale disparity, kk > k? � ktk, the
nonlinear damping rate in MHD turbulence is less than the wave frequency kkvA,
and it is given by Farmer and Goldreich (2004), Yan and Lazarian (2004)

�d � p
k=LvA; (10.22)

where L is the injection scale of background turbulence, and the k is set by the
resonance condition k � kk � 1=rL.

There are various models for the diffusive shock acceleration. We consider here
the escape-limited acceleration. In this model, particles are confined in the region
near the shock where turbulence is generated. Once they propagate far upstream at
a distance l from the shock front, where the self-generated turbulence by CRs fades
away, the particles escape and the acceleration ceases. The characteristic length
that particles penetrate into the upstream is D.p/=U . The maximum momentum
is reached whenD.p/=U ' l=4.7 Assuming l D �Rsh, where � < 1 is a numerical
factor, one can get

pmax

mc
D 3�A2URshp

1C A2vr0
: (10.23)

In particular, for A < 1

pmax

mc
D
2

4

0

@�vA
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1

r0L
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s

v2A
r0L

C 2Ccra�U 3.U C vA/

�r0RshcvA

1

A
�
�Rsh
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�
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;

A D pmaxr0p
18�mURsh
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1C 36
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�mURsh

pmaxr0

�2
; (10.24)

In the limit of low shock velocity,

vA � U � c

��vA
c

�3 �Rsh

2LCcra�

�1=4
; (10.25)

7The factor 1/4 arises from the following reason. As pointed out by Ostrowski and Schlickeiser
(1996), the spectrum is steepened for small l, i.e., lU=D.p/ �< 4.
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Fig. 10.5 Left: The energy of CRs that are released at the shock at time t in the Sedov phase. Our
result shows that the often assumed power law solution (see Gabici et al. 2009; Ohira et al. 2010)
is only realized in asymptotic regime as described in Eqs. (10.25), (10.26). It is also larger than
the earlier result (dotted line) in Ptuskin and Zirakashvili (2005) where the damping of the waves
by background turbulence is overestimated. Right: the spectrum of CRs at a distance r D 12 pc
after 1,800 (solid line), 6,000 (dotted line), 12,000 (dashdot line), 50,000 years (cross line). The
Galactic mean is plotted as a reference (dashed line). From Yan et al. (2012)

we get

pmax

mc
D .Ccr�U

3/2
a2L

r0c2v4A
(10.26)

for the Sedov phase (t > tsed 
 250.E51=.n0U
5
9 //

1=3yr), where E51 D
ESN=10

51erg and U9 D Ui=10
9 cm/s are the total energy of explosion and the

initial shock velocity. In Fig. 10.5, we plot the evolution of pmax=.mc/ during the
Sedov phase. The solid line represents the results from Eq. (10.24). As we see,
at earlier epoch when advection and streaming instability are both important, the
evolution of pmax does not follow a power law. For comparison, we also put a power
law evolution in the same figure as depicted by Eq. (10.26) (dashed line).

Our result is also larger than that obtained by Ptuskin and Zirakashvili (2005)
since the wave dissipation rate is overestimated in their treatment.

10.6.2 Enhanced Scattering and Streaming Instability Near
SNRs

The result from Yan et al. (2012) show that the local scattering of CRs has to be
enhanced by an order of magnitude � D 0:05 in order to produce the amount of �
ray emission observed. A natural way to increase the scattering rate is through the
streaming instability. The enhanced flux of the CRs are demonstrated to generate
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strong enough instability to overcome nonlinear damping by the background
turbulence (Yan et al. 2012). The growth rate in the linear regime is

�gr D ˝0

N.� E/

n

�
vs
vA

� 1

�
; (10.27)

where vs is the streaming speed of CRs. The growth rate should overcome the
damping rate (Eq. (10.22)) for the instability to operate. The condition �gr > �d
leads to

vs > vA

 

1C nvA
N˝0

p
rgL

!

(10.28)

The spatial diffusion coefficient adopted here, D � vsL D �DISM , satisfies this
requirement. The growth and damping rates are compared in Fig. 10.6, right. We
see that the streaming instability works in the energy range needed to produce the
observed � ray emission, proving that our results are self-consistent.

Note that the case we consider here is different from the general interstellar
medium discussed in Yan and Lazarian (2004) and Farmer and Goldreich (2004),
namely, the local cosmic ray flux near SNRs is much enhanced (see Fig. 10.5, right).
Consequently, the growth rate of the streaming instability becomes high enough to
overcome the damping rate by the preexisting turbulence in the considered energy
range Fig. 10.6.
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Fig. 10.6 Left: The spectrum of Gamma ray emission from W28. The Fermi data are shown as
dotted points (Abdo et al. 2010), and the H.E.S.S. data are plotted as ‘x’ points (Aharonian et al.
2008) with error bars. Solid line is our result. Right: The growth and nonlinear damping rates
of streaming instability. With the locally enhanced flux, the growth rate of streaming instability
becomes much larger than the mean Galactic value so that it can overcome the nonlinear damping
by turbulence for a wide energy range. This is consistent with our earlier treatment in which
streaming instability plays an essential role in the cosmic ray diffusion near SNRs. From Yan
et al. (2012)
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10.7 Gyroresonance Instability of CRs in Compressible
Turbulence

Until recently, test particle approximation was assumed in most of earlier studies
in which turbulence cascade is established from large scales and no feedback of
CRs is included. This may not reflect the reality as we know the energy of CRs
is comparable to that in turbulence and magnetic field (see Kulsrud 2005). It was
suggested by Lazarian and Beresnyak (2006) that the gyroresonance instability of
CRs can drain energy from the large scale turbulence and cause instability on small
scales by the turbulence compression induced anisotropy on CRs (see Fig. 10.7,
left). And the wave generated on the scales, in turn, provides additional scattering
to CRs. In Yan and Lazarian (2011), quantitative studies was provided based on the
nonlinear theory of the growth of the instability and the feedback of the growing
waves on the distributions of CRs.

In the presence of background compressible turbulence, the CR distribution is
bound to be anisotropic because of the conservation of the first adiabatic invariant
� 
 v2?=B . Such anisotropic distribution is subjected to various instabilities. Waves
are generated through the instabilities, enhancing the scattering rates of the particles,
their distribution will be relaxed to the state of marginal state of instability even in
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Fig. 10.7 Left: The spectral energy density of slab waves that is transferred from the large scale
compressible turbulence via the gyroresonance instability of CRs. In the case that the instability
grows up to the maximum energy rate allowed by the turbulence cascade, large scale turbulence
is truncated at �fb and the wave amplitude E.k/dk � �u

N is given by Eq. (10.30). Note that the
picture is different from LB06, namely, the feedback on the large scale turbulence occurs only in
some cases when the scattering is not sufficient to prevent the waves from growing to the maximum
values (Yan and Lazarian 2011); right: CR scattering is dominated by compressible modes. For
high energy CRs (>�10 GeV), the scattering is due to direct interaction with fast modes; For low
energy CRs, the interaction is mainly due to the gyroresonance instability induced by compression
of magnetic fields
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the collisionless environment. While the hydrodynamic instability requires certain
threshold, the kinetic instability can grow very fast with small deviations from
isotropy. Here, we focus on the gyroresonance instability. Both the qualitative and
quantitative studies in Yan and Lazarian (2011) show that the isotropization rate
is roughly ��1

scat t � �gr�N
ˇCRA

, where �cr; �N are the instability growth rate and the
wave energy normalized by magnetic energy, respectively. ˇCR is the ratio of CR
pressure to magnetic pressure, A is the degree of anisotropy of the CR momentum
distribution.

By balancing the rate of decrease in anisotropy due to scattering and the growth
due to compression, one can get

�N � ˇCR!ıv

�grvA
; �CR D rp=�N :; (10.29)

where vA is the Alfvén speed, !; ıv are the wave frequency and amplitude at the
scale that effectively compresses the magnetic field and create anisotropy in CRs’
distribution (Yan and Lazarian 2011). Since the growth rate decreases with energy,
the instability only operates for low energy CRs (�< 100 GeV, see Fig. 10.7, right)
due to the damping by the preexisting turbulence (Yan and Lazarian 2011) .

10.7.1 Bottle-Neck for the Growth of the Instability
and Feedback on Turbulence

The creation of the slab waves through the CR resonant instability is another channel
to drain the energy of large scale turbulence. This process, on one hand, can damp
the turbulence. On the other hand, it means that the growth rate is limited by the
turbulence cascade. The energy growth rate cannot be larger than the turbulence
energy cascading rate, which is 1=2
V 4L=vA=L for fast modes in low ˇ medium and

v3A=lA for slow modes in high ˇ medium. This places a constraint on the growth,
thus the upper limit of wave energy is given by

�u
N D

(
M2
ALi=.LA/�˛�1; ˇ < 1

Li=.lAA/�
˛�1; ˇ > 1;

(10.30)

where � is the Lorentz factor and Li ' 6:4 � 10�7.B=5�G/.10�10 cm3=ncr/ pc.
The growth is induced by the compression at scales �< �CR. Therefore, in the
case that �gr� reaches the energy cascading rate, fast modes are damped at the
corresponding maximum turbulence pumping scale �fb D rp=�N (see Fig. 10.7,
left). If �fb is larger than the original damping scale lc , then there is a feedback on
the large scale compressible turbulence. This shows that test particle approach is not
adequate and feedback should be included in future simulations.
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10.8 Summary

In this chapter, we reviewed recent development on cosmic ray transport theories
based on modern understanding of MHD turbulence. The main conclusions from
both analytical study and test particle simulations in MHD turbulence are:

• Compressible fast modes are most important for CR scattering. CR transport
therefore varies from place to place.

• Nonlinear mirror interaction is essential for pitch angle scattering (including
90ı).

• Cross field transport is diffusive on large scales and super-diffusive on small
scales.

• Subdiffusion does not happen in 3D turbulence.
• Self-generated waves are subject to damping by preexisting turbulence
• Small scale waves can be generated in compressible turbulence by gyroresonance

instability. Feedback of CRs on turbulence need to be included in future
simulations.
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Diffusion, Reconnection and Acceleration

in Astrophysical Plasmas



Chapter 11
Ambipolar Diffusion

Ellen G. Zweibel

Abstract When magnetic forces are present in a partially ionized medium, the
plasma drifts with respect to the neutrals. This plasma—neutral drift, which is
known as ambipolar diffusion, occurs in all partially ionized astrophysical systems,
including portions of the interstellar medium, protostellar accretion disks, and the
chromosphere of the Sun and other cool stars. Ambipolar drift redistributes mag-
netic flux, which can trigger star formation. It affects short wavelength interstellar
turbulence, the structure of interstellar shocks, flow driven instabilities, and the
nature of magnetic reconnection. Energy dissipated by ion-neutral friction can be
an important source of heat. This chapter reviews ambipolar drift as a process and
discusses some of the implications.

11.1 Introduction

Ambipolar diffusion is a key process in several of the great problems in plasma
astrophysics: how magnetic fields are transported, how magnetic fields influence
the stability of their host medium, and how magnetic fields affect the transformation
of ordered energy to heat.

The term “ambipolar diffusion” was introduced to astrophysics by Mestel and
Spitzer (1956). It is present in virtually all partially ionized gases with embedded
magnetic fields, because the Lorentz force acts directly only on the charged
component, not the neutral component. In the absence of any frictional coupling,
these two components would therefore follow different dynamics. But friction is
always present, and tends to establish a steady state in which the plasma drifts
relative to the neutrals at a rate such that electromagnetic force on the plasma
balances collisional drag by the neutrals. Thus, ambipolar diffusion is a momentum
redistribution mechanism that allows magnetic forces to act on neutral particles.
Inevitably, the residual drift transports magnetic field relative to the neutrals (even
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when the field is frozen to the plasma). And, being a frictional process, the drift also
heats the ambient gas.

In Mestel and Spitzer (1956), ambipolar diffusion was applied to the problem
of star formation: a self gravitating cloud threaded by a magnetic field will not
collapse if its mass to magnetic flux ratio is less than a critical value of order
.	

p
6G/�1=2. Ambipolar drift allows neutral material to slip inward, leaving the

plasma and magnetic field behind. Once the mass to flux ratio exceeds the critical
value, collapse ensues and star formation can proceed.

Ambipolar diffusion, or ambipolar drift, applies to a wide range of other
problems. At about the same time as Mestel and Spitzer (1956), it was shown that
ambipolar drift is an important dissipation mechanism for hydromagnetic waves
and turbulence (Piddington 1956). Later, it was shown that it can play a major role
in determining the structure of interstellar shocks, that it can affect the rate and
onset of magnetic reconnection, and magnetic instabilities, and that it is an even
more effective magnetic flux transport mechanism in the presence of turbulence. At
the same time, the original application to star formation has receded somewhat as
evidence has accumulated that the early picture in which isolated clouds evolve from
magnetically subcritical to magnetically supercritical under quiescent conditions is
probably too simple (for example see Nakano 1998; Crutcher 1999; Mac Low and
Klessen 2004; McKee and Ostriker 2007; Klessen et al. 2011; or Crutcher 2012).

More recently, ambipolar drift has been taken beyond single fluid magneto-
hydrodynamics (MHD) and into the Hall regime, where electrons and ions—or,
more broadly, positive and negative charge carriers—do not behave as a single
fluid, but follow different dynamics. Hall effects are important in protostellar and
protoplanetary disks and in dense molecular clouds where dust grains contribute
to the charge balance. Ion-neutral coupling makes the Hall effect relevant at
much larger scales than in an electron-ion plasma, and the Hall effect, in turn,
modifies important dynamical processes such as magnetic reconnection and the
magnetorotational instability. Hall dynamics is thought to be especially important
in protostellar and protoplanetary accretion disks, and in the last stages of cloud
collapse during star formation.

Ambipolar drift occurs in many settings: weakly ionized interstellar gas, weakly
ionized accretion disks, the solar chromosphere and similar stellar envelopes,
planetary ionospheres, comets, and neutron stars. Ion-neutral coupling is also
studied in the laboratory.1 This chapter will focus primarily on diffuse media and on
interstellar applications, including star and planet formation, but the basic material
may be of interest to researchers in other fields.

The organization of the chapter is as follows: Sect. 11.2 discusses basic formula-
tions of ambipolar drift and its properties, Sect. 11.3 discusses interactions between
ambipolar drift, waves, and turbulence, Sect. 11.4 reviews the role of ambipolar drift

1In laboratory plasma physics, the term “ambipolar diffusion” typically refers not to plasma-neutral
drift, but to diffusion of electrons and ions at the geometric mean of their single species diffusion
rates due to electrostatic coupling.
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in MHD shocks and thermal fronts, Sect. 11.5 treats the effects of ambipolar drift on
flow driven instabilities, Sect. 11.6 discusses the role of ambipolar drift in magnetic
reconnection, and Sect. 11.7 is a summary. Due to the large number of papers in
this field it is impossible to give a comprehensive reference list, but at least a few
citations are provided for each topic as an introduction to the literature.

11.2 Basics

11.2.1 Fluid Dynamical Approach

Consider a partially ionized gas with plasma mass density 
p , flow velocity up ,
pressure Pp , and corresponding neutral quantities 
n, un, Pn, with an embedded
magnetic field B and plasma current density J in a gravitational field g. For
simplicity we assume only one ion species and one neutral species are present. The
continuity and momentum equations for the plasma and neutrals2 are

@
p

@t
D �r � 
pup � Rrec


2
p CRi
n; (11.1)

@
n

@t
D �r � 
nun CRrec


2
p �Ri
n; (11.2)


p

�
@

@t
up C up � rup

�
D �rPp C J � B

c
C 
pg � 
p
n�pn

�
up � un

�
; (11.3)


n

�
@

@t
un C un � run

�
D �rPn � 
ng C 
p
n�pn

�
un � up

�
; (11.4)

where Rrec

2
p represents two body recombination, Rion represents ionization, and

�pn 
 h�viin=.mi C mn/ is the collision rate coefficient. We assume here that the
most important collisions are between ions and neutrals, with electrons contributing
relatively little to momentum balance. In cases where several types of collision are
important, possibly involving different ion and neutral species, h�vi and �pn should
be computed by combining all relevant processes. In cases where the drift velocity
uD 
 up � un exceeds about 19 km s�1, uD replaces v in the rate coefficient.

In the numerical examples given here we use

h�viin D 1:9 � 10�9cm3s�1; (11.5)

2In most treatments of ambipolar drift, “ion” is used in place of “plasma”. This is accurate in the
sense that the electrons contribute little to momentum exchange. In this paper, we use “plasma”
when the electrons and ions can be treated as a single fluid, as distinguished from situations in
which the Hall effect is important and the charged species must be treated as multiple fluids.
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for cool to cold interstellar gas where the ions are metals or metallic molecules
(Draine et al. 1983). Expressions for the solar chromosphere, where the gas is
warmer and protons can be the dominant ion species, are given in De Pontieu et al.
(2001).

Adding Eqs. (11.1) and (11.2) yields a continuity equation for the combined
fluids

@


@t
D �r � 
u; (11.6)

where 
 
 
p C 
n is the mass density and u 
 .
pup C 
nun/=
 is the velocity of
the center of mass.

Adding Eqs. (11.3) and (11.4) shows that the collision term conserves the total
momentum of the system, but taking the scalar products of Eqs. (11.3) and (11.4)
with up, and un respectively and adding the result shows that the collision term
converts kinetic energy to heat at the rate

Hpn D 
p
n�pn
�
up � un

�2
: (11.7)

11.2.1.1 The One Fluid Approximation

On large lengthscales and long timescales, the plasma and neutrals are well coupled
dynamically and thermally, and close to ionization equilibrium. If the medium is
also weakly ionized, so that the inertia of the plasma is negligible, it is possible to
treat the medium as a single fluid.

With the assumption that plasma inertia can be neglected, Eq. (11.3) reduces to

uD D J � B

p
n�pnc

D .r � B/ � B
4	
p
n�pn

; (11.8)

where in the last step we have used Ampere’s Law. Equation (11.8) shows that the
drift velocity is just the rate of acceleration by the Lorentz force, multiplied by the
ion-neutral collision time. An example is sketched in Fig. 11.1.

Fig. 11.1 Sketch of
ambipolar drift. The magnetic
field inside the contour is
stronger than the field
outside, so the drift is
outward, down the magnetic
pressure gradient
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Evaluating uD requires both 
n and 
p . Since 
p=
n � 1, 
n � 
 and u �
un. Therefore we derive 
n from Eq. (11.6). But for 
i , we have to make another
assumption, such as that the medium is close to ionization equilibrium. This holds
if the ionization and recombination terms in Eqs. (11.1) and (11.2) are much larger
than the dynamical terms.

Adding Eqs. (11.3) and (11.4) gives the momentum equation for the total fluid




�
@

@t
u C u � ru

�
D �rP C J � B

c
C 
g: (11.9)

Equation (11.9) is just the momentum equation for a conducting fluid of density 
.
In order to see what Eq. (11.8) implies for magnetic flux transport, we write down

the magnetic induction equation, omitting resistivity

@

@t
B D r � �up � B

�
(11.10)

and express up as uD C un � uD C u. We then rewrite Eq. (11.10) as

@

@t
B D r � .u � B/C r � .uD � B/ : (11.11)

Equations (11.8), (11.9), and (11.11) together are sometimes called the “strong
coupling approximation” (Shu 1983). The plasma and neutrals follow almost the
same dynamics, but the field is not perfectly frozen to the medium because of
ambipolar drift. This can be quantified by revisiting one of the standard proofs of
the frozen flux theorem (Spitzer 1962). We consider an element of surface S with
boundary C and normal On. The magnetic flux ˚.t/ threading S at time t is

˚.t/ 

Z

B � OndS: (11.12)

If S moves with the bulk fluid (not the plasma), then differentiating Eq. (11.12) with
respect to time, using Eq. (11.11), and accounting for the motion of S , leads to

@

@t
˚ D

Z

C

B � .uD � dl/ : (11.13)

Equation (11.13) shows that magnetic flux is transported across C at a rate
proportional to the component of uD normal to C , while if uD 
 0, ˚ is constant
in time. It’s important to emphasize, however, that although the fieldlines are not
frozen to the bulk fluid, they are frozen to the plasma. Breaking and reconnecting
the fieldlines requires additional physical effects, such as Ohmic resistivity or an
anisotropic electron pressure tensor. We pursue this point in Sects. 11.2.2 and 11.6.
As an example of ambipolar drift, let us use Eq. (11.8) to estimate the ambipolar
drift time �AD for a magnetically supported, self gravitating cloud. Setting J�B=c D
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ng � GM
=R2 � 4	G
2=3, where R is the mean radius, using the definition of
�pn, assuming the ion mass mi much exceeds the neutral mass mn, as is typical in
molecular clouds, and defining the ionization fraction xi 
 ni =nn, we find

uD � 4	GmnR

3xi h�vi : (11.14)

The corresponding ambipolar diffusion timescale �AD is

�AD � R

uD
� 3xi h�vi
4	Gmn

: (11.15)

Thus, magnetic flux is removed from a magnetically supported cloud on a timescale
that depends only on physical constants and on the ionization state of the cloud. We
can estimate this timescale; taking h�vi from Eq. (11.5), settingmn D 3:9�10�24 g
(appropriate for a gas in which H is molecular and 10 % of the atoms are He) we
find �AD � 5:5 1013xi year. In dense molecular cores, xi � 10�7, suggesting that the
cores lose significant magnetic support over several Myr. More refined calculations
give similar estimates (Nakano 1984; Fiedler and Mouschovias 1992, 1993; McKee
et al. 1993 and references therein).

11.2.1.2 The Ambipolar Reynolds Number

It is useful to have an order of magnitude estimate for the importance of ambipolar
drift relative to advection of the magnetic field with the bulk flow. If we introduce a
magnetic lengthscale L such that jr � Bj � B=L, then to order of magnitude

uD � v2A�ni
L

; (11.16)

where vA 
 B=
p
4	
 is the Alfvén speed in the bulk medium and �ni 


.
p�pn/
�1 is the neutral-ion collision time. The quantity v2A�ni has the dimensions

of diffusivity; we call it �AD.

�AD 
 v2A

p�pn

: (11.17)

The drift speed uD defined in Eq. (11.8) can then be interpreted as a diffusive flux.
Replacing gradients by L�1 in Eq. (11.11), we see that the characteristic ambipolar
diffusion time �AD � L2=�AD, while the characteristic advection time �ADV � L=u.
By analogy with resistive MHD, we define the ambipolar Reynolds number RAD

(Zweibel and Brandenburg 1997)

RAD 
 �AD

�ADV
D Lu

�AD
: (11.18)
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We expect that if RAD � 1 the field is effectively frozen to the bulk fluid, while if
RAD � 1, the field is decoupled from the flow. The strong coupling approximation
requiresRAD � 1; ifRAD < 1, a multiple fluid theory is required. In Li et al. (2008),
RAD is shown to be a useful parameter for classifying regimes of partially ionized
turbulence.

11.2.1.3 Multiple Fluid Approach

The one fluid approximation described in Sect. 11.2.1.1 is suited to large scale, low
frequency phenomena for which RAD � 1, 
p=
n � 1, and the medium is close
to ionization equilibrium. There is a single continuity equation (Eq. (11.6)) and a
momentum equation for the center of mass (Eq. (11.9)). All the dynamical effects of
ambipolar drift are subsumed into the induction equation (Eq. (11.11)). The thermal
effects appear through the heating term (Eq. (11.7)), evaluated from Eq. (11.8).

For small scale, high frequency phenomena with RAD � 1 it is necessary to
resort to multiple fluid theory, the simplest being two fluid (plasma and neutrals).
Examples of phenomena that require multiple fluid theory are high frequency waves
(Sect. 11.3.1), small scale turbulence and turbulent dynamos (Sect. 11.3), shocks
(Sect. 11.4), and magnetic reconnection (Sect. 11.6). It is also necessary to take
a multifluid approach to track the abundances of individual species (Ciolek and
Mouschovias 1994), in problems where the ionization balance is important (Ciolek
and Mouschovias 1998), or where one wishes to study chemical reaction rates. A
very general set of equations for multiple fluids, allowing for chemical reactions,
is given in Draine (1986). Note that in some cases, dust grains are an important
charged species.

Whether the plasma can be treated as a single fluid or whether electrons and
ions follow their own dynamics is a separate issue, and is discussed in Sects. 11.2.2
and 11.3.1.2.

11.2.1.4 Numerical Implementation of Ambipolar Drift

Ambipolar drift has been studied in the one fluid approximation by many authors.
An elegant 1D Lagrangian implementation was given in Shu (1983), while Mac
Low et al. (1994) were the first to incorporate it into a general purpose MHD code.
A one fluid treatment in an adaptive mesh refinement (AMR) code is presented in
Duffin and Pudritz (2008).

Ambipolar drift can also be captured by solving coupled equations for multiple
fluids, such as Eqs. (11.1)–(11.4) supplemented by energy equations, or the more
general equations given in Draine (1986). This approach is more fundamental, but
there is a practical difficulty: for 
p=
n � 1, the characteristic MHD speed vAp

for the plasma component is much larger than any other speed in the problem (for
example, in a weakly ionized molecular cloud, vAp can be hundreds of km/s while
bulk flow velocities are only a few km/s). This means that accurately resolving
both independent plasma and neutral flows can be very expensive. Ionization and
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recombination times can also be short, and add a another source of stiffness to the
problem.

The problem of disparate timescales has been dealt with in three ways. One is to
simply assume that 
p=
n is not too small. Ratios as low as 10�2 have been treated
in many studies. This regime includes the solar chromosphere, but not interstellar
molecular or cold atomic gas.

A second approach, the so-called heavy ion approximation, was introduced by
Li et al. (2006). In the heavy ion approximation, the mass density of the plasma is
artificially increased while the plasma-neutral collision rates are decreased so as to
keep their product constant. This means that important scales, such as the plasma-
neutral decoupling scale, can be given the values they would have in a medium
with much lower 
p=
n. The heavy ion approximation is suitable for problems in
which the plasma-neutral coupling is quite strong, such as studies of large scale
turbulence in dense molecular clouds. It is expected to be less successful for weakly
coupled problems in which the plasma and neutrals follow their own dynamics. For
example, in molecular clouds, the ratio of plasma pressure to magnetic pressure
is much smaller than assumed in the heavy ion approximation. Therefore, waves
and turbulence below the plasma-neutral decoupling scale would not be modeled
accurately in the heavy ion approximation.

A third approach is to develop numerical methods to extend the range of 
p=
n
that can be treated with the full two-fluid equations. Ionization fractions as low
as 10�6 by mass have been achieved in Tilley and Balsara (2008) for isothermal
equations of state and Tilley et al. (2012) with a full energy equation. With the
growth of computing power, such treatments are becoming more accessible.

11.2.2 Tensor Conductivity Approach

An alternative approach to magnetic phenomena in weakly ionized gases is based
on the tensor conductivity formalism, and was pioneered by Cowling in Cowling
(1956) and significantly extended in Wardle and Ng (1999) to describe ambipolar
drift in media which are so weakly ionized that collisions between charged particles
can be neglected and the plasma inertia is completely negligible. This approach
is especially useful in situations where there are multiple charge carriers, such as
electrons, ions, and charged dust grains, and where the Hall effect can be important.

In the tensor conductivity approach, Faraday’s Law is written

@

@t
B D �cr � E D r � .u � B/ � cr � E

0

; (11.19)

where E
0

is the electric field in the frame of the bulk fluid, which moves at velocity
u. The electric current density

J 

X

j

Zj euj ; (11.20)
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where the summation is over charged species j , is related to E
0

through a
conductivity tensor � by J D � � E

0

. Since J D cr � B=.4	/, Eq. (11.19) is
an equation for B and u alone.

In computing J, it is assumed that the plasma is cold, and that inertial effects are
negligible compared to collisional effects, so that the momentum equation for each
charged species j is given in the 0 frame by

Zj e
�

E
0 C uj

c
� B

�
�mj�jn
uj : (11.21)

Equation (11.21) can be solved for the uj in terms of E
0

, the results substituted into
Eq. (11.20), and the results for � read off. It is convenient to adopt a coordinate
system with unit vectors Oe1 D OB � OE, Oe2 D OE, Oe3 D OB 
 Oek. Then the components
of � are

�1 D ec

B

X

j

Zj nj

1C ˇ2j
; (11.22)

�2 D ec

B

X

j

Zj nj ˇj

1C ˇ2j
(11.23)

�k D ec

B

X

j

Zj nj ˇj (11.24)

where ˇj 
 Zj eB=.mj
�jnc/ is the so-called Hall parameter for particles of
type j . When ˇj � 1, the particles are nearly frozen to the fluid (the MHD
approximation). In this regime, Hall effects are negligible and it can be shown
that c2=.4	�2/ is equivalent to �AD, the ambipolar diffusivity introduced below
Eq. (11.16). The quantity �2 is also called the Pedersen or Cowling conductivity.
For ˇj � 1, particles no longer follow the fieldlines and the Hall effect comes
into play. In fully ionized plasmas, the ions detach on scales comparable to their
gyroradius or to the ion skin depth (the gyroradius of an ion moving at the Alfvén
speed), whichever is larger. The electrons stay magnetized down to much shorter
scales. When collisions with neutrals are sufficiently strong, the effective inertia of
the ions is increased by

p

=
i , so the scale on which they detach from the fieldlines

(in the cold plasma regime) is larger by the same factor.

11.3 Waves and Turbulence

11.3.1 Waves

Moving beyond the basics, we begin with waves because one can develop some
intuition about ion-neutral drift by studying how it affects waves.
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Ambipolar drift is an important damping mechanism for waves. The rate at which
waves are damped in molecular clouds has been used to set limits on their lifetimes
and on the wavelengths that can be present (Arons and Max 1975; Zweibel and
Josafatsson 1983; Myers and Khersonsky 1995; Williams et al. 1998). Ion-neutral
friction is the main damping mechanism for the fluctuations that scatter cosmic rays
in the primarily neutral phases of the interstellar medium (Kulsrud and Pearce 1969),
and for hydromagnetic waves in stellar chromospheres (De Pontieu et al. 2001).

Wave damping can be calculated from either the fluid dynamical approach
(Sect. 11.2.1) or the tensor conductivity approach (Sect. 11.2.2); we use the former
because it is easily implemented for both strong and weak plasma-neutral coupling.

11.3.1.1 MHD Waves

For simplicity, we consider small amplitude shear Alfvén waves with wavenumber
kk parallel to the unperturbed magnetic field B (for a more general discussion
of hydromagnetic waves including compressibility effects and nonparallel prop-
agation, see Ferrière et al. 1988; for the effects of self gravity, ionization, and
recombination, see Mouschovias et al. 2011). We linearize Eqs. (11.3), (11.4),
and (11.10), keeping inertial terms, and assume the perturbations go as ei.k�x�!t/.
This leads to the dispersion relation

!2
�
1C 
n�pn


p�pn � i!

�
D �k2kv2Ap; (11.25)

where vAp 
 B=
p
4	
p is the Alfvén speed in the plasma.

Equation (11.3.1) is easily solved in two limits. If !=.
p�pn/ � 1, the dispersion
relation is approximately

! � kkvAp � i

n�pn

2
: (11.26)

In this high frequency limit, the plasma and neutrals are not well coupled. The
wave speed is determined by plasma inertia, and there is collisional damping at half
the ion-neutral collision rate. The hydromagnetic waves generated by streaming of
GeV cosmic rays, for example, are usually in this regime. If !=.
p�pn/ � 1, the
dispersion relation is approximately,

! � kkvA � i k
2
k�AD

2
; (11.27)

where we have used Eq. (11.17). In deriving Eq. (11.27), we have assumed that

p=
n � 1. In this low frequency limit, the plasma and neutrals are strongly
coupled, the wave speed is determined by the inertia of the bulk medium, and
the waves are damped diffusively, with �AD as the appropriate diffusion constant.
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Hydromagnetic disturbances in the interstellar medium and the solar chromosphere
can usually be treated in the low frequency approximation.

At intermediate wavelengths

kl 
 2
p�pn

vA
< kk < ku 
 
n�pn

2vAp
(11.28)

the dissipation is strong and the waves do not propagate. Note that if we set
L�1 D kl and u D vA in Eq. (11.18) and use Eq. (11.17), the ambipolar Reynolds
number for the critically damped wave is RAD D 1=2. Using Eq. (11.5) and typical
densities, ionization fractions, and magnetic fieldstrengths, we find that in the dense
cores of molecular clouds, the lower cutoff wavelength 2	=kl is typically tenths to
hundredths of pc, and tens of km in the solar chromosphere. The theory presented
here is valid at wavelengths longer than a mean free path. On shorter scales, kinetic
theory must be used to calculate the damping.

11.3.1.2 Hall Waves

Up to now, we have not considered separate momentum equations for electrons and
ions.3 The electron momentum equation is


e

�
@

@t
ue C ue � rue

�
D �rPe � ene

�
E C ue

c
� B

�
� 
e�en.ue � un/ � 
e�ei.ue � ui /;

(11.29)

where �en and �ei are the electron-neutral and electron-ion collision frequencies,
respectively, and we are ignoring gravity. Neglecting electron inertia and writing
ue � ui D �J=.ene/, ue � un D �J=.ene/C uD , we can rewrite Eq. (11.29) as

E C ui
c

� B D J � B
enec

� rPe
ene

C me.�en C �ei/

e2ne
J � me�en

e
uD: (11.30)

Equation (11.30) is Ohm’s Law. The second term on the left hand side gives flux
freezing to the plasma if the other terms are negligible (the plasma center of mass
velocity up � ui ). The first term on the right hand side is the Hall term; it represents
differences between ui and ue . The second term represents the force arising from
the electron pressure gradient. If Pe and 
e have the same level surfaces, this term is
curl free and does not contribute to magnetic induction; if the isobaric and isochoric
surfaces differ, the resulting induction is known as Biermann’s Battery. The third

3We can assume quasineutrality, ne � Zni , where Z is the ion charge, as long as the lengthscales
of interest are much longer than the electron Debye length, 7.Te=ne/1=2 cm; this allows us to solve
a single continuity equation.
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term represents resistivity due to electron-ion and electron-neutral collisions. We
have neglected it in our treatment so far. The fourth term represents additional
electron collisional momentum loss to the neutrals.

We now consider the Hall effect for the same problem we treated in
Sect. 11.3.1.1: transverse electromagnetic waves propagating parallel to the ambient
magnetic field in a weakly ionized medium, with one species of singly charged
ions. As in Sect. 11.3.1.1 we linearize Eqs. (11.3) and (11.4) and express the plasma
velocity perturbation ıup in terms of the current perturbation ıJ

ıup D i
ıJ � B

!nimeff c
; (11.31)

wheremeff is the effective ion mass

meff D mi

�
1C 
n�pn


p�pn � i!

�
: (11.32)

If ! � 
n�pn, meff � mi , while if ! � 
p�pn, meff � mi
n=
p .
Comparing the first two terms on the right hand side of Eq. (11.30), we see that

than the Hall term is larger than the inductive term if

eB

meff c
< !: (11.33)

In fully ionized gases, the Hall effect is important for ! > !ci . The same criterion
holds for weakly ionized gases if ! > 
n�pn. But if ! < 
i�pn, the Hall effect
is important for ! > !ci .
p=
/, i.e. the Hall effect becomes important at lower
frequencies. This effect can only occur if !ci
p=
n < ! < 
p�pn, which requires
that the ion Hall parameter ˇi introduced in Sect. 11.2.2 be less than one.

These results can be recast in terms of lengthscales. The characteristic wavenum-
ber above which the Hall effect is important in a fully ionized plasma is !ci vAp; we
call this the inverse ion skin depth d�1

i , or inverse ion inertial length (it represents
the lengthscale below which the ions have too much inertia to E � B drift). In the
limit of strong collisions,meff =mi � 
=
p , di is increased by a factor of .
=
p/1=2.

11.3.2 Effect of Ambipolar Drift on Turbulence

Ion-neutral drift also affects MHD turbulence. We have in mind the standard picture
in which turbulence is driven at a large scale at wavenumber kdr and cascades
nonlinearly to smaller scales. Dissipation is assumed to be unimportant at the driving
scale and to increase with decreasing scale until at some wavenumber, kdiss , the
dissipation rate exceeds the nonlinear transfer rate kıvk . The range kdr < k < kdiss
is called the inertial range. The nonlinear transfer rate increases with decreasing
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scale, but ıvk decreases with increasing k, so that the turbulent energy density is
dominated by the power at large scales.

In a neutral fluid, viscosity is the most important dissipation mechanism. The
viscous diffusivity �� is of order v2n�nn, where v2n is the thermal velocity of the
neutrals and �nn is the neutral–neutral collision time. Using Eq. (11.17), we see that
the ratio of viscous to ambipolar diffusivity is

��

�AD
� v2n

v2A

ni

nn

mi

mn Cmi

h�viin

h�vnn
: (11.34)

In the cold atomic and molecular interstellar gas, vn=vA < 1, mi=.mn C mi/ � 1,
and h�vinn is typically a few times 10�10 cm3s�1. Using Eq. (11.5), we see that
for the low ionization fraction typical of this gas—ni=nn < 10�2 - ��=�AD << 1.
Therefore, ion-neutral friction becomes important on scales much longer than the
viscous scale. Friction will damp the ion motion on the scale at which the ambipolar
Reynolds number RAD � 1 (Eq. (11.18)) while the cascade in the neutrals is
sustained down to smaller scales by inertial forces. This may be an explanation for
the trend toward lower turbulent broadening of ion species relative to neutral species
in some molecular clouds (Li and Houde 2008; Falceta-Goncalves et al. 2010;
Hezareh et al. 2010; Tilley and Balsara 2010; Li et al. 2012a); these authors have
combined observations and simulations to estimate the lengthscale at which ion-
neutral damping becomes dominant. A theoretical description of such turbulence is
given in Lazarian et al. (2004). In the solar chromosphere, �nu=�AD < 1 as well, but
the ratio is less extreme because of the higher ionization fraction.

Turbulent damping by ion-neutral friction is also a significant source of heating.
Heating by ambipolar drift of the laminar field was originally estimated in Scalo
(1977) and used to bound the magnetic fieldstrengths in molecular clouds. Heating
by ambipolar drift of the turbulent field was calculated in numerical simulations by
Padoan et al. (2000) in the one fluid (strong coupling) approximation (Sect. 11.2.1.1)
and found to be large, but overestimated due to a normalization error. Frictional
heating was calculated in the heavy ion approximation (Sect. 11.2.1.4) by Li et al.
(2012b). When the results of Padoan et al. (2000) are normalized correctly, the two
calculations are in reasonably good agreement.

It might be argued that in a steady state, turbulence is always dissipated by one
mechanism or another, so that the heating rate is simply the same as the driving rate.
This is true in a global sense, but the spatial and intensity distribution of dissipation
rates are of interest too. Ion-neutral friction tends to create thin sheets (Sect. 11.6.2)
where much of the heating is concentrated.

11.3.3 Effect of Turbulence on Ambipolar Drift

Turbulent diffusion is frequently invoked in astrophysics. It is a hybrid process
which depends on both dynamics and diffusivity: if some property of a system varies
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Fig. 11.2 Sketch of turbulent
diffusion. Slow diffusion of a
quantity with a regular
gradient is show on the left.
Faster diffusion of the same
quantity after fluid motions
have drawn it into an irregular
shape is shown on the right

on a large scale, turbulent motions within the system will bring parcels of fluid with
different attributes into close proximity, creating small scale gradients. Microscopic
diffusion will then act to irreversibly smooth the gradients. While the microscopic
diffusivity Dm scales with particle mean free path lmfp and thermal velocity vth
(Dm � lmfpvth), the turbulent diffusivity Dturb scales with the turbulent eddy size
lturb and turbulent velocity vturb (Dturb � lturbvturb). If this sounds abstract, consider
a pile of red, wet socks placed next to a pile of blue, wet socks. Assume the socks
were made cheaply, and their color dissolves in water. The interface between the
piles will then slowly turn purple. If one waits long enough, and keeps the socks
wet, both piles will eventually turn completely purple. But this takes a very long
time, for even the cheapest socks. On the other hand, if the socks are not sorted
initially into red and blue, but mixed together in a single heap, they will turn purple
much more quickly. In this analogy, the red and blue piles of socks are comingled
by turbulence, and the new color, purple, is created by microscopic diffusion.4

The first investigations of ambipolar diffusion in the presence of turbulence
(Zweibel 2002; Fatuzzo and Adams 2002; Kim and Diamond 2002) used the one
fluid approximation (Sect. 11.2.1.1) together with some form of averaging to show
that a large scale magnetic field can diffuse at close to the eddy rate Dturb in the
presence of prescribed, small scale turbulent flow. More insight into the mechanism
is provided in Heitsch et al. (2004), who prescribed the neutral flow but calculated
the plasma flow explicitly, accounting for magnetic forces, friction with the neutrals,
and plasma inertia. The resulting drift of plasma and magnetic field relative to the
neutrals results in diffusion of the large scale magnetic field relative to the matter at
nearly the eddy rate (Fig. 11.2).

All four of the foregoing studies took the magnetic fieldlines to be straight
and the fluctuations to lie in a plane perpendicular to the field. This geometry
captures (but exaggerates) the anisotropic, quasi-2D nature of turbulence in a
strong magnetic field, and has the advantage that magnetic flux transport is easy
to measure. Enhancement of the ambipolar drift rate in the presence of fully 3D,

4Note, however, that a pile of red and blue socks, observed from a distance, may simply look like
a pile of purple socks, and that even after the colors have run together it might be possible to
separate individual molecules of red and blue dye and restore the socks to their original states. The
true origin of irreversibility in statistical mechanics is a subtle problem, far beyond the scope of
this chapter.
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highly compressible turbulence was also reported by Li et al. (2012a). They showed
that the density weighted mean ion-neutral drift speed (as computed in the heavy ion
approximation) increases with increasing ambipolar Reynolds number (Eq. 11.18),
qualitatively confirming the predictions of Zweibel (2002) and Kim and Diamond
(2002).

11.4 Shocks and Fronts

11.4.1 Shocks

Shocks occur in many astrophysical contexts. They are an important mechanism for
compressing fluid, quickly accelerating or decelerating it, transforming bulk kinetic
energy to heat, and, under sufficiently collisionless conditions, accelerating a tiny
minority of particles to high energies. An excellent review of interstellar shocks is
presented in Draine and McKee (1993).

In single fluid, MHD, a compressive disturbance which propagates perpendicular
to the magnetic field forms a shock if the propagation speed exceeds the mag-

netoacoustic speed vms 

q

v2A C v2S , where vS 
 .@P=@
/1=2 is the adiabatic

sound speed.5 If the shock is stationary in some reference frame, the density,
flow speed, magnetic field strength, and temperature downstream can be calculated
from upstream quantities by the so-called Rankine–Hugoniot conditions, which are
derived by idealizing the shock transition layer as infinitesimally thin and integrating
the steady state fluid equations across it. The thickness of the shock is set by the
dissipation mechanism; in a collisional, neutral fluid it is approximately the particle
mean free path, which is the minimum lengthscale on which bulk kinetic energy can
be converted to random motions.

The basic physics of shocks in partially ionized gases was first laid out by Mullan
(1971) and Draine (1980). In weakly ionized gas, vms is typically much larger for
the plasma component than for the neutrals. If there were no plasma-neutral friction,
there would be a range of speeds over which the neutral fluid would shock but the
plasma would not. As we established in Sect. 11.3, in both the interstellar medium
and the solar chromosphere, the neutral viscous scale is typically much less than
the ion-neutral decoupling scale. This allows a plasma precursor to develop. The
precursor is a spatially extended layer in which the plasma properties and magnetic
field vary smoothly. The plasma flow remains sub-magnetosonic with respect to
the plasma Alfvén and sound speeds. The neutral flow, which far upstream is
supersonic, cannot have the same velocity profile as the plasma, so a large plasma-

5Disturbances which propagate parallel to the magnetic field are not directly affected by it, and
shock formation requires only that the propagation speed exceed vS . At intermediate angles, “fast”,
“slow”, and possibly intermediate shocks can develop. Since the qualitative effects of ambipolar
drift appear in the perpendicular case we restrict ourselves to that.
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neutral drift is set up in the neighborhood of the shock. The resulting friction
transfers momentum between the species and dissipates flow energy as heat. If the
heating does not raise the neutral temperature enough to effect a transition from
supersonic to subsonc flow, the neutral profiles are smooth and broad, and the shock
is termed C -type. If the neutral gas temperature is increases enough for the flow
to become subsonic, the transition in the neutrals can either be mediated by a thin
viscous layer—termed a J -type shock, or by ion-neutral heating in a broader layer,
a so-called C � shock.

A new ingredient was added to the problem by Blasi et al. (2012). These
authors showed that a population of fast neutrals can be created by charge exchange
downstream of the shock. If these neutrals stream back across the shock they deposit
energy and momentum upstream, effectively creating a precursor which reduces the
Mach number of the shock. The effect of this modified shock structure on cosmic
ray acceleration is discussed in Morlino et al. (2012).

Ambipolar diffusion mediated shocks are subject to a corrugational instability
that was first explained by Wardle (1990). However, in Falle et al. (2009) it
was shown that if ionization equilibrium is sufficiently rapid, the instability is
suppressed, because the plasma density is slaved to the neutral density.

The evolution in time of ambipolar diffusion mediated shocks (in one dimension)
was recently considered by Chen and Ostriker (2012). They argued that because
momentum transfer from ions to neutrals is required to sustain a steady C-type
shock, there must be an initial phase, before friction has time to act, when the
neutrals are strongly compressed. During this stage, the magnetic field follows
the plasma, and ratio of magnetic flux to mass decreases, possibly leading to the
formation of magnetically supercritical clouds.

11.4.2 Fronts

Magnetized transition layers between the cool and warm phases in the neutral
interstellar medium Field et al. (1969), Draine (2010) display some of the same
properties as shocks in partially ionized gas. At the so-called saturation pressure,
heating and cooling exactly balance and the layer is static. Below the saturation
pressure, cool gas warms and evaporates; above the saturation pressure, warm gas
cools and condenses. The natural thickness of these layers is approximately the
Field length (Field 1965), the length at which the heat conduction rate balances the
radiative cooling rate.

In the interstellar medium, the thermal and viscous diffusivities are about the
same; thus, as we saw from Eq. (11.34), the ambipolar diffusivity �AD is much
larger than either. Therefore, the magnetic field is not compressed with the gas
across a condensation front, but diffuses back into the warm gas. This is one possible
mechanism for producing the flat fieldstrength—density correlation observed in the
neutral interstellar medium (Stone and Zweibel 2010).
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11.5 Instabilities in a Weakly Ionized Medium

11.5.1 Flow Driven Instabilities

Shear flows occur in many astrophysical situations, and are often unstable. Two
important examples are the Kelvin–Helmholtz instability (KHI) and the magnetoro-
tational instability (MRI). The KHI, which can occur with or without magnetic
fields, operates at the transition layer between planar layers of fluid in relative
motion; for example, it can excite waves when wind blows over the surface of water.
It creates a turbulent boundary layer which entrains and mixes the unstable fluid.
The MRI, which as the name implies requires a magnetic field, operates in rotating
fluids in which the angular rotation rate �.r/ decreases outward.

11.5.1.1 Kelvin–Helmholtz Instability

The basic setup for the KHI is a shear flow of the form u D OxU.z/. The growth
rate can be found analytically if U.z/ changes discontinuously by an amount �U
at some location z. The fastest growing modes are 2D, incompressible chains of
vortices. The growth rate for modes of wavenumber k is k�U.
1
2/1=2=.
1 C 
2/,
where 
1;2 are the densities on either side of the velocity discontinuity. These results,
and many others pertinent to the KHI, are derived in Drazin and Reid (1981).

A magnetic field B D OxB parallel to the flow can be either stabilizing or
destabilizing. If the flow is subalfvenic everywhere then it is stabilized by magnetic
tension. For examples of superalfvenic flows which are destabilized by magnetic
fields see Kent (1968); for a discussion of the destabilization mechanism see
Lecoanet et al. (2010). A field which is too weak to stabilize the flow dramatically
affects the nonlinear stage of the instability, however. As the field is wound up by the
vortices it exerts small scale forces which spawn rich secondary structure (Malagoli
et al. 1996; Frank et al. 1996; Palotti et al. 2008). The effect of a magnetic field
on the discontinuous velocity profile is always stabilizing, however. The dispersion
relation is derived in Chandrasekhar (1961).

In a weakly ionized gas with a fairly strong magnetic field, such as a molecular
cloud, the plasma Alfvèn speed vAp can be hundreds of km/s, much faster than
any flows, such as protostellar jets, that happen to be present. On the other had,
the neutrals are not acted upon directly be the magnetic field at all. This suggests
that a weakly ionized gas is always unstable to the KHI, and that the instability
will reside primarily in the neutrals, with only minor perturbations to the plasma
and magnetic field. This was shown by Watson et al. (2004) for discontinuous
velocity profiles. The effects of continuous shear and the Hall term were followed
into the nonlinear regime by Jones and Downes (2011) (recall from Sect. 11.3.1.2
that in a sufficiently collisional, weakly ionized medium, the Hall scale is enhanced
above its plasma value by

p

=
i/. These authors found that in the nonlinear stage,
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ion-neutral friction efficiently converts turbulent energy to heat, potentially damping
out a turbulent boundary layer.

11.5.1.2 Magnetorotational Instability

The MRI is believed to be a key mechanism for transporting angular momentum
outward in astrophysical accretion disks. It may drive turbulent motions in galactic
disks, and may amplify and regenerate magnetic fields. The instability was first
discussed in the context of astrophysical disks in Balbus and Hawley (1991) and
its properties were reviewed in Balbus and Hawley (1998). It is driven by the
tendency of magnetic fields to enforce uniform rotation along a fieldline, and is
most simply explained if the magnetic field is parallel to the rotation axis. Then if
two magnetically connected fluid elements initially at the same radius are displaced,
one inward and one outward, magnetic forces increase the angular momentum of the
outer one and decrease the angular momentum of the inner one. This amplifies the
original displacements. The maximum growth rate of the instability occurs at the
wavenumber k at which the Alfvén frequency kvA is of order the rotation frequency
�. The corresponding wavelength must be less than the thickness of the disk. Since
the disk scale height H and sound speed vs are related by vs � �H , this imposes
a limit on the magnetic fieldstrength at which the MRI can exist; vA=vs � 1. The
amplification rate of maximally unstable perturbations is typically of order�.

The effect of partial ionization on this picture was first considered by Blaes and
Balbus (1994). First, suppose that the neutral - ion collision rate 
p�pn is much
less than the radial oscillation frequency � of particles in the disk (the epicyclic
frequency). In this case the plasma and the neutrals are decoupled, and the most
unstable wavenumber is of order �=vAp. These modes can only satisfy vertical
boundary conditions if the magnetic field is extremely weak. On the other hand, if

p�pn=� � 1, plasma-neutral coupling is good and the disk behaves like a plasma
with vA computed from the full mass density.

As we have already seen, plasma-neutral collisional effects and Hall effects are
coupled due to the increase in the Hall scale when plasma-neutral collisions are
frequent, as they are in protostellar disks. The role of the Hall effect in the MRI was
first examined by Wardle (1999) for a vertical magnetic field, and later by Balbus
and Terquem (2001) for arbitrarily oriented magnetic fields. The Hall effect imparts
net helicity to magnetic perturbations, which become right hand circularly polarized
Whistler waves in the limit that the ion response is negligible. This broadens the pos-
sible parameter space in which instability exists. The maximum growth rate remains
of order�, and is thus very fast compared to typical evolutionary timescales.

11.5.1.3 Gravitational Instability

The characteristic timescale for gravitational instability of a self-gravitating body
is of order the dynamical timescale �D � .G
/�1=2, and in interstellar molecular
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clouds is typically much faster than the ambipolar diffusion timescale introduced in
Eq. (11.15). In the absence of diffusion, magnetically subcritical bodies are stable
against gravitational collapse.

Ambipolar drift, however, provides a mechanism for releasing gravitational
binding energy and destabilizing the cloud (Langer 1978). A characteristic timescale
� � .�AD�

2
D/

1=3 for this process was identified in Zweibel (1998); it holds for
magnetically subcritical, self gravitating sheets that are within about 30 % of critical.
A nonlinear simulation of the process showed that an unstable sheet breaks up into
fragments in relative motion (Indebetouw and Zweibel 2000).

The linear stability problem was revisited in Ciolek and Basu (2006). The
2D geometry was retained (an idealization of a highly flattened cloud) but finite
thickness was assumed and external pressure was included. Numerical models
which follow the instability to finite amplitude show that ambipolar drift can have an
important effect on the fragmentation, and on the properties of the fragments (Basu
et al. 2009a,b).

11.6 Ambipolar Drift and Magnetic Reconnection

Magnetic reconnection is the topological rearrangement of magnetic field on
timescales much faster than the resistive diffusion time. It is an important process in
astrophysics. Irreversible topological change is necessary for magnetic dynamos.
Rapid conversion of magnetic energy to plasma energy is behind astrophysical
flares. Reconnection is very important in laboratory plasmas as well; it affects
energy balance, transport, and plasma confinement. For a review of magnetic
reconnection in astrophysical and laboratory plasmas, see Zweibel and Yamada
(2009).

Although ambipolar drift transports the magnetic field with respect to the
neutrals, it preserves the topology of the magnetic field with respect to the plasma
(or, in cases where the Hall effect is important, to the electrons), and thus is not a
reconnection process. However, it affects the reconnection process itself, and can
promote its onset. For a recent review of partial ionization effects in reconnection
see Zweibel et al. (2011).

The default picture of reconnection is the Sweet–Parker model (Sweet 1958;
Parker 1957). The setup is sketched in Fig. 11.3. It is 2D, incompressible, and steady.
Opposing magnetic fields ˙B are brought together by an inflow vin over a length L
and reconnected by Ohmic diffusion in a thin layer of width ıSP . The conversion of
magnetic to thermal energy, and the magnetic tension in the reconnected field, expel
the magnetic field and plasma at the Alfvén speed vA. The reconnection rate vin and
layer width ı can be solved for in terms of vA and L by equating the mass fluxes in
and out of the region


vinL D 
vAıSP (11.35)
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Fig. 11.3 In Sweet–Parker reconnection, opposing magnetic fields (black lines) are brought
together over a length L by a flow (short red arrows). Ohmic resistivity reconnects them at a
highly flattened X-point (yellow region), and the plasma and reconnected field are expelled at the
Alfvén speed (long red arrows) by pressure and magnetic tension along thin magnetic channels

and assuming the electric field is determined inductively everywhere except in the
reconnection region, where it is Ohmic

vin

c
B D �J � �cB

4	ıSP
(11.36)

Rearranging Eqs. (11.35) and (11.36) we can show that ıSP D L=
p
S and

vin D vAp
S
; (11.37)

where S 
 4	LvA=�c2 is the Lundquist number. Typically S � 108�10 for
solar problems and S � 1015�20 for interstellar problems, so Sweet-Parker theory
predicts very slow reconnection. Reconnection is slow because the outflow region
must be thin enough to be resistive while the outflow speed itself cannot exceed vA.
This limits the flow of mass into the reconnection region. The incompatibility of the
Sweet–Parker reconnection rate with the rapid energization observed in solar flares
and other heliospheric phenomena led to a quest for faster reconnection mechanisms
that has led to great progress in this field.

11.6.1 Strongly and Weakly Coupled Reconnection

Which Alfvén speed, vA or vAp, should be used in computing the reconnection rate in
a weakly ionized medium? Roughly speaking, we would expect vA to be the relevant
speed if reconnection is slow enough that the neutrals have time to be accelerated by
the neutrals, while vAp holds in the opposite limit. This was first shown in Zweibel
(1989), both for Sweet–Parker reconnection and for resistive instabilities known as
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tearing modes (Furth et al. 1963), which grow at a rate proportional to v2=5A;Ap. Thus,
the Sweet–Parker reconnection rate and the resistive tearing mode growth rate can
be enhanced by factors of .
=
p/1=4, and .
=
p/1=5, respectively. This goes in the
right direction, but does not enhance the reconnection rate by more than 1–2 orders
of magnitude, even in dense molecular gas.

Significant enhancement of the reconnection rate may come about, however, if
we go beyond the standard MHD model. It has been known for some time that the
Hall effect can accelerate the reconnection rate (see Drake et al. 2008 for a summary
of the arguments). In Sect. 11.3.1.2 we showed that the Hall effect is important
on scales below the ion skin depth di . Thus, slow Sweet–Parker reconnection
transitions to fast Hall-mediated reconnection when ıSP drops below di . We also
saw in Sect. 11.3.1.2 that di can be increased by a factor of 
=
p when ion-neutral
collisions are strong. It was shown in Malyshkin and Zweibel (2011) that a similar
effect occurs for magnetic reconnection. The expression for effective particle mass
meff is slightly more complicated than Eq. (11.32) however; if the ratio of the
plasma flow time along the current sheet to the ion-neutral collision time is less
than 
=
p then meff =mi is simply one plus the ratio of these times. The main
point, however, is that the ambipolar drift can promote the onset of Hall-mediated
reconnection by increasing the effective inertia of the ions.

11.6.2 Current Sheet Formation: Triggering Rapid
Reconnection

Magnetic fieldlines are triggered to reconnect where the current density is high.
Ambipolar drift can concentrate the current. Consider the situation shown in
Fig. 11.4. A uniformly oriented magnetic field OzB.x; t/ has an initially linear profile;
B.x; 0/ D B0x=l . Assume the neutral pressure is very large and nearly constant,
so the motion of the neutrals can be ignored. The plasma, on the other hand, is
accelerated down the magnetic pressure gradient toward the null point B D 0.
This reshapes the magnetic field profile. We can analyze this mathematically using
Eq. (11.11), which in this simple geometry becomes a nonlinear diffusion equation
for B

@B

@t
D @

@x

B2

4	�pn
p
n

@B

@x
: (11.38)

The steady state solution of Eq. (11.38) which fits the boundary condition B.l/ D
B0 is B.x/ D B0.x=l/

1=3. The current density corresponding to this solution is
infinite at x D 0. It was shown in Brandenburg and Zweibel (1994) that an initially
linear profile evolves towards the singular profile. Resistivity, however, prevents
this singular state from being attained. Instead, magnetic flux is annihilated in a thin
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Fig. 11.4 Magnetic pressure
profile in the neighborhood of
a magnetic neutral sheet. The
thick arrows symbolize
acceleration of the plasma
down the magnetic pressure
gradient. The inset shows the
evolution of an initially linear
magnetic profile (solid line)
to a state of constant
ambipolar diffusive flux
(dashed line)
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layer where the magnetic field reverses, and it is interesting to ask how fast this can
happen.

The rate of merging is not determined by resistivity alone (Vishniac and Lazarian
1999; Heitsch and Zweibel 2003a). The flow of plasma toward the neutral line tends
to build up a large ion pressure peak. In deriving the singular solution to Eq. (11.38)
it is assumed that recombination is fast enough to remove this peak, and maintain
ionization equilibrium. Thus, the continuity equation is satisfied by recombination
rather than by advection. In Vishniac and Lazarian (1999) and Heitsch and Zweibel
(2003a) it is shown that there is a fast recombination regime of 1D magnetic
reconnection in which the outflow time L=vA is replaced by the ion recombination
time. Recently the MHD problem has been studied rather comprehensively in 2D
simulations by Leake et al. (2012). This reference assesses the regimes of validity
of the 1D and semianalytical results as well as the stability of the steady state
solutions.

11.7 Summary

The study of ion-neutral drift in astrophysical systems has expanded far beyond
solution of the magnetic flux problem in star formation, the context in which it was
originally conceived. In the chapter we have introduced the basic analytical tools
and numerical considerations for studying ion-neutral drift. We have shown some
of the ways in which it interacts with waves and turbulence, how it modifies shocks
and fronts, its role in gravitational instabilities and shear flow instabilities with and
without rotation, and its effects on magnetic reconnection. We anticipate that ion-
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neutral drift will remain an important part of astrophysical gas dynamics from the
mesoscales at which the drifts become appreciable down to the microscales where
the neutrals simply introduce dissipation.

Acknowledgements I am grateful to the many colleagues and collaborators with whom I have
discussed ambipolar diffusion over the years. This work was partially supported by NSF Grant
PHY 0821899, which funds the Center for Magnetic Self-Organization.
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Chapter 12
Magnetic Reconnection in Astrophysical
Environments

Alex Lazarian, Gregory L. Eyink, Ethan T. Vishniac, and Grzegorz Kowal

Abstract Magnetic reconnection is a process that changes magnetic field topology
in highly conducting fluids. Traditionally, magnetic reconnection was associated
mostly with solar flares. In reality, the process must be ubiquitous as astrophysical
fluids are magnetized and motions of fluid elements necessarily entail crossing of
magnetic frozen in field lines and magnetic reconnection. We consider magnetic
reconnection in realistic 3D geometry in the presence of turbulence. This turbulence
in most astrophysical settings is of pre-existing nature, but it also can be induced by
magnetic reconnection itself. In this situation turbulent magnetic field wandering
opens up reconnection outflow regions, making reconnection fast. We discuss
Lazarian and Vishniac (1999) model of turbulent reconnection, its numerical and
observational testings, as well as its connection to the modern understanding of the
Lagrangian properties of turbulent fluids. We show that the predicted dependences
of the reconnection rates on the level of MHD turbulence make the generally
accepted Goldreich and Sridhar (1995) model of turbulence self-consistent. Simi-
larly, we argue that the well-known Alfvén theorem on flux freezing is not valid for
the turbulent fluids and therefore magnetic fields diffuse within turbulent volumes.
This is an element of magnetic field dynamics that was not accounted by earlier
theories. For instance, the theory of star formation that was developing assuming
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that it is only the drift of neutrals that can violate the otherwise perfect flux freezing,
is affected and we discuss the consequences of the turbulent diffusion of magnetic
fields mediated by reconnection. Finally, we briefly address the first order Fermi
acceleration induced by magnetic reconnection in turbulent fluids.

12.1 Introduction

Magnetic fields modify fluid dynamics and it is generally believed that magnetic
fields embedded in a highly conductive fluid retain their topology for all time due
to the magnetic fields being frozen-in Alfvén (1942); Parker (1979). Nevertheless,
highly conducting ionized astrophysical objects, like stars and galactic disks, show
evidence of changes in topology, i.e. “magnetic reconnection”, on dynamical time
scales (Parker 1970; Lovelace 1976; Priest and Forbes 2002). Historically, magnetic
reconnection research was motivated by observations of the solar corona (Innes
et al. 1997; Yokoyama and Shibata 1995; Masuda et al. 1994) and this influenced
attempts to find peculiar conditions conducive for flux conservation violation, e.g.
special magnetic field configurations or special plasma conditions. For instance,
much work has concentrated on showing how reconnection can be rapid in plasmas
with very small collision rates (Shay et al. 1998; Drake 2001; Drake et al. 2006;
Daughton et al. 2006). However, it is clear that reconnection is a ubiquitous process
taking place in various astrophysical environments, e.g. magnetic reconnection
can be inferred from the existence of large-scale dynamo activity inside stellar
interiors (Parker 1993; Ossendrijver 2003), as well as from the eddy-type motions in
magnetohydrodynamic turbulence. Without fast magnetic reconnection magnetized
fluids would behave like Jello or felt, rather than as a fluid.

In fact, solar flares (Sturrock 1966) are just one vivid example of reconnection
activity. Some other reconnection events, e.g. � -ray bursts (Zhang and Yan 2011;
Lazarian et al. 2004; Fox et al. 2005; Galama et al. 1998) also occur in collisionless
media, while others take place in collisional media. Thus attempts to explain
only collisionless reconnection substantially limits astrophysical applications of
the corresponding reconnection models. We also note that magnetic reconnection
occurs rapidly in computer simulations due to the high values of resistivity (or
numerical resistivity) that are employed at the resolutions currently achievable.
Therefore, if there are situations where magnetic fields reconnect slowly, numerical
simulations do not adequately reproduce astrophysical reality. This means that
if collisionless reconnection is the only way to make reconnection rapid, then
numerical simulations of many astrophysical processes, including those of the
interstellar medium (ISM), which is collisional, are in error. Fortunately, this scary
option is not realistic, as recent observations of the collisional parts of the solar
atmosphere indicate fast reconnection (Shibata and Magara 2001).

What makes reconnection enigmatic is that it is not possible to claim that
reconnection must always be rapid empirically, as solar flares require periods of
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flux accumulation time, which correspond to slow reconnection. Thus magnetic
reconnection should have some sort of trigger, which should not depend on the
parameters of the local plasma. In this review we argue that the trigger is turbulence.

We may add that some recent reviews dealing with turbulent magnetic reconnec-
tion include Browning and Lazarian (2013); Karimabadi and Lazarian (2013). The
first one analyzes the reconnection in relation to solar flares, the other provides the
comparison of the PIC simulations of the reconnection in collisionless plasmas with
the reconnection in turbulent MHD regime.

In the review below we provide a simple description of the basics of magnetic
reconnection and astrophysical turbulence in Sect. 12.2, present the theory of
magnetic reconnection in the presence of turbulence and its testing in Sects. 12.3 and
12.4, respectively. Observational tests of the magnetic reconnection are described in
Sect. 12.5 while the extensions of the reconnection theory are discussed in Sect. 12.6
and its astrophysical implications are summarized in Sect. 12.7. In Sect. 12.8 we
present a discussion and summary of the review.

12.2 Basics of Magnetic Reconnection and Astrophysical
Turbulence

12.2.1 Models of Laminar Reconnection

Turbulence is usually not a welcome ingredient in theoretical modeling. Turbulence
carries an aura of mystery, especially magnetic turbulence, which is still a subject of
ongoing debates. Thus, it is not surprising that researchers prefer to consider laminar
models whenever possible.

The classical Sweet–Parker model, the first analytical model for magnetic recon-
nection, was proposed by Parker (1957); Sweet (1958).1 Sweet–Parker reconnection
has the virtue that it relies on a robust and straightforward geometry (see Fig. 12.1).
Two regions with uniform laminar magnetic fields are separated by thin current
sheet. The speed of reconnection is given roughly by the resistivity divided by the
sheet thickness, i.e.

Vrec1 � �=�: (12.1)

One might incorrectly assume that by decreasing the current sheet thickness one can
increase the reconnection rate. In fact, for steady state reconnection the plasma in
the current sheet must be ejected from the edge of the current sheet at the Alfvén
speed, VA. Thus the reconnection speed is

1The basic idea of the model was first discussed by Sweet and the corresponding paper by Parker
refers to the model as “Sweet model”.
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Fig. 12.1 Sweet–Parker reconnection. Simulations of laminar reconnection from Kowal et al.
(2009) are used. The current sheet has Lx extension, while the ejection of matter and shared
component of magnetic field happens through �. The cross-section of the reconnection is shown.
Generically, the shared component of magnetic field is directed perpendicular to the picture plane.
This component should be also ejected through �

Vrec2 � VA�=L; (12.2)

where L is the length of the current sheet, which requires � to be large for a large
reconnection speed.

In other words, we face two contradictory requirements on the outflow thickness,
namely,� should be large so as to not constrain the outflow of plasma and� should
be small for the Ohmic diffusivity to do its job of dissipating magnetic field lines. As
a result, the steady state Sweet–Parker reconnection rate is a compromise between
the two contradictory requirements. If� becomes small, the reconnection rate Vrec1

increases, but the insufficient outflow of plasma from the current sheet will lead to
an increase in� and slow down the reconnection process. If� increases, the outflow
will speed up but the oppositely directed magnetic field lines get further apart and
Vrec1 drops. The slow reconnection rate limits the supply of plasma into the outflow
and decreases �. This self regulation ensures that in the steady state Vrec1 D Vrec2

which determines both the steady state reconnection rate and the steady state �.
As a result, the overall reconnection speed is reduced from the Alfvén speed by the
square root of the Lundquist number, S 
 LxVA=�, i.e.

Vrec;SP D VAS
�1=2: (12.3)

For astrophysical conditions the Lundquist number S may easily be 1016 and
larger. The corresponding Sweet–Parker reconnection speed is negligible. If this
sets the actual reconnection speed then we should expect magnetic field lines in the
fluid not to change their topology, which in the presence of chaotic motions should
result in a messy magnetic structure with the properties of Jello. On the contrary,
the fast reconnection suggested by solar flares, dynamo operation etc. requires that
the dependence on S be erased.

A few lessons can be learned from the analysis of the Sweet–Parker reconnection.
First of all, it is a self-regulated process. Second, even with the Sweet–Parker
scheme the instantaneous rates of reconnection are not restricted. Indeed, under the
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external forcing the Ohmic annihilation rate given by Vrec1 can be arbitrary large,
which, nevertheless does not mean that the time averaged rate of reconnection is also
large. This should be taken into account when the probability distribution functions
of currents are interpreted in terms of magnetic reconnection (see Sect. 12.4.5).

The low efficiency of the Sweet-Parker reconnection arises from the disparity of
the scales of �, which is determined by microphysics, i.e. depends on �, and Lx
that has a huge, i.e. astronomical, size. The introduction of plasma effects does not
change this problem as in this case� should be of the order of the ion Larmor radius,
which is � Lx . There are two ways to make the reconnection speed faster. One
way is to reduce Lx , by changing the geometry of reconnection region, e.g. making
magnetic field lines come at a sharp angle rather than in a natural Sweet–Parker way.
This is called X-point reconnection. The most famous example of this is Petschek
reconnection (Petschek 1964) (see Fig. 12.2). The other way is to extend � and
make it comparable to Lx . Obviously, a factor different from resistivity should
be involved. In this review we provide evidence that turbulence can do the job of
increasing �. However, before focusing on this process, we shall first discuss very
briefly the Petschek reconnection model, which for a few decades served as the
default model of fast reconnection.

Figure 12.2 illustrates the Petschek model of reconnection. The model suggests
that extended magnetic bundles come into contact over a tiny area determined by the
Ohmic diffusivity. This configuration differs dramatically from the expected generic
configuration when magnetic bundles try to press their way through each other. Thus
the first introduction of this model raised questions of dynamical self-consistency.
An X-point configuration has to persist in the face of compressive bulk forces.

Fig. 12.2 Petschek reconnection is an X-point reconnection where due to the formation of shocks
the magnetic field lines are bent sharply towards the reconnection “point” with Lx � �
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However, numerical simulations have shown that an initial X-point configuration
of magnetic field reconnection is unstable in the MHD limit for small values
of the Ohmic diffusivity (Biskamp 1996) and the magnetic field will relax to a
Sweet–Parker configuration. The physical explanation for this effect is simple. In
the Petschek model shocks are required in order to maintain the geometry of the
X-point. These shocks must persist and be supported by the flows driven by fast
reconnection. The simulations showed that the shocks fade away and the contact
region spontaneously increases.

X-point reconnection can be stabilized when the plasma is collisionless. Numer-
ical simulations (Shay et al. 1998, 2004) have been encouraging in this respect and
created the hope that there was at last the solution of the long-standing problem
of magnetic reconnection. However, there are several important issues that remain
unresolved. First, it is not clear that this kind of fast reconnection persists on scales
greater than the ion inertial scale (Bhattacharjee et al. 2003). Several numerical
studies (Wang et al. 2001; Smith et al. 2004; Fitzpatrick 2004) have found large scale
reconnection speeds which are not fast in the sense that they show dependence on
resistivity. There are countervailing analytical studies (Malyshkin 2008; Shivamoggi
2011) which suggest that Hall X-point reconnection rates are independent of
resistivity or other microscopic plasma mechanisms of line slippage, but the rates
determined in these studies become small when the ion inertial scale is much less
thanLx . Second, in many circumstances the magnetic field geometry does not allow
the formation of X-point reconnection. For example, a saddle-shaped current sheet
cannot be spontaneously replaced by an X-point. The energy required to do so is
comparable to the magnetic energy liberated by reconnection, and must be available
beforehand. Third, the stability of the X-point is questionable in the presence of
the external random forcing, which is common, as we discuss later, for most of
the astrophysical environments. Finally, the requirement that reconnection occurs
in a collisionless plasma restricts this model to a small fraction of astrophysical
applications. For example, while reconnection in stellar coronae might be described
in this way, stellar chromospheres can not. This despite the fact that we observe fast
reconnection in those environments (Shibata and Magara 2001). More generally,
Yamada (2007) estimated that the scale of the reconnection sheet should not exceed
about 40 times the electron mean free path. This condition is not satisfied in many
environments which one might naively consider to be collisionless, among them the
interstellar medium. The conclusion that stellar interiors and atmospheres, accretion
disks, and the interstellar medium in general does not allow fast reconnection is
drastic and unpalatable.

Petschek reconnection requires an extended X-point configuration of recon-
nected magnetic fluxes and Ohmic dissipation concentrated within a microscopic
region. As we discuss in this review (see Sect. 12.5), neither of these predictions
were supported by solar flare observations. This suggests that neither Sweet–Parker
nor Petschek models present a universally applicable mechanism of astrophysical
magnetic reconnection. This does not preclude that these processes are important in
particular special situations. In what follows we argue that Petschek-type reconnec-
tion may be applicable for magnetospheric current sheets or any collisionless plasma
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systems, while Sweet–Parker can be important for reconnection at small scales in
partially ionized gas.

12.2.2 Turbulence in Astrophysical Fluids

Neither of these models take into account turbulence, which is ubiquitous in
astrophysical environments. Indeed, plasma flows at high Reynolds numbers are
generically turbulent, since laminar flows are then prey to numerous linear and
finite-amplitude instabilities. This is sometimes driven turbulence due to an external
energy source, such as supernova in the ISM (Norman and Ferrara 1996; Fer-
rière 2001), merger events and AGN outflows in the intercluster medium (ICM)
(Subramanian et al. 2006; Enßlin and Vogt 2006; Chandran 2005), and baroclinic
forcing behind shock waves in interstellar clouds. In other cases, the turbulence is
spontaneous, with available energy released by a rich array of instabilities, such as
the MRI in accretion disks (Balbus and Hawley 1998), the kink instability of twisted
flux tubes in the solar corona (Galsgaard and Nordlund 1997; Gerrard and Hood
2003), etc. Whatever its origin, observational signatures of astrophysical turbulence
are seen throughout the universe. The turbulent cascade of energy leads to long
“inertial ranges” with power-law spectra that are widely observed, e.g. in the solar
wind (Leamon et al. 1998; Bale et al. 2005), and in the ICM Schuecker et al. (2004);
Vogt and Enßlin (2005).

Figure 12.3 illustrates the so-called “Big Power Law in the Sky” of the electron
density fluctuations. The original version of the law was presented by Armstrong
et al. Armstrong et al. (1995) for electron scattering and scintillation data. It was
later extended by Chepurnov et al. (Chepurnov and Lazarian 2010) who used
Wisconsin H˛ Mapper (WHAM) electron density data. We clearly see the power
law extending over many orders of spatial scales and suggesting the existence of
turbulence in the interstellar medium. With more surveys, with more developed
techniques we are getting more evidence of the turbulent nature of astrophysical
fluids. For instance, for many years non-thermal line Doppler broadening of the
spectral lines was used as an evidence of turbulence.2 The development of new
techniques, namely, Velocity Channel Analysis (VCA) and Velocity Correlation
Spectrum (VCS) in a series of papers by Lazarian and Pogosyan (2000, 2004, 2006,
2008) enabled researchers to use HI and CO spectral lines to obtain the power
spectra of turbulent velocities (see Lazarian (2009) for a review and references
therein).

As turbulence is known to change dramatically many processes, in particular,
diffusion and transport processes, it is natural to pose the question to what extent

2The power-law ranges that are universal features of high-Reynolds-number turbulence can be
inferred to be present from enhanced rates of dissipation and mixing (Eyink 2008) even when they
are not seen.
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Fig. 12.3 Turbulence in the interstellar gas of the Milky Way as revealed by electron density
fluctuations. “Big Power Law in the Sky” Armstrong et al. (1995) extended using WHAM data.
The slope corresponds to that of Kolmogorov turbulence. From Chepurnov and Lazarian (2010)

the theory of astrophysical reconnection must take into account the pre-existing
turbulent environment. We note that even if the plasma flow is initially laminar,
kinetic energy release by reconnection due to some slower plasma process is
expected to generate vigorous turbulent motion in high Reynolds number fluids.

12.2.3 MHD Description of Plasma Motions

Turbulence in plasma happens at many scales, from the largest to those below
the proton Larmor radius. The effect of turbulence on magnetic reconnection is
different for different types of turbulence. For instance, micro turbulence can
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change the microscopic resistivity of plasmas and induce anomalous resistivity
effects (see Vekshtein et al. (1970)). In this review we advocate the idea that for
solving the problem of magnetic reconnection in most astrophysical important
cases the approach invoking MHD rather than plasma turbulence is adequate. To
provide an initial support for this point, we shall reiterate a few known facts
about the applicability of MHD approximation (Kulsrud 1983; Eyink et al. 2011).
Below we argue that MHD description is applicable to many settings that include
both collisional and collisionless plasmas, provided that we deal with plasmas at
sufficiently large scales. To describe magnetized plasma dynamics one should deal
with three characteristic length-scales: the ion gyroradius 
i ; the ion mean-free-
path length `mfp;i arising from Coulomb collisions, and the scale L of large-scale
variation of magnetic and velocity fields.

One case of reconnection that is clearly not dealt with by the popular models
of collisionless reconnection (see above) is the “strongly collisional” plasma with
`mfp;i � 
i . This is the case e.g. of star interiors and most accretion disk systems.
For such “strongly collisional” plasmas a standard Chapman–Enskog expansion
provides a fluid description of the plasma (Braginsky 1965), with a two-fluid model
for scales between `mfp;i and the ion skin-depth ıi D 
i=

p
ˇi and an MHD

description at scales much larger than ıi . This is the most obvious case of MHD
description for plasmas.

Hot and rarefied astrophysical plasmas are often “weakly collisional” with
`mfp;i � 
i . Indeed, the relation that follows from the standard formula for the
Coulomb collision frequency (e.g. see Fitzpatrick 2011, Eq. 1.25) is

`mfp;i


i
/ �

ln�

VA

c
; (12.4)

where � D 4	n�3D is the plasma parameter, or the number of particles within the
Debye screening sphere, which indicates that � can be very large. Typical values
for some weakly coupled cases are shown in Table 12.1 Eyink et al. (2011).

For the “weakly collisional” but well magnetized plasmas one can invoke the
expansion over the small ion gyroradius. This results in the “kinetic MHD equa-
tions” for lengths much larger than 
i . The difference between these equations and
the MHD ones is that the pressure tensor in the momentum equation is anisotropic,
with the two componentspk and p? of the pressure parallel and perpendicular to the
local magnetic field direction (Kulsrud 1983). “Weakly collisional”, i.e.L � `mfp;i :,
and collisionless, i.e. `mfp;i � L systems have been studied recently (Kowal
et al. 2011; Santos-Lima et al. 2013). While the direct collisions are infrequent,
compressions of the magnetic field induces anisotropies, as a consequence of
the adiabatic invariant conservation, in the phase space particle distribution. This
induces instabilities that act upon plasma causing particle scattering (Schekochihin
and Cowley 2006; Lazarian and Beresnyak 2006). Thus instead of Coulomb
collisional frequency a new frequency of scattering is invoked. In other words,
particles do not interact between each other, but each particle interacts with the
ensemble of small scale perturbations induced by instabilities in the compressed



320 A. Lazarian et al.

Table 12.1 Representative parameters for some weakly-coupled astrophysical plasmas (from
Eyink et al. 2011)

Warm ionized Post-CME Solar wind at

Parameter ISMa current sheetsb magnetospherec

Density n; cm�3 0.5 7� 107 10

Temperature T; eV 0.7 103 10

Plasma parameter � 4� 109 2� 1010 5� 1010

Ion thermal velocity vth;i ; cm=s 106 3� 107 5� 106

Ion mean-free-path `mfp;i ; cm 6� 1011 1010 7� 1012

Magnetic diffusivity �; cm2=s 107 8� 102 6� 105

Magnetic field B; G 10�6 1 10�4

Plasma beta ˇ 14 3 1

Alfvén speed VA; cm=s 3� 105 3� 107 7� 106

Ion gyroradius 
i ; cm 108 3� 103 6� 106

Large-scale velocity U; cm=s 106 4� 106 5� 106

Large length scale L; cm 1020 5� 1010 108

Lundquist number SL D VAL
�

3� 1018 2� 1015 109

Resistive length� `?

� ; cm 5� 105 1 20
aNorman and Ferrara (1996); Ferrière (2001)
bBemporad (2008)
cZimbardo et al. (2010)
�This nominal resistive scale is calculated from `?

� ' L.VA=U /S
�3=4
L , assuming GS95

turbulence holds down to that scale, and should not be taken literally when `?

� < 
i

magnetized plasmas. By adopting the in-situ measured distribution of particles in
the collisionless solar wind Santos-Lima et al. (2013) showed numerically that the
dynamics of such plasmas is identical to that of MHD.

Even without invoking instabilities, one can approach “weakly collisional”
plasmas solving for the magnetic field using an ideal induction equation, if one
ignores all collisional effects. In many cases, e.g. in the ISM and the magnetosphere
(see Table 12.1) the resistive length-scale `?

� is much smaller than both 
i and 
e �
1
43

i . Magnetic field-lines are, at least formally, well “frozen-in” on these scales. 3

In the “weakly collisional” case the“kinetic MHD” description can be simplified
at scales greater than `mfp;i by including the Coulomb collision operator and
making a Chapman-Enskog expansion. This reproduces a fully MHD description
at those large scales. The idealized warm ionized phase of ISM represents “weakly
collisional” plasmas in Table 12.1.

We can also note that additional simplifications that justify the MHD approach
occur if the turbulent fluctuations are small compared to the mean magnetic field,
and having length-scales parallel to the mean field much larger than perpendicular

3In Sect. 12.7.1 we discuss the modification of the frozen in concept in the presence of turbulence.
This is not important for the present discussion, however.
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length-scales. Treating wave frequencies that are low compared to the ion cyclotron
frequency we enter the domain of “gyrokinetic approximation” which is commonly
used in fusion plasmas. This approximation was advocated for application in
astrophysics by Schekochihin et al. (2007, 2009).

For the “gyrokinetic approximation” at length-scales larger than the ion gyro-
radius 
i the incompressible shear-Alfvén wave modes get decoupled from the
compressive modes and can be described by the simple “reduced MHD” (RMHD)
equations. As we argue later in the review, the shear-Alfvén modes are the modes
that induce fast magnetic reconnection, while the other modes are of auxiliary
importance for the process.

All in all, our considerations in this part of the review support the generally
accepted notion that the MHD approximation is adequate for most astrophysical
fluids at sufficiently large scales. A lot of work on reconnection is concentrated
on the small scale dynamics, but if magnetic reconnection is determined by large
scale motions, as we argue in this review, then the MHD description of magnetic
reconnection is appropriate.

12.2.4 Modern Understanding of MHD Turbulence

Within this volume MHD turbulence is described in the chapter by Beresnyak and
Lazarian (see also a description of MHD turbulence in the star formation context
in the chapter by H. Vazquez-Semadeni). Therefore in presenting the major MHD
turbulence results that are essential for our further derivation in the review, we
shall be very brief. We will concentrate on Alfvénic modes, while disregarding the
slow and fast magnetosonic modes that in principle contribute to MHD turbulence
(Cho and Lazarian 2002, 2003; Kowal and Lazarian 2010). The interaction between
the modes is in many cases not significant, which allows the separate treatment of
Alfvén modes (Cho and Lazarian 2002; Goldreich and Sridhar 1995; Lithwick and
Goldreich 2001).

While having a long history of competing ideas, the theory of MHD turbulence
has become testable recently due to the advent of numerical simulations (see
Biskamp 2003) which confirmed the prediction of magnetized Alfvénic eddies being
elongated in the direction of the local magnetic field (see Shebalin et al. 1983;
Higdon 1984) and provided results consistent with the quantitative relations for
the degree of eddy elongation obtained in the fundamental study by Goldreich and
Sridhar (1995) (henceforth GS95).

The relation between the parallel and perpendicular dimensions of eddies in
GS95 picture are presented by the so called critical balance condition, namely,

`�1
k VA � `�1? ıu`; (12.5)
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where ıu` is the eddy velocity, while `k and `? are, respectively, eddy scales parallel
and perpendicular to the local direction of magnetic field. The local system of
reference is that determined by the direction of magnetic field at the scale in the
vicinity of the eddy. It should be definitely distinguished from the mean magnetic
field reference frame (Lithwick and Goldreich 2001; Lazarian and Vishniac 1999;
Cho and Vishniac 2000; Maron and Goldreich 2001; Cho et al. 2002), where no
universal relations between the eddy scale exist. This is very natural, as small scale
turnover eddies can be influenced only by the magnetic field around these eddies.

The motions perpendicular to the local magnetic field are essentially hydrody-
namic. Therefore, combining (12.5) with the Kolmogorov cascade notion, i.e. that
the energy transfer rate is ıu2`=.`?=ıu`/ D const one gets ıu` � `

1=3

? , which
coincides with the known Kolmogorov relation between the turbulent velocity and
the scale. For the relation between the parallel and perpendicular scales one gets

`k / L
1=3
i `

2=3

? ; (12.6)

where Li is the turbulence injection scale. Note that recent measurements of
anisotropy in the solar wind are consistent with Eq. (12.6) (Podesta 2010; Wicks
et al. 2010, 2011).

In its original form the GS95 model was proposed for energy injected isotrop-
ically with velocity amplitude uL D VA. If the turbulence is injected at velocities
uL � VA (or anisotropically with Li;k � Li;?), then the turbulent cascade is
weak and `? decreases while `k D Li stays the same (Lazarian and Vishniac
1999; Montgomery and Matthaeus 1995; Galtier et al. 2000; Ng and Bhattacharjee
1996). In other words, as a result of the weak cascade the eddies become thinner,
but preserve the same length along the local magnetic field. It is possible to show
that the interactions within weak turbulence increase and transit to the regime of the
strong MHD turbulence at the scale

ltrans � Li.uL=VA/
2 
 LiM

2
A MA < 1 (12.7)

and the velocity at this scale is vtrans D uLMA, with MA D uL=VA � 1 being
the Alfvénic Mach number of the turbulence (Lazarian and Vishniac 1999; Lazarian
2006). Thus, weak turbulence has a limited, i.e. ŒLi ; LiM2

A� inertial range and at
small scales it transits into the regime of strong turbulence.4

Table 12.2 illustrates different regimes of MHD turbulence both when it is
injected isotropically at superAlfvénic and subAlfvénic velocities. Naturally,
superAlfvénic turbulence at large scales is similar to the ordinary hydrodynamic

4We should stress that weak and strong are not the characteristics of the amplitude of turbulent
perturbations, but the strength of non-linear interactions (see more discussion in Cho et al. (2003))
and small scale Alfvénic perturbations can correspond to a strong Alfvénic cascade.
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Table 12.2 Regimes and ranges of MHD turbulence

Injection Range Motion Ways

Type of MHD turbulence velocity of scales type of study

Weak uL < VA ŒLi ; LiM
2
A� Wave-like Analytical

Strong subAlfvénic uL < VA ŒLiM
2
A; lmin� Eddy-like Numerical

Strong superAlfvénic uL > VA ŒlA; lmin� Eddy-like Numerical

Li and lmin are injection and dissipation scales, respectively MA 
 uL=VA

turbulence, as weak magnetic fields cannot strongly affect turbulent motions.
However, at the scale

lA D Li.VA=uL/
3 D LiM

�3
A MA > 1 (12.8)

the motions become Alfvénic.
In this review we address the reconnection mediated by turbulence. For this

the regime of weak, i.e. wave-like, perturbations can be an important part of the
dynamics. A description of MHD turbulence that incorporates both weak and strong
regimes was presented in Lazarian and Vishniac (1999) (henceforth LV99). In the
range of length-scales where turbulence is strong, this theory implies that

`k � Li

�
`?
Li

�2=3
M

�4=3
A (12.9)

ıu` � uL

�
`?
Li

�1=3
M

1=3
A ; (12.10)

when the turbulence is driven isotropically on a scale Li with an amplitude uL.
These are equations that we will use further to derive the magnetic reconnection
rate.

Here we do not discuss attempts to modify GS95 theory by adding concepts like
“dynamical alignment”, “polarization”, “non-locality” (Boldyrev 2006; Beresnyak
and Lazarian 2006, 2009; Gogoberidze 2007). First of all, those do not change the
nature of turbulence to affect the reconnection of the weakly turbulent magnetic
field. Indeed, in LV99 the calculations were provided for a wide range of possible
models of anisotropic Alfvénic turbulence and provided fast reconnection. More-
over, more recent studies (Beresnyak and Lazarian 2010; Beresnyak 2011, 2012)
support the GS95 model. A more detailed discussion of MHD turbulence can be
found in the recent review (e.g. Brandenburg and Lazarian 2013) and in Beresnyak
and Lazarian’s Chapter in this volume.
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GS95 presents a model of 3D MHD turbulence that exists in our 3D world.
Historically, due to computational reasons, many MHD related studies were done
in 2D. The problem of such studies in application to magnetic turbulence is that
shear Alfvén waves that play the dominant role for 3D MHD turbulence are
entirely lacking in 2D. Furthermore, all magnetized turbulence in 2D is transient,
because the dynamo mechanism required to sustain magnetic fields is lacking in
2D (Zeldovich 1957). Thus the relation of 2D numerical studies invoking MHD
turbulence, e.g. magnetic reconnection in 2D turbulence, and the processes in the
actual 3D geometry is not clear. A more detailed discussion of this point can be
found in Eyink et al. (2011).

12.3 Magnetic Reconnection in the Presence of Turbulence

12.3.1 Initial Attempts to Invoke Turbulence to Accelerate
Magnetic Reconnection

The first attempts to appeal to turbulence in order to enhance the reconnection rate
were made more than 40 years ago. For instance, some papers have concentrated
on the effects that turbulence induces on the microphysical level. In particular,
Speiser (1970) showed that in collisionless plasmas the electron collision time
should be replaced with the electron retention time in the current sheet. Also
Jacobson (Jacobson and Moses 1984) proposed that the current diffusivity should
be modified to include the diffusion of electrons across the mean field due to small
scale stochasticity. However, these effects are insufficient to produce reconnection
speeds comparable to the Alfvén speed in most astrophysical environments.

“Hyper-resistivity” (Strauss 1986; Bhattacharjee and Hameiri 1986; Hameiri
and Bhattacharjee 1987; Diamond and Malkov 2003) is a more subtle attempt to
derive fast reconnection from turbulence within the context of mean-field resistive
MHD. The form of the parallel electric field can be derived from magnetic helicity
conservation. Integrating by parts one obtains a term which looks like an effective
resistivity proportional to the magnetic helicity current. There are several assump-
tions implicit in this derivation. The most important objection to this approach is
that by adopting a mean-field approximation, one is already assuming some sort
of small-scale smearing effect, equivalent to fast reconnection. Furthermore, the
integration by parts involves assuming a large scale magnetic helicity flux through
the boundaries of the exact form required to drive fast reconnection. The problems
of the hyper-resistivity approach are discussed in detail in Eyink et al. (2011).

A more productive development was related to studies of instabilities of the
reconnection layer. Strauss (1988) examined the enhancement of reconnection
through the effect of tearing mode instabilities within current sheets. However, the
resulting reconnection speed enhancement is roughly what one would expect based



12 Magnetic Reconnection 325

simply on the broadening of the current sheets due to internal mixing.5 Waelbroeck
(1989) considered not the tearing mode, but the resistive kink mode to accelerate
reconnection. The numerical studies of tearing have become an important avenue for
more recent reconnection research (Loureiro et al. 2009; Bhattacharjee et al. 2009).
As we discuss later in realistic 3D settings tearing instability develops turbulence
(Karimabadi et al. 2013; Beresnyak 2013)) which induces a transfer from laminar
to turbulent reconnection.6

Finally, a study of 2D magnetic reconnection in the presence of external
turbulence was done by Matthaeus and Lamkin (1985, 1986). An enhancement of
the reconnection rate was reported, but the numerical setup precluded the calculation
of a long term average reconnection rate. As we discussed in Sect. 12.2.1 bringing
in the Sweet–Parker model of reconnection magnetic field lines closer to each other
one can enhance the instantaneous reconnection rate, but this does not mean that
averaged long term reconnection rate increases. This, combined with the absence
of the theoretical predictions of the expected reconnection rates makes it difficult
to make definitive conclusions from the study. Note that, as we discussed in
Sect. 12.2.4, the nature of turbulence is different in 2D and 3D. Therefore, the
effects accelerating magnetic reconnection mentioned in the study, i.e. formation
of X-points, compressions, may be relevant for 2D set ups, but not relevant for the
3D astrophysical reconnection. These effects are not invoked in the model of the
turbulent reconnection that we discuss below. We also may note that a more recent
study along the approach in Matthaeus and Lamkin (1985) is one in Watson et al.
(2007), where the effects of small scale turbulence on 2D reconnection were studied
and no significant effects of turbulence on reconnection were reported for the setup
chosen by the authors.

In a sense, the above study is the closest predecessor of LV99 work that we
deal below. However, there are very substantial differences between the approach of
LV99 and Matthaeus and Lamkin (1985). For instance, LV99, as is clear from the
text below, uses an analytical approach and, unlike Matthaeus and Lamkin (1985),
(a) provides analytical expressions for the reconnection rates; (b) identifies the
broadening arising from magnetic field wandering as the mechanism for inducing
fast reconnection; (c) deals with 3D turbulence and identifies incompressible
Alfvénic motions as the driver of fast reconnection.

5In a more recent work Shibata and Tanuma (2001) extended the concept suggesting that tearing
may result in fractal reconnection taking place on very small scales.
6Also earlier works suggest such a transfer (Dahlburg et al. 1992; Dahlburg and Karpen 1994;
Dahlburg 1997; Ferraro and Rogers 2004).
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12.3.2 Model of Magnetic Reconnection in Weakly Turbulent
Media

As we discussed earlier, considering astrophysical reconnection in laminar envi-
ronments is not normally realistic. As a natural generalization of the Sweet-Parker
model it is appropriate to consider 3D magnetic field wandering induced by
turbulence as in LV99. The corresponding model of magnetic reconnection is
illustrated by Fig. 12.4.

Like the Sweet-Parker model, the LV99 model deals with a generic configuration,
which should arise naturally as magnetic flux tubes try to make their way one
through another. This avoids the problems related to the preservation of wide out-
flow which plagues attempts to explain magnetic reconnection via Petscheck-type
solutions. In this model if the outflow of reconnected flux and entrained matter is
temporarily slowed down, reconnection will also slow down, but, unlike Petscheck
solution, will not change the nature of the solution.

Δ

Δ

λ

λ

xL

Sweet−Parker model

Turbulent model

blow up

Fig. 12.4 Upper plot: Sweet-Parker model of reconnection. The outflow is limited to a thin width
ı, which is determined by Ohmic diffusivity. The other scale is an astrophysical scale L � ı.
Magnetic field lines are assumed to be laminar. Middle plot: turbulent reconnection model that
accounts for the stochasticity of magnetic field lines. The stochasticity introduced by turbulence
is weak and the direction of the mean field is clearly defined. The outflow is limited by the
diffusion of magnetic field lines, which depends on macroscopic field line wandering rather
than on microscales determined by resistivity. Low plot: An individual small scale reconnection
region. The reconnection over small patches of magnetic field determines the local reconnection
rate. The global reconnection rate is substantially larger as many independent patches reconnect
simultaneously. Conservatively, the LV99 model assumes that the small scale events happen at a
slow Sweet-Parker rate. Following Lazarian et al. (2004)
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The major difference between the Sweet-Parker model and the LV99 model is
that while in the former the outflow is limited by microphysical Ohmic diffusivity,
in the latter model the large-scale magnetic field wandering determines the thickness
of outflow. Thus LV99 model does not depend on resistivity and, depending on the
level of turbulence, can provide both fast and slow reconnection rates. This is a very
important property for explaining observational data related to reconnection flares.

For extremely weak turbulence, when the range of magnetic field wandering
becomes smaller than the width of the Sweet-Parker layer LS�1=2, the reconnection
rate reduces to the Sweet-Parker rate, which is the ultimate slowest rate of reconnec-
tion. As a matter of fact, this slow rate holds only for Lundquist numbers less than
Sc , the critical value for tearing mode instability of the Sweet-Parker solution. At
higher Lundquist numbers, self-generated turbulence will be the inevitable outcome
of unstable breakdown of the Sweet-Parker current sheet and this will yield the
minimal reconnection rate in an otherwise quiet environment (see, in particular,
Beresnyak 2013).

We note that LV99 does not appeal to a chaotic field created within a hydrody-
namic weakly magnetized turbulent flow. On the contrary, the model considers the
case of a large scale, well-ordered magnetic field, of the kind that is normally used
as a starting point for discussions of reconnection. In the presence of turbulence one
expects that the field will have some small scale ‘wandering’ and this effect changes
the nature of magnetic reconnection.

Ultimately, the magnetic field lines will dissipate due to microphysical effects,
e.g. Ohmic resistivity. However, it is important to understand that in the LV99
model only a small fraction of any magnetic field line is subject to direct Ohmic
annihilation. The fraction of magnetic energy that goes directly into heating the fluid
approaches zero as the fluid resistivity vanishes. In addition, 3D Alfvénic turbulence
enables many magnetic field lines to enter the reconnection zone simultaneously,
which is another difference between 2D and 3D reconnection.

12.3.3 Opening Up of the Outflow Region Via Magnetic Field
Wandering

To get the reconnection speed one should calculate the thickness of the outflow �

that is determined by the magnetic field wandering. This was done in LV99, where
the scaling relations for the wandering field lines were established.

The scaling relations for Alfvénic turbulence discussed in Sect. 12.2.4 allow us
to calculate the rate of magnetic field spreading. A bundle of field lines confined
within a region of width y at some particular point spreads out perpendicular to the
mean magnetic field direction as one moves in either direction following the local
magnetic field lines. The rate of field line diffusion is given by

d hy2i
dx

� hy2i
�k

; (12.11)
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where ��1
k � `�1

k , `k is the parallel scale and the corresponding transversal scale,

`?, is � hy2i1=2, and x is the distance along an axis parallel to the magnetic field.
Therefore, using equation (12.9) one gets

d hy2i
dx

� Li

� hy2i
L2i

�2=3 �
uL
VA

�4=3
(12.12)

where we have substituted hy2i1=2 for `?. This expression for the diffusion
coefficient will only apply when y is small enough for us to use the strong turbulence
scaling relations, or in other words when hy2i < L2i .uL=VA/

4. Larger bundles
will diffuse at the rate of L2i .uL=VA/

4, which is the maximal rate. For hy2i small,
Eq. (12.12) implies that a given field line will wander perpendicular to the mean
field line direction by an average amount

hy2i1=2 � x3=2

L
1=2
i

�
uL
VA

�2
x < Li (12.13)

in a distance x. The fact that the rms perpendicular displacement grows faster than
x is significant. It implies that if we consider a reconnection zone, a given magnetic
flux element that wanders out of the zone has only a small probability of wandering
back into it. We also note that y proportional to x3=2 is a consequence of the process
of Richardson diffusion that we discuss below.

When the turbulence injection scale is less than the extent of the reconnection
layer, i.e. Lx � Li magnetic field wandering obeys the usual random walk scaling
withLx=Li steps and the mean squared displacement per step equal toL2i .uL=VA/

4.
Therefore

hy2i1=2 � .Lix/
1=2.uL=VA/

2 x > Li (12.14)

Using Eqs. (12.13) and (12.14) one can derive the thickness of the outflow� (see
Fig. 12.1) and obtain (LV99):

Vrec � VA min

"�
Lx

Li

�1=2
;

�
Li

Lx

�1=2#

M2
A; (12.15)

where VAM
2
A is proportional to the turbulent eddy speed. This limit on the

reconnection speed is fast, both in the sense that it does not depend on the resistivity,
and in the sense that it represents a large fraction of the Alfvén speed when Li and
Lx are not too different and MA is not too small. At the same time, Eq. (12.15) can
lead to rather slow reconnection velocities for extreme geometries or small turbulent
velocities. This, in fact, is an advantage, as this provides a natural explanation for
flares of reconnection, i.e. processes which combine both periods of slow and fast
magnetic reconnection. The parameters in Eq. (12.15) can change in the process
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of magnetic reconnection, as the energy injected by the reconnection will produce
changes inMA andLi . In fact, we claim that in the process of magnetic reconnection
and the energy injection that this entails for magnetically dominated plasmas, one
can expect both Li ! Lx and MA ! 1, which will induce efficient reconnection
with Vrec � VA.

12.3.4 Richardson Diffusion and LV99 Model

It is well known that at scales larger than the turbulence injection scale the fluid
exhibits diffusive properties. At the same time, at scales less than the turbulence
injection scale the properties of diffusion are different. Since the velocity difference
increases with separation, one expects that accelerated diffusion, or super diffusion
should take place. This process was first described by Richardson for hydrodynamic
turbulence. A similar effect is present for MHD turbulence (see Eyink and Ben-
veniste 2013 and references therein).

Richardson diffusion can be illustrated with a simple model. Consider the growth
of the separation between two particles dl.t/=dt � v.l/; which for Kolmogorov
turbulence is � ˛t l

1=3, where ˛t is proportional to the energy cascading rate, i.e.
˛t � V 3

L=L for turbulence injected with superAlvénic velocity VL at the scale L.
The solution of this equation is

l.t/ D Œl
2=3
0 C ˛t .t � t0/�3=2; (12.16)

which at late times leads to Richardson diffusion or l2 � t3 compared with l2 � t

for ordinary diffusion.
Richardson diffusion provides explosive separation of magnetic field lines. It is

clear from Eq. (12.16) that the separation of magnetic field lines does not depend
on the initial separation l0 after sufficiently long intervals of time t . Potentially,
one can make l0 very small, but, realistically, l0 should not be smaller than the
scale of the marginally damped eddies ldamp, as the derivation of the Richardson
diffusion assumes the existence of inertial-range turbulence at the scales under
study. At scales less than ldamp diffusion is determined by the shearing by the
marginally damped eddies. This is known to result in Lagrangian chaos and
Lyapunov exponential separation of the points. Separation at long times in this
regime does depend on the initial separation of points. In other words, in realistic
turbulence up to the scale of ldamp the distance between the points preserves the
memory of the initial separation of points, while at scales larger than ldamp this
dependence is washed out.

Richardson diffusion is important in terms of spreading magnetic fields. In fact,
the magnetic field line spread as a function of the distance measured along magnetic
field lines, which we discussed in the previous subsection, is also a manifestation of
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Richardson diffusion, but in space rather than in time. Below, we, however, use the
time dependence of Richardson diffusion to re-derive the LV99 results.

Sweet-Parker reconnection can serve again as our guide. There we deal with
Ohmic diffusion. The latter induces the mean-square distance across the reconnec-
tion layer that a magnetic field-line can diffuse by resistivity in a time t given by

hy2.t/i � �t: (12.17)

where � D c2=4	� is the magnetic diffusivity. The field lines are advected out of
the sides of the reconnection layer of length Lx at a velocity of order VA. Therefore,
the time that the lines can spend in the resistive layer is the Alfvén crossing time
tA D Lx=VA. Thus, field lines that can reconnect are separated by a distance

� D
p

hy2.tA/i �
p
�tA D Lx=

p
S; (12.18)

where S is Lundquist number. Combining Eqs. (12.2) and (12.18) one gets again
the well-known Sweet-Parker result, vrec D VA=

p
S .

Below, following Eyink et al. (2011) (henceforth ELV11) we provide a different
derivation of the reconnection rate within the LV99 model. We make use of the
fact that in Richardson diffusion (Kupiainen 2003) the mean squared separation of
particles hjx1.t/�x2.t/j2i � �t3, where t is time, � is the energy cascading rate and
h: : :i denote an ensemble averaging. For subAlfvénic turbulence � � u4L=.VALi /
(see LV99) and therefore analogously to Eq. (12.18) one can write

� �
q
�t3A � L.L=Li /

1=2M2
A (12.19)

where it is assumed that L < Li . Combining Eqs. (12.2) and (12.19) one gets

vrec;LV99 � VA.L=Li /
1=2M2

A: (12.20)

in the limit of L < Li . Similar considerations allow to recover the LV99 expression
forL > Li , which differs from Eq. (12.20) by the change of the power 1=2 to �1=2.
These results coincide with those given by Eq. (12.15).

12.3.5 Role of Plasma Effects for Magnetic Reconnection

In the LV99 model the outflow is determined by turbulent motions that are
determined by the motions on the small scales. The small scale physics in this
situation gets irrelevant if the level of turbulence is fixed. Following Eyink et al.
(2011) it is possible to define the criterion for the Hall effect to be important within
the LV99 reconnection model.
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Using the GS95 model one can estimate the pointwise ratio of the Hall electric
field to the MHD motional field as

J=en

uL
' cıB.`?

� /=4	ne`
?
�

uL
' ıi

Li
MAS

1=2
L (12.21)

where SL D VALi=� is the Lundquist number based on the forcing length-scale of
the turbulence and MA D uL=VA is the Alfvénic Mach number, `?

� is the resistive
cutoff length, J current density, and n electron density. This can be expressed as a
ratio .J=en/=uL ' ıi=ıT of ion skin depth to the turbulent Taylor scale

ıT D LiM
�1
A S

�1=2
L ; (12.22)

which can be interpreted heuristically as the current sheet thickness of small-scale
Sweet-Parker reconnection layers. If the magnetic diffusivity in the definition of the
Lundquist number is assumed to be that based on the Spitzer resistivity, given by
� D ı2evth;e=`ei where ıe is the electron skin depth, vth;e is the electron thermal
velocity, and `ei is the electron mean-free-path length for collisions with ions, then

SL D
�
me
mi

�1=2
ˇ�1=2

�
`ei
ıe

�2 �
Li
`ei

�
; with ˇ D v2th;i =V

2
A the plasma beta. Substituting

into (12.21) provides

ıi

ıSP
'
�
mi

me

�1=4
.vth;i =u�/ˇ1=4

�
`ei

Li

�1=2
; (12.23)

which coincides precisely with the ratio defined by Yamada et al. (2006) (see their
Eq. (12.6)), who proposed a ratio ıi=ıSP > 1 as the applicability criterion for
Hall reconnection rather than Sweet-Parker. However, satisfaction of this criterion
does not imply that the LV99 model is inapplicable! Eq.uation (12.23) states only
that small scale reconnection occurs via collisionless effects and the structure of
local, small-scale reconnection events should be strongly modified by Hall or other
collisionless effects, possibly with an X -type structure, an ion layer thickness � ıi ;

quadrupolar magnetic fields, etc. However, these local effects do not alter the
resulting reconnection velocity. See Eyink et al. (2011), Appendix B, for a more
detailed discussion.

The LV99 model assumes that the thickness � of the reconnection layer is
set by turbulent MHD dynamics (line-wandering and Richardson diffusion). Thus,
self-consistency requires that the length-scale � must be within the range of scales
where shear-Alfvén modes are correctly described by incompressible MHD. This
implies a criterion for collisionless reconnection in the presence of turbulence


i � � (12.24)

with � calculated from Eq. (12.19) and 
i the ion cyclotron radius. Since � / Lx;

the large length-scale of the reconnecting flux structures, this criterion is far from
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being satisfied in most astrophysical settings. For example, in the three cases of
Table 12.1, one finds using � D LM2

A that 
i=� ' 10�13 for the warm ISM,
' 10�6 for post-CME sheets, and ' :1 for the magnetosphere. In the latter case
the criterion (12.24) implies that the effect of collisionless plasmas are important.
This is not a typical situation, however. To what extent turbulence below the Larmor
radius should be accounted for is an interesting open issue that we address only very
briefly in Sect. 12.5.

12.4 Numerical Testing of Theory Predictions

12.4.1 Approach to Numerical Testing

Numerical studies have proven to be a very powerful tool of the modern astro-
physical research. However, one must admit their limits. The dimensionless ratios
that determine the importance of Ohmic resistivity are the Lundquist and magnetic
Reynolds numbers. The difference between the two numbers is not big and they
are usually of the same order. Indeed, the magnetic Reynolds number, which is the
ratio of the magnetic field decay time to the eddy turnover time, is defined using the
injection velocity vl as a characteristic speed instead of the Alfvén speed VA, as in
the Lundquist number. Therefore for the sake of simplicity we shall be talking only
about the Lundquist number.

As we discussed in Sect. 12.2.1 because of the very large astrophysical length-
scales Lx involved, astrophysical Lundquist numbers are huge, e.g. for the ISM
they are about 1016, while present-day MHD simulations correspond to S < 104.
As the numerical resource requirements scale as N4, where N is the ratio between
the maximum and minimum scales resolved in a computational model, it is feasible
neither at present nor in the foreseeable future to have simulations with realistically
large Lundquist numbers. In this situation, numerical results involving magnetic
reconnection cannot be directly related to astrophysical situation and a brute force
approach is fruitless.

Fortunately, numerical approach is still useful for testing theories and the LV99
theory presents clear predictions to be tested for the moderate Lundquist numbers
available with present-day computational facilities. Below we present the results of
theory testing using this approach.

12.4.2 Numerical Simulations

To simulate reconnection a code that uses a higher-order shock-capturing
Godunov-type scheme based on the essentially non oscillatory (ENO) spatial
reconstruction and Runge-Kutta (RK) time integration was used to solve isothermal
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Fig. 12.5 Visualization of reconnection simulations in Kowal et al. (2009, 2012). Left panel:
magnetic field in the reconnection region. Large perturbations of magnetic field lines arise from
reconnection rather than driving; the latter is subAlfvénic. The color corresponds to the polarization
of magnetic component Bx . Central panel: current intensity and magnetic field configuration
during stochastic reconnection. We show a slice through the middle of the computational box in
the xy plane after twelve dynamical times for a typical run. The guide field is perpendicular to the
page. The intensity and direction of the magnetic field is represented by the length and direction
of the arrows. The color bar gives the intensity of the current. The reversal in Bx is confined to the
vicinity of y=0 but the current sheet is strongly disordered with features that extend far from the
zone of reversal. Right panel: representation of the magnetic field in the reconnection zone with
textures

non-ideal MHD equations. For selected simulations plasma effects were simulated
using accepted procedures (Kowal et al. 2009).

The driving of turbulence was performed using wavelets in Kowal et al. (2009)
and in real space in Kowal et al. (2012). In both cases the driving was supposed
to simulate pre-existing turbulence. The visualization of simulations is provided in
Fig. 12.5.

12.4.3 Dependence on Resistivity, Turbulence Injection Power
and Turbulence Scale

As we show below, simulations in Kowal et al. (2009, 2012) provided very good
correspondence to the LV99 analytical predictions for the dependence on resistivity,
i.e. no dependence on resistivity for sufficiently strong turbulence driving, and
the injection power, i.e. Vrec � P

1=2
inj . The corresponding dependence is shown in

Fig. 12.6.
The measured dependence on the turbulence scale was a bit more shallow

compared to the LV99 predictions (see Fig. 12.7). This may be due to the existence
of an inverse cascade that changes the driving from the idealized assumptions in
LV99 theory.
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Fig. 12.6 The dependence of the reconnection velocity on the injection power for different
simulations with different drivings. The predicted LV99 dependence is also shown. Pinj and kinj

are the injection power and scale, respectively, Bz is the guide field strength, and �u the value of
uniform resistivity coefficient. From Kowal et al. (2012)

Fig. 12.7 The dependence of the reconnection velocity on the injection scale. From Kowal et al.
(2012)
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12.4.4 Dependence on Guide Field Strength, Anomalous
Resistivity and Viscosity

The simulations did not reveal any dependence on the strength of the guide field Bz

(see Fig. 12.6). This raises an interesting question. In the limit where the parallel
wavelength of the strong turbulent eddies is less than the length of the current sheet,
we can rewrite the reconnection speed as

Vrec �
�

PLx
VAx

�1=2
1

kkVA
: (12.25)

Here P is the power in the strong turbulent cascade, Lx and VAx are the length
scale and Alfvén velocity in the direction of the reconnecting field, and VA is the
total Alfvén velocity, including the guide field. The parallel wavenumber, kk, is
characteristic of the large scale strongly turbulent eddies. We have assumed that
such eddies are smaller than the size of the current sheet. The point of rewriting
the reconnection speed in this way is that it is insensitive to assumptions about the
connection between the input power and driving scale and the parameters of the
strongly turbulent cascade.

In a physically realistic situation, the dynamics that drive the turbulence,
whatever they are, provide a characteristic frequency and input power. Since the
guide field enters only in the combination kkVA, i.e. through the eddy turn over
rate, this implies that varying the guide field will not change the reconnection
speed. However, in the numerical simulations cited above the driving forces are
independent of time scale, and sensitive to length scale, so getting the physically
realistic scaling is unexpected. Further complicating matters, we note that the
dependence on length scale, described in the previous section, is roughly what we
expect if kk is given by the forcing wavenumber.

This is the only clear discrepancy between the simulations and our predictions.
It is clearly important to understand its nature. One possibility is that the transfer of
energy from the weak turbulence driven by isotropic forcing to the strongly turbulent
eddies does not proceed in the expected manner. This may be due to the effect of the
strong magnetic shear when a guide field is present. Alternatively, the periodicity of
the box, or the possibility that some wave modes may leave the computational box
faster than the nonlinear decay rate, may skew the weakly turbulent spectrum. The
latter possibilities can be tested by simulating strong turbulence and comparing the
results with equation (12.25). The former will require a more detailed theoretical
and computational study of the nature of the strong turbulence in the presence of
strong magnetic shear.

The left panel of Fig. 12.8 shows the dependence of the reconnection rate on
viscosity. This can be explained as the effect of the finite inertial range of turbulence.
For an extended range of motions, LV99 does not predict any viscosity dependence.
However, for numerical simulations the range of turbulent motions is very limited
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Fig. 12.8 Left panel. the dependence of the reconnection velocity on viscosity. From Kowal et al.
(2012). Right panel. the dependence of reconnection velocity on anomalous resistivity. From
Kowal et al. (2009)

and any additional viscosity decreases the resulting velocity dispersion and therefore
the field wandering.

LV99 predicted that in the presence of sufficiently strong turbulence, plasma
effects should not play a role. The accepted way to simulate plasma effects
within MHD code is to use anomalous resistivity. The results of the corresponding
simulations are shown in the right panel of Fig. 12.8 and they confirm that the change
of the anomalous resistivity does not change the reconnection rate.

12.4.5 Structure of the Reconnection Region

The internal structure of the reconnection region is important, both for the role it
plays in determining the overall reconnection speed, and for what it tells us about
the nature of local electric currents. We can imagine two extreme pictures. First,
the magnetic shear might be concentrated in a narrow, albeit highly distorted sheet,
whose width is determined by microphysics. In this case the outflow region would be
much broader than the current sheet and particle acceleration would take place in a
nearly two dimensional, and highly singular, region. The electric field in the current
sheet would be very large, much larger than one would be able to simulate directly.
At the other extreme, the current sheet and the outflow zone may roughly coincide.
In this case the current sheet is broad and the currents are distributed widely within
a three dimensional volume. The electric fields would be roughly similar to what
we expect in homogeneous turbulence. In the former case the turbulence within
the current sheet is difficult to estimate. In the latter case, it would be similar to
the turbulence within a statistically homogeneous volume, of the sort that we can
simulate. This would imply that the basic derivation of reconnection speeds in LV99
is valid and particle acceleration takes place in a broad volume. While both of these
models are caricatures, they give a good sense of the basic issues at stake.
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Fig. 12.9 These figures show histograms of the gradient of the reversing component of the large
scale magnetic field in the direction normal to the unperturbed current sheet, i.e. @yBx . Upper left
panel is for the highest power simulation, P=1. Upper right panel is for P=0.5. Lower left is for
P=1 but with no large scale magnetic field reversal, i.e. simply locally driven strong turbulence.
Bins with twice the number of cells as the corresponding bin with the opposite sign of @yBx are
shown in green. Lower right shows the first simulation in the absence of turbulent forcing. From
Vishniac et al. (2012)

The structure of the reconnection region was analyzed by Vishniac et al. (2012)
based on the numerical work by Kowal et al. (2009). While this paper only examined
simulations with relatively large forcing, the results seem to favour the latter picture,
in which the reconnection region is broad, the magnetic shear is more or less
coincident with the outflow zone, and the turbulence within it is broadly similar
to turbulence in a homogeneous system. In particular, this analysis showed that
peaks in the current were distributed throughout the reconnection zone, and that
the width of these peaks were not a strong function of their strength. The single best
illustration of the results is shown in Fig. 12.9 which shows histograms of magnetic
field gradients in the simulations with strong and moderate driving power, with no
magnetic field reversal but with driven turbulence, and with no driven turbulence
at all, but a passive magnetic field reversal (i.e. Sweet-Parker reconnection). A few
features stand out in this figure. First, all the simulations with driven turbulence have
a roughly gaussian distribution of magnetic field gradients. In the case with no field
reversal (panel c) the peak is narrow and symmetric around zero. In the presence of a
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large scale field reversal the peak is slightly broadened, and skewed. (The simulation
without reconnection was run at a lower resolution, so the total number of cells is
smaller by a factor of 8.) Finally, the last panel shows a very spiky distribution of
points to the right of the origin. The spikiness is an artifact of the numerical grid.
In the absence of turbulence the same values tend to repeat. That occupied bins are
all for positive magnetic field gradients is a trivial consequence of the background
solution and the laminar nature of Sweet-Parker reconnection.

It is striking that turbulent reconnection does not produce any strong feature
corresponding to a preferred value of the magnetic field gradient. Instead one sees
a systematic bias towards large positive values. We conclude from the lack of
coherent features within the outflow zone, and the broad distribution of values of
the gradient of the magnetic field, that the second picture is best. The current sheet
and the outflow zone are roughly coincident and this volume is filled with turbulent
structures.

One weakness of this analysis is that it has been tested only for relatively
strong magnetic turbulence. Although the driven turbulence in these simulations
was subalfvenic, they were not very weak. We can expect that the skew in Fig. 12.9
will become stronger at as the turbulent velocities are turned down. At some point
the mean gradient should begin to affect the turbulent spectrum.

12.4.6 Testing of Magnetic Richardson Diffusion

As we discussed, the LV99 model is intrinsically related to the concept of
Richardson diffusion in magnetized fluids. Thus by testing the Richardson diffusion
of magnetic field, one also provides tests for the theory of turbulent reconnection.

The first numerical tests of Richardson diffusion were related to magnetic field
wandering predicted in LV99 (Maron et al. 2004; Lazarian et al. 2004; Beresnyak
2013). In Fig. 12.10 we show the results obtained in Lazarian et al. (2004). There
we clearly see different regimes of magnetic field diffusion, including the y � x3=2

regime. This is a manifestation of the spatial Richardson diffusion.
A direct testing of the temporal Richardson diffusion of magnetic field-lines

was performed recently in Eyink et al. (2013). For this experiment, stochastic
fluid trajectories had to be tracked backward in time from a fixed point in order
to determine which field lines at earlier times would arrive to that point and be
resistively “glued together”. Hence, many time frames of an MHD simulation were
stored so that equations for the trajectories could be integrated backward. The results
of this study are illustrated in Fig. 12.10. The left panel shows the trajectories of
the arriving magnetic field-lines, which are clearly widely dispersed backward in
time, more resembling a spreading plume of smoke than a single “frozen-in” line.
Quantitative results are presented in the right panel, which plots the root-mean-
square line dispersion in directions both parallel and perpendicular to the local
mean magnetic field. Times are in units of the resistive time 1=jrms determined
by the rms current value and distances in units of the resistive length �=jrms. The
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Fig. 12.10 Left panel stochastic trajectories that arrive at a fixed point in the archived MHD flow,
color-coded red, green, and blue from earlier to later times. From Eyink et al. (2013). Right panel.
mean-square dispersion of field-lines backwards in time, with red for direction parallel and blue
for direction perpendicular to the local magnetic field. From Eyink et al. (2013)

dashed line shows the standard diffusive estimate 4�t;while the solid line shows the
Richardson-type power-law t8=3. Note that this simulation exhibited a k�3=2 energy
spectrum (or Hölder exponent 1/4) for the velocity and magnetic fields, similar to
other MHD simulations at comparable Reynolds numbers, and the self-consistent
Richardson scaling is with exponent 8/3 rather 3. Although a t8=3 power-law holds
both parallel and perpendicular to the local field direction, the prefactor is greater
in the parallel direction, due to backreaction of the magnetic field on the flow
via the Lorentz force. The implication of these results is that standard diffusive
motion of field-lines holds for only a very short time, of order of the resistive time,
and is then replaced by super-diffusive, explosive separation by turbulent relative
advection. This same effect should occur not only in resistive MHD but whenever
there is a long power-law turbulent inertial range. Whatever plasma mechanism of
line-slippage holds at scales below the ion gyroradius— electron inertia, pressure
anisotropy, etc.—will be accelerated and effectively replaced by the ideal MHD
effect of Richardson dispersion.

12.5 Observational Consequences and Tests

Historically, studies of reconnection were motivated by observations of Solar flares.
There we deal with the collisionless turbulent plasmas and it is important to establish
whether plasma microphysics or LV99 turbulent dynamics determine the observed
solar reconnection.

Qualitatively, one can argue that there is observational evidence in favor of the
LV99 model. For instance, observations of the thick reconnection current outflow
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regions observed in the Solar flares (Ciaravella and Raymond 2008) were predicted
within LV99 model at the time when the competing plasma Hall term models
were predicting X-point localized reconnection. However, as plasma models have
evolved to include tearing and formation of magnetic islands (see Drake et al. 2010)
it is necessary to get to a quantitative level to compare the predictions from the
competing theories and observations.

To be quantitative one should relate the idealized model LV99 turbulence driving
to the turbulence driving within solar flares. In LV99 the turbulence driving was
assumed isotropic and homogeneous at a distinct length scale Linj: A general
difficulty with observational studies of turbulent reconnection is the determination
of Linj. One possible approach is based on the relation " ' u4L=VALinj for the
weak turbulence energy cascade rate. The mean energy dissipation rate " is a source
of plasma heating, which can be estimated from observations of electromagnetic
radiation (see more in ELV11). However, when the energy is injected from
reconnection itself, the cascade is strong and anisotropic from the very beginning. If
the driving velocities are sub-Alfvénic, turbulence in such a driving is undergoing a
transition from weak to strong at the scale LM2

A (see Sect. 12.3.4). The scale of the
transition corresponds to the velocity M2

AVA. If turbulence is driven by magnetic
reconnection, one can expect substantial changes of the magnetic field direction
corresponding to strong turbulence. Thus it is natural to identify the velocities
measured during the reconnection events with the strong MHD turbulence regime.
In other words, one can use:

Vrec � Uobs;turb.Linj=Lx/
1=2; (12.26)

where Uobs;turb is the spectroscopically measured turbulent velocity dispersion.
Similarly, the thickness of the reconnection layer should be defined as

� � Lx.Uobs;turb=VA/.Linj=Lx/
1=2: (12.27)

Naturally, this is just a different way of presenting LV99 expressions, but taking
into account that the driving arises from reconnection and therefore turbulence is
strong from the very beginning (see more in Eyink et al. 2013. The expressions
given by Eqs. (12.26) and (12.27) can be compared with observations in (Ciaravella
and Raymond 2008). There, the widths of the reconnection regions were reported
in the range from 0.08Lx up to 0.16Lx while the observed Doppler velocities in
the units of VA were of the order of 0.1. It is easy to see that these values are
in a good agreement with the predictions given by Eq. (12.27). We note, that if
we associate the observed velocities with isotropic driving of turbulence, which
is unrealistic for the present situation, then a discrepancy with Eq. (12.27) would
appear. Because of that Ciaravella and Raymond (2008) did not get quite as good
quantitative agreement between observations and theory as we did, but still within
observational uncertainties. In Sych et al. (2009), authors explaining quasi-periodic
pulsations in observed flaring energy releases at an active region above the sunspot,
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proposed that the wave packets arising from the sunspots can trigger such pulsations.
This is exactly what is expected within the LV99 model.

As we discussed in Sect. 12.3.5 the criterion for the application of LV99 theory
is that the outflow region is much larger than the ion Larmor radius� � 
i . This is
definitely satisfied for the solar atmosphere where the ratio of � to 
i can be larger
than 106. Plasma effects can play a role for small scale reconnection events within
the layer, since the dissipation length based on Spitzer resistivity is � 1 cm, whereas

i � 103 cm (Table 12.1). However, as we discussed earlier, this does not change
the overall dynamics of turbulent reconnection.

Reconnection throughout most of the heliosphere appears similar to that in
the Sun. For example, there are now extensive observations of reconnection jets
(outflows, exhausts) and strong current sheets in the solar wind (Gosling 2012). The
most intense current sheets observed in the solar wind are very often not observed
to be associated with strong (Alfvénic) outflows and have widths at most a few
tens of the proton inertial length ıi or proton gyroradius 
i (whichever is larger).
Small-scale current sheets of this sort that do exhibit observable reconnection have
exhausts with widths at most a few hundreds of ion inertial lengths and frequently
have small shear angles (strong guide fields) (Gosling et al. 2007; Gosling and Szabo
2008). Such small-scale reconnection in the solar wind requires collisionless physics
for its description, but the observations are exactly what would be expected of small-
scale reconnection in MHD turbulence of a collisionless plasma (Vasquez et al.
2007). Indeed, LV99 predicted that the small-scale reconnection in MHD turbulence
should be similar to large-scale reconnection, but with nearly parallel magnetic field
lines and with “outflows” of the same order as the local, shear-Alfvénic turbulent
eddy motions. It is worth emphasizing that reconnection in the sense of flux-freezing
violation and disconnection of plasma and magnetic fields is required at every
point in a turbulent flow, not only near the most intense current sheets. Otherwise
fluid motions would be halted by the turbulent tangling of frozen-in magnetic field
lines. However, except at sporadic strong current sheets, this ubiquitous small-scale
turbulent reconnection has none of the observable characteristics usually attributed
to reconnection, e.g. exhausts stronger than background velocities, and would be
overlooked in observational studies which focus on such features alone.

However, there is also a prevalence of very large-scale reconnection events in the
solar wind, quite often associated with interplanetary coronal mass ejections and
magnetic clouds or occasionally magnetic disconnection events at the heliospheric
current sheet (Phan et al. 2009; Gosling 2012). These events have reconnection
outflows with widths up to nearly 105 of the ion inertial length and appear to
be in a prolonged, quasi-stationary regime with reconnection lasting for several
hours. Such large-scale reconnection is as predicted by the LV99 theory when
very large flux-structures with oppositely-directed components of magnetic field
impinge upon each other in the turbulent environment of the solar wind. The
“current sheet” producing such large-scale reconnection in the LV99 theory contains
itself many ion-scale, intense current sheets embedded in a diffuse turbulent
background of weaker (but still substantial) current. Observational efforts addressed
to proving/disproving the LV99 theory should note that it is this broad zone of more
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diffuse current, not the sporadic strong sheets, which is responsible for large-scale
turbulent reconnection. Note that the study (Eyink et al. 2013) showed that standard
magnetic flux-freezing is violated at general points in turbulent MHD, not just at
the most intense, sparsely distributed sheets. Thus, large-scale reconnection in the
solar wind is a very promising area for LV99. The situation for LV99 generally gets
better with increasing distance from the sun, because of the great increase in scales.
For example, reconnecting flux structures in the inner heliosheath could have sizes
up to �100 AU, much larger than the ion cyclotron radius � 103 km (Lazarian and
Opher 2009).

The magnetosphere is another example that is under active investigation by the
reconnection community. The situation there is different, as � � 
i is the general
rule and we expect plasma effects to be dominant. Turbulence of whistler waves,
e.g. electron MHD (EMHD) turbulence may play its role, however. For instance,
Huang et al. (2012) reported a magnetotail event in which they claim that turbulent
electromotive force is responsible for reconnection. The turbulence at those scales
is not MHD. We may speculate that the LV99 can be generalized for the case of
EMHD and apply to such events. This should be the issue of further studies.

It may be worth noting that the possibility of in-situ measurements of magneto-
spheric reconnection make it a very attractive subject for the reconnection commu-
nity. Upcoming missions like the Magnetospheric Multiscale Mission (MMS), set to
launch in 2014, will provide detailed observations of reconnection diffusion regions,
energetic particle acceleration, and micro-turbulence in the magnetospheric plasma.
In addition to the exciting prospect of better understanding of the near-Earth space
environment, the hope has been expressed that this mission will provide insight
into magnetic reconnection in a very wide variety of astrophysical and terrestrial
plasmas. We believe that magnetospheric observations may indeed shed light on
magnetic reconnection in man-made settings such as fusion machines (tokamaks or
spheromaks) and laboratory reconnection experiments, which also involve collision-
less plasmas and overall small length scales. However, magnetospheric reconnection
is a rather special, non-generic case in astrophysics, with � of the order or less
than 
i , while the larger scales involved in most astrophysical processes imply that
� � 
i . We claim that this is the domain where turbulence and the broadening
of � that it entails must be accounted for. Thus, magnetospheric reconnection,
in the opinion of the present reviewers, is a special case which will provide
insight mainly into micro-scale aspects of reconnection, which are of more limited
interest in general astrophysical environments. Reconnection elsewhere in the solar
system, including the sun, its atmosphere, and the larger heliosphere (solar wind,
heliosheath, etc.) are better natural laboratories for observational study of generic
astrophysical reconnection in both collisionless and collisional environments.
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12.6 Extending LV99 Theory

12.6.1 Reconnection in Partially Ionized Gas

Turbulence in the partially ionized gas is different from that in fully ionized
plasmas. One of the critical differences arises from the viscosity caused by neutrals
atoms. This results in the media viscosity being substantially larger than the media
resistivity. The ratio of the former to the latter is called the Prandtl number and
in what follows we consider high Prandtl number turbulence. In reality, MHD
turbulence in the partially ionized gas is more complicated as decoupling of
ions and neutrals and other complicated effects occur at sufficiently small scale.
The discussion of these regimes is given in Lazarian et al. (2004). However, for
the purposes of reconnection, we believe that a simplified discussion below is
adequate, as follows from the fact that we discussed earlier, namely, that the LV99
reconnection is determined by the dynamics of large scales of turbulent motions.

The high Prandtl number turbulence was studied numerically in Cho et al.
(2002, 2003); Schekochihin et al. (2004) and theoretically in Lazarian et al. (2004).
What is important for our present discussion is that for scales larger than the
viscous damping scale the turbulence follows the usual GS95 scaling, while it
develops a shallow power law magnetic tail and steep velocity spectrum below
the viscous damping scale `?;crit. The existence of the GS95 scaling at sufficiently
large scales means that our considerations about Richardson diffusion and magnetic
reconnection that accompany it should be valid at these scales. Thus, our goal is to
establish the scale of current sheets starting from where the Richardson diffusion
will induce the accelerated separation of magnetic field lines.

In high Prandtl number media the GS95-type turbulent motions decay at the scale
l?;crit, which is much larger than the scale at which Ohmic dissipation becomes
important. Thus over a range of scales less than l?;crit to some much smaller scale
magnetic field lines preserve their identity. These magnetic field lines are being
affected by the shear on the scale l?;crit, which induces a new regime of turbulence
described in Cho et al. (2002); Lazarian et al. (2004).

To establish the range of scales at which magnetic fields perform Richardson
diffusion one can observe that the transition to the Richardson diffusion is expected
to happen when field lines get separated by the perpendicular scale of the critically
damped eddies l?;crit. The separation in the perpendicular direction starts with the
scale rinit following the Lyapunov exponential growth with the distance l measured
along the magnetic field lines, i.e. rinit exp.l= lk;crit/, where lk;crit corresponds to
critically damped eddies with l?;crit. It seems natural to associate rinit with the
separation of the field lines arising from the action of Ohmic resistivity on the scale
of the critically damped eddies

r2init D �lk;crit=VA; (12.28)

where � is the Ohmic resistivity coefficient.
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The problem of magnetic line separation in turbulent fluids was considered for
chaotic separation in smooth, with large scale motions at a single large scale flows
by Rechester and Rosenbluth (1978) and for superdiffusive separation in turbulent
plasmas with arbitrary Alfvenic Mach number in (see Lazarian (2006); Lazarian
and Yan (2014)). Following the logic in the paper and taking into account that the
largest shear arises from the critically damped eddies, it is possible to determine the
distance to be covered along magnetic field lines before the lines separate by the
distance larger than the perpendicular scale of viscously damped eddies is equal to

LRR � lk;crit ln.l?;crit=rinit/ (12.29)

Taking into account Eq. (12.28) and that

l2?;crit D �lk;crit=VA; (12.30)

where � is the viscosity coefficient. Thus Eq. (12.29) can be rewritten

LRR � lk;crit ln Pt (12.31)

where Pt D �=� is the Prandtl number.
If the current sheets are much longer than LRR, then magnetic field lines undergo

Richardson diffusion and according to Eyink et al. (2011) the reconnection follows
the laws established in LV99. In other words, on scales significantly larger than the
viscous damping scale LV99 reconnection is applicable. At the same time on scales
less than LRR magnetic reconnection may be slow.7 This small scale reconnection
regime requires further studies. For instance, results of laminar reconnection in
the partially ionized gas obtained analytically in Vishniac and Lazarian (1999)
and studied numerically by Heitsch and Zweibel (2003) can be applicable. This
approach has been recently used by Leake et al. (2012) to explain chromospheric
reconnection that takes place in weakly ionized plasmas. In this review we, however,
are interested at reconnection at large scales and therefore do not dwell on small
scale phenomena.

For the detailed structure of the reconnection region in the partially ionized
gas the study in Lazarian et al. (2004) is relevant. There the magnetic turbulence
below the scale of the viscous dissipation is accounted for. However, those magnetic
structures on the small scales cannot change the overall reconnection velocities.

7Incidentally, this can explain the formation of density fluctuations on scales of thousands of
Astronomical Units, that are observed in the ISM.
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12.6.2 Development of Turbulence Due to Magnetic
Reconnection

Astrophysical fluids are generically turbulent. However, even if the initial magnetic
field configuration is laminar, magnetic reconnection ought to induce turbulence due
to the outflow (LV99, Lazarian and Vishniac 2009). This effect was confirmed by
observing the development of turbulence both in recent 3D Particle in Cell (PIC)
simulations (Karimabadi et al. 2013) and 3D MHD simulations (Beresnyak 2013;
Kowal et al. in prep.).

Earlier on, the development of chaotic structures due to tearing was reported
in Loureiro et al. (2009) as well as in subsequent publications (see Bhattacharjee
et al. 2009). However, we should stress that there is a significant difference between
turbulence development in 2D and 3D simulations. As we discussed in Sect. 12.3.2
the very nature of turbulence is different in 2D and 3D. In addition, the effect of the
outflow is very different in simulations with different dimentionality. For instance,
in 2D the development of the Kelvin-Hemholtz instability is suppressed by the field
that is inevitably directed parallel to the outflow. On the contrary, the outflow can
induce this instability in the generic 3D configuration. In general, we do expect
realistic 3D systems to be more unstable and therefore prone to development of
turbulence. This corresponds well to the results of 3D simulations that we refer to.

Beresnyak (2013) studied the properties of reconnection-driven turbulence and
found its correspondence to those expected for MHD turbulence (see Sect. 12.3.2).
The difference with isotropically driven turbulence is that magnetic energy is
observed to be dominant compared with kinetic energy. The periodic boundary
conditions adopted in Beresnyak (2013) limits the time span over which magnetic
reconnection can be studied and therefore the simulations focus on the process of
establishing reconnection. Nevertheless, as the simulations reveal a nice turbulence
power law behavior, one can apply the approach of turbulent reconnection and
closely connected to it, Richardson diffusion (see Sect. 12.3.4).

Beresnyak (2013, private communication) used LV99 approach and obtained
expressions describing the evolution of the reconnection layer in the transient regime
of turbulence development that he observes. Below we provide our theoretical
account of the results in Beresnyak (2013) using our understanding of turbulent
reconnection also based on LV99 theory. However, we get expressions which differ
from those by Beresnyak.

The logic of our derivation is really simple. As the magnetic fluxes get into
contact the width of the reconnection layer � is growing. The rate at which this
happens is limited by the mixing rate induced by the eddies at the scale �, i.e.

1

�

d�

dt
� g

V�

�
(12.32)
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with a factor g which takes into account possible inefficiency in the diffusion
process. As V� is a part of the turbulent cascade, i.e. the mean value of V 2

� �R
˚.k1/dk1, where

˚ D Ck�
2=3k

�5=3
1 ; (12.33)

and Ck is a Kolmogorov constant, which for ordinary MHD turbulence is calculated
in Beresnyak (2012), but in our special case may be different. If the energy
dissipation rate " were time-independent, then the layer width would be implied
by Eqs. (12.32) and (12.33) to grow according to Richardson’s law �2 � "t3:

However, in the transient regime considered, energy dissipation rate is evolving.
If the y-component of the magnetic field is reconnecting and the cascade is strong,
then the mean value of the dissipation rate � is

� � ˇV 2
Ay=.�=V�/; (12.34)

where ˇ is another coefficient measuring the efficiency of conversion of mean
magnetic energy into turbulent fluctuations. This coefficient can be obtained from
numerical simulations.

The ability of the cascade to be strong from the very beginning follows from
the large perturbations of the magnetic fields by magnetic reconnection, while
magnetic energy can still dominate the kinetic energy. The latter factor that can be
experimentally measured is given by a parameter rA. With this factor and making
use of Eqs. (12.33) and (12.34), the expression for V� can be rewritten in the
following way:

V� � CkrA.V
2

AyV�ˇ/
2=3 (12.35)

where the dependences on k1 � 1=� cancel out.
This provides the expression for the turbulent velocity at the injection scale V�

V� � .CKrA/
3=4VAyˇ

1=2 (12.36)

as a function of the experimentally measurable parameters of the system. Thus the
growth of the turbulent reconnection zone is according to Eq. (12.32)

d�

dt
� gˇ1=2.CKrA/

3=4VAy (12.37)

which predicts the nearly constant growth of the outflow region as seen in Fig. 12.3
in Beresnyak (2013).

Using the values of the numerical constants provided to us by Beresnayk we get
a fair correspondence with the results of simulations in Beresnyak (2013). However,
we feel that further testings are necessary.
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Fig. 12.11 Visualization of the model of turbulence generated by the seed reconnection from
Kowal et al. (in prep.). Three different cuts (one XY plane at Z=-0.1 and two YZ-planes at X=-
0.25 and X=0.42) through the computational domain show the strength of magnetic field jBj at the
evolution time t D 1:0. Kelvin-Helmholtz-type structures are well seen in the planes perpendicular
to the reconnecting magnetic component Bx . In the Z direction, the Kelvin-Helmholtz instability
is slightly suppressed by the guide field of the strength Bz D 0:1Bx (with Bx D 1:0 initially). The
initial current sheet is located along the XZ plane at Y=0.0. A weak (Ekin � 10�4Emag) random
velocity field was imposed initially in order to seed the reconnection

As the reconnection gets into the steady state regime, one expects the outflow to
play an important role and therefore the reconnection rate gets modified. This regime
cannot be studied in periodic box simulations like those in Beresnyak (2013) as they
require studies for more than one Alfven crossing time. Studies with open boundary
conditions are illustrated by Fig. 12.11 from our new study.

The equations for the reconnection rate were obtained in LV99 for the isotropic
injection of energy. For the case of anisotropic energy injection of turbulence we
should apply the approach in Sect. 12.5. Using Eq. (12.27) and identifying V� with
the total velocity dispersion, which is similar to the use of Uobs;turb in Eq. (12.26)
one can get

Vrec � V�.�=Lx/
1=2 (12.38)

where the mass conservation condition provides the relation VrecLx � VAy�. Using
the latter condition one gets

Vrec � VAy.CKrA/
3=2ˇ (12.39)

which somewhat slower than the rate at which the reconnection layer was growing
initially. The latter behavior of reconnection is also present for the Sweet-Parker
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reconnection, since the reconnection rate can be faster even before the formation of
steady state current sheet (see Kowal et al. 2009).

We are going to compare the prediction given by Eq. (12.39) against the results
of recent simulations illustrated by Fig. 12.11. The figure shows a few slices of the
magnetic field strength jBj through the three-dimensional computational domain
with dimensions Lx D 1:0 and Ly D Lz D 0:25. The simulation was done with
the resolution 2048 � 512 � 512. Open boundary conditions along the X and Y
directions allowed studies of steady state turbulence. At the presented time t D 1:0

the turbulence strength increased by two orders of magnitude from its initial value
ofEkin � 10�4Emag. Initially, only the seed velocity field at the smallest scales was
imposed (a random velocity vector was set for each cell). We expect that most of the
injected energy comes from the Kelvin-Helmholtz instability induced by the local
interactions between the reconnection events, which dominates in the Z-direction,
along which a weak guide field is imposed (Bz D 0:1Bx). As seen in the planes
perpendicular to Bx in Fig. 12.11, Kelvin-Helmholtz-like structures are already well
developed at time t D 1:0. Turbulent structures are also observed within the XY-
plane, which probably are generated by the strong interactions of the ejected plasma
from the neighboring reconnection events. More detailed analysis of the spectra
of turbulence and efficiency of the Kelvin-Helmholtz instability as the turbulent
injection mechanism are presented in Kowal et al. (in prep.).

12.6.3 Effect of Energy Dissipation in the Reconnection Layer

In the original LV99 paper it was argued that only a small fraction of the energy
stored in the magnetic field is lost during large-scale reconnection and the magnetic
energy is instead converted nearly losslessly to kinetic energy of the outflow.
This can only be true, however, when the Alfvénic Mach number MA D uL=VA
is small enough. If MA becomes too large, then it was argued in ELV11 that
energy dissipation in the reconnection layer becomes non-negligible compared to
the available magnetic energy and there is a consequent reduction of the outflow
velocity. Note that even if MA is initially small, reconnection may drive stronger
turbulence (see previous subsection) and increase the fluctuation velocities uL in
the reconnection layer. This scenario may be relevant to post-CME reconnection,
for example, where there is empirical evidence that the energy required to heat the
plasma in the reconnection layer (“current sheet”) to the observed high temperatures
is from energy cascade due to turbulence generated by the reconnection itself
(Susino et al. 2013). In addition, VA within the reconnection layer will be smaller
than the upstream values, because of annihilation of the anti-parallel components,
which will further increase the Alfvénic Mach number. If MA rises to a sufficiently
large value, then the energy dissipated becomes large enough to cause a reduction
in the outflow velocity vout below the value VA assumed in LV99 and the predictions
of the theory must be modified. We consider here briefly the modification proposed
in ELV11 and some of its consequences.
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The effect of turbulent dissipation can be estimated from steady-state energy
balance in the reconnection layer:

1

2
v3out� D 1

2
V 2
AvrenLx � "Lx�; (12.40)

where kinetic energy carried away in the outflow is balanced against magnetic
energy transported into the layer minus the energy dissipated by turbulence. Here we
estimate the turbulent dissipation using the formula " D u4L=VALi for sub-Alfvénic
turbulence (Kraichnan 1965). If one divides (12.40) by � D Lxvrec=vout, one gets

v3out D V 2
Avout � 2

u4L
VA

Lx

Li
; (12.41)

which is a cubic polynomial for vout. The solutions are easiest to obtain by
introducing the ratios f D vout=VA and r D 2M4

A.Lx=Li / which measure,
respectively, the outflow speed as a fraction of VA and the energy dissipated by
turbulence in units of the available magnetic energy, giving

r D f � f 3: (12.42)

When r D 0, the only solution of (12.42) with f > 0 is f D 1; recovering the LV99
estimate vout D VA for MA � 1: For somewhat larger values of r; f ' 1 � .r=2/,
in agreement with the formula f D .1� r/1=2 that follows from Eq.(65) in ELV11,
implying a slight decrease in vout compared with VA: Note that formula (12.42)
cannot be used to determine f for too large r , because it has then no positive, real
solutions! This is easiest to see by considering the graph of r vs. f . The largest
value of r for which a positive, real f exists is rmax D 2=

p
27 � 0:385 and then

f takes on its minimum value fmin D 1=
p
3 � 0:577. This implies that the LV99

approach is limited toMA sufficiently small, because of the energy dissipation inside
the reconnection layer and the consequent reduction of the outflow velocity. This is
not a very stringent limitation, however, because r is proportional to M4

A. If one
assumes Lx ' Li , one may consider values of MA up to 0:662. Given the neglect
of constants of order unity in the above estimate, we may say only that the LV99
approach is limited to MA � 1: At the extreme limit of applicability of LV99, vout

is still a sizable fraction of VA, i.e. 0.577, not a drastically smaller value.
The effect of the reduced outflow velocity may be, somewhat paradoxically,

to increase the reconnection rate. The reason is that field-lines now spend a time
Lx=vout exiting from the reconnection layer, greater than assumed in LV99 by
a factor of 1=f: This implies a thicker reconnection layer � due to the longer
time-interval of Richardson diffusion in the layer, greater than LV99 by a factor
of .1=f /3=2: The net reconnection speed vrec D vout�=Lx is thus larger by a
factor of .1=f /1=2: The increased width � more than offsets the reduced outflow
velocity vout: However, this effect can give only a very slight increase, at most
by a factor of 31=4 ' 1:31 for fmin D 1=

p
3: We see that for the entire regime
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MA � 1 where LV99 theory is applicable, energy dissipation in the reconnec-
tion layer implies only very modest corrections. It is worth emphasizing that
“large-scale reconnection” in super-Alfvénic turbulence with MA > 1 is a very
different phenomenon, because magnetic fields are then so weak that they are easily
bent and twisted by the turbulence. Any large-scale flux tubes initially present will
be diffused by the turbulence through a process much different than that considered
by LV99.

12.6.4 Relativistic Reconnection

Magnetic turbulence in a number of astrophysical highly magnetized objects,
accretion disks near black holes, pulsars, gamma ray bursts may be in the relativistic
regime when the Alfvén velocity approaches that of light. The equations that
govern magnetized fluid in this case look very different from the ordinary MHD
equations. However, studies by Cho (2005); Cho and Lazarian (2014) show that for
both balanced and imbalanced turbulence, the turbulence spectrum and turbulence
anisotropies are quite similar in this regime and the non-relativistic one. This
suggests that the Richardson diffusion and related processes of LV99-type magnetic
reconnection should carry on to the relativistic case (see Lazarian and Yan 2012).
This prediction was confirmed by the recent numerical simulations who with his
relativistic code adopted the approach in Kowal et al. (2009) and showed that the
rate of 3D relativistic magnetic reconnection gets independent of resistivity.

The suggestion that LV99 is applicable to relativistic reconnection motivated
the use of the model for explaining gamma ray bursts in Lazarian et al. (2003);
Zhang and Yan (2011) studies (see also Sect. 12.7.2) and in accretion disks around
black holes and pulsars studies (de Gouveia dal Pino and Lazarian 2005; Giannios
2013). Now, as the extension of the model to relativistic case has be confirmed these
and other cases where the relativistic analog of LV99 process was discussed to be
applicable (see Lyutikov and Lazarian 2013) are given numerical support.

Naturally, more detailed studies of both relativistic MHD turbulence and rela-
tivistic magnetic reconnection are required (see also chapter by de Gouveia Dal Pino
and Kowal in this volume and references therein). It is evident that in magnetically-
dominated, low-viscous plasmas turbulence is a generic ingredient and thus it
must be taken into account for relativistic magnetic reconnection. As we discuss
elsewhere in the review the driving of turbulence may by external forcing or it can
be driven by reconnection itself.
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12.7 Implications of Fast Reconnection in Turbulent Fluids

12.7.1 Flux Freezing in Astrophysical Fluids

Since the concept was first proposed by Hannes Alfvén in 1942, the principle of
frozen-in field lines has provided a powerful heuristic which allows simple, back-
of-the-envelope estimates in place of full solutions (analytical or numerical) of the
MHD equations (Parker 1979; Kulsrud 2005). As such, the flux-freezing principle
has been applied to gain insight into diverse processes, such as star formation, stellar
collapse, magnetic dynamo, solar wind magnetospheric interactions, etc. However,
it has long been understood that magnetic flux-conservation, if strictly valid, would
forbid magnetic reconnection, because field-lines frozen into a continuous plasma
flow cannot change their topology. Thus, the flux-freezing principle is in apparent
contradiction with numerous observations of fast reconnection in high-conductivity
plasmas.

Quite apart from these serious empirical difficulties, the flux-freezing principle
has recently been shaken by a fundamental theoretical problem. Standard mathe-
matical proofs of flux-freezing in MHD always assume, implicitly, that velocity
and magnetic fields remain smooth as � ! 0. However, MHD solutions with
small resistivities and viscosities (high magnetic and kinetic Reynolds numbers)
are generally turbulent. These solutions exhibit long ranges of power-law spectra
corresponding to very non-smooth or “rough” magnetic and velocity fields. Fluid
particle (Lagrangian) trajectories in such rough flows are known to be non-unique
and stochastic (see Bernard et al. 1998; Gawȩdzki and Vergassola 2000; E and
vanden-Eijnden 2000a,b, 2001b; Chaves et al. 2003, and, for reviews, Kupiainen
2003; Gawȩdzki 2008). In fact, it is possible to show that, in the limit of infinite
Reynolds number, there is an infinite random ensemble of particle motions for the
same initial conditions! This remarkable phenomenon has been called spontaneous
stochasticity. It view of the above, it is immediately clear as a consequence that
standard flux-freezing cannot hold in turbulent plasma flows. After all, the usual
idea is that magnetic field-lines at high conductivity are tied to the plasma flow and
follow the fluid motion. However, if the latter is non-unique and stochastic, then
which fluid element will the field-line follow?

The phenomenon of spontaneous stochasticity in magnetic field was shown to
be inseparably related to LV99 reconnection theory in ELV11. It provides, however,
a new outlook on the problem of magnetic field in turbulent fluids. The notion of
the violation of the flux conservation Alfvén theorem is implicit in LV99 (but it
is expressed explicitly in Vishniac and Lazarian (1999)). At the moment we can
definitively assert that the domain of the Alfvén theorem on flux freezing is limited
to laminar fluids only.

In view of the longstanding misconceptions about the general validity of
magnetic flux-conservation for high-conductivity MHD, it is worth making a few
more detailed remarks. The standard textbook proofs of flux-conservation (e.g.
Chandrasekhar 1961) all make implicit assumptions that are violated in turbulent
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flow. The proofs typically start with the ideal induction equation

@tB D r � .u � B/

and consider a material surface S.t/ advected by velocity u. Then the time-
derivative of the flux integral becomes

d

dt

Z

S.t/

B.t/ � dA D
Z

S.t/

@tB.t/ � dA C
Z

C.t/

B.t/ � .u � dx/:

The first term from the evolution of B and the second term from the motion of the
surface cancel identically, implying constant flux through the surface. Of course,
in reality, there is always a finite conductivity � , however large, and the induction
equation is

@tB D r � .u � B/C �4B;

with � D c2=4	� . The last term represents a diffusion of magnetic field lines in or
out of the surface element, so that flux is no longer exactly conserved.

For a laminar velocity field, this diffusion effect is small. It is not hard to see that
a pair of field lines will attain a displacement r.t/ apart under the combined effect
of advection and diffusion obeying

d

dt
hr2i D 12�C 2hr � ıu.r/i

where ıu.r/ is the relative advection velocity at separation r. Thus,

d

dt
hr2i � 12�C 2krukhr2i;

where kruk is the maximum value of the velocity-gradient ru. It follows that two
lines initially at the same point, by time t can have separated at most

hr2.t/i � 6�
e2krukt � 1

kruk : (12.43)

If we thus consider a smooth laminar flow with a fixed, finite value of kruk,
then hr2.t/i ! 0 as � ! 0. Under such an assumption, magnetic field lines
do not diffuse a far distance away from the solution of the deterministic ordinary
differential equation dx=dt D u.x; t/, and the magnetic line-diffusion becomes a
negligible effect. In that case, magnetic flux is conserved better as � decreases.

However, in a turbulent flow, the above argument fails! The inequality (12.43)
still holds, of course, but it no longer restricts the dispersion of field-lines under
the joint action of resistivity and advection. As is well-known, a longer and longer
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inertial range of power-law spectrum E.k/ occurs as viscosity � decreases and
the maximum velocity gradient kruk becomes larger and larger. In fact, energy
dissipation " D �kruk2 is observed to be non-vanishing as � ! 0 in turbulent flow,
requiring velocity gradients to grow unboundedly. Estimating kruk � ."=�/1=2, the
upper bound (12.43) becomes

hr2.t/i � 6�.�="/1=2Œexp.2t."=�/1=2/ � 1�: (12.44)

This bound allows unlimited diffusion of field-lines. Consider first the case � D �

or Pt D 1, for simplicity, where Richardson’s theory implies that

hr2.t/i � 12�t C "t3: (12.45)

The rigorous upper bound always lies strictly above Richardson’s prediction and,
in fact, goes to infinity as � D � ! 0! The case of large Prandtl number is just
slightly more complicated, as previously discussed in Sect. 12.6.1. When Pt � 1;

the inequality (12.44) holds as an equality for times t � ttrans with

ttrans D ln.Pt/

2."=�/
: (12.46)

This is then followed by a Richardson diffusion regime

hr2.t/i � 6.�3="/1=2 C ".t � ttrans/
3; t � ttrans; (12.47)

assuming that the kinetic Reynolds number is also large and a Kolmogorov inertial
range exists at scales greater than the Kolmogorov length .�3="/1=4: Once again,
the upper bound (12.44) is much larger than Richardson’s prediction and, at times
longer than ttrans; the dispersion of field lines is independent of resistivity.

The textbook proofs of magnetic flux-freezing for ideal MHD are therefore based
on unstated assumptions which are explicitly violated in turbulent flows. They
are mathematically valid derivations with appropriate assumptions, but physically
inapplicable in typical astrophysical systems with plasma turbulence at MHD scales.
It is worth emphasizing that any attempt to obtain fast reconnection (independent of
resistivity) within a similar hydromagnetic description must likewise account for
flux-freezing violation. For example, it has been conjectured (Mandt et al. 1994;
Shay and Drake 1998) that reconnection rates are independent of resistivity in
Hall MHD X-point reconnection. This proposal faces the same a priori theoretical
difficulty as MHD-based theories, since magnetic field-lines remain frozen-in to the
electron fluid in ideal Hall MHD. The conjectured failure of flux-freezing in Hall
MHD X-point reconnection even as � ! 0 must therefore be explained. Analytical
studies of Hall reconnection indicate that the mechanism may be mathematically
similar to the turbulent LV99 case, in that gradients of the electron fluid velocity
ue in the direction of the outgoing reconnection jets are predicted to diverge
proportional to S; the Lundquist number (Malyshkin 2008; Shivamoggi 2011).
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The Hall effects discussed above, as well as other microscopic plasma effects, are
not expected to modify the Richardson diffusion of magnetic field lines at length
scales much greater than the ion Larmor radius (see Appendix B of ELV11 and
Sect. 12.3.5 of this review). However, one may worry that additional hydrodynamic
effects at large scales may fundamentally alter Richardson diffusion. For example, in
the Kraichnan-Kazantsev turbulence model (Kraichnan 1965), where “spontaneous
stochasticity” was first predicted, it was shown that a sufficiently high degree
of compressibility may eliminate Richardson dispersion entirely and replace it
with instead a coalescence of fluid particles (Gawȩdzki and Vergassola 2000; E
and vanden-Eijnden 2001a). If such effects were found in compressible MHD
turbulence, then they could strongly alter the quantitative predictions of LV99, at
the very least. This is a particular source of concern because most astrophysical
plasmas are compressible, with Mach numbers ranging from a bit less than unity
(subsonic) to very large (hypersonic). Note that the numerical tests of Richardson
dispersion reported in Sect. 12.4.6 were for incompressible MHD turbulence. Could
compressible MHD turbulence be fundamentally different?

There is at this time no complete theory of Richardson dispersion for MHD
turbulence (or, for that matter, for hydrodynamic turbulence), but there are several
reasons to believe that compressibility effects will be minimal on the turbulent
motion of field lines relevant to reconnection. First, very high degrees of com-
pressibility are required in the Kraichnan model (Kraichnan 1965) to eliminate
spontaneous stochasticity. In 3D the kinetic energy in the potential part of the flow
must be ten times greater than in the solenoidal part! Such extreme compressibility
is rare in astrophysics. Of course, the Kraichnan model velocity is Gaussian and
contains no compressible coherent structures like shocks, which may magnify the
compressibility effects. It is well-known that the simple Burgers model, which is
entirely potential flow, exhibits no spontaneous stochasticity but instead coalescence
of particles in shocks (Bauer and Bernard 1999). However, Burgers differs in
another crucial respect from the Kraichnan model in that it is time-irreversible. As
discussed in Eyink (2011) and ELV11, it is the Richardson dispersion of magnetic
field lines backward in time which is relevant to breakdown of flux-freezing.
As shown in Eyink et al. (2013), the Burgers model does exhibit spontaneous
stochasticity backward in time and field lines will thus not be “frozen-in” for
vanishing resistivities. This is completely unlike the Kraichnan model for pure
potential flow in which fluid particles coalesce backward in time as well as forward.
In the Burgers model, therefore, magnetic field lines which arrive together at the
shock become glued together to produce a resultant magnetic field at the shock. This
is the same thing that happens at each point in incompressible MHD turbulence! Our
second argument is thus that micro-scale shocklets in compressible MHD turbulence
will probably glue field lines together in a manner almost indistinguishable from
the surrounding “sea” of rough turbulence with continuous velocities. Finally, we
note that the compressible MHD wave modes (slow and fast magnetosonic waves)
are found in numerical simulations to decouple dynamically from the solenoidal
shear-Alfvén modes, which exhibit turbulence characteristics very similar to those
of incompressible MHD (Cho and Lazarian 2002, 2003). Since shear-Alfvén
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waves produce the dominant fluid motions normal to the direction of the mean
magnetic field, they will be the principal drivers of magnetic field-line diffusion
across a turbulent reconnection layer. While more research into compressible MHD
turbulence is desirable, the above facts support the view that compressibility effects
will not strongly alter turbulent magnetic reconnection.

12.7.2 Solar Flares and Gamma Ray Bursts

Preexisting turbulence is a rule for astrophysical systems. However, for sufficiently
low MA the LV99 reconnection rates may be quite small. Would this mean that
the reconnection will stay slow? LV99 model predicts reconnection instability that
can drive reconnection in a bursty fashion in low ˇ plasmas. If initially MA is very
small, the magnetic field wandering is small and therefore the reconnection is going
to proceed at a slow pace. However, the system of two highly magnetized flux tubes
being in contact is unstable to the development of turbulence arising from magnetic
reconnection. Indeed, if the outflow gets turbulent, turbulence should, first of all,
increase the magnetic field wandering thus increasing the width of the outflow
�. Second, the increase of � increases the energy injection in the system via the
increase of Vrec. Both factors drive up the level of turbulence in the system8 inducing
a positive feedback which in magnetically dominated media will lead to explosive
reconnection.

A characteristic feature of this reconnection instability is that it has a threshold
and therefore it can allow the accumulation of the flux prior to reconnection. In
other words, as remarked before, LV99 model predicts that the reconnection can
be both fast and slow, which is the necessary requirement of bursty reconnection
frequently observed in nature, e.g. in solar flares. This process may be related to the
bursts of reconnection observed in simulations in Lapenta (2008). In addition, LV99
predicted the process of triggered reconnection when reconnection in one part of
the volume sends perturbations that initiate reconnection in adjacent volumes. Such
process was, as we mentioned earlier, also reported recently in the observations of
Sych et al. (2009).

The value of the threshold for initiating the burst depends on the system. For
instance, tearing instability associated with magnetic reconnection (see Loureiro
et al. 2009; Bhattacharjee et al. 2009) in 3D should create turbulence in agreement
with the numerical simulations that we discussed in Sect. 12.4. This shows how the
tearing and turbulent mechanisms may be complementary, with tearing triggering
turbulent reconnection. Note that, once turbulence develops, the LV99 mechanism
can provide much faster reconnection compared to tearing and tearing becomes
a subdominant process. Depending on the value of the Reynolds number of the

8For instance, the increase of� increases the Reynolds number of the outflow, making the outflow
more turbulent.
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outflow, the emerging turbulence may completely supplant the tearing instability as
the driver of reconnection. We believe that such flares of turbulent reconnection can
explain a wide variety of astrophysical processes ranging from solar flares to gamma
ray bursts as well as bursty reconnection in the pulsar winds (eg. de Gouveia dal Pino
and Lazarian 2005).

A simple quantitative model of flares was presented in Lazarian and Vishniac
(2009). There it is assumed that since stochastic reconnection is expected to proceed
unevenly, with large variations in the thickness of the current sheet, one can expect
that some unknown fraction of this energy will be deposited inhomogeneously,
generating waves and adding energy to the local turbulent cascade.

For the sake of simplicity, the plasma density is assumed to be uniform so that
the Alfvén speed and the magnetic field strength are interchangeable. The nonlinear
dissipation rate for waves is

��1
nonlinear � max

�
k2?v2wave

kkVA
; k2?VL

�
; (12.48)

where the first rate is the self-interaction rate for the waves and the second is the
dissipation rate induced by the ambient turbulence (see Beresnyak and Lazarian
2008). The important point here is that k? for the waves falls somewhere in the
inertial range of the strong turbulence. Eddies at that wavenumber will disrupt the
waves in one eddy turnover time, which is necessarily less than L=VA. Therefore,
the bulk of the wave energy will go into the turbulent cascade before escaping from
the reconnection zone.

An additional simplification is achieved by assuming that some fraction � of the
energy liberated by stochastic reconnection is fed into the local turbulent cascade.
The evolution of the turbulent energy density per area is

d

dt

�
�V 2

� D �V 2
AVrec � V 2�

VA

Lx
; (12.49)

where the loss term covers both the local dissipation of turbulent energy, and its
advection out of the reconnection zone. Since Vrec � vturb and� � Lx.V=VA/, it is
possible to rewrite this by defining � 
 tVA=Lx so that

d

d�
M3
A � �MA �M3

A: (12.50)

If � is a constant then

V � VA�
1=2.1 � e�2�=3/1=2: (12.51)

This implies that the time during which reconnection rate rises to �1=2VA is
comparable to the ejection time from the reconnection region (� Lx=VA).
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Within this toy model � is not defined. Its value can be constrained through
observations. Given that reconnection events in the solar corona seem to be episodic,
with longer periods of quiescence, this is suggestive that � is very small, for
example, depends strongly on the ratio of the thickness of the current sheet toLx . In
particular, if it scales as MA to some power greater than two then initial conditions
dominate the early time evolution.

Another route by which magnetic reconnection might be self-sustaining via
turbulence injection would be in the context of a series of topological knots in the
magnetic field, each of which is undergoing reconnection. For simplicity, one can
assume that as each knot undergoes reconnection it releases a characteristic energy
into a volume which has the same linear dimension as the distance to the next knot.
The density of the energy input into this volume is roughly �V 2

AV=Lx, where here
� is defined as the efficiency with which the magnetic energy is transformed into
turbulent energy. Thus one gets

�
V 2
AV

Lx
� v03

Lk
; (12.52)

where Lk is the distance between knots and v0 is the turbulent velocity created by
the reconnection of the first knot. This process will proceed explosively if v0 > V or

V 2
ALk� > V

2Lx: (12.53)

The condition above is easy to fulfill. The bulk motions created by reconnection can
generate turbulence as they interact with their surrounding, so � should be of order
unity. Moreover the length of any current sheet should be at most comparable to the
distance to the nearest distinct magnetic knot. The implication is that each magnetic
reconnection event will set off its neighbors, boosting their reconnection rates from
VL, set by the environment, to �1=2VA.Lk=Lx/1=2 (as long as this is less than VA).
The process will take a time comparable to the crossing time Lx=VL to begin, but
once initiated will propagate through the medium with a speed comparable to speed
of reconnection in the individual knots. The net effect can be a kind of modified
sandpile model for magnetic reconnection in the solar corona and chromosphere.
As the density of knots increases, and the energy available through magnetic
reconnection increases, the chance of a successfully propagating reconnection front
will increase.

This picture is broadly supported by current observations and numerical simula-
tions of solar flares and Coronal Mass Ejections or CME’s. For example, simulations
by Lynch et al. (2008) of the “breakout model” of CME initiation show that
an extremely complex magnetic line structure develops in the ejecta during and
after the initial breakout reconnection phase, even under the severe numerical
resolution constraints of such simulations. In the very high Lundquist-number solar
environment, this complex field must correspond to a strongly turbulent state, within
which the subsequent “anti-breakout reconnection” and post-CME current sheet
occur. Direct observations of such current sheets (Ciaravella and Raymond 2008;
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Bemporad 2008) verify the presence of strong turbulence and greatly thickened
reconnection zones, consistent with the LV99 model. In the numerical simulations,
the “trigger” of the initial breakout reconnection is numerical resistivity and there is
no evidence of turbulence or complex field-structure during the eruptive flare onset.
This is very likely to be a result of the limitations on resolution, however, and we
expect that developing turbulence will accelerate reconnection in this phase of the
flare as well.

While the details of the physical processes discussed above can be altered,
it is clear that LV99 reconnection induces bursts in highly magnetized plasmas.
This can be applicable not only to the solar environment but also to more exotic
environments, e.g. to gamma ray bursts. The model of gamma ray bursts based on
LV99 reconnection was suggested in Lazarian et al. (2003). It was elaborated and
compared with observations in Zhang and Yan (2011). Currently, the latter model
is considered promising and it attracts a lot of attention of researchers. Flares of
reconnection that we described above can also be important for compact sources,
like pulsars and black holes in microquasars and AGNs (de Gouveia dal Pino and
Lazarian 2005). They seem like a more natural way of explaining the observed
phenomenon compared to e.g. individual plasmoids (cf. Giannios 2013).

12.7.3 Reconnection Diffusion and Star Formation

Star formation theory was formulated several decades ago with an explicit assump-
tion that the fully ionized gas and magnetic field are coupled to very high degree.
Therefore, the source of the decoupling was identified with the presence of neutral
atoms which do not directly feel magnetic fields, but interact with ions that tend to
follow magnetic field lines. The slippage of matter in respect to magnetic field was
called ambipolar diffusion and became the textbook explanation for the processes of
star formation in magnetized gas (see also the Chapters of E. Zweibel and of Lizano
and Galli in this volume).

Naturally, fast magnetic reconnection changes the situation dramatically. It is
clear that in turbulent astrophysical media the dynamics of matter and gas are
different from the idealized picture above and this presents a serious shift in the
conventional paradigm of star formation.

The process of moving of matter in respect to magnetic field was identified in
Lazarian (2005) (see also Lazarian and Vishniac 2009) and successfully tested in
the subsequent publications for the case of molecular clouds and protostellar disks,
e.g. Santos-Lima et al. (2010, 2012, 2013); de Gouveia Dal Pino et al. (2012); Leão
et al. (2013). The theory of transporting matter in turbulent magnetized medium is
discussed at length in Lazarian (2011a); Lazarian et al. (2012); Lazarian (2014) and
we refer our reader to these publications. The process was termed “reconnection
diffusion” to stress the importance of reconnection in the diffusive transport.

The peculiarity of reconnection diffusion is that it requires nearly parallel
magnetic field lines to reconnect, while the textbook description of reconnection
is usually associated with anti-parallel description of magnetic field lines. One
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Fig. 12.12 Reconnection diffusion: exchange of flux with entrained matter. Illustration of the
mixing of matter and magnetic fields due to reconnection as two flux tubes of different eddies
interact. Only one scale of turbulent motions is shown. In real turbulent cascade such interactions
proceed at every scale of turbulent motions. From Lazarian (2011a)

should understand that the configuration shown in Fig. 12.4 is just a cross section
of the magnetic fluxes depicting the anti-parallel components of magnetic field.
Generically, in 3D reconnection configurations the sheared component of magnetic
field is present. The process of reconnection diffusion is closely connected with
the reconnection between adjacent Alfvénic eddies (see Fig. 12.12). As a result,
adjacent flux tubes exchange their segments with entrained plasmas and flux tubes
of different eddies get connected. This process involves eddies of all the sizes along
the cascade and ensures fast diffusion which has similarities with turbulent diffusion
in ordinary hydrodynamic flows.

Finally, a number of studies attempted to understand the role of joint action of
turbulence and ambipolar diffusion. For instance, Heitsch et al. (2004) (henceforth
HX04) performed 2.5D simulations of turbulence with two-fluid code and examined
the decorrelation of neutrals and magnetic field in the presence of turbulence (see
also the Chapter by Zweibel in this volume). The study reported an enhancement
of diffusion rate compared to the ambipolar diffusion in a laminar fluid. HX04
correctly associated the enhancement with turbulence creating density gradients that
are being dissolved by ambipolar diffusion (see also Zweibel 2002). However, in
2.5D simulations of HX04 the numerical set-up precluded reconnection from taking
place as magnetic field was perpendicular to the plane of 2D mixing and therefore
magnetic field lines were absolutely parallel to each other. This will not happen
in realistic astrophysical situations where reconnection will be an essential part of
the physical picture. Therefore, we claim that a treatment of “turbulent ambipolar
diffusion” without addressing the reconnection issue is of academic interest.

Incidentally, the authors of HX04 reported an enhanced rate that is equal to the
turbulent diffusion rate LVL. The fact that ambipolar diffusion rate does not enter
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the result in HX04 suggests that ambipolar diffusion is irrelevant for the diffusion of
matter in the presence of turbulence. This is another reason not to call the observed
process “turbulent ambipolar diffusion” .9

Therefore we believe that HX04 captured in their simulations a special degener-
ate case of 2.5D turbulent diffusion where due to a special set up the reconnection
is avoided and magnetic field lines do not intersect. We also note that, in the
presence of turbulence, the independence of the gravitational collapse from the
ambipolar diffusion rate was reported in numerical simulations by Balsara et al.
(2001), although further higher resolution studies are still missing..

A comprehensive review dealing with reconnection diffusion is presented in
Lazarian (2014).

12.7.4 Heat and Cosmic Ray Transport in the Presence
of Reconnection

Magnetic reconnection is a very fundamental basic process that happens in all
magnetized fluids. As we discussed in Sect. 12.3 magnetic reconnection is closely
related to the turnover processes of magnetic eddies as well as magnetic field
wandering. The former is essential for the heat advection via turbulent mixing
of magnetized gas. The process was invoked by Cho et al. (2003) to explain the
suppression of cooling flows in galaxy clusters. Fast LV99 magnetic reconnection
was invoked to justify the existence of magnetic eddies for the very high Lundquist
number plasmas (see more Lazarian 2009, 2011b).

Heat transport is also possible in magnetized plasma if electrons are streaming
along meandering magnetic field lines. In Lazarian (2006) the heat transfer by
electron streaming was compared with that induced by turbulent eddies and it was
concluded that in typical clusters of galaxies the latter dominates.

Transport of cosmic rays along meandering magnetic field was invoked to solve
the problem of perpendicular diffusion in Milky Way in classical studies (Jokipii
1973). For the propagation of cosmic rays the dynamics of turbulent magnetized
plasmas is not important as c=VA is usually large. However, the formation of
the complicated web of the wandering magnetic field lines that is consistent with
the Kolmogorov-type scaling of turbulence statistics does necessarily require fast
magnetic reconnection.

9A similar process takes place in the case of molecular diffusivity in turbulent hydrodynamic
flows. The result for the latter flows is well known: in the turbulent regime, molecular diffusivity is
irrelevant for the turbulent transport. The process is called therefore “turbulent diffusivity” without
adding the superfluous and inappropriate word “molecular”.
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12.7.5 Reconnection and First-Order Fermi Acceleration

The process of LV99 reconnection invokes shrinking magnetic loops. (see Lazarian
2005; Lazarian et al. 2011). This process that naturally follows from the LV99
model was invoked by de Gouveia dal Pino and Lazarian (2005) to predict efficient
First-Order Fermi acceleration of cosmic rays in the reconnection regions (see
also Lazarian 2005). The latter are traditionally associated with the acceleration
of particles in shocks.10. Later research revealed the high promise of the process
for explaining various physical processes. Recently, the acceleration of cosmic rays
in reconnection has been invoked to explain results on the anomalous cosmic rays
obtained by Voyager spacecrafts (Lazarian and Opher 2009; Drake et al. 2010), the
local anisotropy of cosmic rays (Lazarian and Desiati 2010) and the acceleration of
cosmic rays in clusters of galaxies (Lazarian and Brunetti 2011), as well as in the
surrounds of compact sources and black holes (de Gouveia dal Pino and Lazarian
2005) and relativistic jets (Giannios 2013). Naturally, the process of acceleration is
much more widespread and not limited to the explored examples.

In addition to the acceleration of cosmic rays parallel to magnetic field, acceler-
ation perpendicular to the magnetic field is also possible, as discussed in Lazarian
et al. (2012). The advantage of such a perpendicular acceleration is that the gain
of energy is taking place every Larmor period of the cosmic ray. The efficiency
of perpendicular acceleration was observed in simulations of Kowal et al. (2012),
where the simulations of turbulent reconnection were used to study the acceleration
of cosmic rays (see more details in de Gouveia Dal Pino and Kowal’s chapter in this
volume).

12.7.6 Dissipation of Turbulence in Current Sheets

MHD turbulence cascade does not depend on the details of microphysics. However,
at sufficiently small scales current sheets are formed and those may dissipate a
substantial part of the turbulent cascade. As we discussed in Sect. 12.3 within
LV99 model small scale reconnection events may happen due to ordinary Ohmic or
plasma effects. In particular, the small scale current sheets can be in the collisionless
regime. Therefore it is not easy to distinguish the nature of magnetic reconnection
by studying the processes of electron and proton heating.

10The First-Order Fermi acceleration is a process in which the energy gain is proportional to the
first order of the ratio of the shock velocity to that of light. It should be distinguished from the
stochastic Second-Order Fermi acceleration which is proportional to the square of this ratio.
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12.8 Discussion

12.8.1 Interrelation of LV99 Reconnection and Modern
Understanding of MHD Turbulence

MHD turbulence has advanced considerably in the last 20 years. It is easy to
understand that strong Alfvénic turbulence that induces Richardson diffusion does
require fast reconnection. Indeed, eddy type motions that are produced by such
turbulence can happen only if the magnetic field of the eddies relaxes on the time
scale of eddy turnover. Calculations in LV99 showed that the GS95 theory Goldreich
and Sridhar (1995) is self-consistent when the small-scale magnetic reconnection
between adjacent turbulent eddies happens with the LV99 predicted rate.11 This
result also follows from the Richardson diffusion that we discussed in the chapter by
a factor . This rate varies from � VA for largest eddies in transAlfvénic turbulence
to a small fraction of VA for the smallest eddies. Obviously, no mechanism that
produces a fixed reconnection rate, e.g. the rate of 0:1VA that for decades was a sort
of Holy Grail rate for the researchers attempting to explain Solar flares, can make
modern theories of MHD turbulence, both the GS95 and its existing modifications,
self-consistent. At the same time, ELV11 showed that the Lagrangian dynamics
of turbulent fluids do require fast magnetic reconnection. Or, reversing the role of
cause and effect, the Lagrangian phenomenon of Richardson dispersion produces
a breakdown in the standard form of flux-freezing for a turbulent MHD flow. The
reconnection rates that are dictated by the well-established process of Richardson
diffusion coincide with those predicted by LV99.

In other words, LV99 reconnection is an intrinsic and inseparable element of
MHD turbulence. There can be other types of magnetic reconnection, that are
important in particular circumstances, but in turbulent fluids the LV99 type seems
inevitable.

11Indeed, within the GS95 picture the reconnection happens with nearly parallel lines with mag-
netic pressure gradient V 2

A=lk being reduced by a factor l2
?
=l2

k
, since only reversing component

is available for driving the outflow. At the same time the length of the contracted magnetic
field lines is also reduced from l? but l2
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=lkj. Therefore the acceleration is ��2
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result, the Newtons’ law gives V 2
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=lkj. This provides the result for the ejection

rate ��1
eject � VA=lk. The length over which the magnetic eddies intersect is l? and the rate

of reconnection is Vrec=l?. For the stationary reconnection this gives Vrec � VAl?=lg, which
provides the reconnection rate VA=lk, which is exactly the rate of the eddy turnovers in GS95
turbulence.
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12.8.2 Suggestive Evidence on Fast Reconnection

A study of tearing instability of current sheets in the presence of background
2D turbulence that observed the formation of large-scale islands was performed
in Politano et al. (1989). While one can argue that observed long-lived islands
are the artifact of adopted 2D geometry, the authors present evidence for fast
energy dissipation in 2D MHD turbulence and show that this result does not
change as they change the resolution. A more recent work of Mininni and Pouquet
(2009) provides evidence for fast dissipation also in 3D MHD turbulence. This
phenomenon is consistent with the idea of fast reconnection, but cannot be treated as
a direct evidence of the process. Although related, fast dissipation and fast magnetic
reconnection are rather different physical processes, dealing with decrease of energy
on the one hand and decrease of magnetic flux on the other.

Works by Galsgaard and Nordlund, in particular (Galsgaard and Nordlund
1997), could also be interpreted as an indirect support for fast reconnection. The
authors showed that in their simulations they could not produce highly twisted
magnetic fields. One possible interpretation of this result could be the fast relaxation
of magnetic field via reconnection. In this case, these observations could be
related to the numerical finding of Lapenta and Bettarini (2011) which shows
that reconnecting magnetic configurations spontaneously get chaotic and dissipate,
which, as discussed in Lapenta and Lazarian (2012), may be related to the LV99
model. However, in view of many uncertainties of the numerical studies, this relation
is unclear. The highest resolution simulations of Galsgaard and Nordlund (1997)
were only 1363 and with Reynolds number so small that they could not allow a
turbulent inertial-range.

12.8.3 Convergence of Different Approaches to Fast
Reconnection

The LV99 model of magnetic reconnection in the presence of weakly stochastic
magnetic fields was proposed more than a decade ago. In fact, LV99 and the idea
of collisionless X-point reconnection mediated by the Hall effect are essentially
coeval. At the same time, due to a few objective factors, it met less enthusiasm
in the community than the X-point collisionless reconnection. One can speculate
what were the factors responsible for this slow start. For one thing, the collisionless
X-point reconnection was initiated and supported by numerical simulations, while
the numerical testing of LV99 became possible only recently. In addition, the
acceptance of the idea of astrophysical fluids generically being in turbulent state
was only taking roots in 1999 (but see Chandrasekhar 1949!) and at that time it
had much less observational support. By now we have much more evidence which
justifies the claim that models ignoring pre-existent turbulence have little relevance
to astrophysics. Finally, the analytical solutions of LV99 were based on the use and
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extension of the GS95 model of turbulence. However, the GS95 theory was far from
being universally accepted at the time LV99 was published.12

The situation has changed substantially by now. With GS95, as we discussed
earlier, being widely accepted, with more observational evidence of ubiquitous
turbulence in astrophysical environments and with the successful testing of the
LV99 model, it is more difficult to argue against the importance of turbulence for
astrophysical reconnection. Moreover, the LV99 model has received more support
from solar observations Sect. 12.5, which both showed that magnetic reconnection
can be fast in collisional media, where the aforementioned collisionless reconnec-
tion does not work. Solar observations also confirmed LV99 predictions on the
thickness of reconnection regions and on triggering reconnection by the neighboring
reconnection events. Last, but not the least, a very important development took
place, namely, the LV99 model was connected to the modern developments in the
Lagrangian description of magnetized fluids and the equivalence of the approach in
LV99 and that based on spontaneous stochasticity was established (see Sects. 12.3
and 12.4).

One can argue that we have observed the convergence of LV99 with other
directions of reconnection research. In particular, recent models of collisionless
reconnection have acquired several features in common with the LV99 model. In
particular, they have moved to consideration of volume-filling reconnection (see
Drake et al. 2006). While much of the discussion may still be centered around
2D magnetic islands produced by reconnection, in three dimensions these islands
are expected to evolve into contracting 3D loops or ropes (Daughton et al. 2008),
which is broadly similar to what is depicted in Fig. 12.11, at least in the sense of
introducing stochasticity to the reconnection zone. Moreover, it is more and more
realized that the 3D geometry of reconnection is essential and that the 2D physics is
not adequate and may be misleading. This essentially means the end of the epoch of
the dominance of collisionless X-point reconnection. The interest of the models
alternative to LV99 shifted to chaotically broadened extended Y-shaped outflow
regions, which were advocated in LV99 and confirmed by observations.

The departure from the concept of laminar reconnection and the introduction
of magnetic stochasticity is also apparent in a number of recent papers appealing
to the tearing mode instability to drive fast reconnection (see Loureiro et al.
2009; Bhattacharjee et al. 2009). These studies showed that tearing modes do
not require collisionless environments and thus collisionality is not a necessary
ingredient of fast reconnection.13 Finally, the reported development of turbulence in
3D numerical simulations clearly testifies that the reconnection induces turbulence

12In fact, this unsatisfactory situation with the theory of turbulence motivated some of us to work
seriously on testing turbulence models (see Cho and Vishniac 2000; Cho et al. 2002; Cho and
Lazarian 2002, 2003)
13The largest-scale Hall MHD simulations performed to date (Huang et al. 2011) do show
somewhat higher reconnection rates for laminar X-point solutions than for plasmoid unstable
regimes, but the X-point solutions lose stability and seem to have lower reconnection rates with
decreasing ratios ıi =Lx :
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even if the initial reconnection conditions are laminar. Naturally, one should
expect that turbulence modifies tearing instability and induces its own laws for
reconnection thus making for many situations the tearing modes only the trigger
to self-supported turbulent reconnection. If this is the case, the final non-linear stage
of the reconnection should allow a theoretical description based on the LV99 model.

All in all, in the last decade, the models competing with LV99 have undergone
a substantial evolution, from 2D collisionless X-point reconnection based mostly
on Hall effect to 3D reconnection where the collisionless condition is no more
required, Hall effect is not employed, but magnetic stochasticity and turbulence
play an important role in the thick Y-shaped reconnection regions. In other words, a
remarkable convergence has taken place.

Saying all the above, we want to stress that collisionless X-point reconnection
may nevertheless be suitable for the description of reconnection when the recon-
necting flux-structures are comparable with the ion gyro scale, which is the case of
the reconnection studied situ in the magnetosphere (see Table 12.1). However, this is
a special case of magnetic reconnection with, we argue, atypical features compared
with most astrophysical reconnection.

12.8.4 Recent Attempts to Relate Turbulence and Reconnection

Guo et al. (2012) proposed a model based on the earlier idea of mean field approach
suggested initially in Kim and Diamond (2001). In the latter paper the author
concluded that the reconnection rate should be always slow in the presence of
turbulence. On the contrary, models in Guo et al. (2012) invoke hyperresistivity and
get fast reconnection rates. Similarly, invoking the mean field approach Higashimori
and Hoshino (2012) presented their model of turbulent reconnection.

The mean field approach invoked in the aforementioned studies was critically
analyzed by Eyink (2011), and below we briefly present some arguments from
that study. The principal difficulty is with the justification of using the mean field
approaches to explain fast magnetic reconnection. In such an approach effects of
turbulence are described using parameters such as anisotropic turbulent magnetic
diffusivity and hyper-resistivity experienced by the fields once averaged over
ensembles. The problem is that it is the lines of the full magnetic field that must
be rapidly reconnected, not just the lines of the mean field. ELV11 stress that the
former implies the latter, but not conversely. No mean-field approach can claim to
have explained the observed rapid pace of magnetic reconnection unless it is shown
that the reconnection rates obtained in the theory are strictly independent of the
length and timescales of the averaging. More detailed discussion of the conceptual
problems of the hyper-resistivity concept and mean field approach to magnetic
reconnection is presented in Lazarian et al. (2004) and ELV11.
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12.8.5 Reconnection and Numerical Simulations

As discussed in section Sect. 12.4.1, a brute force numerical approach to astrophys-
ical reconnection is impossible. Therefore our numerical studies of reconnection
diffusion in Santos-Lima et al. (2010, 2012, 2013); Leão et al. (2013) deal with
a different domain of Lundquist numbers and the theoretical justification why for
the given problem the Lundquist number regime is not essential. For the case
of reconnection diffusion simulations, LV99 theory predicts that the dynamics
of reconnection is independent from the Lundquist number and therefore the
reconnection in the computer simulations in the presence of turbulence adequately
represents the astrophysical process.

The above numerical results explored the consequences of reconnection diffu-
sion. Similarly, as numerical studies of ambipolar diffusion do not “prove” the very
concept of ambipolar diffusion, our studies were not intended to “prove” the idea
of reconnection diffusion. Our goal was to demonstrate that, in agreement with the
theoretical expectations, the process of reconnection diffusion is important for a
number of astrophysical set-ups relevant to star formation.

12.8.6 Plasma Physics and Reconnection

We have been primarily interested in this review in reconnection phenomena
at scales much larger than the ion gyro-radius 
i : We have also made the
claim— which may appear paradoxical to some—that these phenomena can be
explained by hydrodynamical processes in turbulent MHD regimes. Microscopic
plasma processes do play a role, however, which should be briefly explained.
Consider a collisionless turbulent plasma, such as the solar wind, in which the
MHD description of the cascade terminates at the ion gyro radius. At scales smaller
than 
i but larger than 
e , the plasma is described by an ion kinetic equation and a
system of “electron reduced MHD” (ERMHD) equations for kinetic Alfvén waves
(Schekochihin et al. 2007, 2009). This system exhibits the “Hall effect”, with
distinct ion and electron mean flow velocities and magnetic field-lines frozen-in to
the electron fluid. The ERMHD equations (or the more general “electron MHD”
or EMHD equations) produce the typical features of “Hall reconnection” such
as quadrupolar magnetic fields in the reconnection zone (Uzdensky and Kulsrud
2006).14 At length scales smaller than 
e; kinetic equations are required to describe

14Because the Hall MHD equations have played a prominent role in magnetic reconnection
research of the past decade (Shay et al. 1998, 1999; Wang et al. 2000; Birn et al. 2001; Drake
2001; Malakit et al. 2009; Cassak et al. 2010), it is worth remarking that those equations are
essentially never applicable in astrophysical environments. A derivation of Hall MHD based on
collisionality requires that the ion skin-depth ıi must satisfy the conditions ıi � L � `mfp;i . The
second inequality is needed so that a two-fluid description is valid at the scales L of interest, while
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both the ions and the electrons. It is at these scales that the magnetic flux finally
“unfreezes” from the electron fluid, due to effects such as Ohmic resistivity, electron
inertia, finite electron gyroradius, etc. However, as we have discussed at length in
this review, these weak effects are vastly accelerated by turbulent advection and
manifested, in surprising ways, at far larger length scales.
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Chapter 13
Particle Acceleration by Magnetic Reconnection

Elisabete M. de Gouveia Dal Pino and Grzegorz Kowal

Abstract Observational data require a rich variety of mechanisms to accelerate fast
particles in astrophysical environments operating under different conditions. The
mechanisms discussed in the literature include varying magnetic fields in compact
sources, stochastic processes in turbulent environments, and acceleration behind
shocks. An alternative, much less explored mechanism involves particle acceleration
within magnetic reconnection sites. In this chapter we discuss this mechanism and
show that particles can be efficiently accelerated by magnetic reconnection through
a first order Fermi process within large scale current sheets (specially when in
the presence of local turbulence which speeds up the reconnection and make the
acceleration region thicker) and also through a second order Fermi process in pure
MHD turbulent environments.

13.1 Introduction

Energetic particles are ubiquitous in astrophysical environments and their accel-
eration still challenges the researchers. For instance, the origin of the ultra high
energy cosmic rays (UHECRs) is unknown yet. Their spectrum is consistent with
an origin in extragalactic astrophysical sources and candidates range from the birth
of compact objects to explosions related to gamma-ray bursts (GRBs), or events
in active galaxies (AGNs) (Kotera and Olinto 2011), however, the mechanism(s)
that produce(s) them is(are) still not fully understood. Similarly, recent very high
energy observations with the Fermi and Swift satellites and ground based gamma
ray observatories (HESS, VERITAS and MAGIC) of AGNs and GRBs have been
challenging the current particle acceleration theories which have to explain how
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particles are accelerated to TeV or larger energies in regions relatively small
compared to the fiducial scale of their sources (Sol et al. 2013).

The mechanisms frequently discussed in the literature for accelerating energetic
particles include varying magnetic fields in compact sources (e.g., de Gouveia Dal
Pino and Lazarian 2000, 2001; Melrose 2009), stochastic processes in turbulent
environments (Melrose 2009), and acceleration behind shocks. The latter, in
particular, has been extensively discussed in the literature (Sironi and Spitkovsky
2009; Melrose 2009; Kotera and Olinto 2011) An alternative, much less explored
mechanism so far, involves particle acceleration within magnetic reconnection sites.

Magnetic reconnection occurs when two magnetic fluxes of opposite polarity
encounter each other (see middle panel of Fig. 13.7). In the presence of finite mag-
netic resistivity, the converging magnetic field lines annihilate at the discontinuity
surface and a current sheet forms there.

Traditionally, particle acceleration in reconnection sites has been regarded as a
linear process due to the advective electric field (also referred as the reconnection
electric field) that develops along the current sheet, in the normal direction to
the magnetic field (�DVRB=c, where VR is the reconnection velocity) (e.g.,
Speiser 1965; Litvinenko 1996; Zenitani and Hoshino 2001; Giannios 2010). While
describing a betatron-like orbit (also often called Speiser orbit) along this direction,
particles are continuously accelerated by the electric field with its energy increasing
linearly with the distance (z) travelled along the current sheet or reconnection layer
(E � eVRBz=c) (Speiser 1965).

In 2005, de Gouveia Dal Pino and Lazarian (2005) (henceforth GL05) proposed
a mechanism to accelerate particles to relativistic velocities within the reconnection
layer, in a similar way to the first-order Fermi process that occurs in shocks, which is
also able to increase their energy exponentially. It is known from shock acceleration
theory that particles are injected upstream and allowed to convect into the shock,
while diffusing in space so as to undergo multiple shock crossings, and thereby
gaining energy through a first order Fermi process (Fermi 1949). Similarly, GL05
(de Gouveia Dal Pino and Lazarian 2005) proposed that trapped charged particles
may bounce back and forth several times and gain energy due to head-on collisions
with the two converging magnetic fluxes of opposite polarity that move to each other
at the reconnection velocity (VR). They found that the particle energy gain after
each round trip is �E=E / VR=c. Under fast magnetic reconnection conditions,
e.g. induced by turbulence (Lazarian and Vishniac 1999), VR can be of the order
of the local Alfvén speed VA (see below and also the Chapter by Lazarian et al. in
this volume). At the surroundings of relativistic sources, for instance, VR ' vA '
c, so that the mechanism can be rather efficient. GL05 (de Gouveia Dal Pino and
Lazarian 2005) have also shown that the accelerated particles have a power-law
distribution and a corresponding electron synchrotron radio power-law spectrum
which is compatible with the observed radio flares of galactic black hole binaries
(microquasars). Though that study was specifically applied to microquasars, it can
be far more general in astrophysical systems, as we discuss below.

Afterwards, Drake et al. (2006) invoked a similar process, but within a collision-
less reconnection scenario (see the chapter by Lazarian et al. in this volume). In
their model, the contraction of two-dimensional magnetic loops is controlled by
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the firehose instability that arises in a particle-in-cell (PIC) domain (Lyubarsky
and Liverts 2008; Drake et al. 2010). Other processes of acceleration, e.g. due to
turbulence arising as a result of reconnection (La Rosa et al. 2006) were shown to
be less dominant.

Magnetic reconnection is very frequent and therefore, it should be expected
to induce acceleration of particles in a wide range of galactic and extragalactic
environments. Originally discussed predominantly in the context of electrons in
solar flares (Drake et al. 2006, 2009; Gordovskyy et al. 2010; Gordovskyy and
Browning 2011; Zharkova and Siversky 2011), it was later applied to explain the
origin of anomalous cosmic ray protons (Lazarian and Opher 2009; Drake et al.
2010), and the anisotropies in the direction of solar system magnetotail (Lazarian
and Desiati 2010). It also has been gaining importance beyond the solar system, in
more extreme astrophysical environments and sources, such as in the production of
ultra high energy cosmic rays (Giannios 2010; Kotera and Olinto 2011), in particle
acceleration in jet-accretion disk systems (de Gouveia Dal Pino and Lazarian 2005;
de Gouveia Dal Pino et al. 2010a,b; Giannios 2010; del Valle et al. 2011), and in
the general framework of compact sources, as AGNs and GRBs (Lazarian et al.
2003; Zenitani and Hoshino 2001; Zenitani et al. 2009; de Gouveia Dal Pino et al.
2010b, 2011; Giannios 2010; Zhang and Yan 2011; Uzdensky 2011; Uzdensky and
McKinney 2011), and even in pulsar nebulae, like Crab (Cerutti et al. 2013).

The applications above, however, still require extensive study of particle acceler-
ation in magnetic reconnection sites, as well as on its connection with magnetohy-
drodynamical (MHD) turbulence and fast magnetic reconnection.

In particular, a way to probe the analytical results above is through numerical
simulations. So far, most of the numerical studies of particle acceleration by
magnetic reconnection have been performed for two-dimensional, collisionless
pair plasmas by means of particle-in-cell (PIC) simulations (e.g., Drake et al.
2006, 2010; Zenitani and Hoshino 2001; Cerutti et al. 2013). However, these
apply to kinetic scales of only a few hundred plasma inertial lengths (�100c=!p,
where !p is the plasma frequency). The generally much larger scales of the
astrophysical systems (pulsars, AGNs, GRBs, etc.) frequently require a collisional
MHD description of reconnection.

Some progress in this direction has been achieved recently (de Gouveia Dal Pino
et al. 2010b, 2011; Lazarian et al. 2011; Kowal et al. 2011, 2012) where the model of
GL05 (de Gouveia Dal Pino and Lazarian 2005) was tested successfully by means
of two (2D) and three dimensional (3D) MHD simulations. Kowal, de Gouveia Dal
Pino and Lazarian (2011, henceforth LGK11) (Kowal et al. 2011), in particular, have
shown that the acceleration of particles inserted in MHD domains of reconnection
without including kinetic effects produces results similar to those found in particle-
in-cell (PIC) (collisionless) simulations where particle acceleration is controlled
by kinetic effects such as the firehose instability (Zenitani and Hoshino 2001;
Drake et al. 2006, 2010). This demonstrated that the acceleration in reconnection
regions is a universal process which is not determined by the details of the plasma
physics and can be also very efficient in collisional gas. They have also shown that
particle acceleration in 3D MHD reconnection behaves quite differently from the
acceleration in 2D domains since the increase in the acceleration component parallel
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to the magnetic field is not constrained by the production or size of contracting
islands, as in the 2D case. These results call for focusing on realistic 3D geometries
of reconnection.

Other concomitant studies have also explored test particle acceleration in MHD
domains (Gordovskyy et al. 2010; Gordovskyy and Browning 2011). Gordovskyy
et al. (2010), for instance, focussed on 2D models with time-dependent reconnec-
tion, while (Gordovskyy and Browning 2011), aiming the study of particle accelera-
tion in small solar flares, examined a somewhat different scenario, with the acceler-
ation of test particles by magnetic reconnection induced by kink instabilities in 3D
twisted magnetic loops. Although they have obtained results for the particle energy
distributions which are compatible with field-aligned acceleration as in the studies
above, they did not explore the nature of the mechanism accelerating the particles.

Kowal, de Gouveia Dal Pino and Lazarian (2012, henceforth KGL12) (Kowal
et al. 2012) have, in turn, injected test particles in different 3D collisional MHD
reconnection and compared the particle spectrum and acceleration rates in these
different domains. When considering a single Sweet-Parker topology (Sweet 1958;
Parker 1957) (subject to large artificial magnetic resistivity to allow fast reconnec-
tion), they have found that particles accelerate predominantly through a first-order
Fermi process, as predicted in GL05 (de Gouveia Dal Pino and Lazarian 2005).
When turbulence is induced within the current sheet, the acceleration is highly
enhanced. This is due to the fact that reconnection becomes fast in a natural way (and
independent of magnetic resistivity) in the presence of turbulence (Lazarian and
Vishniac 1999; Kowal et al. 2009) and allows the formation of a thick volume filled
with multiple simultaneously reconnecting magnetic fluxes. Besides, reconnection
is intrinsically 3D in this case (see also the chapter by Lazarian et al. in this volume
for more details of the fast reconnection process in the presence of turbulence).
The particles trapped within this volume suffer several head-on scatterings with
the contracting magnetic fluctuations, which significantly increase the acceleration
rate and the amount of particles which are accelerated through a first-order Fermi
process. They have also tested the acceleration of particles in pure MHD turbulence,
where particles suffer collisions both with approaching and receding magnetic
irregularities. The acceleration rate is smaller in this case and suggests that the
dominant process is a second order Fermi.

In this chapter, we discuss these acceleration mechanisms in magnetic recon-
nection sites in detail and review the recent analytical and numerical results in this
regard.

13.2 Analytical Model for First Order Fermi Particle
Acceleration Within Magnetic Reconnection Sites

We first discuss an analytical model for acceleration of particles within recon-
nection sites which was originally introduced by GL05 de Gouveia Dal Pino and
Lazarian (2005) (see also Lazarian 2005; de Gouveia Dal Pino et al. 2010a, 2014).
Figure 13.1 illustrates the simplest realization of the acceleration within a large scale
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Fig. 13.1 Particle acceleration in a reconnection site where two magnetic field fluxes of opposite
polarity move to each other. Top left: three-dimensional view of a magnetic reconnection sheet.
Bottom right: detail of a particle being accelerated within the reconnection site. It spirals about
a reconnected magnetic field line and bounces back and forth between points A and B. The
reconnected regions move towards each other with the reconnection velocity VR. Particles gain
energy due to “collisions” with the magnetic irregularities within the two converging fluxes, just
like in the first-order Fermi process in shock fronts (see GL05 de Gouveia Dal Pino and Lazarian
2005). Bouncing between the points A and B happens either because of streaming instability
induced by energetic particles or by magnetic turbulence in the reconnection region (as discussed
in Lazarian and Vishniac 1999). In particular, when turbulence is present, the acceleration region is
filled in by several oppositely moving reconnected flux tubes which collide and repeat on smaller
and smaller scales the pattern of the larger scale reconnection making the process very fast and
therefore, the particle acceleration very efficient. Since in such a case the reconnection is naturally
a three-dimensional process, particle acceleration as shown in the bottom right panel may occur in
all directions within the current sheet and is not restricted to the direction depicted in the figure.
(Adapted from Kowal et al. 2009; Lazarian et al. 2011; see also de Gouveia Dal Pino et al. 2014)

reconnection region. As described in the Figure, as a particle bounces back and
forth between two converging magnetic fluxes of opposite polarity, it gains energy
through a first-order Fermi acceleration.

In order to derive the energy spectrum of the accelerated particles one can invoke
a similar procedure to the one employed in the calculation of the first order Fermi
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acceleration in shocks (see, e.g., Bell 1978; Longair 2011; Lazarian et al. 2011).
Let us consider the acceleration of M0 particles with an initial energy E0. If a
particle acquires an energy E D ˇE0 after a collision, its energy after m collisions
will ˇmE0. At the same time if the probability of a particle to remain within the
acceleration region is P , after m collisions the number of accelerated particles will
be M DPmM0. Therefore, ln.M=M0/= ln.E=E0/ D lnP= lnˇ or

M

M0

D
�
E

E0

�lnP= lnˇ

(13.1)

Since some of these M particles will be further accelerated before escaping the
system, the equation above implies that the number N.E/ of particles accelerated
to energies equal to or larger than E is given by:

N.E/dE D const � E�1C.lnP= lnˇ/dE (13.2)

To compute P and ˇ within the reconnection site we may consider the following
process. The particles from the upper reconnection region will “see” the lower
reconnection region moving towards them with the velocity 2VR (see Fig. 13.1).
If a particle from the upper region enters at an angle  with respect to the direction
of VR into the lower region then the expected energy gain of the particle is ıE=E D
2VR cos =c. For an isotropic distribution of particles their probability function is
p./D 2 sin  cos d and therefore the average energy gain per crossing of the
reconnection region is

hıE=Ei D VR

c

Z 	=2

0

2 cos2  sin d D 4=3
VR

c
(13.3)

Particles will complete a full acceleration cycle when they return back to the upper
reconnection region. Similarly, if they are in the lower reconnection region they
will see the upper reconnection region moving towards them with the speed 2VR.
As a result, a full acceleration cycle provides an energy increase hıE=Eicycle D
8=3.VR=c/ and thus 1

ˇ D E=E0 D 1C 8=3.VR=c/ (13.4)

Let us assume that the particle diffusion velocity is much smaller than VR. In
analogy to particle acceleration in a shock front, for simplicity, we further assume
that the total number of particles crossing the boundaries of the upper and lower
magnetic fluxes is 2 � 1=4.nc/, where n is the number density of particles. If the

1We note that Giannios (2010) re-derived the relation above in the limit when the reconnection
velocity itself approaches the light speed and obtained an expression that naturally recovers the
form of Eq. (13.4) in the non-relativistic regime.
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particles are advected to outside of the reconnection region with the magnetized
plasma outflow then, the loss of the energetic particles will be given approximately
by 2VRn. Therefore the fraction of energetic particles which are lost in a cycle will
be VRn=Œ1=4.nc/� D 4VR=c and

P D 1� 4VR=c: (13.5)

Combining Eqs. (13.2), (13.4), and (13.5) one obtains

N.E/dE D const1E
�5=2dE; (13.6)

which is the spectrum of accelerated energetic particles for the case when the plasma
back-reaction is negligible (de Gouveia Dal Pino and Lazarian 2005; Lazarian et al.
2011). We note that the power-law index obtained above is independent of the
reconnection velocity VR. This is in part due to the simplified assumptions in the
derivation above. Nonetheless, we will see below that in the much more realistic
numerical simulations of the acceleration of test particles in non-relativistic MHD
reconnection sites, the acceleration rate and power spectrum are not very much
sensitive to the reconnection speed (del Valle et al. 2014).

In recent work, Drury (2012) tried to improve the analytical model above by
considering two additional effects. First, he took into account the energy losses due
to the outflow from the reconnection region (which is associated with a divergence
of the flow field) and second, he relaxed the assumption considered above (GL05)
that the escape rate is the same as that from a shock. Then, he repeated the
calculation above and obtained a power law spectral index which is the same as
in shock acceleration if expressed in terms of the compression ratio in the system
r D 
2=
1, where 
1 and 
2 are the plasma densities at the inflow and the outflow
regions of the reconnection site, respectively. In other words, he obtained:

f .p/ / p
�3r
r�1 ; (13.7)

where f .p/ is the particles distribution function as a function of their momentump.
Considering that only little energy is used to heat the plasma and the conversion is
essentially one of magnetic energy into kinetic energy, then the reconnection can be
very compressive, unless the outflow is significantly over pressured relative to the
environment. But, for a strongly magnetized inflow this is a very weak constraint
(Drury 2012). Thus one can expect in general large values of the compression ratio,
possibly larger than the value four usually assumed for adiabatic shocks. For large
values of r one finds f .p/ / p�3, or:

N.E/ / E�1 (13.8)

which is a power-law spectrum much harder than the one obtained above by
GL05, but confirms their prediction that a rather efficient first-order Fermi particle
acceleration process can take place in magnetic reconnection sites.
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The considerations above also allow one to estimate the acceleration time-scale
due to reconnection, which is a straightforward generalization of the result for shock
acceleration as well.

The simplest way to evaluate the acceleration time is by setting the energy of
the accelerated particle E equal to e.VR=c/Bz, where z is the distance travelled by
the particle along the current sheet (normal to the magnetic field direction) while
being accelerated by the effective electric field .VR=c/B . The acceleration time is,
therefore (e.g. Speiser 1965; Giannios 2010)

tacc ' z=c ' E

eVRB
: (13.9)

This acceleration time scale is similar to that for shock acceleration, and the
constraints on maximum energy due to the finite age and size of the reconnection
region will thus be comparable to those in shock acceleration.

A simple way to estimate the maximum energy that a particle can achieve is by
realizing that it can no longer be confined within the reconnection region when its
Larmor radius becomes larger than the thickness of the reconnection layer lrec . This
implies that:

Emax ' eclrecB (13.10)

It should be noticed that Drury’s model above (Drury 2012) predicts that the
acceleration within reconnection sites requires, as in shocks, a large compression
ratio in order to be efficient. However, according to the discussion in the previ-
ous section (see also the following sections), the requirement for the magnetic
reconnection acceleration process to proceed efficiently is to keep the accelerated
particles within contracting magnetic loops. This requires constraints on the particle
diffusivity specially perpendicular to the magnetic field direction. The subtlety of
this point is related to the fact that while in the first-order Fermi acceleration in
shocks compression is important, the acceleration via reconnection is applicable
also to incompressible fluids. Thus, unlike shocks, not the entire volume has to
shrink by compression in order to the acceleration to occur, but the volume of the
magnetic flux tube. If the perpendicular diffusion of the particles to the magnetic
field is large they may decouple from the magnetic field. Indeed, it is easy to see that
as long as the particles in the magnetic flux rope, as depicted in Fig. 13.1, bounce
back and forth between the converging mirrors they will be accelerated. However,
if these particles leave the flux rope too fast, they may start bouncing between the
magnetic fields of different flux ropes which may sometimes decrease their energy,
thus favouring a second order rather than a first-order Fermi process. Thus it is
important that the particle diffusion parallel and perpendicular to the magnetic field
stays different. Particle anisotropy which arises from particle preferentially being
accelerated in the parallel direction must be significant. In the next section where
we depict results of numerical simulations of particle acceleration by magnetic
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reconnection, the evolution of both particles’ velocity components is tracked
separately in order to stress this point.

In the case of laminar reconnection sites (i.e., with no turbulence), as in a Sweet-
Parker model for reconnection (or as in the model above; see also Sect. 13.3.4), the
scales can be much smaller compared to shock structures. This will lead to lower
maximum energies (the dominant limiting loss process being diffusion out of the
sides of the reconnection region). This means that the models developed above
apply only if the particle diffusion length scale in the inflow is small compared
to its lateral extent. Thus they may only apply in a restricted energy range which
should be contrasted with the case of shock acceleration where the scale separation
is, in general, much larger. Nevertheless, when turbulence is present within the
reconnection site, this will make the reconnection volume much larger (Lazarian
and Vishniac 1999; Kowal et al. 2009, 2011, 2012) and therefore, this process can
be competitive to shock acceleration, as we will see below.

13.3 Particle Acceleration in Reconnection Sites:
Numerical Studies

As discussed in the previous section, magnetic reconnection results in shrinking
of magnetic loops between two converging magnetic fluxes of opposite polarity
and the charged particles entrained over the magnetic loops are accelerated (see
Fig. 13.1). In this section we discuss the results of numerical studies that confirm
these predictions.

In what follows, we consider different domains of magnetic reconnection which
were modelled by solving the isothermal MHD equations numerically in a uniform
mesh using a Godunov-type scheme (Kowal et al. 2009, 2011, 2012).

In order to integrate the test particle trajectories a data cube obtained from the
MHD models is frozen in time and then 10,000 test particles are injected in the
domain with random initial positions and directions and with an initial thermal
distribution. For each particle the relativistic equation of motion is solved

d

dt
.�mu/ D q .E C u � B/ ; (13.11)

where m, q and u are the particle mass, electric charge and velocity, respectively,
E and B are the electric and magnetic fields, respectively, � 
 �

1 � u2=c2
��1

is the
Lorentz factor, and c is the speed of light. The electric field E is taken from the
MHD simulations

E D �v � B C �J; (13.12)

where v is the plasma velocity, J 
 r � B is the current density, and � is the Ohmic
resistivity coefficient. The resistive term above can be neglected because its effect on
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particle acceleration is negligible (Kowal et al. 2011). These studies do not include
the particle energy losses, so that particles gain or loose energy only through the
interactions with the moving magnetized plasma.

We note that since we are focusing on the acceleration process only, very simple
domains can be considered which represent only small periodic boxes of entire
magnetic reconnection or turbulent sites. For this reason, the typical crossing time
through the box of an injected thermal particle is very small and it has to re-enter the
computational domain several times before gaining significant energy by multiple
scatterings. Thus, whenever a particle reaches the box boundary it re-enters in the
other side to continue scattering (Kowal et al. 2012).

13.3.1 Particle Acceleration in 2D Domains

Figure 13.2 presents an evolved 2D MHD configuration with eight Harris current
sheets in a periodic box (Kowal et al. 2011) (see also Drake et al. 2010). The initial
density profile is such that the total (gas plus magnetic) pressure is uniform. Random

Fig. 13.2 Topology of the magnetic field represented as a gray texture with semi-transparent color
maps representing locations where the parallel and perpendicular particle velocity components
are accelerated for a 2D model with Bz D 0:0 at time 6:0 in the code units. The red and
green colors correspond to regions where either parallel or perpendicular acceleration occurs,
respectively, while the yellow color shows locations where both types of acceleration occur. The
parallel component increases in the contracting islands and in the current sheets as well, while
the perpendicular component increases mostly in the regions between current sheets. White boxes
show regions that are more carefully analyzed in Kowal et al. (2011) paper. The simulation was
performed with the resolution 8;192 � 4;096. Ten thousand test particles were injected in this
snapshot with the initial thermal distribution with a temperature corresponding to the sound speed
of the MHD model. (From Kowal et al. 2011)
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Fig. 13.3 The case of a shrinking island where the particles accelerate efficiently. It corresponds
to region R1 of Fig. 13.2. The left panel shows the trajectory of a single test proton trapped in this
contracting island. We see two small magnetic islands on both sides of the central elongated island
which are merging with it. This process results in the contraction of the central island. The right
panel shows the exponential increase of the particle energy. The proton orbiting around the center
of the magnetic island increases its energy increment after each orbit. (Extracted from Kowal et al.
2011)

weak velocity fluctuations were imposed to this environment in order to enable
spontaneous reconnection events and the development of the magnetic islands.

Figure 13.2 clearly shows the merging of islands in some locations and the
resulting stretching or shrinking which provides appropriate conditions for particle
acceleration. KGL11 (Kowal et al. 2011) find that an increase of the parallel
velocity component is mostly observed within shrinking islands and in current
sheets (see the red and yellow zones in Fig. 13.2), while the increase of the
perpendicular component is observed mostly near and within stretching islands and
between current sheets (see the green and yellow zones in Fig. 13.2). This complex
behavior is related to the degree of island deformation and the particle direction and
speed. Within contracting magnetic islands or current sheets the particles accelerate
predominantly through the first order Fermi process, as previously described, while
outside of the current sheets and the islands the particles experience mostly drift
acceleration due to magnetic fields gradients (Kowal et al. 2011). In Fig. 13.3 the
first of these effects is zoomed in an example of a single test proton which is trapped
in a shrinking island and is accelerated. Its parallel speed increases while the gyro
rotation slows down. This results in an exponential growth of the kinetic energy of
the particle (as shown in the right panel).

Similar results were found in 2D collisionless pair plasma PIC simulations
(Drake et al. 2010; Zenitani and Hoshino 2001; Cerutti et al. 2013). In such cases,
reconnection is fast because it is facilitated by the two-fluid (Hall) effects and/or
anomalous resistivity and exhibit a Petschek-like (1964) structure (Birn et al. 2001;
Yamada et al. 2010, 2006; Shay et al. 1998, 2004).

This implies that the first-order Fermi acceleration process within shrinking
islands is not restricted to collisionless physics or kinetic effects as previously
suggested and described by PIC simulations (e.g. Drake et al. 2006, 2010 and
references therein). This acceleration mechanism in reconnection sites works also
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in collisional plasmas, under the MHD approximation, as shown above and, in fact,
MHD codes present an easier way to study the physics of particle acceleration
numerically.

13.3.2 Acceleration Near and Within Current Sheets

In the current sheet zones (regions R4–R6 of Fig. 13.2) we can also identify a first
order Fermi acceleration due to simple particle scattering between the converging
flows entering both sides of the current sheet (or even in merging/shrinking islands
which are just forming there), as described in de Gouveia Dal Pino and Lazarian
(2005).

In zones above and below the current sheets particles possibly experience
predominantly a drift acceleration driven by non-uniformities of the magnetic field
(e.g., Melrose 2009). Generally, this effect is less efficient than the first order Fermi
process in merging/contracting islands and results in smaller acceleration rates. The
origin of this effect is due to the net work done on a charge by the Lorentz force
(Eq. (13.12)) in a zone of non-uniform large scale magnetic field. The principal
equation governing this is the scalar product of the particle velocity (or momentum)
and the acceleration by the convective electric field, �v � B. In uniform magnetic
fields, the energy gain and loss acquired during a gyroperiod exactly cancel, so in
result no net work is done,�W D 0.

Figure 13.4 zooms in the details of the acceleration of a test particle near and
within a single (Sweet-Parker shaped; see also Sect. 13.3.4) current sheet. Before
the particle reaches the current sheet discontinuity it is drifted by the plasma inflow

Fig. 13.4 The case of acceleration near and within a single current sheet with a Sweet–Parker
configuration like region (R6 in Fig. 13.2). The left panel shows the trajectory of a test proton
approaching the diffusion region. The color of the trajectory corresponds to the particle energy
(which increases from red to yellow and then finally to white when the particle reaches the current
sheet). The right panel shows the evolution of the particle energy. In the model of Sweet–Parker
reconnection presented in this figure we used explicit large resistivity coefficient � D 10�3 in
order to make reconnection fast. The grid size in the model was set to �x D 1=1024. (Extracted
from Kowal et al. 2011)
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and the increasing gradient of B as it approaches the current sheet. When it enters
the discontinuity (the white part of the trajectory in the left panel), it bounces back
and forth several times and gains energy (which increases exponentially as shown in
the right panel of Fig. 13.4) due to head-on collisions with the converging flow, on
both sides of the magnetic discontinuity, in a first order Fermi process, as described
in GL05 degouveia05. At the same time it drifts along the magnetic lines which
eventually allow it to escape from the acceleration region. Therefore, we see two
mechanisms: a drift acceleration (dominating outside of the current sheet) and first
order Fermi acceleration inside the current sheet. These processes naturally depend
on the initial particle gyroradius, since it determines the amount of time the particle
remains in the acceleration zone before escaping.

13.3.3 2D Versus 3D simulations

The results presented in the previous sections were obtained for 2D models without
a guide field. This means that in this case the magnetic lines creating the islands
are closed and a charged particle can be trapped indefinitely in such an island.
The presence of a guide field normal to the plane of Fig. 13.2 opens the magnetic
loops and allows the charged particles to travel freely in the out-of-plane direction.
Moreover, the islands evolve much slower in the presence of a strong guide field.

Figure 13.5 depicts the time evolution of the kinetic energy of the particles which
have their parallel and perpendicular (red and blue points, respectively) velocity
components accelerated for three models of reconnection. The kinetic energy is
normalized by the proton rest mass value, i.e., it is actually � � 1/ that is plotted,
where � is the Lorentz factor. In the 2D model without a guide field (as in the
models studied in the previous section) there is an exponential growth of energy
mostly due to the acceleration of the parallel component which stops after the
energy reaches values of 103–104. From that level on, particles accelerate their
perpendicular component only with smaller linear rate in a log–log diagram. In the
2D model with a weak guide field Bz D 0:1 normal to the plane of Fig. 13.2, there
is also an exponential acceleration of the parallel velocity component, but due to
the presence of the weak guide field, this component accelerates further to higher
energies at a similar rate as the perpendicular one. This implies that the presence
of a guide field removes the restriction seen in the 2D model without a guide field
and allows the particles to increase their parallel velocity components as they travel
along the guide field, in open loops rather than in confined 2D islands. This result
is reassured by the 3D model in Fig. 13.5, where no guide field is necessary as the
MHD domain is fully three-dimensional. In this case, we clearly see a continuous
increase of both components, which suggests that the particle acceleration behavior
changes significantly when 3D effects are considered, i.e. where open loops replace
the closed 2D reconnecting islands.

With the parametrization considered, the gyroradius of a proton becomes com-
parable to the size of the box domain when its Lorentz factor reaches a value of a
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Fig. 13.5 Kinetic energy evolution of a group of 104 protons in 2D models of reconnection
with a guide field strength Bz=0.0 and 0.1 (top and middle panels, respectively). In the bottom
panel a fully 3D model with initial Bz=0.0 is presented. The colors show how the parallel (red)
and perpendicular (blue) components of the particle velocities increase with time. The contours
correspond to values 0.1 and 0.6 of the maximum number of particles for the parallel and
perpendicular accelerations, respectively. The energy is normalized by the rest proton mass energy.
The background magnetized flow with multiple current sheet layers is at time 4.0 in Alfvén time
units (t D L=VA, where L is the size of the computational domain and VA is the Alfvén speed
corresponding to the initial magnetic field in the system) for all models. (From Kowal et al. 2011)
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few times 104. The largest islands in the system can have sizes of a few tenths of the
size of the box. These rough estimates help us to understand the energy evolution
in Fig. 13.5. In the case with no guide field (top panel of Fig. 13.5), the exponential
parallel acceleration stops right before the energy value 104 is reached. After this,
the rate of acceleration significantly decreases. This occurs because the Larmor
radius of the particles has become larger than the sizes of biggest islands. Therefore,
from this level on the particles cannot be confined anymore within the islands and
the first order Fermi acceleration ceases. After that, there is a much slower drift
acceleration (of the perpendicular component only) caused by the gradients of the
large scale magnetic fields and acceleration between islands. If a guide field is
inserted in such a system (as in the model of the middle panel of Fig. 13.5), the
picture is very similar. However, since the particles are now able to travel along the
guide field, their parallel velocity component also continues to increase after the 104

threshold. Of course, in the 3D model, the particles follow the same trend (bottom
panel of Fig. 13.5).

While in two dimensional MHD models without a guide field the parallel
acceleration saturates at some level, in the presence of an out-of-plane guide field or
in three dimensional models this saturation effect is removed.

13.3.4 Acceleration in 3D Sweet-Parker Reconnection

In the Sweet–Parker model of reconnection of two large scale magnetic fluxes of
opposite polarity (Sweet 1958; Parker 1957), the speed of reconnection, i.e. the
speed at which two inflowing magnetic field lines annihilate by ohmic dissipation,
is roughly �=�, where � is the width of the current sheet discontinuity (Fig. 13.1)
and � is the Ohmic magnetic resistivity. The entrained plasma follows the local
field lines and exits through the edges of the current sheet at roughly the Alfvén
speed, VA 
B=.4	
/1=2, where 
 is the local density. Thus using momentum
flux conservation it is easy to demonstrate that the resulting reconnection speed
is a tiny fraction of the Alfvén speed, or VR �VAS

�1=2, where S DLVA=� is the
Lundquist number andL is the length of the current sheet. Due to the typically huge
astrophysical sizes of the reconnection sites, S is also huge for Ohmic diffusivity
values (e.g., for the interstellar medium, S � 1016) and this makes the Sweet–Parker
reconnection very slow. However, observations require a reconnection speed close
to VA in several circumstances (e.g., in solar flares). A way to speed up reconnection
is to invoke plasma instabilities, as for instance, the stream instability which makes
resistivity anomalously large in the relation above (Parker 1979). Another way is
to consider the presence of turbulence in the current sheet (Lazarian and Vishniac
1999), a process that will be described in Sect. 13.3.5.

In the model shown in the top of Fig. 13.6, KGL12 (Kowal et al. 2012)
investigated the acceleration of thousands of particles in a Sweet–Parker current
sheet but, in order to make reconnection fast, they employed a diffusivity coefficient
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Fig. 13.6 Left column: Particle kinetic energy distributions for 10,000 protons injected in the
Sweet–Parker reconnection (top), fast magnetic reconnection (middle), and purely turbulent
(bottom) domains. The colors indicate which velocity component is accelerated (red or blue
for parallel or perpendicular, respectively). The energy is normalized by the rest proton energy.
Subplots show the particle energy distributions at t D 5:0. Right column: XY cuts through the
domain at Z D 0 of the absolute value of current density jJj overlapped with the magnetic vectors
for the Sweet–Parker reconnection (top), fast reconnection (middle), and purely turbulent domains
(bottom). For the top and middle models with large scale current sheets it was employed B0z D 0:1,
� D 10�3, and a resolution 256 � 512 � 256, while for the bottom pure turbulent model it was
employed B0z D 0:2 and a resolution 128� 256� 128. (From Kowal et al. 2012)

� D 10�3 expressed in code units which, due to the numerical diffusivity, is several
orders of magnitude larger than the typical Ohmic diffusivity in astrophysical
environments and besides, makes the Sweet–Parker reconnection in the simulation
efficient. The time evolution of the energy distribution for the accelerating particles
is shown for this model in the top left panel of Fig. 13.6. Initially, the perpendicular
acceleration dominates, because the volume in which particles are injected is much
larger than the current sheet. The perpendicular acceleration, due to a drift of the
magnetic flux, starts before the particles reach the reconnection region (Kowal et al.
2011). The distribution of particles does not change significantly until t D 1:0. Then,
a rapid increase in energy by roughly four orders of magnitude appears for a fraction
of particles. We observe a big gap between the energy levels before and after these
acceleration events, which is also evident in the particle energy spectrum depicted
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in the subplot of the same diagram. The events are spread in time because particles
gain substantial energy at different instants when crossing the current sheet. The
energy growth during this stage is exponential. This is clearly due to the first-order
Fermi acceleration process, as stressed before (de Gouveia Dal Pino and Lazarian
2005; Kowal et al. 2011, 2012) and already shown in Fig. 13.4. We note that, as
in Fig. 13.5, the particles accelerate at smaller rates after reaching the energy level
�104, because the thickness of the acceleration region becomes smaller than their
Larmor radii and this is consistent with the predictions of Eq. (13.11).

Although the Sweet–Parker model with an artificially enhanced resistivity results
in a predominantly first-order Fermi acceleration, only a small fraction of the
injected particles is trapped and efficiently accelerated in the current sheet (see the
energy spectrum of the accelerated particles in the bottom right of Fig. 13.6). This
is because the acceleration zone is very thin.

13.3.5 Acceleration in 3D Reconnection Sites with Turbulence

As remarked before, Lazarian and Vishniac (1999) (see also the Chapter by
Lazarian in this book) proposed a model for fast reconnection that does not
depend on the magnetic diffusivity (see also Eyink et al. 2011). Given the fact
that MHD turbulence is ubiquitous in astrophysical environments, this may be a
universal trigger of fast reconnection. The predictions of this model have been
tested successfully by numerical simulations (Kowal et al. 2009, 2012) which
confirmed that the reconnection speed is of the order of the Alfvén speed and
independent of resistivity. An important consequence of fast reconnection by
turbulent magnetic fields is the formation of a thick volume filled with small scale
magnetic fluctuations. In order to test the acceleration of particles within such a
domain, KGL12 (Kowal et al. 2012) introduced turbulence within a current sheet
with a Sweet–Parker configuration (as described in the previous paragraph) and
followed the trajectories of 10,000 protons injected in this domain.

The middle left panel of Fig. 13.6 shows the evolution of the kinetic energy of
the particles in this case. After injection, a large fraction of test particles accelerates
and the particle energy growth occurs earlier than in the Sweet–Parker case (see also
the energy spectrum at t D 5 in the detail at the bottom right of the same diagram).
This is explained by a combination of two effects: the presence of a large number
of converging small scale current sheets and the broadening of the acceleration
region due to the turbulence. Here, we do not observe the gap seen in the Sweet-
Parker reconnection, because particles are continually accelerated by encounters
with several small and intermediate scale current sheets randomly distributed in the
thick volume. The acceleration process is clearly still a first order Fermi process,
as in the Sweet–Parker case, but more efficient as it involves larger number of
particles, since the size of the acceleration zone and the number of scatterers have
been naturally increased by the presence of turbulence.



390 E.M. de Gouveia Dal Pino and G. Kowal

An inspection of the particle spectrum in the subplot of the middle panel of
Fig. 13.6 at t=5 c.u. reveals already the formation of a power law spectrumN.E/ �
E�1 in the energy range E=mpc

2 � 10 � 103, where mp is the proton mass. This
power law index is compatible with former results obtained from collisionless PIC
simulations (e.g., Zenitani and Hoshino 2001).

13.3.6 Acceleration by Reconnection in Pure 3D Turbulent
Environments

The bottom left panel of Fig. 13.6 shows the kinetic energy evolution of accelerated
particles in a domain with turbulence only, i.e., without large scale magnetic flux
tubes and thus no large scale current sheet. This could be the situation in typical
diffuse MHD environments like the interstellar, the intracluster and intergalactic
media. One of the fundamental points of the Lazarian & Vishniac theory (Lazarian
and Vishniac 1999) is the fact that whenever there is MHD turbulence, there will
be fast reconnection of the turbulent magnetic field lines from the injection to
the dissipation scales of the turbulence (Lazarian et al. 2011; Santos-Lima et al.
2010, xxxx,x; Leão et al. 2013). Therefore, particles will be able to accelerate while
trapped within these multiple current sheets at all scales.

We see in Fig. 13.6 that the acceleration is less efficient at the beginning and a
much smaller fraction of particles is accelerated than when a large scale current
sheet is present, as in the middle panel of Fig. 13.6. In the later case, the converging
flow on both sides of the large scale current sheet brings approaching scattering
centres that undergo only head-on collisions with the particles allowing a continuous
growth of the particle energy until the saturation level. In pure turbulence, however,
the absence of a large scale converging flow results in a random particle scattering
into both approaching and receding small scale magnetic fluctuations (although at
a smaller rate), so that the overall acceleration is possibly a second-order Fermi
process.

It should be also remarked that earlier studies of particle acceleration in pure 3D
MHD turbulent environments have already identified the development of stochastic
acceleration and a power-law tail in the energy spectrum of the accelerated particles
(see e.g., Dmitruk et al. 2003).

13.4 Discussion and Conclusions

Advances both in the understanding of magnetic reconnection in the MHD regime
and improvement on high energy observations have lately motivated the studies
of particle acceleration in reconnection sites of astrophysical sources and environ-
ments.
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In this Chapter, we reviewed particle acceleration in 2D and 3D (collisional)
MHD domains of magnetic reconnection. It has been shown that particles can be
efficiently accelerated by reconnection through a first order Fermi process within
large scale current sheets (built up by large scale converging magnetic fluxes),
specially when local turbulence is present. The later makes the reconnection fast
(Lazarian and Vishniac 1999) and the volume of the accelerating zone thick (Kowal
et al. 2011, 2012). The particles trapped within the current sheet suffer several head-
on scatterings with the contracting magnetic fluctuations as originally predicted by
GL05 (de Gouveia Dal Pino and Lazarian 2005) (see also Drake et al. 2006) and
undergo an exponential growth in their kinetic energy, as demonstrated numerically
by KGL11 (Kowal et al. 2011) and KGL12 (Kowal et al. 2012). In a Sweet–Parker
configuration (with the reconnection speed made artificially large by numerical
diffusion) the acceleration rate is slightly smaller because of the thinner current
sheet, but it is also a first-order Fermi process. In contrast, in pure 3D turbulent
environments (with no large scale current sheets), particles with gyroradii smaller
than the injection scale of the turbulence are accelerated through a second order
Fermi process while interacting with both approaching and receding small scale
turbulent current sheets. This process can be particularly important for cosmic ray
acceleration in diffuse turbulent environments like the interstellar, intracluster and
intergalctic media, while the first order Fermi acceleration in large scale current
sheets can be relevant particularly in stellar coronae, compact sources (like the
accretion disk coronae in AGNs, microquasars, etc.; see Fig. 13.7 as an illustrative
example), and highly magnetized flows (like AGN, microquasar and GRB jets).

It has been also shown that the acceleration within fast reconnection sites works
both, in collisionless and collisional (especially in the presence of turbulence)
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Fig. 13.7 From left to right the figure shows: the HST image of M87 AGN; a schematic
representation of the expected magnetic field structure around the accretion disk and the central
black hole (as in de Gouveia Dal Pino and Lazarian 2005); a schematic representation of the
reconnection zone with the two converging magnetic fluxes of opposite polarity as in a Sweet–
Parker configuration approaching each other with a reconnection speed VR D Vrec, and a 3D MHD
simulation of magnetic reconnection with turbulence injected within the current sheet to make
reconnection fast (as in Kowal et al. 2012)
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environments. The acceleration by magnetic reconnection in the 2D collisional
MHD regime (Kowal et al. 2011, 2012) successfully reproduces the results obtained
with (collisionless) 2D PIC codes (e.g. Drake et al. 2010). This proved that the
acceleration in reconnection regions is a universal process which is not determined
by details of the plasma physics or kinetic effects. However, in the collisional case,
only the injected particles with Larmor radii near the MHD scales are effectively
accelerated. This injection problem can be solved using hybrid codes able to resolve
both the kinetic and the MHD scales.

It should be noticed that Onofri et al. (2006) also investigated particle accelera-
tion in MHD reconnection regimes. However, they concluded that MHD would not
be a good approximation to describe the process of acceleration by reconnection.
This is because their 3D numerical simulations were performed in a fully resistive
MHD regime. Therefore, they obtained an efficient particle acceleration due to
the high electric field induced by the resistivity term only (see Eq. 13.11) and an
absorption of most of the available magnetic energy by the electrons in a very
small fraction of the characteristic time of the MHD simulation. This led them to
conclude that resistive MHD codes are unable to represent the full extent of particle
acceleration in 3D reconnection. KGL11 and KGL12 (Kowal et al. 2011, 2012)
on the other hand, explored particle acceleration in a nearly ideal MHD regime
where only small numerical resistivity was present. In this case, the contribution
of a resistivity induced electric field is negligible when compared to the advection
component, namely, the electric field resulting from the plasma motion in the
magnetized medium, �v � B.

It has been also demonstrated that the acceleration of energetic particles in 2D
and 3D reconnection domains shows substantial differences (Kowal et al. 2011).
This calls for focusing on realistic 3D geometries of reconnection. The numerical
studies (Kowal et al. 2011, 2012) have also revealed that apart from the first
order Fermi acceleration, additional less efficient acceleration processes, like drift
acceleration due to non-uniform magnetic fields and second order Fermi, also
interfere in the process (see also Dmitruk et al. 2003).

All these numerical studies of particle acceleration have neglected the time
evolution of the MHD environment. This is in general valid since this is much longer
than the particle time scales. In fact, when considering, for instance, the acceleration
within large scale current sheets with turbulence, particles are accelerated by
magnetic fluctuations in the turbulent field and interact resonantly with larger and
larger structures as their energy increases due to the scatterings. In a steady state
turbulent environment, as considered here, particles will see on average the same
sort of fluctuation distribution, so that after several Alfvén times, one should expect
no significant changes in the particle spectrum due to the evolution of the large
scale MHD environment (del Valle et al. 2014). Nonetheless, this evolution may
be important when considering more realistic non-steady environments and when
calculating real spectra and loss effects (e.g. Lehe et al. 2009; Khiali et al. 2014). It
may be also relevant when considering the (second order Fermi) acceleration in pure
turbulent environments (as in Fig. 13.6, bottom panel). In this case, electric fields
arising from slow modes (betatron acceleration) can be relevant to the acceleration
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process making it twice as larger since the betatron term @B=@t contributes as much
as the electric field term (Eq. (13.11)) in the second order process. In forthcoming
studies when considering more realistic non-steady environments, MHD data cubes
varying in time should be used specially in pure turbulent studies.

It should be remarked also that the collisional MHD simulations shown here
focussed on proton acceleration. Although applicable to electrons too, the numerical
integration of the electron trajectories is much longer. Nevertheless, such tests are
also needed. In particular, it has been suggested that in electron-positron plasmas
the pairs could annihilate in compressed reconnection sheets (Drury 2012), so that
this could influence the acceleration by reconnection, e.g., in pulsar winds and
relativistic jets in general.

13.4.1 Analytical Predictions Versus Numerical Simulations

It has been seen that analytical studies of the first order Fermi process in large scale
current sheets predict that (de Gouveia Dal Pino and Lazarian 2005; Drury 2012):
(1) the acceleration rate is similar to that for shock acceleration; and (2) the energy
power law spectrum of the accelerated particles can be even harder (Drury 2012)
than the one predicted for shock acceleration and independent on the reconnection
velocity (de Gouveia Dal Pino and Lazarian 2005). These predictions, although
based on very simplified assumptions can be, in principle, tested with numerical
simulations. However, a larger parametric space considering, e.g., different ratios
between the initial Alfvén (or reconnection) speed and the light speed, and different
amplitudes of the injected turbulence (which speeds up reconnection within the
large scale current sheet) must be still performed in order to assess the sensitivity
of both the acceleration rate and the particle spectrum to the physical conditions in
the reconnection domain. Results from collisional MHD numerical simulations with
injection Alfvén velocities in the range vA=c � 1=1000 � 1=5 (Kowal et al. 2011,
2012; del Valle et al. 2014), indicate that the acceleration time is nearly independent
of the initial Alfvén (and reconnection) speed and is given by tacc � E0:4 (this is
directly derived from diagrams as in Figs. 13.5 and 13.6). This is initially longer
than the estimated time by Eq. (13.9), but becomes comparable to it as the particles
approach the maximum energy value that they can reach in the acceleration zone
(del Valle et al. 2014). As we have seen, this maximum energy is attained when the
particle Larmour radius becomes comparable to the size of the acceleration zone.

The determination of the dependence of the energy spectral index and the
fraction of accelerated particles at high energies with the initial and the boundary
conditions is more complex (see Fig. 13.6) and requires further numerical studies,
particularly considering the effects of particle feedback. So far, the results of particle
acceleration in 3D MHD reconnection sites indicate a hard power law spectrum
N.E/ � E�1 (Kowal et al. 2011, 2012; see Sect. 3). This is comparable with results
obtained from 2D collisionless PIC simulations considering merging islands (for
which an energy power-law index � .�1:5/ has been found; Drake et al. 2010),
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or X-type Petschek’s configurations (e.g., Zenitani and Hoshino 2001, for which an
energy power-law index � .�1/ has been obtained).

13.4.2 Particle Acceleration in Relativistic Domains
of Reconnection

In this review, we discussed mostly Fermi acceleration considering non-relativistic
reconnection environments, that is, generally assuming VR smaller than the light
speed. This seems to be appropriate in the solar (or stellar) corona and wind and in
the Earth magnetotail where this mechanism has been more extensively explored.
However, in systems like, e.g, the very near surrounds of black holes and pulsars,
vA � c and thus, since in fast reconnection VR must approach vA, reconnection itself
may become relativistic in such domains. There has been some advancement in
relativistic reconnection studies too. The theoretical grounds have been established
by a number of authors (Romanova and Lovelace 1992; Blackman and Field 1994;
Lyubarsky 2005; Lyutikov 2003; Jaroschek et al. 2004; Hesse and Zenitani 2007;
Zenitani and Hoshino 2008; Zenitani et al. 2009; Komissarov 2007; Coroniti 1990;
Lyubarsky and Kirk 2001; see also Uzdensky (2011) and references therein for a
review and the chapter by Lazarian et al. in this volume). Essentially, it has been
realized that Sweet–Parker reconnection in the relativistic regime is slow, as in the
non-relativistic regime, while 2D X-point Petschek’s reconnection predicts a fast
rate as in the non-relativistic domain (Lyubarsky 2005). The numerical advances in
relativistic reconnection have been performed so far only for 2D collisionless X-
point Petschek’s configurations by means of PIC simulations of pair plasmas, but
have confirmed the results of the analytical theory. In such relativistic collisionless
electron-positron pair plasmas, the investigation of relativistic particle acceleration
is almost straightforward. Studies by, e.g., Zenitani and Hoshino (2001) have
revealed results which are compatible with those of acceleration in non-relativistic
reconnection.

However, studies of particle acceleration in the collisional relativistic MHD
regime (RMHD) are still in their childhood. As an example, Fig. 13.8 shows
very preliminary results of simulations of 10,000 test particles injected in a 2D
relativistic MHD jet system as in (Kowal et al. 2012). The colors highlight the
regions where particles are being accelerated, mostly through first order Fermi, to
relativistic energies both behind shocks and within magnetic reconnection islands.
The comparison between the acceleration rate diagrams on the right hand side of
this figure suggests that both mechanisms are competitive.

These results are encouraging and may have rather important consequences
on particle acceleration and high energy emission processes in microquasars,
pulsar winds, AGNs, and GRBs and demand further extensive investigation. The
assessment of the role of this mechanism in modelling flares in the spectrum
of compact sources is also in order (de Gouveia Dal Pino and Lazarian 2005;
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Fig. 13.8 Two-dimensional relativistic-MHD jet. Left diagrams: top panel depicts the topology of
the magnetic field represented as gray texture for a 2D relativistic jet at t D 80:0 in code units
with initial uniform longitudinal magnetic field corresponding to a ratio between the gas pressure
and the magnetic pressure ˇ D 1=300, a density ratio between the jet and the ambient medium
0:01; a jet Mach number Mj D 6:0, and a Lorentz factor � D 10:0. The left middle and bottom
panels show the same diagram but with superimposed semi-transparent color maps representing
locations where the parallel and perpendicular particle velocity components are accelerated. The
red and green colors correspond to regions where either parallel or perpendicular acceleration
occurs, respectively, while the yellow color shows locations where both types of acceleration occur.
The top left panel clearly depicts the large scale features typically seen in 2D jet simulations,
i.e., the bow shock at the head where the light jet beam impacts supersonically a much denser
environment, and internal shocks (or knots) all along the beam which are driven by the pinch mode
of the Kelvin–Helmholtz (K-H) instability. We also identify a more turbulent cocoon enveloping
the beam which is formed by the mixing of the shocked ambient and jet gas. Magnetic islands can
be clearly distinguished in this region. The left middle panel depicts only the accelerated particles
within the beam and in the bow shock region, while the bottom left panel depicts the particles which
are accelerated mostly in the surrounding cocoon. The right diagrams show the acceleration rates:
the top one corresponds to the middle left panel, i.e., to the acceleration regions within the beam
and the bow shock and therefore, is dominated by first order Fermi acceleration behind shocks;
and the bottom right panel corresponds to the bottom left panel, i.e., to the acceleration mostly
in magnetic islands and thus is dominated by first order Fermi due to magnetic reconnection. The
simulation was performed with a resolution 8;192�4;096. Ten thousand test particles were injected
in this snapshot with an initial thermal distribution with a temperature corresponding to the sound
speed of the relativistic-MHD model

de Gouveia Dal Pino et al. 2010a,b; Drury 2012). For instance, in recent work
Cerutti et al. (2013) performed 2D PIC collisionless reconnection simulations of
ultra-relativistic pair plasmas considering the effects of radiation reaction on the
particles. They detected several features of first order Fermi particle acceleration
in their simulations that had been already revealed in non-relativistic simulations
(e.g. Kowal et al. 2011, 2012), but were also able to reproduce the observed



396 E.M. de Gouveia Dal Pino and G. Kowal

spectral energy distribution of the Crab nebula flares. Another recent study have
demonstrated that the acceleration by magnetic reconnection can be more efficient
than shock acceleration in the surrounds of galactic black holes (microquasars) and
reproduce the observed high energy spectral distribution of sources like Cyg X-1
and Cyg X-3 (Khiali et al. 2014). In fact, acceleration by magnetic reconnection
seems to have a major role in the surrounds of a broad range of black hole sources
(from microquasars to low luminous AGNs) (de Gouveia Dal Pino et al. 2010a;
Kadowaki and de Gouveia Dal Pino 2014).

Finally, particles accelerated in domains of reconnection, particularly in pure
turbulent regions, may be available as seed populations for further first order Fermi
shock or magnetic reconnection acceleration in these different systems.

To summarize, magnetic reconnection is now recognized as an essential process
not only in the solar system but also beyond it, in a large number of astrophysical
sources, including turbulent environments which in turn, are ubiquitous. In this
situation the acceleration of particles by reconnection may play a vital role, the
importance of which should be evaluated with further extensive research.
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Chapter 14
Interstellar MHD Turbulence and Star
Formation

Enrique Vázquez-Semadeni

Abstract This chapter reviews the nature of turbulence in the Galactic interstellar
medium (ISM) and its connections to the star formation (SF) process. The ISM
is turbulent, magnetized, self-gravitating, and is subject to heating and cooling
processes that control its thermodynamic behavior, causing it to behave approx-
imately isobarically, in spite of spanning several orders of magnitude in density
and temperature. The turbulence in the warm and hot ionized components of the
ISM appears to be trans- or subsonic, and thus to behave nearly incompressibly.
However, the neutral warm and cold components are highly compressible, as a
consequence of both thermal instability (TI) in the atomic gas and of moderately-
to-strongly supersonic motions in the roughly isothermal cold atomic and molecular
components. Within this context, we discuss: (1) the production and statistical
distribution of turbulent density fluctuations in both isothermal and polytropic
media; (2) the nature of the clumps produced by TI, noting that, contrary to
classical ideas, they in general accrete mass from their environment in spite of
exhibiting sharp discontinuities at their boundaries; (3) the density-magnetic field
correlation (and, at low densities, lack thereof) in turbulent density fluctuations, as a
consequence of the superposition of the different wave modes in the turbulent flow;
(4) the evolution of the mass-to-magnetic flux ratio (MFR) in density fluctuations
as they are built up by dynamic compressions; (5) the formation of cold, dense
clouds aided by TI, in both the hydrodynamic (HD) and the magnetohydrodynamic
(MHD) cases; (6) the expectation that star-forming molecular clouds are likely to
be undergoing global gravitational contraction, rather than being near equilibrium,
as generally believed, and (7) the regulation of the star formation rate (SFR) in such
gravitationally contracting clouds by stellar feedback which, rather than keeping the
clouds from collapsing, evaporates and disperses them while they collapse.
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14.1 Introduction

The interstellar medium (ISM) of our galaxy (the Milky Way, or simply, The
Galaxy) is a mixture of gas, dust, cosmic rays, and magnetic fields that occupy the
volume in-between stars (e.g., Ferrière 2001). The gaseous component, with a total
mass � 1010Mˇ, may be in either ionized, neutral atomic or neutral molecular
forms, spanning a huge range of densities and temperatures, from the so-called
hot ionized medium (HIM), with densities n � 10�2 cm�3 and temperatures
T � 106 K, through the warm ionized and neutral (atomic) media (WIM and WNM,
respectively, both with n � 0:3 cm�3 and T � 104 K) and the cold neutral (atomic)
medium (CNM, n � 30 cm�3, T � 100K), to the giant molecular clouds (GMCs,
n >� 100 cm�3 and T � 10–20 K). These span several tens of parsecs across, and,
in turn, contain plenty of substructure, which is commonly classified into clouds
(n � 103 cm�3, size scales L of a few parsecs), clumps (n � 104 cm�3, L � 1 pc),
and cores (n >� 105 cm�3, L � 0:1 pc). It is worth noting that the temperature of
most molecular gas is remarkably uniform, � 10� 30K.

Moreover, the ISM is most certainly turbulent, as typical estimates of the
Reynolds number (Re) within it are very large. For example, in the cold ISM,
Re � 105–107 (Elmegreen and Scalo 2004; Sect. 4.1). This is mostly due to the
very large spatial scales involved in interstellar flows. Because the temperature of
the ISM varies so much from one type of region to another, so does the sound
speed, and therefore the turbulent velocity fluctuations are often moderately or even
strongly supersonic (e.g., Heiles and Troland 2003; Elmegreen and Scalo 2004; and
references therein). In these cases, the flow is significantly compressible, inducing
large-amplitude (nonlinear) density fluctuations. The density enhancements thus
formed constitute dense clouds and their substructure (e.g., Sasao 1973; Elmegreen
1993; Ballesteros-Paredes et al. 1999a).

In addition to being turbulent, the ISM is subject to a number of additional
physical processes, such as gravitational forces exerted by the stellar and dark
matter components as well as by its own self-gravity, magnetic fields, cooling by
radiative microscopic processes, and radiative heating due both to nearby stellar
sources as well as to diffuse background radiative fields. It is within this complex
and dynamical medium that stars are formed by the gravitational collapse of certain
gas parcels.

In this chapter, we focus on the interaction between turbulence, the effects of
radiative heating and cooling, which effectively enhance the compressibility of the
flow, the self-gravity of the gas, and magnetic fields. Their complex interactions
have a direct effect on the star formation process. The plan of the chapter is
as follows: in Sect. 14.2 we briefly recall the effects that the net heating and
cooling have on the effective equation of state of the flow and, in the case of
thermally unstable flows, on its tendency to spontaneously segregate in distinct
phases. Next, in Sect. 14.3 we discuss a few basic notions about turbulence and
the turbulent production of density fluctuations in both the hydrodynamic (HD)
and magnetohydrodynamic cases, to then discuss, in Sect. 14.4, the evolution and
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properties of clouds and clumps formed by turbulence in multiphase media. In
Sect. 14.5, we discuss the likely nature of turbulence in the diffuse (warm and hot)
components of the ISM, as well as in the dense, cold atomic and molecular clouds,
suggesting that in the latter, at least during the process of forming stars, the velocity
field may be dominated by gravitational contraction. Next, in Sect. 14.6 we discuss
the regulation of star-formation (SF) in gravitationally contracting molecular clouds
(MCs), in particular whether it is accomplished by magnetic support, turbulence,
or stellar feedback, and how. Finally, in section “Summary and Conclusions” we
conclude with a summary and some final remarks.

14.2 ISM Thermodynamics: Thermal Instability

The ISM extends essentially over the entire disk of the Galaxy and, when con-
sidering a certain dense subregion of it, such as a cloud or cloud complex, it is
necessary to realize that any such subregion constitutes an open system, whose
interactions with its environment need to be taken into account. A fundamental form
of interaction with the surroundings, besides dynamical interactions, is through the
exchange of heat, which occurs mostly through heating by the UV background
radiation produced by distant massive stars, local heating when nearby stellar
sources (OB star ionization heating and supernova explosions), cosmic ray heating,
and cooling by thermal and line emission from dust and gas, respectively (see, e.g.,
Dalgarno and McCray 1972; Wolfire et al. 1995).

Globally, and as a first approximation, the ISM is roughly isobaric, as illustrated
in Fig. 14.1. As can be seen there, most types of regions, either dilute or dense, lie
within an order of magnitude from a thermal pressure P � 3;000 K cm�3. The
largest deviations from this pressure uniformity are found in HII regions, which are
the ionized regions around massive stars due to their UV radiation output, and in
molecular clouds, which, as we shall see in Sect. 14.5.5, are probably pressurized
by gravitational compression.

The peculiar thermodynamic behavior of the ISM is due to the functional
forms of the radiative heating and cooling functions acting on it, which depend
on the density, temperature, and chemical composition of the gas. The left panel of
Fig. 14.2 shows the temperature dependence of the cooling function � (Dalgarno
and McCray 1972). One well-known crucial consequence of this general form of
the cooling is that the atomic medium is thermally unstable (Field 1965) in the
density range 1 <� n <� 10 cm�3 (corresponding to 5000 >� T >� 300 K), meaning
that the medium tends to spontaneously segregate into two stable phases, one warm
and diffuse, with n � 0:3 cm�3 and T � 8;000K, and the other cold and dense,
with n � 30 cm�3 and T � 80K, both at a pressure P=k � 2;500K cm�3 (Field
et al. 1969; Wolfire et al. 1995; see also the reviews by Meerson 1996; Vázquez-
Semadeni et al. 2003b; Vázquez-Semadeni 2012), as illustrated in the right panel of
Fig. 14.2. The cold gas is expected to form small clumps, since the fastest growing
mode of the instability occurs at vanishingly small scales in the absence of thermal
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Fig. 14.1 Thermal pressure in various types of interstellar regions. The points labeled coronal
correspond essentially to what we refer to as the HIM in the text; intercloud regions refer to the
WIM and WNM; diffuse, to CNM clouds, and dark, globule and molecular to molecular gas. From
Myers (1978)

Fig. 14.2 Left: Temperature dependence of the cooling function �. The labels indicate values
of the ionization fraction (per number) of the gas. From Dalgarno and McCray (1972). Right:
Thermal-equilibrium pressure Peq as a function of number density for “standard” conditions
of metallicity and background UV radiation for the atomic medium. The horizontal axis gives
log10.n=cm3/. From Wolfire et al. (1995)

conductivity, or at scales � 0:1 pc for the estimated thermal conductivity of the ISM
(see, e.g., Field 1965; Audit and Hennebelle 2005). Because the atomic gas in the
ISM has two stable phases, it is often referred to as a thermally bistable medium.
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It is important to note that, even if the medium is not thermally unstable, the
balance between heating and cooling implies a certain functional dependence of
Peq.
/, which is often approximated by a polytropic law of the form Peq / 
�e

(e.g., Elmegreen 1991; Vázquez-Semadeni et al. 1996), where �e is the effective
polytropic exponent. In general, �e is not the ratio of specific heats for the gas in
this case, but rather a free parameter that depends on the functional forms of � and
� . The isobaric mode of thermal instability (TI) corresponds to �e < 0. A flow is
sometimes said to be softer as the parameter �e becomes smaller.

14.3 Compressible Polytropic MHD Turbulence

14.3.1 Equations

In the previous section we have discussed thermal aspects of the ISM, whose main
dynamical effect is the segregation of the medium into the cold and warm phases.
Let us now discuss dynamics. As was mentioned in Sect. 14.1, the ISM is in general
turbulent and magnetized, and therefore it is necessary to understand the interplay
between turbulence, magnetic fields, and the effects of the net cooling (n� � � ),
which affects the compressibility of the gas (Vázquez-Semadeni et al. 1996).

The dynamics of the ISM are governed by the fluid equations, complemented by
self-gravity, the heating and cooling terms in the energy equation, and the equation
of magnetic flux conservation (e.g., Shu 1992):

@
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where 
 D �mmHn is the mass density, �m is the mean particle mass, mH is the
hydrogen mass, u is the velocity vector, e is the internal energy per unit mass, B is
the magnetic field strength vector, ' is the gravitational potential, � is the kinematic
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viscosity, � is the electrical resistivity, and �c is the collisional coupling constant
between neutrals and ions in a partially ionized medium. Equation (14.1) represents
mass conservation, and is also known as the continuity equation. Equation (14.2)
is the momentum conservation, or Navier–Stokes equation per unit mass, with
additional source terms representing the gravitational force r'=
 and the Lorentz
force. In turn, the gravitational potential is given by Poisson’s equation, Eq. (14.5).
Equation (14.3) represents the conservation of internal energy, with � being the
heating function and � the cooling function. The combination n� � � is usually
referred to as the net cooling, and the condition n� D � is known as the thermal
equilibrium condition. Finally, Eq. (14.4) represents the conservation of magnetic
flux (see below). Equations (14.1)–(14.5) are to be solved simultaneously, given
some initial and boundary conditions.

A brief discussion of the various terms in the momentum and flux conservation
equations is in order. In Eq. (14.2), the second term on the left is known as the
advective term, and represents the transport of i -momentum by the j component
of the velocity, where i and j represent any two components of the velocity. It is
responsible for mixing. The pressure gradient term (first term on the right-hand side
[RHS]) in general acts to counteract pressure, and therefore density, gradients across
the flow. The term in the brackets on the RHS, the viscous term, being of a diffusive
nature, tends to erase velocity gradients, thus tending to produce a uniform flow.
Finally, the last term on the RHS is the Lorentz force.

On the other hand, Eq. (14.4), assuming � D 0 (i.e., zero electrical resistivity,
or equivalently, infinite conductivity) and �c ! 1 (i.e., perfect coupling between
neutrals and ions), implies that the magnetic flux ˚ through a Lagrangian cross-
sectional area A, given by

˚ 

Z

A

B � On dA; (14.6)

remains constant in time as the area moves with the flow. This is the property known
as flux freezing, and implies that the gas can slide freely along field lines, but drags
the field lines with it when it moves perpendicularly to them. Note that this condition
is often over-interpreted as to imply that the magnetic and the density fields must
be correlated, but this is an erroneous notion. Only motions perpendicular to the
magnetic field lines produce a correlation between the two fields, while motions
parallel to the lines leave the magnetic field unaffected, while the density field can
fluctuate freely. We discuss this at more length in Sect. 14.3.4.

The first term on the RHS of Eq. (14.4) represents dissipation of the magnetic flux
by electrical resistivity, and gives rise to the phenomenon of reconnection of field
lines (see, e.g., the book by Shu 1992, and the review by Lazarian 2012). The second
term on the RHS of Eq. (14.4) represents ambipolar diffusion (AD), the deviation
from the perfect flux-freezing condition that occurs for the neutral particles in the
flow due to their slippage with respect to the ions in a partially ionized medium.
We will further discuss the role of AD in the process of star formation (SF) in
Sects. 14.3.4.3 and 14.5.5.2.
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14.3.2 Governing Non-Dimensional Parameters

Turbulence develops in a flow when the ratio of the advective term to the viscous
term becomes very large. That is,

O Œu � ru�

O
h
�
�
r2u C r.r�u/

3
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L

�
�
U

L2

��1
� UL

�

 Re � 1; (14.7)

where Re is the Reynolds number, U and L are characteristic velocity and length
scales for the flow, and O denotes “order of magnitude”. This condition implies that
the mixing action of the advective term overwhelms the velocity-smoothing action
of the viscous term.

On the other hand, noting that the advective and pressure gradient terms
contribute comparably to the production of density fluctuations, we can write
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where Ms 
 U=cs is the sonic Mach number, �
=
 is the density jump, and
we have made the approximation that �P=�
 � c2s , where cs is the sound
speed. Equation (14.9) then implies that strong compressibility requires Ms � 1.
Conversely, flows with Ms � 1 behave incompressibly, even if they are gaseous.
Such is the case, for example, of the Earth’s atmosphere. In the incompressible
limit, 
 D cst., and thus Eq. (14.1) reduces to r � u D 0. Note, however, that the
requirementMs � 1 for strong compressibility applies for flows that behave nearly
isothermally, for which the approximation �P=�
 � c2s is valid, while “softer”
(cf. Sect. 14.2) flows have much larger density jumps at a given Mach number. For
example, Vázquez-Semadeni et al. (1996) showed that polytropic flows of the form
P / 
�e with �e ! 0, have density jumps of the order eM

2
s .

A trivial, but often overlooked, fact is that, in order to produce a density
enhancement in a certain region of the flow, the velocity at that point must have
a negative divergence (i.e., a convergence), as can be seen by rewriting Eq. (14.1) as

d


dt
D �
r � u; (14.10)

where d=dt 
 @=@tCu�r is the total, material, or Lagrangian derivative. However,
it is quite common to encounter in the literature discussions of pre-existing density
enhancements (“clumps”) in hydrostatic equilibrium. It should be kept in mind that
these can only exist in multi-phase media, where a dilute, warm phase can have the
same pressure as a denser, but colder, clump. But even in this case, the formation
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of that clump must have initially involved the convergence of the flow towards the
cloud, and the hydrostatic situation is applicable in the limit of very long times after
the formation of the clump, when the convergence of the flow has subsided.

Finally, two other important parameters determining the properties of a mag-
netized flow are the Alfvénic Mach number, MA 
 U=�A and the plasma beta,
ˇ 
 Pth=Pmag where �A D B=

p
4	
 is the Alfvén speed. Similarly to the non-

magnetic case, large values of the Alfvénic Mach number are required in order to
produce significant density fluctuations through compressions perpendicular to the
magnetic field. However, it is important to note, as mentioned in Sect. 14.3.1, that
compressions along the magnetic field lines are not opposed at all by magnetic
forces. Note that, in the isothermal case, ˇ D 2c2s =�

2
A.

14.3.3 Production of Density Fluctuations. The Non-Magnetic
Case

As mentioned in the previous sections, strongly supersonic motions, or the ability
to cool rapidly, allow the production of large-amplitude density fluctuations in the
flow. Note, however, that the nature of turbulent density fluctuations in a single-
phase medium1 (such as, for example, a regular isothermal or adiabatic flow)
is very different from that of the cloudlets formed by TI (cf. Sect. 14.2). In a
single-phase turbulent medium, turbulent density fluctuations must be transient,
because in this case a higher density generally implies a higher pressure,2 and
therefore the fluctuations must re-expand (in roughly a sound-crossing time) after
the compression that produced them has subsided.

Note that the above result includes the case with self-gravity, since in single-
phase media, although hydrostatic equilibrium solutions do exist, they are generally
unstable. Specifically, the singular isothermal sphere is known to be unstable (Shu
1977), and non-singular configurations such as the Bonnor-Ebert (BE) spheres
(Ebert 1955; Bonnor 1956) need to be truncated so that the central-to-peripheral
density ratio is smaller than a critical value � 14 in order to be stable. Such
stable configurations, however, need to be confined by some means to prevent their
expansion. Generally, the confining agent is assumed to consist of a dilute, warm
phase that provides pressure without adding additional weight. However, such a
warm phase is not available in single-phase flows, and the only way to confine
the BE sphere is to continuously extend it to infinity, in which case the central-

1Thermodynamically, a phase is a region of space throughout which all physical properties of a
material are essentially uniform (e.g., Modell and Reid 1974). A phase transition is a boundary
that separates physically distinct phases, which differ in most thermodynamic variables except one
(often the pressure). See Vázquez-Semadeni (2009) for a discussion on the nature of phases and
phase transitions in the ISM.
2An exception would be a so-called Burgers’ flow, which is characterized by the absence of the
pressure gradient term (Burgers 1974), and can be thought of as the transitional regime from
thermal stability to instability.
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to-peripheral density ratio also tends to infinity, and the configuration is unstable
(Vázquez-Semadeni et al. 2005a).

Instead, in multiphase flows, abrupt density variations may exist between
different phases even though they may be at roughly the same thermal pressure,
and therefore, the dense clumps do not tend to re-expand. In the remainder of this
section we discuss the probability distribution of the density fluctuations, the nature
of the resulting clumps and their interfaces with their environment, the correlation
between the magnetic and density fields, and the evolution of the mass-to-magnetic
flux ratio as the clumps are assembled by turbulent compressions.

14.3.3.1 The Probability Distribution of Density Fluctuations.
The Non-Magnetic Case

For astrophysical purposes it is important to determine the distribution of the density
fluctuations, as they may constitute, or at least provide the seeds for, what we
normally refer to as “clouds” in the ISM. In single-phase media, however, due to
the transient nature of turbulent density fluctuations, this distribution refers to a
time-stationary population of fluctuations, even though the fluctuations themselves
will appear and disappear on timescales of the order of their crossing time at the
speed of the velocity fluctuations that produce them.

The probability density function (PDF) of the density field in turbulent
isothermal flows was initially investigated through numerical simulations.
Vázquez-Semadeni (1994) found that, in the isothermal case, the PDF posesses
a lognormal form. A theory for the emergence of this functional form was later
proposed by Passot and Vázquez-Semadeni (1998), in which the production of
density fluctuations was assumed to arise from a succession of random compressive
or expansive waves, each one acting on the value of the density left by the previous
one. The amplitude of each wave can then be described as a random variable,
characterized by some probability distribution. Because the medium contains a
unique distribution of (compressible) velocity fluctuations, and because the density
jumps in isothermal flow depend only on Mach number but not on the local density,
the density fluctuations belong all to a unique distribution as well, yet each one
can be considered independent of the others if the global time scales considered
are much longer than the autocorrelation time of the velocity divergence (Blaisdell
et al. 1993). Finally, because the density jumps are multiplicative in the density
(cf. Eq. 14.9), then they are additive in s 
 ln 
. Under these conditions, the
Central Limit Theorem can be invoked for the increments in s, implying that s
will be normally distributed, independently of the distribution of the waves. In
consequence, 
 will have a lognormal PDF.

In addition, Passot and Vázquez-Semadeni (1998) also argued that the variance
of the density fluctuations should scale linearly with Ms, a suggestion that has been
investigated further by other groups (Padoan et al. 1997; Federrath et al. 2008). In
particular, using numerical simulations of compressible turbulence driven by either
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solenoidal (or “vortical”) or compressible (or “potential”) forces, the latter authors
proposed that the variance of s is given by

�s D ln.1C bM2
s /; (14.11)

where b is a constant whose value depends on the nature of the forcing, taking the
extreme values of b D 1=3 for purely solenoidal forcing, and b D 1 for purely com-
pressible forcing. The lognormal density PDF for the one-dimensional, isothermal
simulations of Passot and Vázquez-Semadeni (1998), with its dependence on Ms,
is illustrated in the left panel of Fig. 14.3. Finally, Passot and Vázquez-Semadeni
(1998; see also Nordlund and Padoan 1999) also investigated the case where
the flow behaves as a polytrope (cf. Sect. 14.2) with arbitrary values of �e, by
noting that in this case the sound speed is not constant, but rather depends on the
density as cs / 
.�e�1/=2, implying that the local Mach number of a fluid parcel
now depends on the local density besides its dependence on the value of the flow
velocity. Introducing this dependence ofMs on 
 in the expression for the lognormal
PDF, Passot and Vázquez-Semadeni (1998) concluded that the density PDF should
develop a power-law tail, at high densities when �e < 1, and at low densities when
�e > 1. This result was then confirmed by numerical simulations of polytropic
turbulent flows (Fig. 14.3, right panel). Physically, the cause for the deviation of the
PDF from the lognormal shape is that, for �e > 1, the sound speed increases with
increasing density, and therefore, high-density regions can re-expand and disappear
quickly, while “voids”, with a lower sound speed, last for long times. For �e < 1,
the sound speed decreases for increasing density, and the behavior is reversed:
large-amplitude density peaks have lower sound speeds and therefore last for longer
times, while the voids have higher sound speeds and disappear quickly. The resulting
topology of the density field is illustrated in the one-dimensional case in Fig. 14.4.

Fig. 14.3 Left: Lognormal density PDFs for isothermal one-dimensional simulations at various
Mach numbers, indicated by the labels. The independent variable is s 
 ln
. Right: Density PDFs
for polytropic cases (i.e., with P / 
�e ), with effective polytropic exponent �e D 0:3 (top) and
�e D 1:7 (bottom). From Passot and Vázquez-Semadeni (1998)
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Fig. 14.4 Plots of s D ln
 of the density field in one-dimensional simulations of polytropic flows
with a resolution of 6,144 grid points by Passot and Vázquez-Semadeni (1998). Top: A simulation
with �e D 0:5, exhibiting high-amplitude, narrow density peaks, due to the low sound speed at
high density. Bottom: A simulation with �e D 1:5, exhibiting low-amplitude, extended density
peaks and deep “voids” due to the high values of the sound speed at high densities, and low values
at low densities

14.3.3.2 The Nature of Turbulent Clumps

The Ambiguity of Clump Boundaries and Masses

The clumps produced as turbulent density fluctuations are precisely that: fluctua-
tions in a continuum. Besides, there is in general a mass and energy flux through any
fixed boundary we choose to define around the local density maximum (Ballesteros-
Paredes et al. 1999a). This is especially true in isothermal flows, where no transition
from a diffuse phase to a dense one with the same pressure can occur, so that
the only density discontinuities possible are those produced by shocks. In this
case, the density fluctuations produced by turbulent compressions (a transient event
of elevated ram pressure3) must always be transients, and must eventually re-
expand or collapse (see Sect. 14.3.3). In thermally bistable media, the “boundaries”

3By “ram” or “hydrodynamic” pressure, we refer to the pressure exerted by the coherent motion,
at speed � , of a fluid of density 
, and is given by 
�2. A familiar example of this is the pressure
exerted by a water jet coming out of a fireman’s hose.
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are somewhat better defined, although there is still mass flux through them (see
Sect. 14.4.2.1).

The elusiveness of the notion of clump boundaries implies that we must rethink
some of our dearest notions about clumps. First of all, the mass of a cloud or
clump is not well defined, and additionally must evolve in time. It is ill-defined
because the clump boundary itself is. Several procedures exist for “extracting”
clumps from observational maps or from numerical simulations. One of the most
widely employed algorithms for locating clumps is Clumpfind (Williams et al.
1994), which works by locating local peaks in the field being examined and then
following the field down its gradient until another clump profile is met, at which
point an arbitrary boundary is defined between the two. However, this procedure,
by construction, is uncapable of recognizing “hierarchical”, or “nested”, structures,
where one coherent “parent” clump contains other equally coherent “child” ones.
Moreover, not surprisingly, it has been shown that the clump sets obtained from
application of this algorithm depend sensitively on the parameters chosen for the
definition of the clumps (Pineda et al. 2009). Conversely, a technique that, by
definition, is capable of detecting “parent” structures, is based on “structure trees”,
or “dendrograms” (e.g., Houlahan and Scalo 1992; Rosolowsky et al. 2008), which
works by thresholding an image at successive intensity levels, and following the
“parent”-“child” relationship between the structures identified at the different levels.
Clearly, the two techniques applied to the same data produce very different sets of
clumps and, in consequence, different clump mass distributions.

This variety of procedures for defining clumps illustrates the ambiguity inherent
in defining a finite object that is actually part of a continuum, and implies that
the very concept of the mass of a clump carries with it a certain level of inherent
uncertainty.

Clump Masses Evolve in Time

A turbulent density fluctuation is a local density enhancement produced by a
velocity field that at some moment in time is locally convergent, as indicated by
Eq. (14.10). This process accumulates mass in a certain region of space (“the
clump”), with the natural consequence that the mass of the clump must increase
with time, at least initially, if the clump is defined, for example, as a connected object
with density above a certain threshold. This definition corresponds, for example, to
clumps defined as compact objects observed in a particular molecular tracer, since
such tracers require the density to be above a certain threshold to be excited.

The growth of the clump’s density (and mass) lasts as long as the total pressure
within the clump (which may include thermal, turbulent and magnetic components)
is smaller than the ram pressure from the compression. However, in a single-
phase medium, once the turbulent compression subsides, the clump, which is at
higher density than its surroundings, and therefore also at a higher pressure, must
therefore begin to re-expand, unless it manages to become gravitationally unstable
and proceed to collapse (Vázquez-Semadeni et al. 2005a; Gómez et al. 2007; see
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also Sect. 14.3.3). Therefore, the mass above the clump-defining density threshold
may begin to decrease again. (Again, see Sect. 14.4.2.1 for the case of clumps
forming in multi-phase media.) As we shall see in Sect. 14.3.4.3, the fact that
clumps’ masses evolve in time has direct implications for the amount of magnetic
support that the clump may have against its self-gravity.

14.3.4 Production of Density Fluctuations. The Magnetic Case

In the magnetized case, the problem of density fluctuation production becomes more
complex, as the turbulent velocity field also produces magnetic field fluctuations. In
this section, we discuss two problems of interest in relation to SF: The correlation
of the density and magnetic fluctuations, and the effect of the magnetic field on the
PDF of density fluctuations.

14.3.4.1 Density-Magnetic Field Correlation

This is a highly relevant issue in relation to SF, as the “standard” model of
magnetically-regulated SF (hereafter SMSF; see, e.g., the reviews by Shu et al.
1987; Mouschovias 1991) predicted that magnetic fields should provide support for
the density fluctuations (“clumps”) against their self-gravity, preventing collapse,
except for the material that, through AD, managed to lose its support (see the
discussion in Sect. 14.5.5.2). Thus, the strength of the magnetic field induced in
the turbulent density fluctuations is an important quantity to determine.

Under perfect field-freezing conditions, the simplest scenario of a fixed-mass
clump threaded by an initially uniform magnetic field, and undergoing an isotropic
gravitational contraction implies that the field should scale as B / 
2=3 (Mestel
1966), since the density scales as 
 / R�3, whereR is the radius of the clump, while
the flux-freezing condition implies that B / R�2. The assumption that the clump is
instead oblate, or disk-like, with the magnetic field providing support in the radial
direction and thermal pressure providing support in the direction perpendicular to
its plane, gives the scaling B / 
1=2 (Mouschovias 1976, 1991).

In a turbulent flow, however, the situation becomes more complicated. “Clumps”
are not fixed-mass entities, but rather part of a continuum that possesses random,
chaotic motions. In principle, unless the magnetic energy is much larger than the
turbulent kinetic energy, the compressive motions that form a clump can have any
orientation with respect to the local magnetic field lines, and thus the resulting
density enhancement may or may not be accompanied by a corresponding magnetic
field enhancement (cf. Sect. 14.3.1). In particular, Passot and Vázquez-Semadeni
(2003; hereafter, PV03) studied this problem analytically in the isothermal case,
by decomposing the flow into nonlinear, so-called “simple” waves (e.g., Landau
and Lifshitz 1959), which are the nonlinear extensions of the well known linear
MHD waves (e.g., Shu 1992), having the same three well-known modes: fast, slow,
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and Alfvén (Mann 1995). For illustrative purposes, note that compressions along
the magnetic field lines are one instance of the slow mode, while compressions
perpendicular to the field lines (i.e., magnetosonic waves) are an instance of the fast
mode. As is well known, Alfvén waves are transverse waves propagating along field
lines, and carry no density enhancement. However, they can exert pressure, and the
dependence of this pressure on the density has been investigated by McKee and
Zweibel (1995) and PV03.

For simplicity and insight, PV03 considered the so-called “1+2/3-dimensional”
case, also known as “slab geometry”, meaning that all three components of vector
quantities are considered, but their variation is studied with respect to only one
spatial dimension. For the Alfvén waves, they performed a linear perturbation
analysis of a circularly polarized wave. They concluded that each of the modes is
characterized by a different scaling between the magnetic pressure (/ B2) and the
density, as follows:

B2 / c1 � ˇ
 slow, (14.12)

B2 / 
2 fast, (14.13)

B2 / 
�m Alfvén, (14.14)

where c1 is a constant, and �m is a parameter that can take values in the range (1/2,2)
depending on the Alfvénic Mach number (see also McKee and Zweibel 1995).
Note that Eq. (14.12) implies that for 
 > c1=ˇ the slow mode disappears (Mann
1995), so that only the fast and Alfvén modes remain. Conversely, note that, at low
density, the magnetic pressure due to the fast and Alfvén modes becomes negligible
in comparison with that due to the slow mode, which approaches a constant. This
implies that a log-log plot of B vs. 
 will exhibit an essentially constant value of B
at very small values of the density. In other words, at low values of the density, the
domination of the slow mode implies that the magnetic field exhibits essentially no
correlation with the density.

PV03 were able to test these results numerically by taking advantage of the
slab geometry, which allowed to set up waves propagating at well-defined angles
with respect to the mean magnetic field, and therefore being able to isolate, or
nearly isolate, the three different wave modes. The left panel of Fig. 14.5 shows
the distribution of points in the B2-s space for a simulation dominated by the
slow mode, exhibiting the behavior outlined above, corresponding to Eq. (14.12).
In contrast, the right panel of Fig. 14.5 shows the distribution of points in the same
space for a simulation dominated by the fast mode, exhibiting the behavior indicated
by Eq. (14.13).

The most important conclusion from Eqs. (14.12)–(14.14) is that, in a turbulent
flow in which all modes are active, the net, average scaling of the magnetic
field with the density will arise from the combined effect of the various modes.
Moreover, since at low densities the values of B produced by the fast and Alfvén
modes are also small, while the field strengths produced by the slow mode remain
roughly constant, the field fluctuations will be dominated by the latter mode at low
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Fig. 14.5 Two-dimensional histograms of the grid cells in numerical simulations in the lnB2

(vertical axis)-ln 
(horizontal axis) space. The gray scale indicates the density of points in this
space. Left: A slab-geometry numerical simulation by PV03 dominated by the slow mode,
exhibiting the behavior indicated by Eq. (14.12). Right: Same as the left panel, but for a numerical
simulation dominated by the fast mode, exhibiting the behavior indicated by Eq. (14.13)

densities, and a roughly density-independent field strength is expected. Conversely,
at high densities, the slow mode disappears, while the contribution from the fast
and Alfvén modes will dominate, producing a field strength that increases with
increasing density. Finally, because each mode produces a different dependence of
the magnetic field strength with the density, we expect that the instantaneous value
of the density at a certain location in physical space is not enough to determine the
value of the magnetic field strength there. Instead, this value depends on the history
of modes of the nonlinear waves that have passed through that location, naturally
implying that, within a large cloud, a large scatter in the measured values of the
magnetic field is expected. The expected net scaling of the field strength with the
density is illustrated in the left panel of Fig. 14.6. These results are in qualitative
agreement with detailed statistical analyses of the magnetic field distribution in the
ISM (Crutcher et al. 2010), as illustrated in the right panel of Fig. 14.6.

14.3.4.2 Effect of the Magnetic Field on the Density PDF

According to the discussion in Sect. 14.3.3.1, the dependence of the pressure
on density determines the shape of the density PDF, being a lognormal for the
isothermal case, �e D 1. In the presence of a magnetic field, it would be natural
to expect that the magnetic pressure, which in general does not need to behave as
an isothermal polytrope, might cause deviations from the lognormal density PDF
associated to isothermal turbulent flows.

However, the discussion above on the density-magnetic field correlation (or
rather, lack thereof), implies that the magnetic pressure does not have a systematic
effect on density fluctuations of a given amplitude, as the value of the magnetic
field is not uniquely determined by the local value of the density. PV03 concluded
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Fig. 14.6 Left: Two-dimensional histogram of the grid cells in the B2-n space from a numerical
simulation by PV03 in which both the slow and the fast modes are active. At low densities, the
slow mode causes a density-independent magnetic field strength, while at higher densities, the fast
mode produces a positive correlation. The straight-line segment has a slope of 2. Right: Magnetic
field strength determinations by Zeeman splitting observations in molecular clouds, as compiled
by Crutcher et al. (2010). The rising straight line segment has a slope � 0:65, implying B2 / n1:3,
in qualitative agreement with the numerical result

that the effect of the magnetic pressure was more akin to a random forcing in the
turbulent flow than to a systematic pressure gradient that opposes compression. As a
consequence, the underlying density PDF determined by the functional form of the
thermal pressure did not appear to be significantly affected by the presence of the
magnetic field, except under very special geometrical setups in slab geometry, and
that in fact are unlikely to persist in a more general three-dimensional setup. The
persistence of the underlying PDF dictated by the thermodynamics in the presence
of the magnetic field is in agreement with numerical studies of MHD turbulent
flows that indeed have found approximately lognormal PDFs in the isothermal case
(e.g., Nordlund and Padoan 1999; Ostriker et al. 1999, 2001; Vázquez-Semadeni
and García 2001; Beresnyak et al. 2005), and bimodal density PDFs in thermally-
bistable flows (Gazol et al. 2009), which we discuss in Sect. 14.4.1.

14.3.4.3 Evolution of the Mass-to-Magnetic Flux Ratio

The discussion in Sect. 14.3.3.2 implies that the mass deposited in a clump by
turbulent compressions is a somewhat ill-defined quantity, depending on where and
how one chooses to define the “boundaries” of the clump, and on the fact that its
mass is time-dependent. This has important implications for the so-called mass-to-
flux ratio (MFR) of the clump, and therefore, for the ability of the magnetic field to
support the clump against its self-gravity.
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As is well known (Mestel and Spitzer 1956), a virial balance analysis implies
that, for a cloud of mass M threaded by a uniform field B , gravitational collapse
can only occur if its MFR satisfies

M

˚
>

�
M

˚

�

crit

 �

˛	2G
��1=2

; (14.15)

where ˛ is a constant of order unity whose precise value depends on the shape
and mass distribution in the cloud (see, e.g., Mestel and Spitzer 1956; Nakano
and Nakamura 1978; Shu 1992). Otherwise, the cloud is absolutely supported by
the magnetic field, meaning that the support holds irrespective of the density of
the cloud. In what follows, we shall denote the MFR, normalized to this critical
value, by �. Regions with � > 1 are called magnetically supercritical, while
those with � < 1 are termed magnetically subcritical. Traditionally, it has been
assumed that the mass of the cloud is well defined. However, our discussions above
(Sect. 14.3.3.2) suggest that it may be convenient to revisit these notions.

When considering density enhancements (“cores”) formed by turbulent compres-
sions within a cloud of size L, it is convenient to assume that the initial condition
for the cloud is one with uniform density and magnetic field, and that the turbulence
produces local fluctuations in the density and the magnetic field strength. A simple
argument advanced by Vázquez-Semadeni et al. (2005a) then shows that the MFR
of a core of size ` and MFR �`, must be within the range

�0
`

L
< �` < �0; (14.16)

where �0 is the MFR of the whole cloud. The lower limit applies for the case when
the “core” is actually simply a subregion of the whole cloud of size L, with the
same density and magnetic field strength. Since the density and field strength are the
same, the mass of the core simply scales as .`=L/3, while the magnetic flux scales
as .`=L/2. Therefore, the MFR of a subregion of size ` scales as .`=L/. Of course,
this lower-limit extreme, corresponding to the case of a “core” of the same density
and field strength as the whole cloud, is an idealization, since observationally such
a structure cannot be distinguished from its parent cloud. Nevertheless, as soon as
some compression has taken place, the core will be observationally distinguishable
from the cloud (for example, by using a tracer that is only excited at the core’s
density), and the measurement of the MFR in the core will be bounded from below
by this limit.

On the other hand, the upper limit corresponds simply to the case where the entire
cloud of size L has been compressed isotropically to a size `, since in this case both
the mass and the magnetic flux are conserved, and so is the MFR.

This reasoning has the implication that the MFR that is measured in a core
within a cloud must be smaller than that measured for the whole cloud, as long
as the condition of flux-freezing holds. Note that one could argue that this is only
an observational artifact, and that the physically relevant mass is that associated to
the whole flux tube the core belongs to, but this is only reflecting the ambiguity
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Fig. 14.7 Evolution of the mass-to-flux ratio (MFR, denoted � in these plots), normalized to the
critical value, in cores formed in numerical simulations of continuously driven MHD isothermal
turbulence by Vázquez-Semadeni et al. (2005a). The cores are defined as connected sets of grid
cells with density above a density threshold nt, and are followed over time. Three values of nt are
used, illustrating how the value of the MFR depends and evolves as successively more internal
regions of the density fluctuation are considered. Left: Evolution of � in a core that does not
collapse. At all values of nt, the MFR first increases and then decreases again. Right: A core
that does collapse. In this panel, two lines are shown at the largest value of nt, because the parent
clump splits into two cores at this threshold. In both panels, the rate of variation of � is larger for
larger values of nt, and � for the innermost region (nt D 100n0, where n0 is the mean density of
the simulation) is seen to start lower than that of the envelope, and to overtake it as the degree of
mass concentration is increased, in this case as a consequence of numerical diffusion, which plays
a role analogous to that of AD

discussed above concerning the masses of clumps. In practice, the physically
relevant mass for the computation of the MFR is the one responsible for the
local gravitational potential well against which the magnetic field is providing the
support, and this mass is precisely the mass of the core, not the mass along the entire
flux tube, especially when phase transitions are involved.

Note also that, as discussed in Sect. 14.3.3.2, the mass of the clump must be
evolving in time. If the compression is occurring mostly along field lines (since
in this direction the magnetic field presents no resistance to it), then the magnetic
flux remains roughly constant, while the mass increases at first, and later it possibly
decreases if the clump begins to re-expand. Otherwise, if the core becomes massive
enough that it becomes gravitationally unstable and supercritical, it must begin to
collapse gravitationally (Fig. 14.7). At this point, the rapid density enhancement at
the core in turn enhances the action of AD (e.g., Shu et al. 1987; Mouschovias 1991;
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see also Sect. 14.3.1), causing the magnetic flux to escape the core,4 so that the latter
eventually acquires a larger value of � than its envelope. Thus, the prediction from
this dynamic scenario of core formation is that cores in early stages of evolution
should exhibit smaller values of the MFR than their envelopes, while cores at
more advanced stages should exhibit larger values of the MFR than their envelopes.
Evidence in this direction has begun to be collected observationally (Crutcher et al.
2009), as well as through synthetic observations of numerical simulations (Lunttila
et al. 2009).

Before closing this section, an important remark is in order. Recent numerical
and observational evidence (cf. Sect. 14.5.5) suggests that the “turbulence” in star-
forming molecular clouds may actually consist of a hierarchy of gravitational
contraction motions, rather than of random, isotropic turbulence. In such a case,
the physical processes discussed in this section are still applicable, noting that
the converging flows that produce the clumps may be driven by larger-scale
gravitational collapse rather than by random turbulent compressions, and the only
part of the previous discussion that ceases to be applicable is the possibility that
some cores may fail to collapse and instead re-expand. If the motions all have a
gravitational origin, then essentially all cores must be on their way to collapse. It
is worth pointing out that in this case, what drives the collapse of an apparently
subcritical core is the collapse of its parent, supercritical structure.

14.4 Turbulence in the Multiphase ISM

In the previous sections we have separately discussed two different kinds of physical
processes operating in the ISM: radiative heating and cooling, and compressible
MHD turbulence in the special case of isothermality. However, since both operate
simultaneously in the atomic ISM, it is important to understand how they interact
with each other, especially because the mean density of the Galactic ISM at the
Solar galactocentric radius, hni � 1 cm�3, falls precisely in the thermally unstable
range. This problem has been investigated numerically by various groups (e.g.,
Hennebelle and Pérault 1999, 2000; Walder and Folini 2000; Koyama and Inutsuka
2000, 2002; Vázquez-Semadeni et al. 2000, 2003a, 2006, 2007, 2011; Hennebelle
etal. 2008; Banerjee et al. 2009; Gazol et al. 2001, 2005, 2009; Kritsuk and Norman
2002; Sánchez-Salcedo et al. 2002; Piontek and Ostriker 2004, 2005; Audit and
Hennebelle 2005, 2010; Heitsch et al. 2005; Hennebelle and Audit 2007), and in
this section we review their main results.

4Note that this “escape” is meant in a Lagrangian sense, i.e., following the flow. That is, considering
a certain fluid parcel as it contracts, AD causes the flux to be “left behind” from the fluid particles
that make up the parcel. Conversely, in an Eulerian sense, the magnetic flux remains fixed, but the
fluid parcel increases its mass in this frame.



420 E. Vázquez-Semadeni

Fig. 14.8 Left: Two-dimensional histogram of the grid cells in the pressure-density diagram for
a two-dimensional simulation of turbulence in the thermally-bistable atomic medium, with rms
velocity dispersion of 9 km s�1, a numerical box size of 100 pc, and the turbulent driving applied
at a scale of 50 pc. Right: Density PDF in simulations like the one on the left panel, but with
three different values of the rms velocity: 4:5 km s�1 (solid line), 9 km s�1 (dotted line), and
11:3 km s�1 (dashed line). The bimodality of the PDF is seen to become less pronounced as the
rms velocity increases, with a single power-law tail developing in the density range between the
values where the peaks would be otherwise located. From Gazol et al. (2005)

14.4.1 Density PDF in the Multiphase ISM

A key parameter controlling the interaction between turbulence and net cooling is
the ratio � 
 �c=�t, where �c � kT=.n�/ is the cooling time, with k being the
Boltzmann constant, and �t � L=U is the turbulent crossing time. The remaining
symbols have been defined above. In the limit � � 1, the dynamical evolution of the
turbulent compressions occurs much more rapidly than they can cool, and therefore
the compressions behave nearly adiabatically. Conversely, in the limit � � 1, the
fluctuations cool down essentially instantaneously while the turbulent compression
is evolving, and thus they tend to reach the thermal equilibrium pressure Peq as soon
as they are produced5 (Elmegreen 1991; Passot et al. 1995; Sánchez-Salcedo et al.
2002; Vázquez-Semadeni et al. 2003a; Gazol et al. 2005). Because in a turbulent
flow velocity fluctuations of a wide range of amplitudes and size scales are present,
the resulting density fluctuations in general span the whole range between those
limits, and the actual thermal pressure of a fluid parcel is not uniquely determined by
its density, but rather depends on the details of the velocity fluctuation that produced
it. This causes a scatter in the values of the pressure around the thermal-equilibrium
value in the pressure-density diagram (Fig. 14.8, left panel), and also produces

5It is often believed that fast cooling directly implies isothermality. However, this is a miscon-
ception. While it is true that fast cooling is a necessary condition for approximately isothermal
behavior, the reverse implication does not hold. Fast cooling only implies an approach to the
thermal equilibrium condition, but this need not be isothermal. The precise form of the effective
equation of state depends on the details of the functional dependence of the heating and cooling
functions on the density and temperature.
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significant amounts of gas (up to nearly half of the total mass) with densities and
temperatures in the classically forbidden thermally unstable range (Gazol et al.
2001; de Avillez and Breitschwerdt 2005; Audit and Hennebelle 2005; Mac Low
et al. 2005), a result that has been encountered by various observational studies as
well (e.g., Dickey et al. 1978; Heiles 2001). In any case, the tendency of the gas
to settle in the stable phases still shows up as a multimodality of the density PDF,
which becomes less pronounced as the rms turbulent velocity increases (Fig. 14.8,
right panel).

14.4.2 The Formation of Dense, Cold Clouds and Clumps

14.4.2.1 The Non-Magnetic Case

A very important consequence of the interaction of turbulence (or, more generally,
large-scale coherent motions of any kind) and TI is that the former may nonlinearly
induce the latter. Indeed, Hennebelle and Pérault (1999; see also Koyama and
Inutsuka 2000) showed that transonic (i.e., withMs � 1) compressions in the WNM
can compress the medium and bring it sufficiently far from thermal equilibrium that
it can then undergo a phase transition to the CNM (Fig. 14.9, left panel). This process
amounts then to producing a cloud with a density up to 100� larger than that of the
WNM by means of only moderate, transonic compressions. This is in stark contrast
with the process of producing density fluctuations by pure supersonic compressions
in, say, an isothermal medium, in which such density contrasts would require Mach
numbersMs � 10. It is worth noting that the turbulent velocity dispersion of � 8–
11 km s�1 in the warm Galactic ISM (Kulkarni and Heiles 1987; Heiles and Troland
2003) is, precisely, transonic.

Moreover, the cold clouds formed by this mechanism have typical sizes given by
the size scale of the compressive wave in the transverse direction to the compression,
rather than having to be of the same size scale as the fastest growing mode of TI,
which is very small ( <� 0:1 pc; cf. Sect. 14.2). The initial stages of this process
may produce thin CNM sheets (Vázquez-Semadeni et al. 2006), which are in fact
observed (Heiles and Troland 2003). However, such sheets are quickly destabilized,
apparently by a combination of nonlinear thin shell (NTSI; Vishniac 1994), Kelvin–
Helmholtz and Rayleigh–Taylor instabilities (Heitsch et al. 2005), fragmenting
and becoming turbulent. This causes the clouds to become a complex mixture of
cold and warm gas, where the cold gas is distributed in an intrincate network of
sheets, filaments and clumps, possibly permeated by a dilute, warm background.
An example of this kind of structure is shown in the right panel of Fig. 14.9.

A noteworthy feature of the clouds and clumps formed by TI is that, contrary
to the case of density fluctuations in single-phase media, they can have more
clearly defined and long-lasting boundaries. This is because their boundaries may
be defined by the locus of the interface between the cold and warm phases, which,
once formed, tends to persist over long timescales compared to the dynamical
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time, because the two phases are essentially at the same pressure. Under quasi-
hydrostatic conditions, these boundaries would have little or no mass flux across
them (i.e., they are contact discontinuities; see, e.g., Shu 1992). Any mass exchange
that managed to happen would be due to evaporation or condensation, occurring
when the thermal pressure differs from the saturation value between the phases (e.g.,
Zel’Dovich and Pikel’Ner 1969; Penston and Brown 1970; Nagashima et al. 2005;
Inoue et al. 2006). The latter two papers have in fact proposed that such evaporation
may contribute to the driving of interstellar turbulence, although the characteristic
velocities they obtained ( <� 1 km s�1) appear to be too small for this to be the
dominant mechanism for driving the large scale ISM turbulence, with characteristic
speeds of � 10 km s�1.

However, in the presence of large-scale (> 10 pc) and large-amplitude ( >� 10 km
s�1) motions, corresponding either to the supernova-driven global ISM turbulence,
to larger-scale instabilities, such as the magneto-Jeans (e.g., Kim and Ostriker 2001)
or magneto-rotational (Balbus and Hawley 1991) ones, or simply to the passage
of spiral arms, the nonlinear triggering of TI implies that the fronts bounding
the clouds and clumps are not contact discontinuities, but rather phase transition
fronts—structures analogous to shocks, with large density, temperature and velocity
jumps, but without the need for locally supersonic velocities. Across such fronts, a
substantial mass flux occurs (Vázquez-Semadeni et al. 2006; Banerjee et al. 2009).
This is mechanism is illustrated in Fig. 14.10, which clearly shows the rapid growth
of a clump by accretion of diffuse material in a numerical simulation. This is in stark

Fig. 14.9 Left: Evolutionary path (dashed line) in the P vs. 
 diagram of a fluid parcel initially
in the WNM after suffering a transonic compression that nonlinearly triggers TI. The solid and
dotted lines show the locus of Peq.
/, the solid sections corresponding to linear stability and the
dotted ones to linear instability. The solid section to the left of the dotted line corresponds to the
WNM and the one at the right, to the CNM. The perturbed parcel evolves from left to right along
the dashed line. From Koyama and Inutsuka (2000). Right: Projected (or column) density structure
of the resulting GMC in a numerical simulation of its formation by colliding WNM streams, and
its subsequent evolution. The numerical box has a size of 15 pc on a side, and the resolution is
12003 grid cells. The “GMC” is seen to consist of the agglomeration of a huge number of small
clumps, which have formed by fragmentation caused by the action of combined instabilities in the
compressed gas. From Audit and Hennebelle (2010)
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Fig. 14.10 Density cuts through the plane x D 2:5 pc in an adaptive-mesh refinement (AMR)
numerical simulation of molecular cloud formation by Banerjee et al. (2009), illustrating the clump
growth mechanism. The numerical box size is 256 pc, and the maximum resolution is 0.06 pc. The
arrows show the projection of the velocity field on this plane. Left: The clump at time t D 21:6

Myr. Right: The clump at t D 22:5Myr. Comparing the two times the growth of the clump is
evident. The velocity field is seen to generally point towards the clump, indicating that material
from the diffuse external medium is entering the clump, causing its growth

contrast with early ideas that the clumps grew by coagulation of tiny cloudlets on
very long timescales (� 100 Myr; e.g., Kwan 1979).

It should be emphasized, however, that the density does not necessarily always
present a sharp jump between the clump and its surroundings. As discussed in
Sect. 14.4.1, the presence of turbulence in the diffuse medium also implies a certain
degree of mixing, and the existence of a certain fraction of the mass that is traversing
the unstable range. In Fig. 14.10 this can be observed as the greenish regions,
especially near the right edge of the left panel.

We conclude then that, although in thermally bistable flows clump boundaries
are in general better defined than in turbulent isothermal flows because of the
density jumps induced by the thermal bistability, this does not imply that they are
impenetrable boundaries that restrict the flow of the medium. Rather, the clumps are
formed and then grow by accretion of diffuse material across these phase transition
fronts.

Finally, it is important to note that, in the scenario of GMC formation described
above, the compressions in the WNM tend to initially form thin sheets of CNM
(Vázquez-Semadeni et al. 2006), in agreement with observations of CNM clouds
(Heiles and Troland 2003). These sheets, however, grow by accretion of diffuse
gas, fragmenting and becoming turbulent due to the combined action of various
instabilities (Vázquez-Semadeni et al. 2006; Heitsch et al. 2006), so that GMCs
may actually consist of huge conglomerates of small clumps, as illustrated in the
right panel of Fig. 14.9. This is consistent with the observed clumpy structure of
GMCs (Blitz 1993; sect. VII).
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14.4.2.2 The Magnetic Case

In the presence of a magnetic field, the process of cloud formation by phase
transitions to the cold phase requires further considerations. First, the orientation
of the compressive motion relative to that of the magnetic field strongly influences
the ability of the compression to trigger a transition to the dense phase. Hennebelle
and Pérault (2000) investigated this problem by means of numerical simulations
with slab (1+1/2D) geometry, finding that, for a certain value of the magnetic
field strength, and a given sonic Mach number of the compression, there exists
a maximal angle between the direction of compression and the direction of the
magnetic field beyond which no phase transition is induced. They found this
angle to typically lie between 20ı and 40ı, for typical values of the warm neutral
medium.

Hennebelle and Pérault (2000) also found that, when the formation of a cloud
does occur, either the field is re-oriented along the compression (in the case of
weak fields), or the flow is re-oriented along field lines (in the case of stronger
fields), and the accumulation of gas to form the clump ends up being aligned
with the magnetic field. In addition, Inoue and Inutsuka (2008) have found that
compressions perpendicular to the magnetic field strongly inhibit the formation of
dense, molecular-type clouds, and that, in this case, only diffuse HI clouds manage
to form. As a consequence, the discussion of cloud formation can be made in terms
of compressions parallel to the magnetic field without loss of generality. We will
take up this problem again in Sect. 14.5.5, when we discuss the onset of gravitational
collapse of the clouds.

14.5 The Nature of the Turbulence in the Various ISM
Components

14.5.1 Generalities

As discussed in the previous sections, the ionized and atomic components of the
ISM consist of gas in a wide range of temperatures, from T � 106 K for the HIM, to
T � 40K for the CNM. In particular, Heiles and Troland (2003) report temperatures
in the range 500 < T < 104 K for the WNM, and in the range 10 < T < 200K for
the CNM. The WIM is expected to have T � 104 K. This implies that the adiabatic
sound speed, given by (e.g., Landau and Lifshitz 1959)
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will also exhibit large fluctuations in the medium. In the second equality, we have
used �m D 1:27. In the following sections we discuss the implications of these
ranges for the various ISM components.

14.5.2 The Hot Ionized medium

At temperatures T � 106 K, the sound speed in the HIM is � 100 km s�1,
much larger than the velocity dispersion in the general ISM, � 10 km s�1. Thus,
except in the immediate vicinity of supernova explosions, where the velocities
can reach thousands of km s�1, the HIM in general is expected to behave nearly
incompressibly. Moreover, because the density is very low ( <� 10�2 cm�3), the
cooling time (�c � kT=n�; cf. Sect. 14.4.1) is very long (a few tens of Myr), and
the medium is then expected to behave roughly adiabatically, at least up to scales of
a few hundred parsecs.

14.5.3 The Warm Ionized Medium

Collecting measurements of interstellar scintillation (fluctuations in amplitude and
phase of radio waves caused by scattering in the ionized ISM) from a variety of
observations, Armstrong et al. (1995) estimated the power spectrum of density
fluctuations in the WIM, finding that it is consistent with a Kolmogorov (1941)
spectrum, a result expected for weakly compressible flows (Bayly et al. 1992), on
scales 108 <� L <� 1015 cm.

More recently, using data from the Wisconsin H˛ Mapper Observatory, Chep-
urnov and Lazarian (2010) have been able to extend the spectrum to scales �
1019 cm, suggesting that the WIM behaves as an incompressible turbulent flow
over size scales spanning more than ten orders of magnitude. This suggestion
is supported also by the results of Hill et al. (2008) who, by measuring the
distribution of H˛ emission measures in the WIM, and comparing with numerical
simulations of turbulence at various Mach numbers, concluded that the sonic Mach
number of the WIM should be � 1:4–2.4. Although the WIM is ionized, and
thus should be strongly coupled to the magnetic field, the turbulence then being
magnetohydrodynamic (MHD), Kolmogorov scaling should still apply, according
to the theory of incompressible MHD fluctuations (Goldreich and Sridhar 1995).
The likely sources of kinetic energy for these turbulent motions are stellar energy
sources such as supernova explosions (see, e.g., Mac Low and Klessen 2004).



426 E. Vázquez-Semadeni

14.5.4 The Atomic Medium

In contrast to the relatively simple and clear-cut situation for the ionized ISM,
the turbulence in the neutral (atomic and molecular) gas is more complicated.
According to the discussion in Sect. 14.5.1, the temperatures in the atomic gas may
span a continuous range from a few tens to several thousand degrees. Additionally,
Heiles and Troland (2003) report column density-weighted rms velocity dispersions
�v � 11 km s�1 for the WNM, and typical internal motions ofMs � 3 for the CNM.
It is thus clear that the WNM is transonic (Ms � 1), while the CNM is moderately
supersonic. This occurs because the atomic gas is thermally bistable, and because
transonic compressions in the WNM can nonlinearly induce TI and thus a phase
transition to the CNM (Sect. 14.4.1). Thus, the neutral atomic medium is expected
to consist of a complex mixture of gas spanning over two orders of magnitude in
density and temperature.

It is worth noting that early pressure-equilibrium models (e.g., Field et al.
1969; McKee and Ostriker 1977) proposed that the unstable phases were virtually
nonexistent in the ISM, but the observational and numerical results discussed in
Sect. 14.4.1 suggest that a significant fraction of the atomic gas mass lies in the
unstable range, transiting between the stable phases. Also, numerical simulations
of such systems suggest that the velocity dispersion within the dense clumps is
subsonic, but that the velocity dispersion of the clumps within the diffuse substrate
is supersonic with respect to their internal sound speed (although subsonic with
respect to the warm gas; Koyama and Inutsuka 2002; Heitsch et al. 2005).

14.5.5 The Molecular Gas

14.5.5.1 Molecular Clouds: Supersonically Turbulent, or Collapsing?

The evidence

Molecular clouds (MCs) have long been known to be strongly self-gravitating
(e.g., Goldreich and Kwan 1974; Larson 1981). In view of this, Goldreich and
Kwan (1974) initially proposed that MCs should be in a state of gravitational
collapse, and that the observed motions in MCs (as derived by the non-thermal
linewidths of molecular lines) corresponded to this collapse. However, shortly
thereafter, Zuckerman and Palmer (1974) argued against this possibility by noting
that, if all the molecular gas in the Galaxy, with mean density n � 100 cm�3
and total mass Mmol � 109Mˇ, were in free-fall, then a simple estimate of the
total SF rate (SFR) in the Galaxy, given by SFR � Mmol=�ff � 200 Mˇ yr�1,
where �ff D p

3	=32G
 is the free-fall time, would exceed the observed rate of
� 2Mˇ year�1 (e.g., Chomiuk and Povich 2011) by about two orders of magnitude.
Moreover, Zuckerman and Evans (1974) argued that, if clouds were undergoing
large-scale radial motions (a regime which they assumed would include the case of a
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global gravitational contraction), then the star formation activity, and the HII regions
associated with it, would tend to be concentrated at the center of the cloud. Under
these conditions, the H2CO absorption lines seen on the spectra of the HII regions,
produced by the surrounding, infalling gas, should be redshifted with respect to
the CO lines produced by the cloud as a whole, an effect which Zuckerman and
Evans (1974) showed does not occur. They also argued that such a “radial-motion”
flow regime is inconsistent with the fact that clouds contain multiple HII regions,
clusters, and dense clumps. A related notion, which still persists today, is that, if
a cloud is undergoing global collapse, the largest linewidths should occur near the
collapse center, as the infall velocities should be at a maximum there, contrary to the
observation that the largest velocity dispersions occur at the largest scales (Larson
1981).

These objections prompted the suggestion (Zuckerman and Evans 1974) that the
non-thermal motions in MCs corresponded instead to small-scale (in comparison
to the sizes of the clouds) random turbulent motions. The need for these motions
to be confined to small scales arose from the need to solve the absence of a
systematic shift between the H2CO absorption lines of HII regions and the CO
lines from their parent molecular clouds noted by those authors. But such a small-
scale nature also had the advantage that the turbulent (ram) pressure could provide
an approximately isotropic pressure that could counteract the self-gravity of the
clouds at large, thus providing a suitable mechanism for keeping the clouds from
collapsing and maintaining them in near virial equilibrium (Larson 1981). On the
other hand, because turbulence is known to be a dissipative phenomenon (e.g.,
Landau and Lifshitz 1959), research then focused on finding suitable sources for
driving the turbulence and avoiding rapid dissipation. The main driving source was
considered to be energy injection from stars (e.g., Norman and Silk 1980; McKee
1989; Li and Nakamura 2006; Nakamura and Li 2007; Krumholz et al. 2006; Carroll
et al. 2009, 2010; Wang et al. 2010; see also the reviews by Mac Low and Klessen
2004 and Vázquez-Semadeni 2010), and reduction of dissipation was proposed to
be accomplished by having the turbulence being MHD, and consisting mostly of
Alfvén waves, which were thought not to dissipate as rapidly (e.g., Shu et al. 1987),
and which could provide an isotropic pressure (McKee and Zweibel 1995).

However, in the last decade several results have challenged the turbulent
pressure-support scenario: (1) Turbulence is known to be characterized by having
the largest velocity differences occurring at the largest scales, and MCs are no
exception, exhibiting scaling relations between velocity dispersion and size which
suggest that the largest velocity differences occur at the largest scales (Larson 1981;
Heyer and Brunt 2004; Brunt et al. 2009; Fig. 14.11, left and middle panels).
This is inconsistent with the small-scale requirement for turbulent support. (2)
It was shown by several groups that MHD turbulence dissipates just as rapidly
as hydrodynamic turbulence (Mac Low et al. 1998; Stone et al. 1998; Nordlund
and Padoan 1999), dismissing the notion of reduced dissipation in “Alfvén-
wave turbulence”, and thus making the presence of strong driving sources for the
turbulence an absolute necessity. (3) Clouds with very different contributions from
various turbulence-driving mechanisms, including those with little or no SF activity,
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Fig. 14.11 Left and middle panels: Second eigenimages obtained by Principal Component Anal-
ysis of spectroscopic data of the star-forming region NGC 1333, showing the main contribution
to the linewidth of molecular emission in this region (Brunt et al. 2009). The middle image shows
the region enclosed in the rectangle in the left image. Black and white colors represent oppositely-
signed components of the velocity. Brunt et al. (2009) describe the pattern as a “dipole”, in which
large-scale patches of alternating velocity direction are observed. This is seen in both the large-
scale (left) and the small-scale (middle) images. Right panel: Image of the projected density field
of a 3D numerical simulation with cooling, self-gravity, and magnetic fields, representing the
formation of a dense atomic cloud by the collision of WNM streams in the direction perpendicular
to the plane of the figure. The time shown is 20 Myr after the start of the simulation. The black
dots denote “sink” particles, which replace local collapsing zones in the simulation. The whole
cloud is also collapsing, although its collapse is not completed yet by the end of the simulation, at
t D 31Myr. From Vázquez-Semadeni et al. (2011)

such as the so-called Maddalena’s cloud (Maddalena and Thaddeus 1985), show
similar turbulence characteristics (Williams et al. 1994; Schneider et al. 2011),
suggesting that stellar energy injection may not be the main source of turbulence
in MCs.

Moreover, simulations of dense cloud formation in the nonmagnetic case have
shown that, once a large cold CNM cloud forms out of a collision of WNM streams,
it quickly acquires a large enough mass that it can begin to collapse gravitationally
in spite of it being turbulent (Vázquez-Semadeni et al. 2007, 2010; Heitsch and
Hartmann 2008; Heitsch et al. 2008a). This happens because, as the atomic gas
transitions from the warm to the cold phase, its density increases by roughly two
orders of magnitude, while the temperature drops by the same factor. Thus, the Jeans
mass in the gas, proportional to the product n�1=2T 3=2, drops by a factor � 104,
implying that the cold cloud assembled by the compression can rapidly exceed its
Jeans mass.

In turn, the gravitational contraction very effectively enhances the column
density of the gas, promoting the formation of molecular hydrogen (H2) (Hartmann
et al. 2001; Bergin et al. 2004; Heitsch and Hartmann 2008), and so it appears
that the formation of a molecular cloud may involve some previous gravitational
contraction (see also McKee 1989). In addition, according to the discussion in
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Sects. 14.4.2 and 14.5.4, the CNM clouds formed by converging WNM flows should
be born turbulent and clumpy. This turbulent nature of the clouds may further
promote the formation of molecular hydrogen (Glover and Mac Low 2007a). The
simulations (Vázquez-Semadeni et al. 2007, 2010; Heitsch and Hartmann 2008)
show that the nonlinear, turbulent density fluctuations can locally complete their
collapse before the global collapse of the cloud is completed (Fig. 14.11, right
panel), both because their densities are large enough that their free-fall time is
significantly shorter than that of the whole cloud (Heitsch and Hartmann 2008; Pon
et al. 2011), and because clouds in general have flattened or filamentary shapes
(e.g., Bally et al. 1989; de Geus et al. 1990; Heiles and Troland 2003; Molinari et al.
2010; André et al. 2010). Interestingly, the free-fall time for these geometries may be
much larger than the standard free-fall time, �ff D p

3	=32G
, which is applicable
to a spherically symmetric structure (Toalá et al. 2012; Pon et al. 2012). Thus, an
approximately spherical clump of the same volume density within a flattened or
elongated structure can collapse much earlier than the non-spherical cloud in which
it is immersed.

In addition, the turbulent velocities initially induced in the clouds by the
converging flows in the simulations are observed to be relatively small (only
moderately supersonic [Ms � 3] with respect to the dense gas). Strongly supersonic
(Ms � 10) velocities like those observed in real molecular clouds only develop later
in the simulations, due to the ensuing gravitational contraction (Vázquez-Semadeni
et al. 2007). This is in agreement with the fact that CNM clouds are observed
to typically have moderately supersonic (Ms � 3) velocity dispersions (Heiles
and Troland 2003), while GMCs are observed to have much larger turbulent rms
Mach numbers, Ms � 10–20 (Wilson et al. 1970). Finally, Banerjee et al. (2009)
noted that, in their numerical simulations, the clumps with highest internal velocity
dispersions were those that had already formed collapsed objects (“sink” particles),
even though energy feedback from the sinks was not included. This again suggested
that the largest velocities develop by the action of self-gravity.

Do Observations Rule Out Global Gravitational Contraction in Star-Forming
Molecular Clouds?

It is very important to note that the possibility of MCs being in gravitational
collapse is not in contradiction with any observed properties of MCs. First, as noted
by Ballesteros-Paredes et al. (2011a), the magnitudes of the virial and free-fall
velocities for a self-gravitating object are observationally indistinguishable. Thus,
the interpretation of cloud energetics in terms of virial equilibrium is completely
interchangeable by an interpretation of collapse.

Also, one important argument against the possibility of gravitational collapse
of MCs is the argument by Zuckerman and Palmer (1974) that it would lead to
exceedingly large SFRs. We discuss the possible resolution of this conundrum in
Sect. 14.6.2. Another frequent argument against the global gravitational contraction
scenario is that such a regime should produce readily observable signatures, such as
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the systematic shift between the CO lines from the clouds and the absorption lines
seen towards HII regions proposed by Zuckerman and Evans (1974), as discussed at
the beginning of this section. However, it should be noted that the argument by ZE74
against large-scale motions in the clouds would also apply to turbulent motions
as we presently understand them, since turbulent flows in general have the largest
velocity differences across the largest velocity separations, as discussed above in
relation to the left and middle panels of Fig. 14.11. The only kind of turbulence that
would not be invalidated by ZE74’s argument would be microscopic turbulence, in
which the largest turbulent scale should be much smaller than the size of the cloud,
but, as already discussed above, this is clearly not the case in molecular clouds, as
illustrated by the left and middle panels of Fig. 14.11.

Moreover, the above arguments against global collapse in clouds are based on the
assumptions that the cloud has a roughly spherical symmetry, and that the collapse is
monolithic, meaning that there is a single, dominant flow, aimed at a major, localized
collapse center. Actually, numerical simulations of cloud formation and evolution
show that this is not the case. As mentioned above, the clouds are far from having
a spherical symmetry, and instead tend to have flattened or filamentary shapes. In
addition, the clouds are born turbulent, and therefore they contain nonlinear density
fluctuations, which have shorter free-fall times than the average in the cloud, and
thus collapse earlier. Thus, multiple collapse centers arise in the cloud before the
global collapse is completed, and, as a consequence, there is no single, evident,
dominant collapse center, possibly resolving the concerns of Zuckerman and Evans
(1974). Essentially, the cloud fragments gravitationally, with the local collapse
centers accreting from filaments that in turn accrete from the bulk of the cloud
(Gómez and Vázquez-Semadeni 2014), in agreement with the velocity structure of
clumps and their surrounding filaments (Myers 2009; André et al. 2010; Palmeirim
et al. 2013; Kirk et al. 2013; Peretto et al. 2014). Towards the end of the evolution,
the locally collapsing regions formed earlier tend to merge to form a massive region
then acquires large densities and velocities, typical of massive-star forming regions
(Vázquez-Semadeni et al. 2009). This flow regime has been termed hierarchical,
chaotic gravitational fragmentation (Vázquez-Semadeni et al. 2009; Ballesteros-
Paredes et al. 2011a).

Note, however, that all of the above arguments in favor of gravitational contrac-
tion motions in MCs probably apply mostly to clouds in the early-to-intermediate
stages of their evolution; that is, from their formation to their strongly star-forming
stages. Nevertheless, after strong stellar feedback has disrupted the clouds, it is
likely that shreds may remain in a relatively quiescent stage, perhaps supported by
the magnetic field, without forming stars, and perhaps even being on their way to
dispersal (Elmegreen 2007; Vázquez-Semadeni et al. 2011).

All of the above evidence suggests that the observed supersonic nonthermal
motions in MCs may evolve from being dominated by random turbulence in the
early evolutionary stages of the (mostly atomic) clouds, to being infall-dominated
at more advanced (mostly molecular) stages, characterized by large densities,
velocities, and star formation rates. Note, however, that the turbulent component
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may be maintained or even somewhat amplified by the collapse (Vázquez-Semadeni
et al. 1998; Robertson and Goldreich 2012).

In this scenario of hierarchical gravitational fragmentation, the main role of
the truly turbulent (i.e., fully random) motions is to provide the nonlinear density
fluctuation seeds that will collapse locally once the global contraction has caused
their density to increase sufficiently for them to become locally gravitationally
unstable (Clark and Bonnell 2005). Evidence for such multi-scale collapse has
recently begun to be observationally detected (Galván-Madrid et al. 2009; Schneider
et al. 2010).

14.5.5.2 The Molecular Gas. Results Including the Magnetic Field

According to the discussion in Sect. 14.4.2.2, the formation of a cold, dense atomic
cloud can be accomplished by the compression of warm material along magnetic
field lines, which nonlinearly triggers a phase transition to the cold phase. However,
as discussed in the previous section, the formation of a molecular cloud probably
requires the gravitational contraction of the atomic cloud previously formed by
the compression. Thus, in the presence of the magnetic field, this requires an
understanding of the role of magnetic support; that is, of the evolution of the mass-
to-flux ratio (MFR).

As is well known, and was reviewed in Sect. 14.3.4.3, there exists a critical value
of the MFR below which the magnetic field is able to support the cloud against
its own self-gravity. Along the direction of the field lines, the criticality condition in
terms of the mass column density˙ D 
L and the field strengthB0 for a cylindrical
geometry is (Nakano and Nakamura 1978),

.˙=B0/crit D .4	2G/�1=2 � 0:16 G�1=2; (14.18)

where 
 is the mass density and L is the cylinder length. This condition gives the
accumulation length, in terms of fiducial values representative of the ISM in the
solar neighborhood, as (Hartmann et al. 2001)

Lc � 470

�
B0

5�G

�� n

1 cm�3
��1

pc; (14.19)

where we have assumed �m D 1:27. In principle, if the Galactic field is primarily
azimuthal, then the Galactic ISM at large is magnetically supercritical in general,
because field lines circle around the entire Galactic disk, and thus sufficiently long
distances are always available along them.6 Thus, the MFR of a system is not a

6Note, however, that supercriticality does not necessarily imply collapse, since the gas may be
thermally or otherwise supported, as is likely the case for the diffuse warm medium at scales of
hundreds of parsecs.
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uniquely defined, absolute parameter, but rather depends on where the boundaries
of the system are drawn. Also, recall that the critical value of the MFR depends
on the local geometry of the system being considered. For instance, a system with
spherical symmetry has a critical value of .˙=B0/crit D .6	2G/�1=2 � 0:13 G�1=2
(e.g. Shu 1992), somewhat smaller than that given by Eq. (14.18).

Now consider a cloud or clump that is formed by the accumulation of gas along
field lines in general.7 In the rest of this discussion, we will generically refer to the
resulting density enhancement as a “cloud”, referring to either a cloud, a clump,
or a core. Although redistribution of matter along field lines does not in principle
affect the total MFR along the full “length” of a flux tube, this length is a rather
meaningless notion, since the flux tube may extend out to arbitrarily long distances.
What is more meaningful is the MFR of the dense gas that makes up the cloud,
since the cloud is denser than its surroundings, and thus it is the main source of the
self-gravity that the field has to oppose. In fact, for the formation of a cloud out of
flow collisions in the WNM, the density of the cloud is � 100 times larger than
that of the WNM (Field et al. 1969; Wolfire et al. 1995), and so the self-gravity of
the latter is negligible. Thus, in this problem, natural boundaries for the cloud are
provided by the locus of the phase transition front between the dense and the diffuse
gas, allowing a clear working definition of the MFR.

However, contrary to the very common assumption of a constant cloud mass, the
formation of clouds by converging gas streams implies that the mass of the cloud
is a (generally increasing) function of time (cf. Sect. 14.3.3.2), a conclusion that
has recently been reached observationally as well (Fukui et al. 2009). This means
that, within the volume of the cloud, the MFR is also an increasing quantity, since
the flux remains constant if the flow is along field lines, while the mass increases
(see also Shu et al. 2007). If the cloud starts from essentially zero mass, this in turn
implies that the MFR of a cloud is expected to start out strongly subcritical (when
the cloud is only beginning to appear), and to evolve towards larger values at later
times. Rewriting Eq. (14.19) for the column density, we see that the cloud becomes
supercritical when (Vázquez-Semadeni et al. 2011)

Ncr � 1:5 � 1021
�
B0

5�G

�
cm�2; (14.20)

where N 
 ˙=�mmH is the number column density, and is to be measured
along the field lines. The critical column density for magnetic criticality given by
Eq. (14.20) turns out to be very similar, at least for solar neighbourhood conditions,
to the critical column density of hydrogen atoms necessary for cold atomic gas
to become molecular, NH � 1–2�1021 cm�2 (e.g., Franco and Cox 1986; van

7Since compressions perpendicular to the magnetic field cannot induce collapse of an initially
subcritical region, as they do not change the MFR, and compressions oblique to the field can
produce collapse by reorienting the directions of the flow and the field lines (Hennebelle and
Pérault 2000), our assumed configuration involves no loss of generality.
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Dishoeck and Black 1988; van Dishoeck and Blake 1998; Hartmann et al. 2001;
Glover and Mac Low 2007a,b; Glover et al. 2010).

Moreover, the critical column density given by Eq. (14.20) is also very similar
to that required for rendering cold gas gravitationally unstable, which is estimated
to be

Ngrav � 0:7 � 1021
�

P=k

3000 K cm�3

�1=2
cm�2 (14.21)

(Franco and Cox 1986; Hartmann et al. 2001). Thus, the evolution of a cloud is such
that it starts out as an atomic, unbound, and subcritical diffuse cloud (Vázquez-
Semadeni et al. 2006) and, as it continues to accrete mass from the warm atomic
medium, it later becomes molecular, supercritical, and collapsing, at roughly the
same time (Hartmann et al. 2001). This is fully consistent with the observation
that diffuse atomic clouds are in general strongly subcritical (Heiles and Troland
2005) and not strongly self-gravitating, while GMCs are approximately critical or
moderately supercritical (Crutcher 1999; Bourke et al. 2001; Troland and Crutcher
2008), and are generally gravitationally bound (e.g., Blitz 1993).

It is important to note that this is in stark contrast to the SMSF (see, e.g., the
reviews by Shu et al. 1987; Mouschovias 1991), where it was considered that
the magnetic criticality of a cloud was the main parameter determining whether
it would form only low-mass stars and at a slow pace (in the case of subcritical
clouds), or form clusters, including high-mass stars, and at a fast pace (supercritical
clouds). This constituted a bimodal scenario of SF, and sub- and supercritical clouds
constituted two separate classes.

Instead, in the evolutionary scenario for MCs described above, clouds are
expected to evolve from being simultaneously atomic, subcritical and not strongly
self-gravitating to being molecular, supercritical and strongly self-gravitating. Next,
the roughly simultaneous transition to self-gravitating and supercritical suggests
that, in general, GMCs should be in a state of gravitational contraction, at least
initially, even in the presence of typical magnetic field strengths in the Galactic
disk. Of course, significant scatter in the MFR is expected, both intrinsically (see
Sect. 14.3.4.1) and as a consequence of observational uncertainties (e.g., Crutcher
1999), and thus a certain fraction of the GMCs may remain subcritical up to
significantly evolved stages, or even throughout their entire evolution. This case
is discussed further below.

The formation and evolution of molecular clouds in the magnetic case has
been investigated recently using numerical simulations of GMC formation by
compressions in the WNM aligned with the magnetic field (Hennebelle etal. 2008;
Banerjee et al. 2009; Vázquez-Semadeni et al. 2011). The latter authors in particular
included self-gravity and AD, and considered three cases: one supercritical, with
� D 1:3, and two subcritical, with � D 0:9 and 0,7, corresponding to mean
field strengths of 2, 3, and 4 �G, respectively. The initial magnetic field was
considered uniform. In all cases, the mean density was 1 cm�3 and the temperature
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T D 5;000K. The compressions consisted of two oppositely-directed streams of
gas at the mean density, and of length 112 pc, immersed in a 256-pc box.

The evolution of the subcritical cases is worth discussing in detail, as it differs
somewhat from simple expectations. These simulations produced a dense cloud that
quickly began to contract gravitationally, similarly to non-magnetic simulations.
This occurred because a uniform magnetic field does not provide any support, since
the latter requires the existence of a magnetic gradient. Support builds up gradually
as the field lines are bent. The clouds thus contracted for a few tens of Myr, until
the magnetic tension was large enough to halt the collapse, at which point they re-
expanded, and entered an oscillatory regime, around the equilibrium configuration.
However, due to the existence of diffusion (both numerical and from AD), local
collapse events managed to occur, in agreement with the notions from the SMSF
(see also McKee 1989). The notable difference with that model, though, occurred
in the fact that the clouds only formed stars during the global contraction phase,
especially at maximum compression, and essentially shut off in the re-expanding
phase. This is in contrast to the SMSF, in which the GMCs at large were assumed
to be in equilibrium and forming stars continuously, albeit slowly.

The above discussion suggests that the possibility of star-forming molecular
clouds being in a state of gravitational contraction may hold even if they have
subcritical MFRs. The subsequent re-expansion of these clouds (or their remnants)
may lead to a star-formation-inactive and quiescent phase, perhaps on their way
to dispersal, if the clouds are exiting the spiral arms by that time, as proposed by
Elmegreen (2007).

14.6 Star Formation in the Turbulent ISM

14.6.1 Does Molecular Cloud “Turbulence” Provide Support
for Molecular Clouds?

In the previous sections we have discussed how large-scale compressions in the
general ISM produce density fluctuations, in particular by nonlinearly inducing
phase transitions from the cold to the warm medium. Because the largest dimensions
of the clouds thus formed are as large as the transverse dimension of the compression
that formed them, and because of the large drop in the local Jeans mass upon the
phase transition (cf. Sect. 14.5.5.1), they can soon find themselves being strongly
gravitationally unstable and proceed to collapse. It is important to note that the large-
scale compression forming the clouds may (and in fact, is likely to) have an origin
different from the general turbulence in the ISM, such as, for example, large-scale
instabilities like the magneto-Jeans one (e.g. Kim and Ostriker 2001), or simply the
passage of the stellar spiral-arm potential well.

In fact, it is worth noting that just the turbulence driven by supernovae does
not seem to be able to sustain itself, since the mass driven into a Jeans-unstable
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regime per unit time by the turbulence is not enough to maintain the same supernova
rate that drives the turbulence (Joung and Mac Low 2006). This conclusion is also
supported by the fact that successive generations of triggered SF do not appear to be
able to form stars as massive as in the previous generation (Deharveng and Zavagno
2011). Thus, it appears safe to conclude that the main driver of star formation is
gravity at the largest scales.

During the last decade, the main role of interstellar turbulence has been thought
to be the regulation of SF, mainly on the basis of the assumption that the turbulent
velocity dispersion contributes to the support of molecular clouds against their self-
gravity, analogously to the role of the thermal velocity dispersion, and perhaps
including a scale-dependent amplitude (Chandrasekhar 1951; Bonazzola et al. 1987;
Bertoldi and McKee 1992; Vazquez-Semadeni and Gazol 1995; Mac Low and
Klessen 2004; Krumholz and McKee 2005; Hennebelle and Chabrier 2008, 2011;
Padoan and Nordlund 2011). Thus, turbulence has been thought to provide support
to clouds as a whole, while simultaneously inducing small-scale density fluctuations
(clumps) within the clouds that may undergo gravitational collapse if they are
compressed enough for their Jeans mass to become smaller than their actual mass
(Vázquez-Semadeni et al. 2003b; Ballesteros-Paredes et al. 2007). In this manner,
global collapse of the clouds could be prevented, avoiding the Zuckerman and
Palmer (1974) conundrum that the global collapse of molecular clouds would cause
an excessively large SFR (see Sect. 14.5.5.1), while at the same time allowing for
the collapse of a small fraction of the mass, brought to instability by the local
supersonic turbulent compressions. However, this last notion was challenged by
Clark and Bonnell (2005), who argued that the turbulence only provides the seed
density fluctuations for subsequent gravitational fragmentation, without significant
local reductions in the Jeans mass induced by the turbulence.

Moreover, Heitsch and Hartmann (2008) showed that the fraction of mass with
short free-fall times ( <� 1 Myr) in the clouds increases monotonically over time in
the presence of self-gravity, indicating a secular evolution towards higher densities,
while simulations with no self-gravity exhibited a stationary fraction of mass with
short free-fall times, as would be the case in clouds supported against collapse by
the turbulence (Fig. 14.12).

Finally, the simulations have also shown that the fraction of molecular gas also
increases in time, so that the cloud would indeed be classified as atomic in its
early phases, and as molecular in later ones (Heitsch and Hartmann 2008; Clark
et al. 2012). In particular, the latter authors have shown that the formation of
CO-dominated regions only occurs � 2Myr before SF starts, although significant
amounts of H2 can appear earlier.

All of the above evidence suggests that the strongly supersonic motions observed
in MCs may be a manifestation of the gravitational contraction occurring in the
clouds, rather than truly turbulent (i.e., random) motions, of a separate origin, that
can counteract the gravitational contraction of the clouds. It is worth noting here that
Klessen and Hennebelle (2010) have recently shown that, in general, the accretion
power at scales from entire Galactic disks to protostellar disks, passing through the
GMC scale, is more than enough to drive the turbulence observed in these systems.
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However, it should be noted that, in the case of GMCs, this suggestion differs
qualitatively from the nature of the motions discussed above. Rather than accretion
driving turbulent motions in the clouds which can then support them, the discussion
above suggests that the observed motions in the clouds are the infall itself, with
only a small, subdominant, truly random turbulent component superposed on them.
In this case, these motions cannot provide support against the self-gravity of the
clouds.

14.6.2 Regulation of Star Formation Via Stellar Feedback

All of the above evidence strongly suggests that interstellar clouds undergo a
secular evolution, starting their existence as moderately supersonic, magnetically
subcritical, sheet-like atomic clouds, and evolving towards becoming supercritical,
molecular, gravitationally contracting objects. However, in this case, the Zuckerman
and Palmer (1974) SF conundrum (cf. Sect. 14.5.5.1) must be addressed. That is, if
MCs are essentially in free-fall, how to prevent the SFR from being two orders of
magnitude larger than it is observed to be in the Galaxy?
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Fig. 14.12 Time evolution of the mass (indicated by the color scale) at a given free-fall time
(vertical axis) in numerical simulations of cloud formation and evolution by Heitsch and Hartmann
(2008). The top row shows the free-fall time in a linear scale, while the bottom row shows it in
logarithmic scale. The panels on the left show a simulation with no self-gravity, while the middle
and right panels show two different simulations with self-gravity. In the case with no self-gravity,
the fraction of mass at a given free-fall time is seen to remain nearly constant, and the minimum
free-fall time to remain at � 1Myr, while in the cases with self-gravity, the minimum free-fall time
decreases secularly. Note that, in these plots, �ff is simply a proxy for the density, since �ff / 
�1=2,
and so it can be evaluated even if gravity is not included in the simulations
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Early studies proposed that ionizing radiation from massive stars should be able
to disperse a cloud as early as when only � 10% of the cloud’s mass has been
converted to stars (see, e.g., Sect. 4 of Field 1970), so that the remaining 90 %
would be prevented from forming any more stars. This suggestion, however, was
challenged by Mouschovias (1976), who argued that those estimates were based on
the assumption of unrealistically low mean densities for the clouds (� 10 cm�3),
and that using more realistic values (� 105 cm�3) would result in a grossly
insufficient amount of ionization in the cloud, thus invalidating the mechanism as
a suitable one for dispersing the clouds. As an alternative, Mouschovias (1976)
proposed the basic notions for the SMSF: that the MCs should be magnetically
subcritical in general, so that their envelopes would remain supported by the
magnetic tension, while only the central core would be able to proceed to collapse
through AD (cf. Sects. 14.3.1 and 14.3.4.1). However, observational evidence from
the last decade has suggested that most MCs are likely to be at least moderately
magnetically supercritical (e.g., Bourke et al. 2001; Troland and Crutcher 2008;
Crutcher et al. 2010), a conclusion also reached by theoretical arguments (see
Sect. 14.5.5.2 and references therein).

Another alternative was the proposal that MCs could be supported by turbulence,
either hydrodynamical or MHD. However, since turbulence needs to be continu-
ously driven, two variants have been considered for the driving: either it might be
due to feedback from stellar sources internal to the clouds (cf. Sect. 14.5.5.1), or
else to external driving sources such as supernova shocks. However, as discussed
in Sects. 14.4.2.1 and 14.5.5.2, the role of external turbulence seems more likely to
be the driving of MC formation, rather than the driving of the strongly supersonic
internal turbulence of the GMCs, because the turbulence induced in the forming
clouds is only moderately supersonic, rather than strongly so (cf. Sect. 14.6.1).

The possibility of driving the turbulence by stellar feedback from inside the
clouds has been extensively studied, both analytically and numerically (e.g.,
Norman and Silk 1980; McKee 1989; Li and Nakamura 2006; Nakamura and Li
2007; Carroll et al. 2009, 2010; Wang et al. 2010). In most such studies, it has been
concluded that this feedback can maintain the clumps within GMCs in near virial
equilibrium. Studies of the SFR and the SFE under these conditions have often
idealized the turbulence as being simply randomly driven, and have shown that in
this case the SFE can be maintained at levels of a few percent, comparable to the
observed ones (e.g., Klessen et al. 2000; Vázquez-Semadeni et al. 2003a, 2005b).

However, as discussed in the review by Vázquez-Semadeni (2010), numerical
simulations of the momentum feedback from protostellar outflows have only
considered numerical boxes at the parsec (clump) scale, neglecting the infall
from the environment of the clump, which has been observed in GMC formation
simulations. This adds a large amount of infall onto the system not included in
those simulations. Thus, it seems that outflows cannot provide sufficient feedback
to prevent the collapse of entire GMCs.

The role of massive-star ionization feedback in the support of GMCs has been
investigated semi-analytically by Krumholz et al. (2006) and Goldbaum et al. (2011)
considering the time-dependent virial theorem in the presence of feedback, and of
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feedback and infall, respectively, concluding that the clouds may oscillate around
the virial equilibrium state for several Myr, until they are finally dispersed. However,
full numerical simulations of this problem (Vázquez-Semadeni et al. 2010) suggest
that the infall is not suppressed, and instead that the regulation of the SFR occurs
because most of the infalling material is evaporated before it can form further stars,
except in the case of the most massive (� 106Mˇ) GMCs (Dale et al. 2012), where
supernova feedback and/or radiation pressure may also be required to accomplish
the dispersal of the clouds.

Thus, it appears that the resolution of the Zuckerman and Palmer (1974)
conundrum lies not in the prevention of the global contraction of star-forming
GMCs, but rather on the effect of the feedback, and that this effect is, after all,
essentially as initially suggested by Field (1970). The resolution of the objection by
Mouschovias (1976), in turn, appears to lie in that the fraction of mass that is at
very high densities (> 105 cm�3) is very small (see, e.g., Blitz 1993; Sects. VII and
IX) and inhomogeneously distributed, so that eventually HII regions may break out
from the densest regions and ionize the rest of the MC (see, e.g., Peters et al. 2010).

Summary and Conclusions
In this contribution, we have briefly reviewed the role and interaction between
the main physical processes present in the ISM: radiative heating and cooling,
magnetic fields, self-gravity, and turbulence, and their implications for the
SF process. The presence of radiative heating and cooling implies in general
that the gas behaves in a non-isentropic (i.e., non-adiabatic) way, and in
particular it may become thermally unstable in certain regimes of density
and temperature, where low-amplitude (i.e., linear) perturbations can cause
runaway heating or cooling of the gas that only stops when the gas exits that
particular regime. This in turn causes the gas to avoid those unstable density
and temperature ranges, and to settle in the stable ones, thus tending to seg-
regate the gas into different phases of different densities and/or temperatures.
In classical models of the ISM, only the stable phases were expected to exist
in significant amounts.

We then discussed some compressible MHD turbulence basics, and the
production, nature and evolution of turbulent density fluctuations in polytropic
(i.e., of the form P / 
�e ) flows, discussing in particular the probability
density function (PDF) of the density fluctuations, which takes a lognormal
form in isothermal regimes, and develops power-law tails in polytropic ones.
We also discussed the correlation (and, at low densities, lack thereof) between
the magnetic field and the density as a consequence of the superposition of the
different MHD wave modes, and the evolution of the mass-to-magnetic flux
ratio (MFR) as density enhancements are assembled by turbulent fluctuations.

(continued)
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We next discussed turbulence in the multi-phase ISM, noting that, since
turbulence is an inherently mixing phenomenon, it opposes the segregating
effect of thermal instability, causing the production of gas parcels in the
classically forbidden unstable regimes, which may add up to nearly half the
mass of the ISM, although the density PDF in general still exhibits some
multimodality due to the preference of the gas to settle in the stable regimes.
The existence of gas in the unstable ranges has been established by various
observational studies.

Next, we discussed the nature of the turbulence in the different ranges of
density and temperature of the gas, noting that in the diffuse ionized regions,
where the flow is transonic (i.e., with Mach numbersMs � 1), the gas appears
to behave in an essentially incompressible way, exhibiting Kolmogorov
scalings over many orders of magnitude in length scale. However, in the
neutral atomic component, where the gas is thermally bistable, the flow is
expected to exhibit large density and temperature fluctuations, by up to factors
� 100, thus being highly fragmented. We also pointed out that large-scale
compressions in the warm neutral gas, which may be triggered by either
random turbulent motions, or by yet larger-scale instabilities, may nonlinearly
induce the formation of large regions of dense, cold gas; much larger, in
particular, than the most unstable scales of TI, which have sizes � 0:1 pc,
thus forming large cold atomic clouds that may be the precursors of giant
molecular clouds (GMCs). This is because these clouds are expected to
become molecular, gravitationally unstable, and magnetically supercritical at
approximately the same time, so that when they reach a mostly molecular
stage, they are likely to be undergoing generalized gravitational contraction.

The clouds are born internally turbulent and clumpy, and the resulting
nonlinear density fluctuations (“clumps”) eventually become locally grav-
itationally unstable during the contraction of the whole large-scale cloud.
Because they are denser, they have shorter free-fall times, and can complete
their local collapses before the global one does, thus producing a regime
of hierarchical gravitational fragmentation, with small-scale, short-timescale
collapses occurring within larger-scale, longer-timescale ones. It is thus
quite likely that the flow regime in the dense molecular clouds corresponds
to a dominant multi-scale gravitational contraction, with smaller-amplitude
random (turbulent) motions superposed on it.

The local collapses cause star formation (SF) that begins before the global
collapse is concluded, and the ionizing feedback from the massive stars that
form during this stage appears to be sufficient to erode and disperse the clouds
before the entire mass of the clouds is converted to stars, thus avoiding the
objection by Zuckerman and Palmer (1974) to free-falling GMCs, that they
would form stars at a rate much larger than the observed Galactic rate. They do
so, but only for short periods of time, before most of their mass gets dispersed.

(continued)
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We conclude that turbulence in the magnetized, multi-phase, self-
gravitating ISM is an extremely rich and complex phenomenon, but whose
(thermo)dynamics is beginning to be understood, together with its relation to
the star formation process.
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Chapter 15
Observations of Magnetic Fields in Molecular
Clouds: Testing Star Formation Theory

Richard M. Crutcher

Abstract This chapter reviews Zeeman observations of magnetic fields in molec-
ular clouds and their use in testing star formation theory. The result is that
while ambipolar diffusion driven star formation appears to be inconsistent with
observations, reconnection diffusion seems to be consistent.

15.1 Introduction

One of the major issues in star formation theory is the magnetic flux problem—
stars would have orders of magnitude stronger magnetic fields if flux freezing
held during the formation process. A way to solve this problem during the early
stages has for many years been considered to be almost the “standard model”
for at least low-mass star formation. In this model self-gravitating clouds form
that are magnetically subcritical. That is, the magnetic field is sufficiently strong
to support clouds against gravitational contraction. However, flux freezing is not
perfect. Gravity drives neutrals through the magnetic field and the ions toward the
gravitational center, building up mass in the central region until the core becomes
supercritical—the magnetic field in the core is not sufficiently strong to prevent
the augmented core mass from contracting more rapidly. The contraction now
drags in both the magnetic field and the ions. This process is called ambipolar
diffusion, and results in a relatively slow, quasi-static, inefficient star formation
process (e.g., Mouschovias and Ciolek 1999). However, in recent years the roles
played by turbulence have drawn increasing attention. Convergent turbulent flows
can build up mass in small volumes, forming self-gravitating clouds. Some of these
clouds may initially be supercritical, due possibly to flows primarily along flux
tubes so mass but not magnetic flux increases. Such clouds may then form stars
on relatively short time scales. Other clouds may be formed that are subcritical,
and will not form stars unless the mass to magnetic flux ratio M=˚ can be
increased. One way to do this is of course the relatively slow ambipolar diffusion
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process. However, another physical process has recently been suggested—magnetic
reconnection. Turbulence can greatly increase the magnetic reconnection rate so that
it can dominate ambipolar diffusion as the primary process for solving the magnetic
flux problem during the early stages of star formation (Santos-Lima et al. 2010,
2012, 2013; Lazarian et al. 2012; Leão et al. 2013).

Ambipolar diffusion theory has self-gravitating clouds originally being sub-
critical, with their cores becoming supercritical through the action of ambipolar
diffusion, while the envelopes remain subcritical. This is because the ambipolar
diffusion rate is much faster in the smaller, denser and shielded inner region of a
cloud, where the fractional ionization is lower. The reconnection diffusion rate does
not depend on ionization but on the strength of the turbulence. Because turbulence
is stronger in the lower density envelopes of clouds and in diffuse H I clouds, the
reconnection diffusion rate will be faster in diffuse regions and in envelopes of
molecular clouds, the opposite of the ambipolar diffusion case.

Although the role played by magnetic fields in the star formation process
remained unclear in spite of many years of observational effort, recent work has
significantly clarified the picture and made it possible to test the two magnetic
diffusion processes briefly discussed above. This Chapter covers the same ground
as a very recent review by the present author of magnetic fields in molecular clouds
published in the 2012 edition of Annual Reviews of Astronomy and Astrophysics
(Crutcher 2012), and the reader is referred to that article for a somewhat broader
and more comprehensive review than the present chapter. However, that article
was completed in November 2011, before the possible importance of reconnection
diffusion in star formation had been appreciated and explored. The present Chapter
therefore extends and updates the Annual Reviews article.

In this chapter I very briefly review the observational techniques available for
studying magnetic fields in molecular clouds, describe results that are directly
applicable to testing the ambipolar diffusion and reconnection diffusion processes,
and discuss the state of the observational testing. I focus primarily on Zeeman results
in this chapter; discussion of results from other techniques may be found in Crutcher
(2012).

15.2 Observations of Magnetic Field Strengths

Interstellar magnetic fields may be observed by mapping linearly polarized emission
or absorption from dust and spectral lines. Crutcher (2012) reviewed such observa-
tions in detail. These techniques give information about the morphology of magnetic
fields, but they do not directly give magnetic field strengths, which provide the most
definitive tests of theory. There are statistical methods that allow inference of the
mean magnetic field strength based on the assumption that the observed dispersion
in polarization position angles over a source may be related to the strength of
turbulence, which is inferred from the volume density and the width of a molecular
line. However, such methods give only the mean field strength in the plane of the
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sky over an area and are subject to very significant uncertainties. For this reason, I
focus here on Zeeman observations, which do give direct measurements of magnetic
field strengths.

Zeeman data also have significant limitations. Although the Zeeman effect in
principle yields all three components of the magnetic vector B, in quasi-thermal
(non maser) spectral lines the linearly polarized Stokes Q and U Zeeman signals are
too weak to detect. Hence, only measurement of the circularly polarized Stokes V
spectra are available, which yield only the line-of-sight component Blos of B. Much
of the uncertainty about the role of magnetic fields in star formation comes from
this limitation.

Because a strong Zeeman effect requires that atoms and molecules have an
unpaired electron, unambiguous detections in the interstellar medium (excluding
masers) have to date been in only three species: H I, OH, and CN. However,
since the spectral lines of these species sample complementary densities (nH �
1 � 102; 103 � 104, and 105 � 106 cm�3, respectively), it is possible to observe
magnetic field strengths throughout the density range necessary to test the role of
magnetic fields in the early stages of star formation. The Zeeman data give Blos

averaged over the telescope beam and over the density regime sampled by the
spectral line, and can distinguish different Blos in different (even blended) velocity
components, so individual clouds or subregions can be studied. Figure 15.1 shows
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Fig. 15.1 Example of molecular cloud Zeeman data, for the starless core L1544. The OH 1,665
and 1,667 MHz line data were averaged to show the combined sensitivity. The top and bottom
panels show the Stokes I and V spectra, respectively; the Stokes V data have been scaled up by
a factor of 10 for display. To obtain Blos, dI=d�, which is proportional to Blos, is fitted by least
squares to the observed Stokes V spectrum. The fit shown by the heavy line superposed on the
Stokes V spectrum is for Blos D C10:8 ˙ 1:7�G. The plus sign indicates that Blos points away
from us
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an example of molecular cloud Zeeman data, and illustrates the difficulty and
hence the sparseness of Zeeman results for molecular clouds. The result for L1544
required 16 h of integration time with the Arecibo telescope.

The Zeeman data that will be discussed here are from the compilation by
Crutcher (1999) and from the five later major Zeeman surveys of H I (Heiles and
Troland 2004), OH (Bourke et al. 2001; Troland and Crutcher 2008; Thompson and
Troland 2014), and CN (Falgarone et al. 2008).

15.3 Testing Magnetic Diffusion Theory

The two theories mentioned above for solving the magnetic flux problem at early
stages are ambipolar diffusion and reconnection diffusion. Each makes different
predictions that may be tested with Zeeman observations. I discuss five tests: (1)
whether there are magnetically supported, self-gravitating clouds, (2) the variation
of the mass to magnetic flux ratio with cloud radius, (3) the variation of field strength
with density, (4) the range of field strengths among clouds of the same density, and
(5) complete models of individual clouds.

An important parameter is the ratio of the gravitational and magnetic forces,
which is proportional to the ratio of mass to magnetic flux, M=˚ . A widely
used expression for the critical value at which the two forces are in balance is
.M=˚/crit D 1=2	

p
G (Nakano and Nakamura 1978). Clouds with M=˚ >

.M=˚/crit are supercritical (mass too large to be supported by the magnetic field),
while clouds withM=˚ < .M=˚/crit are subcritical. BecauseM=˚ / N=B , where
N is the column density and B is the magnetic field strength, it is possible to
measure M=˚ in interstellar clouds. Normalized by the above critical .M=˚/crit,
.M=˚/obs D 3:8 � 10�21 NH=B , where NH D N.HI/C 2N.H2/ is in cm�2 and
B is in �G. Henceforth, all observed .M=˚/obs that are discussed will have been
normalized, so .M=˚/obs > 1 is supercritical, .M=˚/obs < 1 is subcritical.

15.3.1 Subcritical Molecular Clouds

To form clouds, ambipolar diffusion theory starts with mass flowing along magnetic
field lines, building up mass in a disk-like structure that eventually becomes self
gravitating and magnetically supported. Hence, the theory predicts that there should
be a population of subcritical, self-gravitating molecular clouds. Whether such
clouds are observed is a test of the theory. On the other hand, reconnection diffusion
acts rapidly and efficiently during the early, diffuse stage where physical scales
are large and turbulence is strong. The rate is sufficiently fast that self-gravitating
molecular clouds need never be subcritical.

Figure 15.2 shows Blos versus NH ; the direction of Blos has been suppressed, so
only the magnitude is plotted. Although an individual Zeeman measurement gives
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Fig. 15.2 H I, OH, and CN Zeeman measurements of the magnitude of Blos versus NH . The
straight line is for a critical M=˚ D 3:8 � 10�21NH=B . Clouds above this line are subcritical,
those below are supercritical

Blos (hence only an upper limit toM=˚), the upper envelope of the Blos in Fig. 15.2
defines the total field strength Btot at eachNH , since for some fraction of the clouds
B should point approximately along the line of sight.

At first glance this figure may seem to show exactly what the ambipolar diffusion
theory predicts. For NH � 1021 cm�2, the M=˚ are subcritical; these clouds are
lower density H I clouds. For NH � 1021 cm�2, the M=˚ are overwhelmingly
supercritical; these clouds are higher density molecular clouds and cores. Hence,
the data appear consistent with the theory, with neutrals gravitationally contracting
while leaving the magnetic flux behind and hence increasing M=˚ in the higher
density molecular gas. However, there are problems with this picture. The H I
clouds in the Arecibo Millinium Survey (Heiles and Troland 2004, 2005) are in
approximate pressure equilibrium with the warm interstellar medium and are not
self-gravitating, so they could not gravitationally collapse through the magnetic field
to form supercritical cores. Heiles and Troland (2003) showed that the structure of
the H I diffuse clouds must generally be sheet-like.

So where are the self-gravitating, subcritical clouds? For NH � 1021 cm�2 most
of the points in Fig. 15.2 are molecular clouds that are generally self-gravitating,
so this should be the region of transition from subcritical to supercritical clouds.
Yet there are zero definite cases of subcritical clouds for NH > 1021 cm�2! The
two points which seem to be significantly above the critical line are both from a
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survey (Bourke et al. 2001) of OH in absorption toward H II regions, and neither is
claimed as a definite detection by these authors. Polarized maser emission within the
absorption lines led to inconsistencies and uncertainties in the fit for Blos that were
not reflected in the formal uncertainties. Hence, there are no clear observational
cases of self-gravitating, subcritical clouds, which must exist in the ambipolar
diffusion theory.

15.3.2 Variation of M=˚ with Cloud Radius

The ambipolar diffusion theory of star formation predicts and requires that M=˚
increase from the envelope to core region of a cloud. Crutcher, Hakobian and
Troland (hereinafter CHT) (Crutcher et al. 2009) directly tested this prediction.
Their experiment measured R 
 .M=˚/core=.M=˚/envelope. The idealized ambipo-
lar diffusion theory of core formation requires R to be approximately equal to the
inverse of the original (before evolution driven by ambipolar diffusion) subcritical
M=˚ , or R > 1. The test used OH Zeeman observations to determine the line-
of-sight magnetic field Blos and the column density NOH in each of four dark
cloud cores and envelopes. The central assumption of this test was that the angle
 between the line of sight and the magnetic field was approximately the same in
core and envelope. Then the measured Blos D Btot cos  would have the same 
in the numerator and denominator of R, and the dependence on the unknown 
would disappear. Therefore, R D .NOH=Blos/core=.NOH=Blos/envelope, all directly
measurable quantities.

Because cloud cores with the strongest measured Blos were selected for the test,
it is likely thatBlos � Btot with  � 0, so cos  � 1 and small changes in  between
core and envelope would not affect R very much. Supporting this assumption of the
experiment is the fact that published models of core formation driven by ambipolar
diffusion have strong, regular magnetic field morphology such that the unknown
angle  between B and the line of sight is approximately the same in core and
envelope regions. From maps of polarized dust emission, field morphologies in
cores and envelopes are found to be correlated in direction (Li et al. 2009).

With measurements of Blos and N.OH/ toward each core and envelope, it was
possible to calculate R and its uncertainty toward each cloud. Because Blos was not
detected (at the 3� level) toward any of the four cloud envelopes, in no case was
the calculated value of R significantly (3�) different from 0. But the astrophysical
question is not whether R is significantly different from 0, it is whether the R
were significantly different from 1, since the ambipolar diffusion theory requires
that R > 1. The results for the four clouds (with the significance with respect to
R D 1 in parentheses) were: R(L1448CO) = 0:02 ˙ 0:36 (2:7�), R(B217-2) =
0:15 ˙ 0:43 (2:0�), R(L1544) = 0:42 ˙ 0:46 (1:3�), and R(B1) = 0:41 ˙ 0:20

(3:0�). Hence, in all four cases, the experiment found R < 1, not R > 1 as the
theory predicts.
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Proponents of the ambipolar diffusion theory of star formation strongly attacked
the CHT results and conclusions, with the two strongest objections being that (1)
motion of cores through surrounding more diffuse gas could lead to B in cores and
their envelopes not being essentially parallel and (2) that since Blos was not detected
in the envelopes only upper limits should be considered (Mouschovias and Tassis
2009, 2010). Crutcher et al. (2010) responded to the objections. The first objection
is certainly possible, although it would require that all four cores move nearly in
the plane of the sky so the envelope fields would be dragged into the plane of the
sky and thus invisible to Zeeman observations. Also, as mentioned above, evidence
from linear polarization mapping that directions in cores and surrounding gas are
strongly correlated argues against this morphology. On the second objection, it is
certainly true that at the 3� upper-limit level, R D 1 is consistent with the data for
each cloud individually. Hence, Mouschovias and Tassis argue that the observations
are consistent with ambipolar diffusion. However, the assumption of the ambipolar
diffusion theory that clouds initially are subcritical implies not that R D 1 but that
R > 1, so the significance of the individual observational results for ambipolar
diffusion is larger than given by comparison with R D 1. Moreover, while the
observational results for each cloud individually can be argued to be (marginally)
consistent with the prediction of ambipolar diffusion, one must also consider that a
sample of four clouds was observed. If in fact R > 1 in all four clouds, one would
expect observational noise to sometimes produce an observed R greater than the
“true” value, not always smaller. While the sample size of four clouds is not large,
the observations reported by CHT certainly suggest a problem with the idea that
ambipolar diffusion was responsible for the formation of cores in all four clouds.
Indeed, the purely statistical probability that all four of the clouds have R > 1 is
3 � 10�7.

Lunttila et al. (2008) computed synthetic Zeeman profiles for their super-
Alfvénic simulations of molecular clouds and cores formed by turbulence in an
initially uniform interstellar medium. They did not explicitly include magnetic
reconnection. They numerically performed the same observations on their simulated
cores as the real observations of CHT. They found that R had a large scatter among
their cores, 0:08 � R � 1:6, with the PDF favoring values less than 1. Since CHT
observed only four clouds, the simulations are consistent with the observations.

How do the CHT results compare with the predictions of reconnection diffusion?
Lazarian et al. (2012) argue that reconnection diffusion is inevitable in turbulent
media. Because reconnection diffusion depends on the strength of turbulence and
not on the degree of ionization, it will be stronger in the larger scale, more turbulent
envelopes of clouds than in the smaller, less turbulent cores. Their toy models based
on mean parameters of the four clouds observed by CHT showed that removal of
magnetic field is less efficient in the cores than in the envelopes, and that agreement
with the CHT measurements of R would result. The time scale of 200 kyr is much
faster than the ambipolar diffusion time scale. With ambipolar diffusion magnetic
flux is conserved and frozen into the envelope matter, producing a disagreement
with the CHT observations. With reconnection diffusion magnetic flux is destroyed
much more efficiently in the envelope than in the core, producing agreement with
CHT observations of the radial dependance ofM=˚ .
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15.3.3 Bayesian Analysis of Total Magnetic Field Strength

Although the above two tests were possible with only the line-of-sight component
of the magnetic field strength, further tests require knowledge of the total magnetic
field strength. It is possible to infer information about the total magnetic field
strength by a statistical analysis of surveys of Zeeman data. One assumes for the
sample of clouds that the angle  between the line of sight and B is random, and
also assumes various forms for the PDF of Btot, P.Btot/. The analysis can then give
the P.Btot/ that is most consistent with the data. Crutcher et al. (2010) employed
a Bayesian statistical technique in order to investigate P.Btot/. They used the four
data sets (Crutcher 1999; Heiles and Troland 2004; Troland and Crutcher 2008;
Falgarone et al. 2008) that had information about the volume density nH . The model
assumed was that the maximum Btot was independent of nH up to some value of
density n0, with Btot;max D B0. For nH > n0, the maximum Btot was assumed to
have a power-law increase,Btot;max D B0.nH=n0/

˛ . A model of P.Btot/, taken to be
the same function at every nH , was assumed that used a parameter f to characterize
P.Btot/. For f D 1, P.Btot/ would be a delta function, while if f D 0, P.Btot/

would be a flat PDF, with Btot ranging uniformly between 0 and Btot;max at each nH .
Intermediate values of f were allowed in the analysis. Figure 15.3 shows the data
and inferred maximum value of the total magnetic field strength versus density. The
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Fig. 15.3 H I, OH, and CN Zeeman measurements of the magnitude ofBlos versus nH . The dashed
line segments show the most probable model from the Bayesian analysis for the maximum total
magnetic field strength at each density. The total field strength of an individual cloud lies between
this maximum and essentially 0, with a flat distribution between 0 and the maximum
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Fig. 15.4 The PDFs for each of the four parameters in the Bayesian analysis. B0 is the maximum
total field strength for densities less than n0, ˛ is the power-law scaling exponent for the maximum
total field strength for densities greater than n0, and f is the fraction of the flat PDF of the total B
cut from the complete flat PDF

PDFs of the four parameters (n0; B0; ˛; f ) inferred by the Bayesian analysis are
shown in Fig. 15.4.

15.3.3.1 Range of Field Strengths Among Clouds of the Same Density

The typical molecular clouds is supercritical, with mean M=˚ � 3. The Bayesian
result gives further information about the variation in Btot among clouds with the
same nH . The result for the range of field strengths among clouds of the same
density was that the PDF is flat, with total field strength among these clouds varying
linearly (from one cloud to another) from the maximum valueBtot;max at that density
shown by the dashed line in Fig. 15.3 down to f � Btot;max. Figure 15.4 shows that
f is very small, so some high-density clouds have very small total magnetic field
strengths. The ambipolar diffusion theory does not directly forbid molecular clouds
with very weak magnetic fields, since the field strength is an input to the theory. Such
clouds could have formed in regions of low magnetic field. However, such clouds
would not be magnetically supported and ambipolar diffusion would not be relevant
to their collapse. On the other hand, reconnection diffusion will act to bring the
magnetic field strengths in molecular clouds into equilibrium with the surrounding
interstellar medium. Depending on the age and history of a cloud, it may have a
magnetic field strength close to the mean value (�6�G) of the diffuse interstellar
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medium, or very much stronger, if the cloud is relatively young or if it is collapsing
faster than the reconnection time scale (see next section).

15.3.3.2 Variation of Field Strength with Density

For a B / 
˛ parameterization of the variation of field strength with density, the
power law exponent ˛ � 0:65, with an extremely low probability that ˛ < 0:6 (see
Fig. 15.4). Ambipolar diffusion theory predicts ˛ � 0:5. The observed value agrees
best with the value ˛ D 2=3 found by Mestel (1966) for magnetic fields too weak
to affect the morphology of gravitational contraction. Reconnection diffusion can
reduce magnetic field strengths to the levels where they are too weak to significantly
affect gravitational contraction. Although a detailed calculation of the time scale
for reconnection diffusion depends on uncertain parameters such as the injection
scale of turbulence, Lazarian et al. (2012) did show at densities nH � 104 cm�3,
reconnection diffusion is faster than the free-fall contraction rate (see also Leão
et al. 2013). Hence, at higher densities gravitational collapse would increase the field
strength faster than reconnection diffusion could decrease it. The Bayesian analysis
gave n0 � 300 cm�3 (see Fig. 15.4) as the nH at which magnetic field strength starts
to increase with density. However, Fig. 15.3 shows few clouds with B greater than
the diffuse H I values at nH < 104 cm�3, and the reconnection diffusion calculation
involves a simple model and uncertain input parameters.

15.4 Complete Models of Individual Clouds

Ambipolar diffusion models have been calculated specifically for two clouds, for
comparison with observational data including OH Zeeman detections. Crutcher
et al. (1994) discussed a model for the B1 cloud; it had an initial Btot D 43�G,
and an initial M=˚ D 0:42 of critical. The model assumed that the cloud was a
disk whose minor axis was at an angle  D 70ı to the line of sight; all observed
properties of B1 available at that time were given accurately by the model. In
particular, the present-day ambipolar-diffusion evolved central Blos D 29�G; the
observed value is Blos D 27�G. The prediction of this model would be R �
1=0:42 D 2:4, a factor of �6 larger than the CHT result above (Sect. 3.2) for B1; that
CHT result differs from 2.4 by 10�! Moreover, now that the (Troland and Crutcher
2008) survey of dark cloud cores has shown that B1 has the greatestBlos of any core
with a detectedBlos, it seems more likely that B is nearly along the line of sight, and
that the true central Btot is close to the observed Blos D 27�G and not the model
result B D 85�G, which implied Blos D 85�G cos 70ı D 29�G. When B1 was
among a very small number of dark clouds with sensitive OH Zeeman observations,
it was not unreasonable to hypothesize that its field lay nearly in the plane of the
sky. However, other clouds similar to B1 with similar total field strengths should
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have B nearly along the line of sight, yielding Blos � 85�G; these are not found in
the Arecibo OH dark cloud survey (Troland and Crutcher 2008) results.

Ciolek and Basu (2000) computed a model for the L1544 cloud. They assumed
 � 74ı, again a very large angle between B and the line of sight, which was
necessary in order to have the required large central field strength agree with the
small observed value of Blos. The initialM=˚ was 0.8 of critical. This would imply
R � 1:25, which differs from the measurement (Sect. 3.2) of R D 0:42 ˙ 0:46,
although not by a significant amount. However, as for B1, the large value for  is
possible for a particular cloud, but the large s for both clouds require that both be
special cases, with large Btot but much smaller observable Blos.

Although Lazarian et al. (2012) presented toy models for the mean parameters
of the four clouds studied by CHT, these models did not evolve density with
time and hence are not complete models that can be compared in detail with
observations of individual clouds. Such detailed models are necessary for further
tests of reconnection diffusion. In fact, we refer to recent successful numerical
modeling of magnetic flux transport by turbulent reconnection diffusion in different
stages of star formation, from cloud core collapse to protostellar disk formation by
Santos-Lima et al. (2010, 2012, 2013) and Leão et al. (2013).

Conclusion
Zeeman observations of molecular clouds have advanced sufficiently that
meaningful tests of the predictions of ambipolar diffusion and reconnection
diffusion can be made. Conclusions from five tests discussed here are the
following:

• If ambipolar diffusion theory is relevant for star formation, there should be
a relatively long-lived phase of self-gravitating, magnetically subcritical
clouds. None are observed to exist. Reconnection diffusion is sufficiently
fast that weaker magnetic fields and hence supercritical molecular clouds
are predicted, in agreement with the data.

• The observedM=˚ is not found to increase between the envelope and core
regions of dark clouds, contrary to the prediction of ambipolar diffusion.
Reconnection diffusion is faster in the larger scale, more high turbulent
envelope regions than in cores, reducing magnetic field strength and hence
increasing M=˚ in envelopes, as is observed (see also recent numerical
studies of turbulent clouds evolution which seem to confirm this trend Leão
et al. 2013).

• The observed power law scaling of field strength with density has exponent
˛ � 0.6–0.7. Ambipolar diffusion predicts ˛ � 0:5. Reconnection
diffusion reduces field strengths such that at higher densities gravitational
collapse may be close to the weak field theoretical value of ˛ D 2=3

(continued)
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• The statistically preferred PDF of the total field strengths in molecular
clouds is flat, i.e., there are as many molecular clouds at a given density
with very small magnetic field strengths as there are with the maximum
strengths observed at that density. Reconnection diffusion reduces field
strengths, such that with sufficient time they approach equilibrium with
the diffuse H I medium. Ambipolar diffusion does not directly address this
issue, since the initial magnetic field strength of molecular clouds is an
input to the theory. However, ambipolar diffusion would be irrelevant if
self-gravitating molecular clouds were supercritical when formed.

• Detailed ambipolar diffusion models of two clouds require strong total field
strengths that are nearly in the plane of the sky in order to match the much
smaller, observed line-of-sight field strengths. All magnetic fields cannot
be nearly in the plane of the sky. Detailed reconnection models of cloud
evolution have yet to be calculated. In fact, important steps in this direction
have been recently performed by means of 3D MHD numerical simulations
of turbulent clouds by Santos-Lima et al. (2010) and Leão et al. (2013).

Magnetic reconnection appears to be compatible with all of the Zeeman
observations of molecular clouds, while the predictions of ambipolar diffusion
models have a number of serious disagreement with observations. However,
the set of Zeeman observations remains quite sparse, especially at the higher
densities sampled by CN. ALMA observations may lead to increased spatial
resolution and sensitivity that will enable further tests of the star formation
theory and the role played by magnetic fields.
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Chapter 16
Gravitational Collapse and Disk Formation
in Magnetized Cores

Susana Lizano and Daniele Galli

Abstract We discuss the effects of the magnetic field observed in molecular clouds
on the process of star formation, concentrating on the phase of gravitational collapse
of low-mass dense cores, cradles of sunlike stars. We summarize recent analytic
work and numerical simulations showing that a substantial level of magnetic field
diffusion at high densities has to occur in order to form rotationally supported
disks. Furthermore, newly formed accretion disks are threaded by the magnetic
field dragged from the parent core during the gravitational collapse. These disks are
expected to rotate with a sub-Keplerian speed because they are partially supported
by magnetic tension against the gravity of the central star. We discuss how sub-
Keplerian rotation makes it difficult to eject disk winds and accelerates the process
of planet migration. Moreover, magnetic fields modify the Toomre criterion for
gravitational instability via two opposing effects: magnetic tension and pressure
increase the disk local stability, but sub-Keplerian rotation makes the disk more
unstable. In general, magnetized disks are more stable than their nonmagnetic
counterparts; thus, they can be more massive and less prone to the formation of
giant planets by gravitational instability.

16.1 Introduction

The goal of this review is to summarize recent theoretical work addressing the
role of magnetic fields in the process of star formation, and, in particular, on the
formation of circumstellar disks. In fact, the interstellar magnetic field dragged
in the star plus disk system by the collapse of the parent cloud affects, in the
first place, the process of disk formation itself (Sect. 16.3.1), but also provides
a natural mechanism for disk viscosity and resistivity via the MRI instability
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(Sect. 16.4.1), affects the rotation curve of the disk (Sect. 16.4.2), its stability
properties (Sect. 16.4.3), and the migration of planets (Sect. 16.4.4). Unfortunately,
the detection of magnetic fields in circumstellar disks is still an observational
challenge (Sect. 16.3.2). For recent comprehensive reviews see, e.g., Königl and
Salmeron (2011) for the role of magnetic fields in the process of disk formation,
and Armitage (2011) for the evolution of protoplanetary disks.

16.2 Magnetic Fields in Molecular Clouds

Theoretical considerations (Chandrasekhar and Fermi 1953; Mestel and Spitzer
1956) show that a cloud of mass M enclosing a magnetic flux ˚ can be supported
by the magnetic field against its self-gravity provided its non-dimensional mass-to-
flux ratio � expressed in units of .2	G1=2/�1 where G is the gravitational constant,
is less than unity,

� 
 2	G1=2

�
M

˚

�
< 1: (16.1)

Subcritical clouds with � < 1 evolve on a timescale that characterizes the diffusion
of the magnetic field (e.g., Nakano 1979). On the other hand, supercritical clouds
with � > 1 cannot be supported by the magnetic field alone, even if the field were
perfectly frozen in the gas. These clouds would collapse on a magnetically diluted
free-fall timescale.

A large number of measurements of the intensity of the magnetic field has been
obtained for different ISM conditions with various techniques (see e.g. Crutcher
2012 and the chapter by Crutcher, this volume). The available measurements of
magnetic field strength in molecular clouds support the conclusion that on average,
clouds are close to the critical value � � 1. OH Zeeman measurements at cloud
densities � 103 cm�3 give mean mass-to-flux ratios � � 2–3 (Crutcher and Troland
2008). In dense cores, the mean value of the mass-to-flux ratio from CN Zeeman
observations is � � 2. Nevertheless, due to uncertainties in the measurement of
the gas column densities of a factor � 2, a possible range of mass-to-flux ratios is
� � 1–4 (Falgarone et al. 2008). As we discuss below, these observed magnetic
fields are dynamically important for the cloud evolution and gravitational collapse
to form stars. In fact, these fields are well ordered on the large scales of molecular
clouds (e.g., Goldsmith et al. 2008).

Thanks to the presence in the ISM of aspherical dust grains aligned with the field,
polarization maps of the thermal emission of molecular clouds at submillimeter
wavelengths have made possible to determine the field geometry and the relative
importance of the ordered and turbulent components of the magnetic field. At
the core scales, recent SMA maps of polarized dust continuum emission show
the hourglass morphology expected for a magnetically controlled collapse rather
than a disordered field dominated by important levels of turbulent motions (e.g.,
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Girart et al. 2006, 2009; Gonçalves et al. 2008; Tang et al. 2009). Moreover,
the statistical analysis of submillimeter polarization maps based on the dispersion
function method, shows that the ratio of the rms turbulent component of the
magnetic field to the mean value is of the order of 0.1–0.5 (Hildebrand et al. 2009;
Houde et al. 2009). Thus, turbulent motions do not dominate the large scale well
ordered magnetic field.

As a first approximation, the magnetic field in molecular clouds can be consid-
ered frozen to the gas. Even though the gas is lightly ionized, with an ionization
fraction � 10�8–10�7 (see e.g. Caselli et al. 1998), collisions between charged
particles and neutrals efficiently transmit the Lorentz force to the largely neutral gas.
In these conditions, the relevant mechanism of field diffusion is ambipolar diffusion
(hereafter AD), originally proposed by Mestel and Spitzer (1956), a process by
which the fluid of charged particles attached to the magnetic field can slowly drift
with respect to the fluid of neutral particles (see chapter by Zweibel in this volume).
The field is then left behind with respect to the neutral gas and the mass-to-flux
ratio increases as the cloud condenses under the influence of its self-gravity. Thus,
an initially magnetically subcritical region of mass sufficiently high for its self-
gravity to overcome the support provided by thermal pressure and turbulent motions,
evolves under this process toward a centrally condensed core with supercritical
mass-to-flux ratio, � � 1 that eventually collapses and fragments (e.g., Lizano and
Shu 1989; Tomisaka et al. 1990). These authors showed that, for typical conditions
of molecular clouds (densities � 103 cm�3, magnetic fields B � 30�G), the
AD timescale for core formation was a few �106 year. Once the dense cores are
formed, with densities of � 3 � 104 cm�3, they quickly evolve toward the stage of
gravitational collapse in a few �105 year, of the order of the free-fall timescale. The
mass-to-flux ratio increases little in this condensation process of core formation,
thus, the major phase of flux loss occurs at higher densities. At core densities, also
Ohmic losses are far too small to significantly reduce the magnetic field strength.
For example, for an ionization fraction � 10�8 and density � 105 cm�3, the Ohmic
dissipation time of a magnetic field extending on a length scale of � 0:1 pc is of the
order of 1015 year. In contrast, at higher density, n � 1011 cm�3, characteristic of
circumstellar disk formation, the field can be effectively removed from the system
by processes like Ohmic diffusion and the Hall effect (see, e.g. Pinto et al. 2008;
Pinto and Galli 2008). At some point in the star formation process magnetic field
removal is necessary to prevent the formation of stars with MG fields, as would be
the case under field freezing conditions. This has been called the “magnetic flux”
problem by Mestel and Spitzer (1956). Current observations show that at the surface
of young stars the fields have magnitudes of kG (e.g., Johns-Krull et al. 1999, 2004),
they are likely to be generated by dynamo action, rather than being fossil fields.

It has been under debate whether the formation and evolution of the dense
cores is controlled by magnetic fields as discussed above (e.g., Mouschovias and
Ciolek 1999; Adams and Shu 2007; Nakamura and Li 2008) or by gravo-turbulent
fragmentation driven by supersonic turbulence (e.g., Padoan et al. 2001; Klessen
et al. 2005; Vázquez-Semadeni et al. 2005), or by hierarchical gravitational collapse
of a cloud as a whole (e.g., Ballesteros-Paredes et al. 2011a,b and chapter by
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Vázquez–Semadeni in this volume). We favor the first process because the large
scale magnetic fields dominate over their turbulent components and they are strong
enough to contribute to the support of a cloud core against its self-gravity if � is
of order unity. Furthermore, as we will discuss below, these fields influence the
dynamics of the gravitational collapse and they are difficult to get rid of.

The process of gravitational collapse therefore separates logically into two
phases: (a) how cloud cores that were initially sub-critical evolve to a state of
being super-critical, and (b) how cloud cores of both low and high mass that are
super-critical subsequently gravitationally collapse and possibly fragment once they
pass beyond the threshold of stability. In this chapter we will focus on the second
problem, the phase of gravitational collapse of a super-critical magnetized rotating
core to form a star-disk system.

16.3 Gravitational Collapse of Magnetized Cores

16.3.1 Catastrophic Magnetic Braking and Disk Formation

Recently, several studies have addressed the gravitational collapse of a magnetized
rotating cloud core to form a protostar plus disk system. These studies have
considered the ideal magnetohydrodynamic (MHD) regime where the magnetic
flux is frozen to the fluid, and the non-ideal MHD regime where several diffusive
processes are taken into account. In particular, in their seminal work, Allen et al.
(2003) considered the ideal MHD collapse of a core threaded by a large scale
poloidal field, taking as an initial state a singular isothermal uniformly rotating
toroid (Li and Shu 1996). They found a pseudo-disk predicted by Galli and Shu
(1993a,b), a non-equilibrium flattened structure formed around the star by the
tendency of the gas to flow along field lines and by the pinching Lorentz force
resulting from the bending of the field dragged to the central star. These simulations
also produced the slow outflows (with velocities of few km s�1) found in previous
numerical studies (e.g, Tomisaka 2002). Nevertheless, the simulations did not show
the formation of a rotationally supported disk (RSD). Allen et al. argued that RSDs
do not form in the ideal MHD regime because the enhanced strength and increased
lever arm of the magnetic field dragged into the center of collapse results in a
very efficient transfer of angular momentum from the accretion region to the cloud
envelope. Subsequent numerical simulations confirmed that RSDs naturally form if
B D 0 but do not form in strongly magnetized clouds (e.g., Price and Bate 2007;
Fromang et al. 2006; Duffin and Pudritz 2009). In fact, the process of magnetic
braking was known to provide a way to remove the cloud angular momentum and
to allow the formation of disks and binary stars (e.g., Mouschovias and Paleologou
1980). However, the braking found in these simulations of the gravitational collapse
phase was too efficient and prevented altogether the formation of a disk.
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Galli et al. (2006) studied the self-similar collapse of an axisymmetric isothermal
magnetized rotating cloud in the ideal MHD regime and found an analytic solution
that asymptotically approaches free fall onto a central mass point, with an angular
distribution that depends on the mass loading of magnetic field lines. They found
that, independent on the details of the starting state, the magnetic field acquires a
split-monopole configuration where the magnetic field is almost radial and directed
in opposite directions above and below the mid plane. In this configuration the radial
magnetic field strength increases as the inverse square of the distance r from the
origin,

jBr j D ��
c3s t

G1=2r2
; (16.2)

where �� is the non-dimensional magnetic flux trapped in the central source, cs
is the sound speed and t is the time since the onset of collapse. This strong
field produces a very efficient magnetic braking that prevents the formation of a
RSD. The azimuthal velocity of the infalling gas decreases to zero at the center as
u' / �jr1=2, where j is the specific angular momentum of the gas in the envelope.
Thus, the gas spirals into the star with velocity approaching free-fall, ur / r�1=2.
The negative sign in the azimuthal velocity indicates that the magnetic braking is
so efficient as to enforce counter rotation in the infalling gas, very close to the
protostar. This counter rotation of the innermost parts of the accretion flow has
also been found in numerical simulations (Mellon and Li 2009; Krasnopolsky et al.
2010). The azimuthal component of the magnetic field decreases as B' / r�1
that increases with decreasing radius more slowly than the poloidal component
given by Eq. (16.2). Thus, the winding of the field goes to zero near the protostar.
Figure 16.1 illustrates the velocity field of the accretion flow in the equatorial plane
of a magnetized rotating cloud. In this figure the inner solution of Galli et al. (2006)
has been matched ad hoc to the outer rotating flow. The flow shows counter rotation
at the center, before the gas falls onto the star.

Summarizing, in the absence of magnetic torques, the angular momentum of
infalling fluid elements is conserved and a RSD is formed inside a radius rd ,
where the azimuthal velocity, increasing as r�1, becomes equal to the Keplerian
velocity around the protostar, increasing like r�1=2. Instead, when magnetic braking
dominates over angular momentum conservation, the azimuthal velocity goes to
zero at small radii, and no RSD is formed. Galli et al. named this process
“catastrophic magnetic braking” and concluded that the dissipation of dynamically
important levels of magnetic field is a fundamental requisite for the formation of
protoplanetary disks around young stars.

Several numerical simulations addressed the question of determining the maxi-
mum level of magnetization required to allow disk formation under field-freezing
conditions. These studies have found that disk formation is possible only for clouds
with mass-to-flux ratios � > 10�80 (Mellon and Li 2008; Hennebelle and Fromang
2008; Seifried et al. 2011), or � > 3 for misaligned magnetic and rotation axis
(Hennebelle and Ciardi 2009; Joos et al. 2012). Nevertheless, misalignment alone is
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Fig. 16.1 Illustration of the velocity field of the accretion flow in the equatorial plane of a
magnetized rotating cloud. In this figure the inner solution of Galli et al. (2006) has been matched
to the outer rotating flow. Because the azimuthal velocity decreases as u' / �jr1=2 for r ! 0,
where j is the gas specific angular momentum at large distance, no rotationally supported disk
is formed. The flow shows a counter rotation at the center, before the gas falls into the star. The
magnetic field lines coincide with the streamlines outlined by the arrows

unlikely to solve the problem of catastrophic magnetic braking at least for cores with
� � 2 (Li et al. 2013). Krumholz et al. (2013) recently proposed that a combination
of misalignment and weakness of the magnetic field may lead to the formation of
disks in agreement with the observed fraction of disks around embedded protostars.
However, since the mass-to-flux ratio in molecular clouds is � � 1–4 as discussed
in Sect. 16.1, it is clear the constraint of ideal MHD must be relaxed at some point
to allow the formation of rotationally (rather than magnetically) supported disks.

Shu et al. (2006) solved analytically the problem of gravitational collapse of
a magnetized cloud with a uniform resistivity �, in the kinematic approximation,
i.e. neglecting the back reaction of the magnetic field on the motion of the
gas (Fig. 16.2). Under this simplifying assumption, dissipation of the magnetic
field occurs inside a sphere with radius rOhm, that is inversely proportional to the
instantaneous stellar mass M�.t/, and proportional to the square of the electrical
resistivity �, which may include Ohmic dissipation and AD:

rOhm 
 �2

2GM�
� 10

�
�

1020 cm2 s�1

�2 �
M�
Mˇ

��1
AU: (16.3)
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Fig. 16.2 Magnetic field configuration in the meridional plane for magnetized cloud collapse with
uniform resistivity. Distances are measured in units of the Ohm radius rOhm. The left panel shows
the field lines at large distance from the central source, inside the region of radius � 500 rOhm. The
right panel shows the field lines inside a region of radius � 10 rOhm from the center. The dashed
circle has a radius equal to rOhm (figure from Galli et al. 2009)

Shu et al. showed that for values of � � 1020 cm2 s�1, the strength of the
uniform magnetic field around the accreting protostar is B � 1 G, of the order
of the measured values in meteorites. This anomalous resistivity is a few orders of
magnitude larger than the microscopic resistivity found by Nakano et al. (2002)
for the densities and ionization conditions of pseudo-disks (see also Li et al.
2011). Krasnopolsky et al. (2010) performed axisymmetric numerical simulations
of resistive MHD relaxing the kinematic approximation, and found that lower values
of the resistivity � � 1019 cm2 s�1 were enough to allow the formation of RSDs. Shu
et al. also pointed out that the luminosity resulting from the Ohmic dissipation of
the electric current can be very large,

LOhm � 300 ��2
�
M�
Mˇ

�5 � �

1020 cm2 s�1

��5
Lˇ: (16.4)

In fact, the resistivity cannot be much smaller than the values quoted above, without
violating the constraints on the observed protostellar luminosity.

Krasnopolsky and Königl (2002) and Braiding and Wardle (2012) studied self-
similar 1-D models of the gravitational collapse of a flattened rotating, magnetized
cloud. Krasnopolsky and Königl found that magnetic flux piles up at the so-called
“AD shock” increasing the efficiency of magnetic braking. Braiding and Wardle
included also the Hall effect and found that RSDs could form for appropriate
values of the Hall coefficient and orientation of the magnetic field, since the Hall
diffusion is not invariant under field reversal. However, in these self-similar models
the diffusion coefficients scale as c2s t . Thus, at typical times, t � 104�5 yr, and for
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cs � 0:2 km s�1, they have values � 1020–1021 cm2 s�1, larger than the expected
microscopic values, in agreement with Shu et al. (2006).

In recent years, several MHD simulations have been carried out that include
different non-ideal processes: Ohmic dissipation, AD, and the Hall effect (see,
e.g., Mellon and Li 2009; Krasnopolsky et al. 2010, 2011; Li et al. 2011).
These simulations find that, for realistic levels of cloud magnetization and cosmic
ionization rates, flux redistribution by AD is not enough to allow the formation of
a RSD; and, as discussed above, in some cases, AD can even enhance the magnetic
braking. They also require anomalous Ohmic resistivity to form RSDs, and find that
the Hall effect can spin up the gas even in the case of an initially non-rotating cloud,
although the disks formed this way are sub-Keplerian. These authors conclude that
the combined effects of these diffusion mechanisms may weaken the magnetic
braking enough to form RSDs.

Machida et al. (2011) performed 3-D resistive MHD simulations of the collapse
of strongly magnetized clouds (� �1–3). Keeping the magnetic field anchored in
the cloud’s envelope, they found that the efficiency of magnetic braking depends
on disk/envelope mass ratio: magnetic braking is very efficient during the main
accretion phase when the envelope is much more massive than the forming disk
and the disk radius remains �10 AU or less; magnetic braking then becomes largely
ineffective when most of the envelope mass has been accreted by the star/disk
system. As a consequence, the disk expands to a radius of � 100AU during the
late accretion phase, when the residual envelope mass is reduced to � 70–80 %
of the initial value (for a low-mass core). This work suggests that Class 0 sources
would have small disks, while older sources would develop the observed hundred
AU disks, a prediction that could be tested by the new generation interferometer
ALMA. In contrast with all other ideal MHD simulations, Machida et al. also
found the formation of a RSD in the ideal MHD regime. A convergence study
is necessary to asses the possible influence of numerical diffusion in this result.
Also Dapp and Basu (2010) and Dapp et al. (2012) find that Ohmic dissipation
with normal microscopic values is effective at high densities and RSDs can form.
Nevertheless, their simulations address very early times, when the disk has a size
of only several stellar radii around a protostar with mass � 10�2 Mˇ. In particular,
their simulations are stopped when the expansion wave is only 15 AU away. This is
too early in the protostellar evolution process to determine the possibility that the
disk can survive through all the accretion phase.

Another diffusion mechanism that has been proposed recently is the reconnection
diffusion of the magnetic field in a turbulent medium (Lazarian and Vishniac 1999).
Santos-Lima et al. (2012) performed collapse simulations to study this process and
find a disk that is rotationally supported at radii between � 65–120 AU. However,
large levels of turbulence were injected in the simulation such that the turbulent
Mach number produced in this way starts at four and increases with time. This is in
contrast with the observations that indicate that dense cores are quiescent with the
presence of only subsonic turbulence (e.g., Pineda et al. 2010). Moreover, since this
process relies on numerical diffusion to mimic the process of field reconnection,
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a convergence study is needed to establish the physical properties of the disks
produced this way. Seifried et al. (2012) also included turbulence in ideal MHD
simulations and claimed that this effect alone can lead to the formation of RSDs,
without the requirement of magnetic flux loss. These authors acknowledge a very
high numerical diffusion in the region of disk formation that, as discussed above,
probably accounts for the field dissipation and the weakening of the magnetic
braking. Furthermore, Santos-Lima et al. (2013) argued that their apparent constant
mass-to-flux ratio is due to their averaging over a large volume which can mask the
flux loss.

It is interesting to notice that several numerical simulations have found that
the efficient braking and extra support provided by magnetic fields inhibit cloud
fragmentation (e.g., Hosking and Whitworth 2004; Hennebelle and Teyssier 2008;
Duffin and Pudritz 2009; Commerçon et al. 2010, Commerçon et al. 2011). Also,
the MHD numerical simulations that have been carried out to study the problem of
magnetic field diffusion assume in general an isothermal equation of state and do not
compute the energy released by field dissipation. This power could be appreciable
(see Eq. (16.4)), and would be available to heat the gas and the dust and increase the
ionization.

In conclusion, how observed RSDs are formed around protostars is still an open
question. The answer is probably a combination of diffusive processes at high
densities plus the dissipation of the core envelope where the angular momentum
is deposited by magnetic braking.

16.3.2 Measurements of Mass-to-Flux Ratios in Protostellar
Disks

It is possible to estimate the values of the mass-to-flux ratio of some star-disk
systems and compare them to the measured values in molecular cloud cores. This
comparison provides an observational constraint on the amount of magnetic flux
dragged by the disk. At very large disk radii, magnetic field strengths of the order of
a few mG have been measured by Zeeman splitting in OH maser rings associated to
high-mass protostars (see Table 16.1 for references). These ringlike configurations
have radii of order 103 AU, are elongated in the direction perpendicular to the
outflow, and are usually characterized by a linear velocity gradient, suggestive of
rotation or accelerated expansion (see Cesaroni et al. 2007 for a review). In general,
these observations suggest that, at these radii, the field is mostly poloidal, although
the presence of reversals might indicate the presence of a toroidal component
probably generated by rotation. Assuming that these measurements actually probe
a disk field and that it is possible to estimate the system mass from the observed
kinematics of the maser rings, one can obtain the mass-to-flux ratio of the system.
If the vertical component of the field Bz scales with radius like Bz.$/ / $�.1C˛/,
with ˛ � 3=8 (Shu et al. 2007; see also discussion in Sect. 16.3), most of the
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Table 16.1 Estimates of the mass-to-flux ratio �sys in circumstellar disks around massive stars
from OH Zeeman measurements

u' Bz $

Source (km s�1/ (mG) (103 AU) �sys Reference

W57N 6 7 3 2.7 Hutawarakorn et al. (2002)

IRAS20126 3 11 0.85 1.5 Edris et al. (2007)

G35.2–0.74N 5 5 2.6 3.1 Hutawarakorn and Cohen (1999)

AFGL2591 5 4 0.75–1.5 6.7–13 Hutawarakorn and Cohen (2005)

disk magnetic flux ˚d is at large radii, ˚d D 2=.1 � ˛/Bz.$/$
2. The enclosed

mass of disk plus star can be estimated from the observed rotation, such that
G.Md C M�/ � u2'.$/$ . With these assumptions, the mass-to-flux ratio of the
system is

�sys D 2	G1=2.M� CMd/

˚d
� .1 � ˛/

u2'.$/

G1=2Bz.$/$
: (16.5)

Inserting the values of Bz, u' , and $ measured in OH maser rings around a few
high-mass protostars (see Table 16.1), we obtain values of �sys in the range 2–13.
Comparing these values of �sys to the values � � 2 typical of protostellar cores, we
conclude that the mass-to-flux ratio of circumstellar disks around massive stars is
somewhat larger, but not by a large factor, than the mass-to flux ratio of the parent
cloud. In other words, the magnetic flux trapped in circumstellar disks around stars
of mass M� � 10 Mˇ is only a factor of a few smaller than the flux that would be
trapped in the system under field-freezing. These results, if confirmed, suggest that
the solution to the catastrophic magnetic braking problem discussed in Sect. 16.3.1
does not require a strong annihilation of magnetic field in the circumstellar region
(by, e.g., reconnection and/or turbulence), but rather a redistribution of the field (by
a microscopic or macroscopic process) towards a quasi-force-free configuration. In
this respect, it will be very important to obtain the mass-to-flux ratios also in disks
around low-mass stars, an endeavor that ALMA will make possible in the near future
(see chapter by Vlemmings in this volume).

16.4 Magnetized Accretion Disks

16.4.1 Viscosity and Resistivity

As discussed in the previous section, the RSDs drag a fraction of the magnetic
flux from the parent core during the gravitational collapse. Once the accretion
has stopped, the magnetized disk will evolve subject to two diffusive processes:
viscosity, �, due to turbulent and magnetic stresses, that produces accretion toward



16 Gravitational Collapse and Disk Formation 469

the star and transfer of angular momentum outside; and resistivity, �, due to
microscopic collisions and the magnetorotational instability (MRI; see, e.g., review
of Balbus and Hawley 1998), which allows matter to slip across field lines. The MRI
is considered responsible for the disk “anomalous” viscosity needed to explain the
disks lifetimes of �few � 106 yr (Haisch et al. 2001; Sicilia-Aguilar et al. 2004).
As pointed out by Shu et al. (2007), even in the case of a strong poloidal field,
magnetized accretion disks can develop the MRI instability.

In these disks, the dragging of field lines by accretion is balanced by the outward
field diffusion only if the ratio �=� � z0=$ � 1, where z0 is the vertical half disk
thickness and$ is the radial cylindrical coordinate (Lubow et al. 1994). This result
is at variance with the usual assumption of a magnetic Prandtl number �=� � 1 in
magnetized disks. Moreover, the magnetic tension due to the poloidal magnetic field
threading the disk will produce sub-Keplerian rotation (Shu et al. 2007).

In near field freezing conditions, the accretion flow generates a mean radial field
from the mean vertical field. This mean radial field has two important consequences:
First, it changes the radial force balance and causes sub-Keplerian rotation of the
gas. If one neglects the disk self-gravity and gas pressure, the force balance equation
is

$˝2 D �BzB
C
$

2	˙
C GM�

$2
; (16.6)

where˝ is the rotation rate,˙ is the disk mass surface density,Bz is the component
of the magnetic field threading vertically through the disk, and BC

$ is the radial
component of the magnetic field just above the disk that responds to the radial
accretion flow. The rotation rate, given by the solution of the above equation, is

smaller than the Keplerian value
�
GM�=$3

�1=2
, because of the extra support of the

magnetic tension against gravity,

˝ D f

�
GM�
$3

�1=2
; with the sub-Keplerian factor f < 1: (16.7)

Note that the field lines are bent because the sources of the disk magnetization are
currents at infinity anchoring magnetic field lines to the parent cloud. Second, the
stretching of the poloidal field by differential rotation produces an azimuthal field in
the disk that, coupled with the radial field, exerts a mean stress and torques the gas,
allowing the disk viscous evolution. In the absence of numerical simulations of the
MRI that are both global and have a non-zero net magnetic flux, Shu et al. (2007)
proposed a functional form of the viscosity based on mixing length arguments,

� D D
B2

z z0
2	˙˝

; (16.8)

where D � 1 is a dimensionless coefficient. Since, as discussed above, the
resistivity � is related to viscosity in steady state, for f D constant, Shu et al.
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were able to construct full radial models of disks around young stars. They find
that the disk masses, sizes and magnetic field strengths are consistent with the
observations. The coefficientD should acquire small values if there are substantial
“dead zones”, where the ionization is too low to couple to magnetic fields except,
possibly, for thin surface layers (as could be the case in disks around T Tauri stars).
They propose that rapid transport of mass and magnetic fluctuations across strong
mean field lines can occur through the reconnection of small magnetic loops, twisted
and bent by the turbulent flow, this process being the source of the disk viscous
and resistive diffusivities. Since the microscopic disk resistivities drop at large radii
($ > 10� 20 AU; see, e.g., Sano et al. 2000), Shu et al. conclude that the MRI has
to provide the anomalously large value of the resistivity in the outer disk in order to
allow accretion to continue to the central star.

For a disk model with standard flaring (z0 / $5=4) Eq. (16.6) can be recast in
the form

1 � f 2 D 0:5444

�2sys

�
M�
Md

�
: (16.9)

For a closed star plus disk system in which infall has ceased, the mass-to-flux
ratio �sys remains constant. Then, since disk accretion decreases the disk mass Md

relative to stellar mass M�, the departure from Keplerian rotation, .1 � f 2/, must
grow with time. This happens because viscosity drains mass from the disk onto the
star, while resistivity can only cause the redistribution of flux within the disk but
cannot change the total flux, making f decrease with time. Thus, the disk becomes
more sub-Keplerian and magnetized with time.

16.4.2 Sub-Keplerian Disk Rotation

Accretion disks threaded by a poloidal magnetic field lines as shown in Fig. 16.3,
bent with respect to the vertical by angles larger than 30ı, are candidates to produce
disk winds (Blandford and Payne 1982; for a recent review on disk winds, see,
e.g. Pudritz et al. 2007). In fact, in the models of magnetized disks of Shu et al.
(2007) this criterion is comfortably satisfied (see their Table 16.1). Nevertheless,
sub-Keplerian rotation of the gas in accretion disks poses a problem to disk wind
models. In order to launch winds, sub-Keplerian disk either have to be warm to
overcome the potential barrier, or they need a dynamically fast diffusion across the
magnetic field lines (Shu et al. 2008).

In the case of thermal launching, given the fractional deviation from Keplerian
rotation f < 1, the gas needs to climb the local potential barrier in order to be
ejected magnetocentrifugally along field lines. Thus, the gas requires a thermal
speed

c2s � 1

4
.1 � f 2/

GM�
$

: (16.10)
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Fig. 16.3 Sketch of a
magnetized disk where the
field lines are dragged by the
accretion flow onto the star
(from Shu et al. 2007)

Disk

B

Star Mass Accretion

One can write this condition as a constraint for the gas temperature in terms of the
local escape speed, uesc D p

2GM�=$ ,

T � 1:4 � 106 �1 � f 2
�
�

uesc

200 km s�1

�
K: (16.11)

Thus, for a deviation from Keplerian rotation as small as f D 0:95, typical of
protostellar disks, the gas temperature need to be as large as T � 1:4 � 105 K to
eject a disk wind that can reach typical protostellar speeds of �200 km s�1. Since
the disks around young stars are cold (T < 1;000K; e.g., D’Alessio et al. 1999)
thermal launching is not a viable mechanism for magnetocentrifugal disk winds.

Resistive launching is in fact used by current disk wind models that use large
resistivities that allow the gas to diffuse vertically across magnetic field lines to
the launching point where f D 1 (see, e.g., Fig. 5 of Ferreira and Pelletier 1995
showing f as a function of height). Nevertheless, fast diffusion also occurs radially,
and, as a result, these models have accretion speeds of the order of the sound speed,
u$ � cs . Such large speeds imply too short accretion timescales

�acc D $

u$
� 2; 400

� $

100AU

�� cs

0:2 km s�1

��1
yr; (16.12)

i.e., these models have too short disk lifetimes (see Sect. 16.4.1).
Therefore, magnetocentrifugally-driven, cold, disk wind models need to face the

challenge imposed by the sub-Keplerian gas rotation due to the support provided by
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magnetic tension by a dynamically important poloidal field: disk winds cannot be
launched thermally and diffusive launching makes the disks short lived.

16.4.3 Stability and Planet Formation

Gravitational instabilities in accretion disks around young stars can grow in the
nonlinear regime and produce secondary bodies within the disk, such as brown
dwarfs and giant planets. On the other hand, if the growing perturbations saturate,
the gravitational torques can lead to redistribution of angular momentum and disk
accretion. In non magnetic disks, both processes require the onset of gravitational
instability, which, for axisymmetric perturbations, is determined by the value of the
Toomre parameterQT ,

QT 
 cs�

	G˙
; (16.13)

where � D $�1Œ@.$2˝/2=@$�1=2 is the epicyclic frequency (Toomre 1964).
In the presence of magnetic fields, however, the condition of gravitational

instability is modified. The modification to the Toomre criterion for a magnetized
disk has been discussed previously in the Galactic context by several authors (e.g.,
see Elmegreen 1994). However the magnetic field in the Galaxy is likely to be
dynamo-generated and mostly toroidal (see chapter by Beck, this volume), whereas
in a circumstellar disk the magnetic field is expected to be mostly poloidal and
dragged from the parent cloud. From a linear stability analysis, Lizano et al. (2010)
derived the modified Toomre QM parameter for a disk threaded by a poloidal
magnetic field, which provides the boundary of stability for axisymmetric (m D 0)
perturbations, given by

QM D ‚1=2a�

	�G˙0

; (16.14)

where

‚ 
 1C B2
z z0

2	˙c2s
and � 
 1 � 1

�2
; (16.15)

and � D 2	G1=2˙=Bz is the local value of the mass-to-flux ratio in the disk. For

QM < 1, perturbations with wavenumber between k˙ D kmax.1˙
q
1 �Q2

M/ are
unstable, with kmax D .�=‚/kJ being the wavenumber of maximum growth, and
kJ D 	G˙=c2s the Jeans wavenumber. Since �=‚ < 1, the effect of the magnetic
field is to increase the length scale of the gravitational instability with respect to the
Jeans length scale.
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Another important factor that determines QM in Eq. (16.14) is the epicyclic
frequency. As discussed in Sect. 16.4.1, magnetized disks around young stars
rotate at sub-Keplerian speeds because magnetic tension modifies the force balance
equation, then � D f˝K . Therefore, the inclusion of magnetic fields produces
competing effects on the instability parameter QM : the strong fields enforce sub-
Keplerian flow, which reduces QM and leads to greater instability; on the other
hand, both magnetic pressure and magnetic tension act to increase QM and lead to
enhanced stability. For typical disks around low- and high-mass stars, the stabilizing
effect wins in the inner regions, as shown in Fig. 16.4. Thus, stable magnetized disks
can be more massive than their non-magnetized counterparts. The two panels in
Fig. 16.4 show the values of the parametersQT ,QM and the local mass-to-flux ratio
�, for the disk models of Shu et al. (2007) as function of the normalized disk radius
$=Rd . Since QM is always larger than QT , the magnetic field has a stabilizing
effect against gravity, and the radius of the stable region increases by � 20–30%

Fig. 16.4 Radial profiles of the Toomre stability parameter QT , the magnetic stability parameter
QM , and the local mass-to-flux ratio � in typical disks around high-mass stars (lower panel) and
low-mass stars (upper panel). These profiles are obtained from the disk models of Shu et al. (2007)
with an aspect ratio / $1=4. The radial coordinate is normalized to the disk radius Rd
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with respect to a nonmagnetic disk. Correspondingly, the fraction of stable enclosed
disk mass, m.$/=Md , where Md is the total disk mass, increases by � 30–40%.
Also, the unstable region is magnetically supercritical (� > 1), as required to allow
local gravitational collapse.

The increased stability of magnetized disks against gravitational perturbations
poses an obstacle to the formation of giant planets, or somewhat larger secondary
bodies such as brown dwarfs, by this process. As discussed by Lizano et al. (2010),
the formation of giant planets in the outer parts of disks where QM < q� � 2 has
to satisfy, in addition, the condition of short cooling time �cool, and the rapid loss of
an appreciable amount of magnetic flux. The coupled constraints on QM and �cool

result in a condition for the Minimum Mass Solar Nebula (MMSN) disk, on the
minimum radius outside which giant planet formation can occur,

$ > 1100 .fF /2 AU; (16.16)

where F � 0:5 is a nondimensional quantity that depends on the mass-to-flux ratio
�. The condition on the magnetic flux loss gives a constraint on the disk resistivity

� > 2:5 � 1018 cm2 s�1; (16.17)

larger than the microscopic resistivity.
Therefore, magnetic fields stabilize protoplanetary disks, and make it more

difficult to form giant planets via gravitational instability. At any rate, this process
can occur only at large radii.

16.4.4 Implications of Disk Magnetization for Planet
Migration

Protoplanets experience orbital migration due to angular momentum exchange by
tidal interactions with the disk material. There are several types of tidal interactions
that occur through wave excitation or advected disk material: Type I migration
applies to embedded protoplanets; Type II migration occurs when the protoplanet is
massive enough to open a gap; and Type III migration is driven by coorbital torques
(see review Papaloizou and Terquem 2006). In magnetized disks, sub-Keplerian
rotation results in a new migration mechanism for embedded proto-planets (Adams
et al. 2009). These bodies rotating at Keplerian speed, ˝K D .GM�=r3/1=2, where
r is the planet semi-major axis, experience a headwind against the magnetically
controlled gas that rotates at sub-Keplerian speeds. The drag force drives their
inward migration. The relative speed between the gas and the proto-planet is
urel D .1 � f /˝Kr , and the torque is

T D CD	R
2
P r
gu2rel D 	

2
CD .1 � f /2 ˝2

Kr
3R2P

�
˙

z0

�
; (16.18)
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where CD � 1 is the drag coefficient, RP is the planet radius, 
g D ˙=2z0 is the
gas density, and z0 is the disk scale height. Assuming circular orbits, the time change
of the planet’s angular momentum gives the time evolution of r

1

r

dr

dt
D 2T

mP˝Kr2
; (16.19)

that implies a migration timescale tM � 70;000 year for an Earth-like planet in a
MMSN disk with f � 0:66.

This mechanism dominates over Type I migration for sufficiently small planets
with masses mP � 1MEarth, and/or close orbits r < 1AU. Taking into account
both mechanisms, the total migration time tM moderately decreases due to the sub-
Keplerian torques, but the mass accreted by planetary cores during the migration
epoch changes more substantially, as shown in Fig. 16.5. Furthermore, Paardekooper
(2009) showed that disk-planet interactions in Type I migration are affected by
the degree of disk sub-Keplerian rotation because the position of the Lindblad
and corotation resonances change with the sub-Keplerian factor f . Paardekooper
concluded that migration in sub-Keplerian disks, in general, will be directed inwards
and will be sped up compared to Keplerian disks. In general, Type I migration is very
fast, with timescales of the order of 105 year, implying that low-mass planets have a
hard time surviving in gaseous disks; thus, they would need to form at later times,

Fig. 16.5 Migration time and final core mass versus starting radius, r0. The solid curve shows
migration time tM in Myr (left axis) including sub-Keplerian and Type I torques. The dotted curve
shows tM for Type I torques only. The dashed curves show the final core mass mP in MEarth (right
axis) for migration with both torques (bottom) and Type I torques only (top) (from Adams et al.
2009)
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when the gas has been accreted or dispersed. Moreover, as discussed by Papaloizou
and Terquem (2006), even the survival of the rocky cores of giant planets would be
compromised unless this type of migration is somehow suppressed or modified by,
for example, eccentricity effects (Papaloizou 2002), large scale toroidal magnetic
fields (Terquem 2003), stocastic torques due to the presence of turbulence (Nelson
and Papaloizou 2004; Laughlin et al. 2004; Adams and Bloch 2009); or by disk
opacity effects (Menou and Goodman 2004; Paardekooper and Mellema 2006).

Conclusion
Magnetic fields are dynamically important for star formation. The measured
levels of cloud magnetization, � D 1�4, imply that the clouds are close to the
critical value of the mass-to-flux ratio to provide support against gravitational
collapse. Also, observations of polarized dust emission and statistical analysis
of polarization maps strongly suggest that the field is well ordered on pc
scales, and has only a relatively small turbulent component.

Although it has been believed since the 1970s that magnetic braking is
responsible for the loss of angular momentum in cloud cores, an unexpected
result has been the theoretical finding that in an ideal MHD flow the magnetic
braking becomes so efficient as to prevent the formation of centrifugally
supported disks. Therefore, magnetic field diffusion and/or dissipation in the
high density regime of gravitational collapse is needed to avoid catastrophic
braking. Field dissipation was also advocated to solve the magnetic flux
problem in newly born stars. Several non ideal MHD diffusion processes,
able to redistribute the magnetic field brought by gravity in the collapse
region, have been studied in analytic and numerical simulations to alleviate
the catastrophic magnetic braking, but all of them have been found relatively
inefficient. Thus, at the moment, the problem has not yet been resolved.
Conversely, solutions based on magnetic reconnection may require high levels
of turbulence, which are generally not observed in dense cloud cores.

Once the centrifugally supported disks form, they are expected to have
important levels of magnetization due to the incomplete diffusion and/or
dissipation of the magnetic field dragged during the gravitational collapse.
The strong poloidal field produces sub-Keplerian rotation of the gas because
magnetic tension provides support against gravity. This slower rotation poses
a local potential barrier that disk winds have to overcome, either by thermal
pressure or by fast diffusivity, to reach the launching point where magnetocen-
trifugal acceleration can take place. Since thermal launching is not possible in
cold disks around low-mass stars, disk wind models rely on fast diffusion of
the gas across field lines. However, this fast diffusion also produces accretion
flows with velocities of the order of the sound speed, that will empty the disk
into the star in very short timescales, of only several thousand years. Up to

(continued)



16 Gravitational Collapse and Disk Formation 477

now, no solution has been proposed to this conundrum. Sub-Keplerian rotation
of the gas in the disk also produces a headwind on forming proto-planets that
move at Keplerian speeds, making them lose angular momentum and migrate
faster toward the central star.

Finally, the magnetic fields modify the disk stability by two opposing
effects: magnetic pressure and tension support the gas against gravitational
collapse, but sub-Keplerian rotation makes the gas locally more unstable. The
resulting magnetically modified Toomre stability parameter,QM , is in general
larger than its nonmagnetic counterpart in accretion disks around young stars.
Thus, stable magnetized disks can be more massive that nonmagnetic disks.
The region of instability is pushed at larger radii, making it more difficult to
form giant planets via gravitational instability.

In the near future, ALMA will be able to measure magnetic fields and disk
rotation curves with unprecedented spatial resolution and test the theoretical
models discussed here. BLAST-pol will map the magnetic field direction of
a large sample of molecular clouds and determine the relative strength of
the large scale versus the turbulent magnetic field components testing the
importance of magnetic fields in cloud support and evolution.
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Chapter 17
Magnetic Fields in the Milky Way

Marijke Haverkorn

Abstract This chapter presents a review of observational studies to determine the
magnetic field in the Milky Way, both in the disk and in the halo, focused on
recent developments and on magnetic fields in the diffuse interstellar medium. I
discuss some terminology which is confusingly or inconsistently used and try to
summarize current status of our knowledge on magnetic field configurations and
strengths in the Milky Way. Although many open questions still exist, more and
more conclusions can be drawn on the large-scale and small-scale components
of the Galactic magnetic field. The chapter is concluded with a brief outlook to
observational projects in the near future.

17.1 Introduction

The Milky Way is a dynamic environment, much of which (partially) consists of
plasma: stars, jets, objects such as H II regions or supernova remnants, and the
general interstellar medium (ISM). No wonder that magnetic fields are ubiquitous
throughout the Galaxy, in almost all astrophysical objects from strong fields in
pulsar atmospheres to weak fields on scales of many kiloparsecs, threading the
whole Galaxy. The importance of these magnetic fields is manifold: in the energy
balance of the Milky Way, transport of angular momentum, acceleration and
propagation of charged particles, gas dynamics, etc. All interstellar matter but
the densest, coldest clouds is sufficiently ionized (even with an ionization degree
of only 10�4 to 10�3) for the neutral gas component to remain coupled to the
ionized gas, and therefore be efficiently frozen into the magnetic field (Ferrière
2001). Equipartition of magnetic and turbulent gas density (Heiles and Haverkorn
2012) indicates that dynamical feedback of the magnetic field on the gas plays an
important role.
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Fully characterizing the strength, direction, and structure of the extended
Galactic magnetic field threading the entire Milky Way is an extremely daunting
task. This field can be regarded as a combination of a large-scale field threading
the Galaxy, probably maintained by the Galactic dynamo, and a small-scale
field. The small-scale field is caused by and interacts with interstellar turbulence,
supernova explosions and remnants and other shock waves, and is altered by gas
dynamics, magnetic reconnection, turbulence effects etc. In addition, the available
observational methods detect either one component of the magnetic field (strength
or direction, parallel or perpendicular to the line of sight) and/or in one particular
tracer (ionized gas, dense cold gas, dense dust, diffuse dust). Lastly, some of
the difficulty of determining the Galactic magnetic field stems from our vantage
point inside the Milky Way. Creating a three-dimensional picture from mostly two-
dimensional tracers necessitates many assumptions about the magnetic field, as well
as about the thermal and cosmic ray electron distributions, and about the (local)
interstellar objects and processes influencing these.

Despite the difficulties, attempts to detect and determine the Galactic magnetic
field have been many in recent (and not so recent) years. This is not only because
magnetic fields influence so many physical processes in the ISM, but also because
of its importance to other fields in astronomy and astrophysics. For instance, the
Cosmic Microwave Background (CMB) community has shown a keen interest in the
Galactic magnetic field, since it produces Galactic polarized synchrotron emission
which acts as a strong foreground for CMB polarization. Also, astroparticle
physicists studying sources and propagation of Galactic and extragalactic cosmic
rays profit from detailed magnetic field models, which predict distributions of arrival
directions of (high energy) cosmic rays. In addition, high-precision cosmological
studies of the Epoch of Reionization need a detailed understanding of Galactic
polarization to be able to understand and subtract any polarization leaking into their
extremely sensitive measurements of highly redshifted H I.

It is not possible to cover all observations of magnetic fields in the Milky Way
in this review. Fortunately, I can refer to a number of complementing reviews. For
observations of magnetic fields in dense clouds and their relation to star formation,
see various chapters in this Volume. For a historical review on magnetic field
observations in the Milky Way, see Wielebinski (2005) or Wielebinski and Beck
(2010), and Ferrière (2009) provides an excellent treatise on magnetic fields in
the Galactic Center. I refer to e.g., Frisch (2007) for a review on the very local
ISM, including magnetic fields, and to Noutsos (2012) for a recent review on
Galactic magnetic fields from Faraday rotation of pulsars and extragalactic sources.
Haverkorn and Heesen (2012) published a recent review about magnetic fields in
galactic haloes. I will focus here on work mostly in the last decade. For earlier
reviews, see Han (2001), Wielebinski (2005), Noutsos (2012) and Heiles and
Haverkorn (2012).

This chapter starts with a brief description of some terminology used in literature
in Sect. 17.2. Sections 17.3–17.5 describe current knowledge of magnetic field
observations in the Galactic disk, in the Galactic halo and in the combined disk-
halo system, respectively. A short summary and conclusions are stated in Sect. 17.6,
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and finally, Sect. 17.7 describes some recent, progressing and future observational
projects which are important for the investigation of Galactic magnetic fields.

17.2 Terminology

17.2.1 Large-Scale vs Small-Scale Fields

The description of large-scale and small-scale galactic magnetic fields in the
literature is often confusing, with different authors using different terminology
for the same magnetic field configurations or the same words for different field
structure. Here I give an overview over these different magnetic field configurations
and ways to describe them.

Traditionally, galactic magnetic fields have been divided up in small-scale and
large-scale fields. The term “large-scale” fields (also called regular, uniform or
coherent fields) indicates the component of magnetic field that is coherent on
length scales of the order of a galaxy, usually assumed to follow the spiral arms
or to be ring-shaped. “Small-scale magnetic fields” (also called random, tangled, or
turbulent) describe the magnetic field component connected to the turbulent ISM.
The small-scale field is usually simply assumed to follow a power law with a certain
outer scale, where energy is injected, which then cascades down to smaller turbulent
scales until energy dissipates at the dissipation scale. Small-scale magnetic field
fluctuations connected to discrete objects such as H II regions or supernova remnants
warrant their own review paper and are usually treated separately from the “Galactic
magnetic field”, although interaction between these fields and the general Galactic
magnetic field is of course pervasive.

However, lately, a third component of the magnetic field starts to be included in
Galactic magnetic field studies, as it has for some time in magnetic field studies of
external galaxies (see R. Beck’s chapter in this volume). This component is a field
of which the direction varies on small scales, but the orientation does not. Such a
field can arise when a turbulent field structure is compressed into a two-dimensional
structure by e.g., supernova remnant shocks, spiral arm density waves, or galactic
shear. This field component is often referred to as anisotropic random, but is also
called ordered random (Beck 2007) or striated (Jansson and Farrar 2012a).1 A
clear explanation of these components is given in Fig. 17.1, reproduced from Jaffe
et al. (2010). The cartoons illustrate the morphology of the three components and
indicate the differences between the tracers total intensity I , polarized intensity
PI and rotation measures RM for different lines of sight towards these three
components. Combination of these tracers makes it possible to distinguish between
the three field components.

As Fig. 17.1 shows, studies using RMs alone cannot distinguish between ordered
random and isotropic random field components, which are often grouped together
in a “random” field. Similarly, investigations using synchrotron emission cannot

1Note that Jaffe et al. (2010) refer to this component as ‘ordered’.
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Fig. 17.1 Sketch illustrating the three components of galactic magnetic fields. For consistency
in the literature, the component labeled “ordered” here should be called “ordered random” and
the component labeled “random” should be “isotropic random”. The three observables for these
magnetic fields are total intensity I , polarized intensity PI and rotation measure RM. Image
reproduced from Jaffe et al. (2010)

distinguish between coherent and ordered random field, due to which these two
components are often assembled into one “ordered” component.

17.2.2 Configurations of Large-Scale Galactic Magnetic Fields

A number of fairly simple configurations have been explored for the coherent
magnetic field in the Milky Way. These configurations are based on rotational
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Fig. 17.2 Magnetic field configurations of the disk field: bird’s-eye view of a galaxy with
axisymmetric (left) versus bisymmetric (right) spiral magnetic field lines in the galactic disk. Image
adapted from Brown (2010) and Zweibel and Heiles (1997)

symmetry around the Galactic Center, and on mirror symmetry with respect to the
Galactic plane.

The two simplest disk configurations are an axisymmetric2 and bisymmetric
spiral structure, which denote magnetic fields oriented along the spiral arms. In
the axisymmetric situation, magnetic field lines all point inwards or outwards.
Bisymmetric fields are antisymmetric with respect to the spin axis of the galaxy.
Therefore, the bisymmetric situation includes field reversals in the azimuthal
direction (see Fig. 17.2). Axisymmetric fields are denoted by azimuthal mode
m D 0, bisymmetric fields are m D 1. Higher azimuthal modes m or a mix of
modes may be present, e.g., the m D 2 or quadri-symmetric mode.

The field can also be described in terms of its symmetry with respect to the
Galactic plane. A symmetric or even-parity field has a mirrored magnetic field
configuration (see Fig. 17.3). Note that this indicates a reversal of the vertical
magnetic field direction across the Galactic plane, and that the toroidal component
of the magnetic field points in the same direction above and below the plane. An
anti-symmetric or odd-parity field has field lines that run through the Galactic plane,
and toroidal fields that reverse direction above and below the plane.

This symmetric and anti-symmetric mirror symmetry is often denoted with S
and A, respectively. This classification is followed by a number which gives the
azimuthal mode numberm. So, e.g., an A0 field configuration has an axisymmetric
field, the horizontal component of which is directed in opposite directions above
and below the Galactic plane.

A slightly more complex field configuration is the Disk-Even-Halo-Odd (DEHO)
configuration, consisting of two independent field components for the Galactic
disk and halo; as the name indicates, the vertical symmetry of this magnetic field

2Sometimes called disymmetric (Jansson et al. 2009).
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Fig. 17.3 Magnetic field configurations of the halo field: edge-on view of a galaxy with symmet-
ric, even field configuration (left) or anti-symmetric, odd field configuration. Image reproduced
from Haverkorn and Heesen (2012)

configuration is even in the Galactic disk, but odd in the halo. I mention this
morphology here, since it is preferred in several observational studies of all-sky
magnetic field configurations, discussed in Sect. 17.5.

17.2.3 Pitch Angle Definition

The pitch angle of a spiral magnetic field is defined as

p D tan�1 Br
B�

(17.1)

where Br is the radial component of the magnetic field and B� its azimuthal
component. For a trailing spiral, Br and B� have opposite signs, so that the pitch
angle is negative, also described in the literature as “radially inward”. Note that Page
et al. (2007) use a deviating definition of their angle  0 as  0 D tan�1 B�=Br .

17.3 Magnetic Fields in the Galactic Disk

17.3.1 Large-Scale Magnetic Field Strength

The strength of the local large-scale magnetic field as obtained from Faraday
rotation of pulsars and extragalactic sources is typically around 1.5–2�G. These
estimates mostly result from RM and Dispersion Measure (DM) data from pulsars
(Manchester 1974; Han et al. 2006), from wavelet analysis (Frick et al. 2001) or
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fitting RM data to large-scale models of Galactic magnetic fields (as discussed
extensively below).

The total field strength in the Solar neighborhood is estimated to be around 6 �G,
from observed synchrotron emissivities and assumed equipartition between cosmic
rays and magnetic fields (Strong et al. 2000; Beck 2001). This is in agreement with
magnetic field strength estimates in Galactic H I regions from Zeeman splitting
(B � 2–10�G, Crutcher et al. 2010).

Towards the Galactic center, the magnetic field strength increases. Estimates
from synchrotron emission give a total field strength of about 10�G at a Galac-
tocentric radius of 3 kpc (Beck 2001), the pulsar study by Han et al. (2002)
concludes a regular field strength of 4:4 ˙ 0:9 �G in the Norma arm, and also
large-scale magnetic field modeling generally finds stronger total magnetic field
strength towards the Galactic center (e.g., Brown et al. 2007; Strong et al. 2000;
Nota and Katgert 2010). The extensive study by Heiles (1995), using various tracers,
concludes that Btot � 7:6–11:2 �G at a Galactocentric radius of 4 kpc.

The magnetic field strength is independent of density for low densities in the
diffuse ISM (n � 300 cm�3), indicating infall along magnetic field lines (Crutcher
et al. 2010). Only for dense clouds and molecular clouds, magnetic field strengths
increase roughly as the square root of density.

17.3.2 Large-Scale Magnetic Field Structure

The configuration of the large-scale magnetic field in the Milky Way disk is still
a matter of hot debate. Some features meet with reasonable or total agreement:
the magnetic fields seem to roughly follow the spiral arms, which is in agreement
with all external spiral galaxies observed (Beck 2001), and even ring galaxies
(Chyży and Buta 2008) (however, see Vallée 2008). This conclusion is drawn not
only from polarized radio synchrotron and Faraday rotation measurements, but is
also supported by starlight polarization measurements (Heiles 1996; Nishiyama
et al. 2010), submm dust polarization (Bierman et al. 2011) and Zeeman splitting
observations in hydroxyl masers (Green et al. 2012). Even young H II regions (Pavel
and Clemens 2012) and molecular clouds (Han and Zhang 2007) seem to have
magnetic fields aligned with a large-scale field along the Galactic plane .

Also, one large-scale reversal of the magnetic field near the Sun towards the
Galactic Center has been known for decades (Thomson and Nelson 1980; Simard-
Normandin and Kronberg 1980) and is confirmed by the rotation measure studies
discussed here, but also by magnetic field directions in massive star-forming regions
as probed by Zeeman splitting of OH masers (Fish et al. 2003). However, the exact
number and location of large-scale reversals, pitch angles, characteristics of the
turbulent magnetic field as a function of location and properties of the magnetic
field close to the Galactic Center are still under discussion.

The past decade has seen a surge in studies using ad-hoc Galactic magnetic
field models such as axisymmetric, bisymmetric or ring-shaped magnetic fields
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to fit to observational data. The goal is to determine free fit parameters such as
magnetic field configuration, pitch angle and strength. Table 17.1 shows a brief
and necessarily incomplete summary of these models and some of their properties,
as an attempt to make the differences between these models insightful, and to
draw conclusions from this large body of work by many authors. Many of these
models contain complexities that cannot all be captured in a simple table, e.g.,
models include radially declining magnetic field strengths or use different ways
to incorporate large-scale magnetic field reversals. Also, the models use various
models of thermal and/or cosmic ray electron densities, which we do not discuss
here at all. The range of conclusions in these papers is much wider than noted in
the table; here we focus on modeling results about the magnetic field strength and
structure only.

It is highly non-trivial to compare the results from these models since they are so
heterogeneous: most models use different input configurations for magnetic fields,
thermal electron density and cosmic ray density, and use the various magnetic field
parameters as either input or output parameters. However, some consensus seems
to appear: most models tend to favor axisymmetric magnetic field models with one
reversal just inside the Solar circle (Brown et al. 2007; Sun et al. 2008; Jansson
et al. 2009; Jaffe et al. 2010). These best fit configurations (sometimes with some
embellishments) have been taken as fixed input in subsequent papers, in order to
determine e.g., out-of-plane magnetic fields (Jansson and Farrar 2012a), or the pitch
angle and synchrotron spectral index (Fauvet et al. 2011). However, careful analysis
of pulsar RMs by Men et al. (2008) proved that none of the three widely used
magnetic field models (axisymmetric, bisymmetric, ring) are consistent with the
data. These authors conclude that the magnetic field of the Milky Way must be
more complex than one simple dynamo mode, possibly a combination of modes, as
observed in some external galaxies (see R. Beck’s chapter, this volume).

One notable difference in results can be seen in models based mostly on pulsars
and models based mostly on extragalactic sources. RMs of extragalactic sources
average magnetic field and density fluctuations over the complete line of sight
through the whole Galaxy. Pulsar RMs only probe the line of sight to the individual
pulsar, or even the path length between two pulsars in close projected proximity on
the sky, which is a shorter distance and much more variable over small coordinate
differences. In addition, RMs from extragalactic sources tend to be averaged over
some region in the sky in order to diminish contributions from their intrinsic RM
and from the turbulent Galactic ISM. Therefore, RMs measured from pulsars tend
to show much more influence of the small-scale magnetic field component. Good
examples of this are presented in Han et al. (2006), who used RMs from pulsars.
They did not use any model but constructed a magnetic field configuration by
looking at sign reversals of pulsar RMs in arms or interarms. Their data confirmed
a counter-clockwise field in the Carina-Sagittarius spiral arm and suggest a counter-
clockwise field in the Perseus. They find an abundance of small-scale structure in
RM sign, which they interpret as clockwise magnetic fields in the interarm regions
and counter-clockwise magnetic fields in the spiral arms, indicating large-scale
magnetic field reversals at every arm-interarm boundary. Magnetic field modeling
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Fig. 17.4 Bird’s-eye view of the Milky Way, where the blue squares (red circles) denote the
location of a pulsar with a positive (negative) RM. The size of the symbol is proportional to
the square root of RM. Magnetic field strengths derived and interpolated from these pulsar data
are given in red-blue color scale (where B > 3 �G is saturated). The green arrows give the
predominant direction of parallel magnetic field in a certain region. Image reproduced from
Noutsos (2012)

by Nota and Katgert (2010) confirm reversals at every arm-interarm boundary, but
find results at >3� only for the Crux and Norma arms and the interarm region in
between.

Figure 17.4, reproduced from Noutsos (2012), nicely illustrates the intermediate-
scale structure in RMs from pulsars, which are interpreted in the literature as
reversals along spiral arm directions (Han et al. 2006) or as intermediate-scale
fluctuations in the field (Noutsos 2012). As an example of the difference with
modeling results including extragalactic sources, I mention Van Eck et al. (2011),
who analyzed the Milky Way’s magnetic field RM data of pulsars and extragalactic
sources combined. They divide up the Galactic disk in three separate longitude
ranges and concluded that there is no simple configuration which fits the whole
Galactic plane sufficiently well, see Fig. 17.5. They also conclude that not more
than one large-scale field reversal is needed to explain the data.

One way to decrease the influence of small-scale structure on pulsar RM
measurements is by averaging these data as well before analysis of the structure.
This can be done e.g., by wavelet analysis (Stepanov et al. 2002), using pulsar RMs.
Using this method, Frick et al. (2001) only obtained reliable results a few kpc from
the Sun due to sparsity of data beyond. However, these authors found evidence for
one magnetic field reversal at a distance of 0:6 � 1 kpc towards the Galactic center,
and an other reversal between the Perseus and (local) Orion arm, in agreement with
some earlier studies (Rand and Kulkarni 1989; Clegg et al. 1992). However, Mitra
et al. (2003) show that the anomalous RMs interpreted as a large-scale reversal
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Fig. 17.5 Left: Bird’s-eye view of the Milky Way, where the Galactic Center is at .X; Y / D .0; 0/

and the Sun is at .X; Y / D .0; 8:5/ kpc. The small circles within the Galaxy denote observed
pulsar RMs, large circles around the Galaxy show observed extragalactic source RMs in the
Galactic plane, boxcar-averaged over 9ı in longitude with a step size of 3ı. The background color
scale presents predicted RMs at each location according to the model in the right hand figure.
Right: Model of Galactic magnetic field in which the Galaxy is divided up into three regions.
Color denotes magnetic field strength. Outer Galaxy: logarithmic spiral with p D �11:5ı; fourth
Galactic quadrant: model from Brown et al. (2007); first quadrant: ASS+RING model from Sun
et al. (2008). Image reproduced from Van Eck et al. (2011)

towards the Perseus arm can be explained by anomalous RMs due to the influence
of H II regions along the line of sight.

There is some evidence to suggest that the one well-determined large-scale
reversal in the disk magnetic field does not follow the Sagittarius-Carina arm
exactly, but slices through it (Brown et al. 2007; Van Eck et al. 2011 see also
Fig. 17.5), a phenomenon that has been seen in the nearby spiral galaxy M51 as
well (Fletcher et al. 2011; Heald et al. 2009). In addition, the magnetic field towards
the outer Galaxy l � 180ı may be closer to circular rather than spiral (Rae and
Brown 2010; Van Eck et al. 2011).

Also, many studies provide evidence for a dominant even symmetry of the local
regular field in the disk with respect to the Galactic plane (Frick et al. 2001; Jansson
et al. 2009; Pshirkov et al. 2011; Mao et al. 2012).

17.3.3 The Pitch Angle of the Magnetic Spiral Arms

Estimates of the pitch angle of the Milky Way’s magnetic spiral arms are widely
varying, depending on the tracer used to determine this angle. Vallée (1995, 2002)
collected pitch angle estimates from 1980 to 2001, obtained from H I and H II gas,
pulsars, dust, CO, rotation measures and O stars, which vary from �5ı to �21ı. His
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weighted average is p D �12ı ˙ 1ı. Polarized starlight indicates a pitch angle of
p D �7:2ı ˙ 4:1ı (Heiles 1996), consistent with the other estimates.

The magnetic field models in Table 17.1 based on RM data give pitch angles
in the range p � �5ı to �15ı, while models fitting to high-frequency (mostly
WMAP) polarized synchrotron emission data tend to find much higher pitch angles
p � �25ı to �30ı (except for Miville-Deschênes et al. 2008, who find p D
�8:5ı based on the WMAP degree of polarization, modeling a BSS spiral field and
adding a turbulent component to match the observed depolarization). As a notable
exception, Jansson et al. (2009) finds a high (and oppositely directed!) pitch angle
p D C35ı, based on RMs, but warns that this result is “highly model dependent”.
Indeed, they describe that fixing the pitch angle at p D �12ı in their best-fit model
only decreases the fitting quality slightly.

Using the straightforward method of comparing longitude-dependences of RMs
of extragalactic sources in the first and fourth quadrants, Kronberg and Newton-
McGee (2011) conclude that the Milky Way has a bisymmetric structure towards
the inner disk and an axisymmetric pattern towards the outer disk with an “inward
spiral pitch angle” of 5:5ı ˙ 1ı. However, their pitch angle calculation assumes
that the sign changes in RM in the first and fourth quadrant are due to the same
spiral arm, which would actually indicate a pitch angle of p D C5:5ı, i.e. a trailing
instead of a leading spiral. The longitudes of the changes in RM sign in the first and
fourth quadrants are more plausibly due to the Local Arm in the first quadrant and
the Carina arm in the fourth, in which case their pitch angle estimate is based on an
incorrect assumption.

17.3.4 Turbulent Magnetic Fields in the Disk

The strength of the random, turbulent magnetic field component can be estimated
from RM fluctuations, combined with an estimate of thermal electron density.3

Gaensler et al. (2001) performed this analysis in a small region in the Galactic plane
in the 4th quadrant and found a random field strength ofBran � 1:3 �G. Large-scale
magnetic field models that include the turbulent magnetic field as a free parameter
find Bran � 3 � 4 �G (e.g., Jaffe et al. 2010; Sun et al. 2008). However, the
estimates for the regular and total magnetic field strengths would suggest a slightly

larger value for the turbulent component, i.e. Bran D
q
B2

tot � B2
reg � 5:5 �G.

Under the assumption of a Faraday screen, Schnitzeler et al. (2007) find that
Bran=Breg;? � 2 in a relatively small field of view at the anti-center at Galactic
latitude b D 20ı, based on synchrotron depolarization. In two other relatively small
fields out of the Galactic plane, Haverkorn et al. (2004a) find Bran � 1 � 3 �G and

3Since RM fluctuations and synchrotron depolarization trace the isotropic random field and
the parallel component of the ordered random field (see Fig. 17.1), the strengths cited are a
combination of these two components.
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an unusually low ratio of random to regular magnetic field componentsBran=Breg D
0:7˙0:5. However, both these regions are located in the extended, high-polarization
Fan region, which is thought to have a higher contribution of the regular magnetic
field than the average ISM (Wolleben et al. 2006). This unusually low value of
magnetic field ratio agrees with the higher-frequency synchrotron polarization study
of Miville-Deschênes et al. (2008), which however includes the anisotropic random
field component in their regular field strength calculation, plausibly explaining the
low random-to-regular magnetic field ratio.

The power spectrum of magnetic field is difficult to measure directly, but infor-
mation about the field can be derived from power spectra or structure functions of
RM, assuming some distribution of thermal electron density fluctuations. RM fluc-
tuations follow a power law, although the slope tends to be flatter than Kolmogorov
(Simonetti and Cordes 1986; Clegg et al. 1992). Early studies covering large parts
of the sky conclude that the outer scale of the turbulent magnetic field, connected
to the energy injection scale of the dominant source, is �100 pc (Lazaryan and
Shutenkov 1990; Ohno and Shibata 1993). However, when distinguishing spiral
arms and interarm regions explicitly, the turbulent outer scale in spiral arms seems
to be much smaller, only a few parsecs (Haverkorn et al. 2004b, 2006, 2008). Small
outer scale estimates like this are also found from anisotropies in TeV cosmic ray
nuclei (Malkov et al. 2010), and from analysis of fluctuations in radio synchrotron
emission in the Fan region (Iacobelli et al. 2013).

Finally, there is evidence for an anti-correlation between small-scale magnetic
field structure and density, at least in the denser ISM: denser components display
more disordered magnetic field structure in submm BICEP data in the Galactic plane
(Bierman et al. 2011).

17.4 Magnetic Fields in the Galactic Halo

The strength of the magnetic field in the Galactic halo4 is estimated to be between
2 � 12 �G from the best-fit models in Table 17.1. The field in the halo is thought to
be fairly uniform: the average line of sight component of the magnetic field at high
latitudes (where the sin.b/ dependence has been taken into account) has a standard
deviation �B � 0:4 �G (Schnitzeler 2010). Using equipartition arguments, Mao
et al. (2010) derived Bran � 1 �G in the halo, indeed smaller than in the disk.

The scale height derived from synchrotron emissivity under the assumption of
equipartition between cosmic rays and magnetic fields is about 5�6 kpc (Cox 2005).
Using hydrostatic balance, including kinetic, magnetic and cosmic-ray pressures,

4Two separate definitions of the Galactic halo with respect to the thick disk cause some confusion:
The Galactic halo is regularly referred to as the region above the thick disk. However, in a second
common use of the term Galactic halo it is equal to the thick disk. We use here the second definition,
where the halo is equal to the thick disk.
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Boulares and Cox (1990) find an almost linearly decreasing field strength from about
5 �G in the plane to 1 � 2:5�G at 3 kpc height above the disk. Han and Qiao (1994)
used pulsar RMs to derive a magnetic field scale height of 1.5 kpc—the discrepancy
with earlier estimates may be due to the fact that pulsar RMs only sample the large-
scale, regular component of the field while equipartition estimates also take into
account the turbulent component.

The northern and southern hemisphere have different properties. The RM
variance is a factor of 2 higher toward the South Galactic Pole than toward the North
Galactic Pole (Stil et al. 2011). RM data also show a north-south asymmetry in RMs
(Frick et al. 2001), emphasized by Mao et al. (2012), who studied extragalactic
source RMs in two distinct parts of the sky towards the outer Galaxy (100ı < l <

117ı and jbj > 15ı). They concluded that the observations cannot be reproduced
by symmetric exponential or double-toroidal Galactic halo fields as used in the
literature. They find a higher halo field strength in the south (BH � 7 �G) than
in the north (BH � 2 �G), and suggest that magnetic spiral arms might exist in the
halo as well.

A large-scale vertical magnetic field at the Solar radius is small, if it exists at
all. Mao et al. (2010) find from extragalactic source RMs towards the northern
and southern Galactic pole at jbj > 70ı that there is no evidence for a large-scale
vertical magnetic field component at the Solar radius in the northern hemisphere,
while hBzi � 0:3 �G in the south. This is not necessarily due to an asymmetry
in the large-scale vertical field, but can be due to differences in nearby structure in
the two hemispheres. Taylor et al. (2009) evaluated the vertical magnetic field from
RMs from all NVSS5 sources. Their conclusion that hBzi D 0:3˙ 0:03 �G agrees
with Mao et al. (2010) in the southern hemisphere, but they also find a small vertical
magnetic field of hBzi D �0:14˙ 0:02 �G in the northern hemisphere. Mao et al.
(2010) attribute this difference to the North Polar Spur, which they removed from
their data and Taylor et al. (2009) did not. Han and Qiao (1994) found a vertical
magnetic field Bz D 0:2 � 0:3 �G from south to north; however, they forced
the direction of the field to be south-north or north-south and only fitted the field
strength. Therefore, it is not possible to say whether their data would agree with the
above conclusions. Small and varying vertical magnetic field strengths found in a
field of view at l D 153ı, 0:5ı < b < 18ı by Schnitzeler et al. (2007) and at high
Galactic latitudes b D 70ı (de Bruyn et al. 2006) probably reflect smaller-scale
magnetic field fluctuations and not the large-scale field.

17.5 Magnetic Fields in the Entire Disk C Halo System

Most models in Table 17.1 do not only discuss the Galactic disk or halo but
simultaneously fit both the disk and the halo, allowing for different configurations
in disk and halo magnetic fields. Jansson et al. (2009) tried to unify models of the

5NRAO VLA Sky Survey (Condon et al. 1998).
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Galactic disk and halo, using a number of different models from the literature.
They concluded that the magnetic field structure in the Galactic disk and halo
were different and cannot be captured by scaled-up versions of the same magnetic
field configuration. Their best-fit model is a disk-even halo-odd (DEHO) field,
which was shown to be theoretically possible if one attributes an important role
to the Galactic wind in the dynamo process (Moss et al. 2010). The conclusion
of a best-fit DEHO field was also reached by Sun et al. (2008). These authors
fitted 22.8 GHz synchrotron data from the Wilkinson Microwave Anisotropy Probe
(WMAP, Hinshaw et al. 2007) and rotation measures from 1090 extragalactic point
sources to their models and argued that none of the available models were a good
fit to the data. However, they could conclude that a disk magnetic field which was
symmetric with respect to the Galactic plane was strongly favored. For the halo,
a toroidal field which is anti-symmetric with respect to the plane was preferred.
Indeed, this anti-symmetric structure in the rotation measure sky with respect to
the Galactic Center (“butterfly pattern”), only existent in the inner Galaxy, was
already noticed decades ago (Simard-Normandin and Kronberg 1980). This has
been interpreted as an A0 dynamo (Han et al. 2006), i.e. a dynamo causing an
A0 field configuration (see Sect. 17.2.1), but has also been attributed to local
structure (Wolleben et al. 2010a; Stil et al. 2011). A0 dynamo models are also
strongly inconsistent with modeling comparing near-infrared starlight polarization
measurements, based on discrepancies in the Galactic disk. However, adding an
even disk-component to these models (DEHO field) makes them inconsistent with
observed degrees of polarization of near-infrared starlight (Pavel et al. 2012).

Jaffe et al. (2010) included an ordered (anisotropic random) component to the
regular (coherent) and random Galactic magnetic field components in their model.
Due to the large number of free parameters (22), some of which are degenerate,
they choose to constrain some parameters using one observational data set only, and
keeping these fixed while constraining other parameters. Due to these degeneracies
and the large number of unknowns, the authors caution to not attach too much value
to the absolute numbers they find for field strengths. They do argue that their ratio of
the three field components regular:random:anisotropic random, of 1:5:3, is relatively
robust. So they conclude that the anisotropic random field is stronger than the regular
field component. In Jaffe et al. (2011), these authors use a more realistic cosmic ray
distribution in the Galaxy and find that the random component is even larger with
respect to the coherent component.

At the moment, the latest all-inclusive modeling attempt is presented in Jansson
and Farrar (2012a,b). Jansson and Farrar (2012a) include two new components for
the magnetic field: a vertical, out-of-plane component similar to the X-shaped fields
seen in external galaxies (e.g., Haverkorn and Heesen 2012); and a contribution
by anisotropic random magnetic fields. The latter is degenerate with an increased
intensity of cosmic ray electrons over the usually quoted values (Strong et al. 2007),
but generally comparable in strength to the regular field. A random component for
the magnetic field is added in Jansson and Farrar (2012b), which is allowed to vary
in strength in 8 spiral regions. This complex magnetic field model now has 36 free
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parameters, making it exceedingly difficult to be confident that the true minimum in
36-dimensional parameter space has been found.

The set of papers which fit magnetic field models to radio polarization data
at high frequencies (�22 GHz WMAP data) (Ruiz-Granados et al. 2010; Fauvet
et al. 2011) tend to find a higher pitch angle than rotation measure studies of
�24 – 30ı. Planck all-sky maps will provide additional observational constraints,
which simulations show suggest the same high pitch angles (Fauvet et al. 2012). A
non-negligible vertical magnetic field component is needed in these models as well,
currently at odds with conclusions from rotation measure analyses (Sect. 17.4).

It may be possible in the near future to derive Galactic magnetic field structure
from observations of arrival directions of Ultra-High Energy Cosmic Rays (UHE-
CRs), but currently the sources and composition of UHECRs are too uncertain to
constrain any Galactic magnetic field models (Golup et al. 2009).

17.6 Summary and Conclusions

In this section, I present a short summary of observational knowledge of magnetic
fields in the Milky Way, neglecting all subtleties discussed above. I will also try to
draw some conclusions.

The strength of the magnetic field in the Solar neighborhood is fairly well
determined. The regular, large-scale component Breg � 2�G, while the total
magnetic field is Btot � 6�G. Estimates of the isotropic random magnetic field
from magnetic field modeling of Bran � 3 � 4�G suggest that there exists also
an anisotropic random field component of comparable strength to the random
component. The magnetic field strength increases towards the inner Galaxy, and
is independent of density for the diffuse interstellar gas.

The magnetic field direction in the Galactic disk most likely roughly follows the
spiral arms. This is not always the case, since pitch angle estimates from modeling
still vary, and there are concrete indications at several locations in the Galactic disk
that the magnetic field direction does not coincide with the stellar or gaseous arms.
The disk magnetic field is symmetric (even) with respect to the Galactic plane.

There is one large-scale magnetic reversal close to the Sun towards the inner
Galaxy, but the existence and location(s) of more reversals is still under debate. The
studies that rely mostly or totally on pulsar data indicate magnetic fields with more
intermediate-scale structure (reversals) than studies (also) including extragalactic
source RMs. This difference is likely due to the intrinsic differences in the data:
extragalactic source RMs are averaged over the entire line of sight through the
Galaxy and often over a patch of the plane of the sky as well, which washes out
smaller scale structure partially. Fitting pulsar data would retrieve this smaller scale
structure. However, pulsars with known RMs are concentrated in a few kpc from
the Sun and their distances can be quite uncertain. Therefore, it is quite possible
that what is interpreted as reversals along spiral arms are actually other intermediate
scale structures caused by e.g., superbubbles.
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The pitch angle of the magnetic field is roughly p � �5ı to �15ı, depending
on tracer (rotation measure, starlight polarization, gas, CO, etc). A notable excep-
tion is modeling of high-frequency (i.e. Planck/WMAP frequencies and higher)
synchrotron emission, studies of which consistently show higher pitch angles of
p � �25ı to �30ı. The random magnetic field component shows a turbulent power
spectrum with an outer scale of turbulence that is a few parsecs in the disk, possibly
only the spiral arms, and up to �100 pc in the Galactic halo.

The magnetic field strength in the gaseous halo, or thick disk, is comparable
to that in the disk, with an uncertainty of a factor 2 – 3. The scale height is many
kiloparsecs (�5 – 6 kpc), possibly smaller for the regular field component. There is
a pronounced north-south asymmetry across the Galactic disk: the magnetic field
variance is higher in the south. There is a small large-scale vertical magnetic field
component towards the south Bz � 0:3 �G, while a small vertical magnetic field
component towards the north could be attributed to the North Polar Spur.

The complete disk-halo system has been extensively modeled in the past decade,
using a wide variety of observational tracers, magnetic field configurations and com-
ponents, thermal and cosmic ray density models, and input and output parameters.
One property that all models share is that none of them gives a satisfactory fit to all
the data. This is not surprising, seeing the immense complexity of the magnetic and
gaseous structures observed in the Milky Way. Large loops of radio emission such as
the North Polar Spur or Loop I to IV (Berkhuijsen 1971) show influence of magnetic
fields (Spoelstra 1973; Stil et al. 2011), created by supernovae blowing bubbles
in the ionized interstellar gas, dragging the magnetic field with them. The named
Loops are giant structures in the sky because they are located very close to the Sun
and are therefore conspicuous on the sky. However, hundreds or even thousands
more of these structures should exist in the rest of the Milky Way, all affecting
the large-scale structure of the magnetic field. These and other local structures are
virtually impossible to include in modeling and therefore often omitted. This is
especially clear towards the Galactic anti-center, where the regular magnetic field is
directed almost perpendicular to the line of sight and therefore has a negligible RM
contribution in this direction. As Pshirkov et al. (2011) note, any regular magnetic
field model with a small pitch angle severely underestimates the amount of RM
fluctuations observed in this direction. These local structures, combined with the
location-dependent turbulent nature of the magneto-ionized medium, make this
modeling a daunting enterprise.

The variety in conclusions from Galactic magnetic field models using different
tracers and methods, indicates a large role of small-scale position-dependent
turbulence, discrete structures, significant changes in pitch angle along a spiral
arm, or—most likely—all of these. Variable pitch angles are also suggested by
simulations of density waves including magnetic fields (Gómez and Cox 2004).
This explanation does make it more plausible why a ring-like magnetic field model
gives fit results of comparable quality as the spiral arm models, or why deviations
of magnetic field directions from gaseous and stellar pitch angles are found.
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17.7 Epilogue

A number of recent technological and computational developments make a large
expansion in parameter space related to studies of cosmic magnetic fields possible:
Phased Array Feeds allow deep surveys of large parts of the sky in reasonable
observing times; low frequency polarimetry is becoming possible thanks to suf-
ficient computer power and technological expertise to build software telescopes,
and finally large-scale galactic (but also extragalactic, intracluster) magnetic fields
can be probed in (almost) three dimensions using Rotation Measure Synthesis
(Brentjens and de Bruyn 2005).

This has sparked renewed interest in the field of cosmic magnetism, as evidenced
by the Cosmic Magnetism Key Science Project (MKSP, Anderson et al. 2012) for
the LOw-Frequency ARray LOFAR; the Polarisation Sky Survey of the Universe’s
Magnetism (POSSUM, Gaensler et al. 2010) for the Australian Square Kilometre
Array Pathfinder (ASKAP), and cosmic magnetism studies as part of the WODAN
project (Röttgering et al. 2011) using the APERTIF Phased Array Feeds on the
Westerbork Synthesis Radio Telescope (WSRT). These are all exciting innovative
telescopes and/or instruments currently under construction. For details on mag-
netism studies with LOFAR, SKA, Planck and ALMA see the Chapters by R. Beck
and W. Vlemmings in this volume. I will discuss other important future and ongoing
initiatives below.

17.7.1 Galactic Magnetism with Existing Instrumentation

A number of large radio polarimetric surveys have recently been done or are in
progress, with the aim of studying the magnetized ISM of the Milky Way, at a variety
of frequencies.

Several surveys with the ALFA seven feed array on the Arecibo telescope are
being performed, among which the Galactic ALFA Continuum Transit Survey
(GALFACTS, Taylor and Salter 2010). GALFACTS will survey the whole Arecibo
sky (declinations �1:33ı < ı < 38:03ı) in the frequency range 1,225–1,525 MHz
down to a sensitivity of 90 �Jy. Its main science goals are exploration of the Milky
Way’s magnetic field and the properties of the magnetized ISM. Observations have
been progressing for 4 years and has been completed in 2013.

The lower Faraday rotation (and therefore more distant polarization horizon) at
higher frequencies was the reason for the 6-cm Sino-German survey of the Galactic
plane (10ı < l < 230ı, jbj < 5ı) with the Urumqi 25-m single dish (Sun et al.
2007, 2011; Gao et al. 2010; Xiao et al. 2011). This survey is mostly focused on the
detection of discrete magnetized objects such as H II regions, supernova remnants
and Faraday screens. At even higher frequencies of 5 GHz, the C-Band All-Sky
Survey (C-BASS) will provide an all-sky polarimetric survey. Although its main
science goal is providing characterization of foregrounds for Cosmic Microwave
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Background (CMB) polarization studies, it will also explore Galactic magnetic
fields. Data acquisition is ongoing.

The S-Band Polarization All-Sky Survey (S-PASS) is a radio polarimetric study
of the entire southern sky at 2,307 MHz in a 184 MHz bandwidth, performed
with the Parkes 64 m single dish telescope with a polarization sensitivity better
than 1 mJy/beam. The science goals of the survey are two-fold: characterizing
polarized foregrounds for measurements of the B-mode of CMB Polarization, and
exploration of Galactic magnetic fields. The survey observations are completed and
first science results are being published (Carretti et al. 2013a,b; Sun et al. 2013). The
Southern Twenty-centimeter All-sky Polarization Survey (STAPS) was observed
commensally with S-PASS and data processing is ongoing.

The largest ongoing project to map Galactic magnetism using existing instrumen-
tation is the Global Magneto-Ionic Medium Survey (GMIMS, Wolleben et al. 2009).
This project consists of a series of polarimetric surveys in the northern and southern
hemispheres, from �300 to �1,800 MHz. Data acquisition for the southern-sky
survey spanning 287 – 870 MHz with the Parkes telescope is completed and data
processing in progress, while the STAPS survey described above will function as
the high-band (1,300 – 1,800 MHz) southern-sky survey for GMIMS. For the high-
band survey in the north (1,277 – 1,740 MHz), performed with the DRAO 26-m
single dish (Wolleben et al. 2010b), observations have finished and data reduction is
nearing completion, with first science results discussed in Wolleben et al. (2010a).
Options for observing the remaining GMIMS surveys are being considered.

With an angular resolution of 30 � 600 and a frequency resolution of at least
1 MHz, GMIMS will provide the first spectro-polarimetric data set of the large-
scale polarized emission over the entire sky, observed with single-dish telescopes.
The broad frequency coverage is of great importance for high resolution and broad
sensitivity of Rotation Measure Synthesis. Therefore, the combined surveys with
a 1,500 MHz bandwidth will give unprecedented maps of Faraday depth over the
whole sky, revolutionizing studies of the magneto-ionized ISM in the Galaxy using
this method.

17.7.2 Galactic Magnetism with Next-Generation
Instrumentation

The WSRT is being upgraded with phased array feeds named APERture Tile In
Focus (APERTIF, Oosterloo et al. 2010) with a 300 MHz bandwidth in the range of
1.0–1.7 GHz. This upgrade will increase Westerbork’s field of view with a factor 25
to about 8 square degrees, making it a wonderful survey instrument.

One of the key surveys to be performed with APERTIF is the Westerbork
Observations of the Deep APERTIF Northern-Sky (WODAN, Röttgering et al.
2011). WODAN aims to image the whole northern sky down to 10 �Jy rms with
a broad bandwidth around 1,400 MHz, and part of the sky a factor two deeper.



17 Magnetic Fields in the Milky Way 503

It is mostly geared towards cosmology and other extragalactic science, with an
observational aim to detect 30 million radio sources including 100,000 clusters,
10 million starbursting galaxies at z > 1 and virtually all radio loud AGN in the
Universe. However, many of these sources will emit polarized emission at this
wavelength, which will be Faraday rotated by the Galactic magnetized ISM. This
will provide an observational data set for Galactic magnetism studies far surpassing
the currently available NVSS rotation measure data base (Taylor et al. 2009).

Similarly to WODAN in the northern sky, the southern sky will be surveyed by
several projects on the Australian SKA Pathfinder (ASKAP, Johnston et al. 2008).
WODAN’s sister survey is called Evolutionary Map of the Universe (EMU, Norris
2010), but the data obtained is shared between EMU and a project dedicated to
cosmic magnetism, named Polarization Sky Survey of the Universe’s Magnetism
(POSSUM, Gaensler et al. 2010). POSSUM aims to measure the Faraday rotation
of 3 million extragalactic radio sources over 30,000 square degrees, which will
allow major steps in characterizing the large-scale and turbulent components of the
Galactic magnetic field, but also test (dynamo) theories for the origin and evolution
of the Milky Way’s magnetic field.

Finally, the Murchison Widefield Array (MWA, Whitney et al. 2011), under
development in Western Australia at the moment is a low-frequency radio interfer-
ometer at 80–300 MHz—analogous to LOFAR in the north but smaller; however,
with an excellent uv-coverage on small baselines. Although its main science goals
are the Epoch of Reionization, solar and ionospheric science and transients, it can
also be used to provide detailed rotation measure synthesis maps of low-magnetic-
field areas in the southern sky.
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Chapter 18
Magnetic Fields in Galaxies

Rainer Beck

Abstract The origin and evolution of cosmic magnetic fields, their strength and
structure in intergalactic space, their first occurrence in young galaxies, and
their dynamical importance for galaxy evolution remain widely unknown. Radio
synchrotron emission, its polarization and its Faraday rotation are powerful tools to
study the strength and structure of magnetic fields in galaxies. Unpolarized radio
synchrotron emission traces isotropic turbulent fields which are strongest in spiral
arms and bars (20–30�G) and in central starburst regions (50–100�G). Such fields
are dynamically important; they can affect gas flows and drive gas inflows in central
regions. Polarized radio emission traces ordered fields which can be regular or
anisotropic turbulent, generated from isotropic turbulent fields by compression or
shear. The strongest ordered fields of 10–15�G strength are generally found in
interarm regions and follow the orientation of adjacent gas spiral arms. In galaxies
with strong density waves, ordered (anisotropic turbulent) fields are also observed
at the inner edges of the spiral arms. Ordered fields with spiral patterns exist in
grand-design, barred and flocculent galaxies, and in central regions of starburst
galaxies. Ordered fields in interacting galaxies have asymmetric distributions and
are an excellent tracer of past interactions between galaxies or with the intergalactic
medium. Irregular galaxies host isotropic turbulent fields often of similar strength as
in spiral galaxies, but only weak ordered fields. Faraday rotation measures (RM) of
the diffuse polarized radio emission from the disks of several galaxies reveal large-
scale spiral patterns that can be described by the superposition of azimuthal modes;
these are signatures of regular fields generated by a mean-field ˛ � ˝ dynamo.
So far no indications were found in external galaxies of large-scale field reversals,
like the one in the Milky Way. Ordered magnetic fields are also observed in radio
halos around edge-on galaxies out to large distances from the plane, with X-shaped
patterns. In the outflow cone above a starburst region of NGC 253, RM data indicate
a helical magnetic field.
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18.1 Introduction

Magnetic fields are a major agent in the interstellar medium and control the density
and distribution of cosmic rays. Cosmic rays accelerated in supernova remnants can
provide the pressure to drive galactic outflows and buoyant loops of magnetic fields
via the Parker instability. Outflows from starburst galaxies in the early Universe may
have magnetized the intergalactic medium.

The detection with the AUGER observatory of ultrahigh-energy cosmic rays
(UHECRs) reaching the Earth and the possibly anisotropic distribution of their
arrival directions (Abreu 2010) calls for a proper model of particle propagation.
As UHECR particles are deflected by large-scale regular fields and scattered by
turbulent fields, the structure and the extent of the fields in the disk and halo of
the Milky Way are necessary parameters for a propagation model, but our present
knowledge does not allow safe conclusions. The view onto external spiral galaxies
can help.

18.2 Origin of Magnetic Fields

The origin of the first magnetic fields in the Universe is a mystery (Widrow 2002).
Seed fields may be “primordial”, generated during a phase transition in the early
Universe (Caprini et al. 2009), or may originate from the time of cosmological
structure formation by the Weibel instability (Lazar et al. 2009), or from injection
by the first stars or jets generated by the first black holes (Rees 2005), or from
the Biermann mechanism in the first supernova remnants (Hanayama et al. 2005),
or from plasma fluctuations (Schlickeiser 2012). The non-detection of GeV � -ray
emission with the FERMI satellite from blazars, which were observed at TeV
energies with the HESS observatory, may indicate that the secondary particles are
deflected by intergalactic fields of least 10�16 G strength and a high volume filling
factor (Dolag et al. 2011).

The most promising mechanism to sustain magnetic fields in the interstellar
medium of galaxies is the dynamo (Beck et al. 1996). A small-scale dynamo in
protogalaxies may have amplified seed fields to several �G strength (the energy
level of turbulence) within less than 108 year (Schleicher et al. 2010). To explain
the generation of large-scale fields in galaxies, the mean-field ˛ � ˝ dynamo has
been developed. It is based on turbulence, differential rotation and helical gas flows
(˛-effect), driven by supernova explosions (Gressel et al. 2008). The ˛�˝ dynamo
generates large-scale helicity with a non-zero mean in each hemisphere. As total
helicity is a conserved quantity, the dynamo is quenched by the small-scale fields
with opposite helicity unless these are removed from the system (Shukurov et al.
2006). Outflows are essential for effective ˛ � ˝ dynamo action. The mean-field
approximation got support from high-resolution MHD modeling (Gent et al. 2013).
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Dynamo-type fields are described by modes with different azimuthal symmetries
in the disk plane and two different vertical symmetries (even or odd parity)
perpendicular to the disk plane. Several modes can be excited in the same object. In
flat, rotating objects like galaxy disks, the strongest mode S0 consists of a toroidal
field of axisymmetric spiral shape within the disk, without sign reversals across
the equatorial plane, and a weaker poloidal field of even-symmetry structure. The
˛�˝ dynamo in galaxy disks predicts that within a few 109 year large-scale regular
fields are generated from �G turbulent fields (Arshakian et al. 2009). Field reversals
from the early phases may survive until today (Moss et al. 2012). Global numerical
models of galaxies (Gissinger et al. 2009; Hanasz et al. 2009) confirmed the basic
results of the ˛�˝ dynamo. Dynamo modes can be identified observationally from
the pattern of polarization angles and of RMs of the diffuse polarized emission of
galaxy disks (see Sect. 18.6.1).

18.3 Measuring Magnetic Fields in Galaxies

Magnetic fields need illumination to be detectable. Polarized emission at optical,
infrared, submillimeter and radio wavelengths holds the clue to measure magnetic
fields in galaxies. Optical linear polarization is a result of extinction by elongated
dust grains in the line of sight which are aligned in the interstellar magnetic field
(the Davis-Greenstein effect). The B-vector (E C 90ı) runs perpendicular to the
field. Starlight polarization yields the orientation of large-scale magnetic fields in the
Milky Way (Fosalba et al. 2002). However, light can also be polarized by scattering,
a process unrelated to magnetic fields and hence a contamination that is difficult
to subtract from diffuse polarized emission from galaxies, e.g. in the spiral galaxy
M 51 (Scarrott et al. 1987).

Linearly polarized emission from elongated dust grains at infrared and submil-
limeter wavelengths is not affected by polarized scattered light. The B-vector is
parallel to the magnetic field. The field structure can be mapped in gas clouds of the
Milky Way and in galaxies, e.g. in the halo of the galaxy M 82 (Greaves et al. 2000).

Most of what we know about interstellar magnetic fields comes through the
detection of radio waves. Zeeman splitting of radio spectral lines directly measures
the field strength in gas clouds of the Milky Way (Crutcher et al. 2010) and in
starburst galaxies (Robishaw et al. 2008). The intensity of synchrotron emission
(Chap. 3; examples in Figs. 18.1 and 18.5) is a measure of the number density of
cosmic-ray electrons in the relevant energy range and of the strength of the total
magnetic field component in the sky plane. The assumption of energy equipartition
between these two components allows us to calculate the total magnetic field
strength from the synchrotron intensity (Sect. 18.4.1).

Linearly polarized synchrotron emission (examples in Figs. 18.4 and 18.6)
emerges from ordered fields in the sky plane. As polarization “vectors” are ambigu-
ous by 180ı, they cannot distinguish regular (coherent) fields, defined to have a
constant direction within the telescope beam, from anisotropic turbulent fields,
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Fig. 18.1 Total radio intensity (colors) and B-vectors (corrected for Faraday rotation) in the
Andromeda galaxy (M 31), observed at 6 cm with the Effelsberg telescope (from Berkhuijsen et al.
2003)

which are generated from isotropic turbulent fields by compressing or shearing
gas flows and reverse their direction within the telescope beam. Unpolarized
synchrotron emission indicates isotropic turbulent (random) fields which have
random directions in 3-D and have been amplified by turbulent gas flows.

The intrinsic degree of linear polarization of synchrotron emission is about
75%. The observed degree of polarization is smaller due to the contribution of
unpolarized thermal emission, which may dominate in star-forming regions, by
Faraday depolarization along the line of sight and across the beam (Sokoloff et al.
1999), and by geometrical depolarization due to variations of the field orientation
within the beam.

The polarization vector is rotated in a magnetized thermal plasma by Faraday
rotation. As the rotation angle is sensitive to the sign of the field direction, only
regular fields give rise to Faraday rotation, while the Faraday rotation contributions
of turbulent fields cancel along the line of sight. Measurements of the Faraday
rotation from multi-wavelength observations (Figs. 18.15 and 18.16) yield the
strength and direction of the average regular field component along the line of sight.
If Faraday rotation is small (in galaxies typically at wavelengths shorter than a few
centimeters), the B-vector of polarized emission gives the intrinsic field orientation
in the sky plane, so that the magnetic pattern can be mapped directly (Beck 2005).

The Faraday rotation angle �� is proportional to the square of the wavelength �
and to the Faraday depth (FD),1 different from the rotation measure (RM).2 If one
or more rotating regions are located in front of the emitting region (Faraday screen),
RM and FD are identical. Distinct emitting and rotating regions located along the
line of sight generate a spectrum of FD components, and RM varies with �2. In such

1FD D 0:81
R
Bk ne dl, where FD is measured in rad m�2, the line-of-sight magnetic field Bk in

�G, the thermal electron density ne in cm�3, and the line of sight l in pc.
2RM is the slope of the function �� .�2/, RM D ��=��2, and hence varies with �2 if �� is a
nonlinear function of �2.
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cases, multi-channel spectro-polarimetric radio data are needed that can be Fourier-
transformed into Faraday space, called RM Synthesis (Chap. 3). If the medium has a
relatively simple structure, the 3-D structure of the magnetized interstellar medium
can be determined (Faraday tomography).

A grid of RM measurements of polarized background sources is another powerful
tool to study magnetic field patterns in galaxies (Stepanov et al. 2008), but a
large number of background sources is required to recognize the field patterns, to
separate the Galactic foreground contribution and to account for intrinsic RMs of
the background sources.

18.4 Total Magnetic Fields

18.4.1 Field Strengths

The typical average equipartition strength of the total magnetic field (Beck and
Krause 2005) in spiral galaxies is about 10�G, assuming energy equipartition
between cosmic rays and magnetic fields. The equipartition assumption is valid on
scales of larger than about 1 kpc (Stepanov et al. 2014). Radio-faint galaxies like
M 31 (Fig. 18.1) and M 33 have weaker total magnetic fields (about 6�G), while
gas-rich spiral galaxies with high star-formation rates, like M 51 (Fig. 18.5), M 83
(Fig. 18.6) and NGC 6946, have total field strengths of 20–30�G in their spiral
arms. The strongest total fields of 50–100�G are found in starburst galaxies, like
M 82 (Adebahr et al. 2013) and the “Antennae” NGC 4038/9 (Chyży and Beck
2004), and in nuclear starburst regions, like in NGC 253 (Heesen et al. 2011a), and
in barred galaxies (Beck et al. 2005).

If energy losses of cosmic-ray electrons are significant, especially in starburst
regions or massive spiral arms, the equipartition values are lower limits (Beck and
Krause 2005) and are probably underestimated in starburst galaxies by a factor
of a few (Thompson et al. 2006). Field strengths of 0.5–18 mG were detected in
starburst galaxies by the Zeeman effect in the OH megamaser emission line at 18 cm
wavelength (Robishaw et al. 2008). These values refer to highly compressed gas
clouds and are not typical of the diffuse interstellar medium.

The relative importance of various competing forces in the interstellar medium
can be estimated by comparing the corresponding energy densities. The mean
energy densities of the total (mostly turbulent) magnetic field and the cosmic rays
in NGC 6946 (Fig. 18.2) and M 33 are ' 10�11 erg cm�3 and ' 10�12 erg cm�3,
respectively (Beck 2007; Tabatabaei et al. 2008), similar to that of the turbulent
gas motions across the whole star-forming disk, but about 10 times larger than that
of the ionized gas. Magnetic fields are dynamically important. The total magnetic
energy density may even dominate in the outer galaxy where the equipartition field
strength is an underestimate due to energy losses of the cosmic-ray electrons. The
energy density of the regular magnetic field decreases even more slowly than that
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Fig. 18.2 Radial variation of the energy densities in NGC 6946: total magnetic fieldEB (B2
t =8	),

regular magnetic field (B2
reg=8	), turbulent motion of the neutral gas Eturb (0:5 
n v2turb, where

vturb � 7 km/s), thermal energy of the ionized gas Eth (0:5 ne k Te) and thermal energy of the
molecular gas En (0:5 
n k Tn), determined from observations of synchrotron and thermal radio
continuum and the CO and HI line emissions (from Beck 2007)

of the total field. Although the star-formation activity is low in the outer disk, the
magneto-rotational instability (MRI) may serve as the source of turbulence required
for dynamo action (Sellwood and Balbus 1999; Elstner et al. 2014).

In the case of energy equipartition, the radial scale length of the total field in the
disk of mildly inclined galaxies, or the vertical scale height in the halo of edge-on
galaxies, is at least .3�˛/ times larger than the synchrotron scale length of typically
4 kpc (Basu and Roy 2013) (where ˛ ' �1 is the synchrotron spectral index).
The resulting value of ' 16 kpc is a lower limit because the cosmic-ray electrons
lose their energy with distance from the star-forming disk and the equipartition
assumption yields too small values for the field strength. The galactic fields probably
extend far out into intergalactic space, but at GHz frequencies the measured extent
of the radio disks of galaxies is limited by energy loss of cosmic-ray electrons.
Measurements at low frequencies (where energy losses are smaller) are needed, e.g.
with LOFAR (Chap. 1). Faraday rotation towards polarized background sources may
allow us to measure weak fields to even larger distances from the star-forming disks.
A large radial scale length may mean that magnetic fields affect the global rotation
of the gas in the outer parts of spiral galaxies (Jałocha et al. 2012; Ruiz-Granados
et al. 2010), but this cannot explain the flat rotation curves (Elstner et al. 2014).
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18.4.2 The Radio–Infrared Correlation

The integrated luminosity of the total radio continuum emission at centimeter
wavelengths (frequencies of a few GHz), which is mostly of nonthermal synchrotron
origin, and the far-infrared (FIR) luminosity of star-forming galaxies are tightly
correlated. This correlation is one of the tightest correlations known in astronomy.
It extends over five orders of magnitude (Bell 2003) and is valid in starburst galaxies
to redshifts of at least 3 (Seymour et al. 2008). Hence the total radio emission can
serve as a tracer of magnetic fields and of star formation out to large distances. The
correlation requires that total (mostly turbulent) magnetic fields and star formation
are connected, so that the field strength exceeds several 100�G in distant galaxies
(Murphy 2009). The tightness needs multiple feedback mechanisms that are not yet
understood (Lacki et al. 2010).

The total radio and far-infrared (FIR) intensities within galaxies are also highly
correlated. The exponent of the correlation in M 51 was found to be different in
the central region, spiral arms and interarm regions (Dumas et al. 2011; Basu et al.
2012). The magnetic field and its structure play an important role to understand
the correlation (Tabatabaei et al. 2013a,b). The radio–infrared correlation can be
presented as a correlation between turbulent field strength and star-formation rate
(Fig. 18.3, Tabatabaei et al. 2013a; Heesen et al. 2014). In contrast, the ordered
field is either uncorrelated with the star-formation rate, or anticorrelated in galaxies
where the ordered field is strongest in interarm regions with low star formation
(Fig. 18.4). A wavelet cross-correlation analysis for M 33 showed that the radio–
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Fig. 18.3 Correlation between the strength of the total equipartition field (dominated by the
turbulent field) and star-formation rate per area (determined from the 24 �m infrared intensities)
within the galaxy NGC 4254 (from Chyży 2008)
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Fig. 18.4 Polarized radio emission (contours) and B-vectors of NCC 6946, combined from
observations at 6 cm wavelength with the VLA and Effelsberg telescopes and smoothed to 1500

resolution (from Beck 2007), overlaid onto an H˛ image from Anne Ferguson (Copyright: MPIfR
Bonn and Sterne und Weltraum)

FIR correlation holds at scales <1 kpc (Tabatabaei et al. 2007). The correlation
in the Large Magellanic Cloud (LMC) breaks down below scales of about 50 pc
(Hughes et al. 2006). The propagation of cosmic-ray electrons away from their
sources in star-forming regions is probably responsible for the breakdown scale,
and the propagation length depends on the field structure (Tabatabaei et al. 2013b).

18.5 Structure of Ordered Magnetic Fields

18.5.1 Spiral Galaxies

Ordered (regular and/or anisotropic) field traced by polarized synchrotron emission
form spiral patterns in almost every galaxy (Beck 2005), even in galaxies with a
star-forming ring (Chyży and Buta 2008), in flocculent galaxies without massive
spiral arms (Soida et al. 2002), in the central regions of galaxies and in circum-
nuclear gas rings of barred galaxies (Beck et al. 2005). Ordered fields are generally
strongest (10–15�G) in the regions between the optical spiral arms and oriented
parallel to the adjacent spiral arms, in some galaxies forming magnetic arms, like in
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Fig. 18.5 Total radio
emission (contours) and
B-vectors of M 51, combined
from observations at 6 cm
wavelength with the VLA and
Effelsberg telescopes and
smoothed to 1500 resolution
(from Fletcher et al. 2011),
overlaid onto an optical
image from the HST
(Copyright: MPIfR Bonn and
Hubble Heritage Team.
Graphics: magazine Sterne
und Weltraum)

IC 342 (Krause 1993) and NGC 6946 (Fig. 18.4), with exceptionally high degrees
of polarization (up to 50%). These are probably generated by a large-scale dynamo
(Sect. 18.2). In galaxies with strong density waves like M 51 (Fig. 18.5) and M 83
(Fig. 18.6) enhanced ordered (anisotropic turbulent) fields occur at the inner edges
of the inner optical arms, in the interarm regions and in the outer optical arms. From
an analysis of dispersions of the radio polarization angles at 6 cm in M 51, the ratio
of the correlation lengths parallel and perpendicular to the local ordered magnetic
field is about 2 (Houde et al. 2013).

The observed smooth spiral patterns with radially decreasing pitch angles
(Fletcher 2010) indicate a general decoupling between magnetic fields and the gas
flow, as predicted by ˛ �˝ dynamo action. At present, no other model can explain
the magnetic spiral patterns in the many types of galaxies.

The typical degree of radio polarization within the spiral arms is only a few
percent; hence the field in the spiral arms must be mostly tangled or randomly
oriented within the telescope beam, the width of which corresponds to a few 100 pc.
Turbulent fields in spiral arms are probably generated by turbulent gas motions
related to star formation activity (small-scale dynamo).
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Fig. 18.6 Polarized radio emission (contours) and B-vectors of M 83, combined from observations
at 6 cm wavelength with the VLA and Effelsberg telescopes and smoothed to 1500 resolution
(from Beck, unpublished), overlaid onto an optical image from Dave Malin, Anglo Australian
Observatory (Copyright: MPIfR Bonn and AAO)

At wavelengths of around 20 cm, most of the polarized emission from the far
side of the disk and halo is Faraday-depolarized and the emission from the front
side dominates. A striking asymmetry of the polarized emission occurs along the
major axis of 12 spiral galaxies with inclinations of less than about 60ı, observed
with sufficiently high sensitivity. The emission is always much weaker around the
kinematically receding side (positive radial velocities) of the major axis (Braun et al.
2010; Vollmer et al. 2013). This asymmetry is still visible at 11 cm wavelength, but
disappears at smaller wavelengths where the emission from the far side becomes
observable. In strongly inclined galaxies, both sides of the major axis become
Faraday-depolarized at around 20 cm. Modeling shows that a combination of disk
and halo fields, as predicted by ˛ �˝ dynamo models (Sect. 18.2), can explain the
asymmetry (Braun et al. 2010).

18.5.2 Barred Galaxies

In galaxies with massive bars the field lines follow the gas flow (Fig. 18.7). As the
gas rotates faster than the bar pattern of a galaxy, a shock occurs in the cold gas,
which has a small sound speed, while the flow of warm, diffuse gas is only slightly



18 Magnetic Fields in Galaxies 517

Fig. 18.7 Total radio
emission (contours) and
B-vectors of the barred
galaxy NGC 1097, observed
at 6 cm wavelength with the
VLA and smoothed to 1000

resolution (from Beck et al.
2005). The background
optical image is from Halton
Arp (Copyright: MPIfR Bonn
and Cerro Tololo
Observatory)

compressed but sheared. The ordered field is also hardly compressed, probably
coupled to the diffuse gas and strong enough to affect its flow (Beck et al. 2005). The
ordered field is also strong in the upstream region (south of the center in Fig. 18.7),
oriented almost perpendicular to the bar. The polarization pattern in barred galaxies
can be used as a tracer of shearing gas flows in the sky plane and complements
spectroscopic measurements of radial velocities.

The central regions of barred galaxies are often sites of ongoing intense star
formation and strong magnetic fields that can affect gas flows. NGC 1097 hosts a
bright ring with about 1.5 kpc diameter and an active nucleus in its center (Fig. 18.8).
The ordered field in the ring has a spiral pattern and extends to the nucleus. The
orientation of the innermost spiral field agrees with that of the spiral dust filaments
visible on optical images. Magnetic stress in the circumnuclear ring due to the strong
total magnetic field (about 50�G) can drive gas inflow (Balbus and Hawley 1998)
at a rate of several solar masses per year, which is sufficient to fuel the activity of
the nucleus (Beck et al. 2005).
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Fig. 18.8 Total radio
intensity and B-vectors in the
circumnuclear ring of the
barred galaxy NGC 1097,
observed at 3.5 cm
wavelength with the VLA at
300 resolution (from Beck
et al. 2005)

18.5.3 Flocculent and Irregular Galaxies

Flocculent galaxies have disks but no grand-design spiral structure. Nevertheless,
spiral magnetic patterns are observed in all flocculent galaxies, indicating that the
˛�˝ dynamo works independently of density waves. Ordered magnetic fields with
strengths similar to those in grand-design spiral galaxies have been detected in the
flocculent galaxies M 33, NGC 3521, NGC 5055 and in NGC 4414 (Soida et al.
2002), and also the mean degree of polarization (corrected for the differences in
spatial resolution) is similar in grand-design and flocculent galaxies (Knapik et al.
2000).

Radio continuum maps of irregular, slowly rotating galaxies may reveal strong
total magnetic fields, e.g. in the Magellanic-type galaxy NGC 4449 (Fig. 18.9), with
a partly ordered field of about 7�G strength and a spiral pattern (Chyży et al. 2000).
Faraday rotation shows that this ordered field is mostly regular and the ˛ � ˝

dynamo is operating. Dwarf irregular galaxies with almost chaotic rotation do not
have any regular fields and only spots of faint polarized emission (Heesen et al.
2011b) (see also Fig. 18.10). The turbulent field strengths are generally smaller than
in spiral galaxies (Chyży et al. 2011), except for starburst dwarfs, e.g. NGC 1569
with 10–15�G field strength (Kepley et al. 2010), where star formation activity is
sufficiently high for the operation of the small-scale dynamo.
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Fig. 18.9 Total radio
intensity (contours) and
B-vectors of the dwarf
irregular galaxy NGC 4449,
observed at 3.6 cm with the
VLA (from Chyży et al.
2000). The background H˛
image is from Dominik
Bomans (Bochum University)

Fig. 18.10 Total radio
intensity (contours) and
B-vectors of the dwarf
irregular galaxy IC 10,
observed at 6 cm with the
VLA (from Chyży et al., in
prep). The background H˛
image is from Dominik
Bomans (Bochum University)



520 R. Beck

18.5.4 Interacting Galaxies

Gravitational interaction between galaxies leads to asymmetric gas flows, compres-
sion, shear, enhanced turbulence and outflows. Magnetic fields can become aligned
along the compression front or perpendicular to the velocity gradients. Such gas
flows make turbulent fields highly anisotropic.

The classical interacting galaxy pair is NGC 4038/39, the “Antennae” (Chyży and
Beck 2004). It shows bright, extended radio emission filling the whole system. In the
interaction region between the galaxies, where star formation did not yet start, and
at the northeastern edge of the system, the magnetic field is partly ordered, probably
the result of compression and shearing motions along the tidal tail. Particularly
strong, almost unpolarized emission comes from a region of violent star formation,
hidden in dust. The average total magnetic field is stronger than in normal spirals,
but the mean degree of polarization is unusually low, implying that the fields are
tangled.

Interaction with a dense intergalactic medium also imprints unique signatures
onto magnetic fields and thus the radio emission. The Virgo cluster is a location of
especially strong interaction effects (Figs. 18.11 and 18.12), and almost all cluster
galaxies observed so far show asymmetries of their polarized emission because the
outer magnetic fields were compressed (Vollmer et al. 2007, 2013; Weżgowiec et al.
2007, 2012). Ordered fields are an excellent tracer of past interactions between
galaxies or with the intergalactic medium.

Fig. 18.11 Polarized radio
intensity (contours) and
B-vectors of the Virgo galaxy
NGC 4535, observed at 6 cm
with the Effelsberg telescope
(from Weżgowiec et al.
2007). The background
optical image is from the
Digital Sky Survey
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Fig. 18.12 Polarized radio
intensity (contours) and
B-vectors of the Virgo galaxy
NGC 4569, observed at 6 cm
with the Effelsberg telescope
(from Chyży et al. 2006). The
background optical image is
from the Digital Sky Survey

18.5.5 Halos Around Edge-on Galaxies

Nearby galaxies seen edge-on generally show a disk-parallel field near the disk plane
(Dumke et al. 1995). As a result, polarized emission can also be detected from
distant, unresolved galaxies if the inclination is larger than about 20ı (Stil et al.
2009). This opens a new method to search for ordered fields in distant galaxies.
High-sensitivity radio polarization observations of edge-on galaxies like NGC 253
(Heesen et al. 2009b), NGC 891 (Fig. 18.13) and NGC 5775 (Fig. 18.14) revealed
vertical field components in the halo forming an X-shaped pattern which may be
related to dynamo action (Moss et al. 2010) or to outflows.

The stronger magnetic field in the central regions leads to larger synchrotron loss,
leading to the “dumbbell” shape of many radio halos, e.g. in NGC 253 (Heesen et al.
2009a). From the radio scale heights at several frequencies and the corresponding
lifetimes of cosmic-ray electrons (due to synchrotron, IC and adiabatic losses) a
transport speed of about 300 km/s was measured for the electrons in the halo of
NGC 253 (Heesen et al. 2009a). Most edge-on galaxies observed so far have radio
scale heights of about 2 kpc. Because the average field strengths and hence electron
lifetimes are different in these galaxies, this indicates that the outflow speed of
the electrons increases with the average field strength in order to achieve similar
scale heights (Krause 2009). The average field strength is related to the average gas
density and star-formation rate.

In the exceptionally large radio halos around the irregular and interacting galaxies
M 82 (Adebahr et al. 2013; Reuter et al. 1994) and NGC 4631 (Golla and Hummel
1994; Irwin et al. 2012; Mora and Krause 2013) a few magnetic spurs could be
resolved, connected to star-forming regions. These observations support the idea of
a strong galactic outflow that is driven by regions of star formation in the inner disk.
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Fig. 18.13 Total radio
emission (8400 resolution) and
B-vectors of the edge-on
galaxy NGC 891, a galaxy
similar to the Milky Way,
observed at 3.6 cm with the
Effelsberg telescope (from
Krause 2009). The
background optical image is
from the CFHT

Fig. 18.14 Total radio
intensity and B-vectors of the
edge-on galaxy NGC 5775,
observed at 6 cm wavelength
with the VLA at 1700

resolution (from Tüllmann
et al. 2000)
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18.5.6 Early-Type and Spheroidal Galaxies

Spiral galaxies of type Sa and S0 and elliptical galaxies without an active nucleus
have very little star formation and hence hardly produce cosmic rays that could
emit synchrotron emission. The only deep observation of a Sa galaxy, M 104 with a
prominent dust ring, revealed weak, ordered magnetic fields (Krause et al. 2006).
Large-scale regular magnetic fields may exist in differentially rotating galaxies
without star formation because turbulence can be generated by the magneto-
rotational instability (MRI) (Sellwood and Balbus 1999). Their detection may
become possible via RM grids of background sources with future radio telescopes
(Chap. 1).

The search for synchrotron emission from nearby dwarf spheroidal galaxies with-
out star formation is an attractive possibility to detect decaying weakly interactive
massive particles (WIMPs), candidates of dark matter (Colafrancesco et al. 2007).

18.6 Regular Magnetic Fields

18.6.1 Large-Scale Fields in Galaxy Disks

Spiral fields are generated by compression, by shear in interarm regions, or by
dynamo action (Sect. 18.2). Large-scale patterns of Faraday rotation measures (RM)
are signatures of regular fields generated by the ˛�˝ dynamo and can be identified
from diffuse polarized emission of the galaxy disks (Krause 1990) or from RM
data of polarized background sources (Stepanov et al. 2008). If several dynamo
modes are superimposed, a Fourier analysis of the RM variation with azimuthal
angle is needed. The resolution of present-day observations is sufficient to identify
2–3 modes.

The disks of about a dozen nearby spiral galaxies reveal large-scale RM
patterns. The Andromeda galaxy M 31 (Fig. 18.1) is the prototype of a dynamo-
generated axisymmetric spiral disk field (Fletcher et al. 2004). Other candidates for
a dominating axisymmetric disk field (dynamo mode m D 0) are the nearby spirals
IC 342 (Krause et al. 1989a) and NGC 253 (Heesen et al. 2009b). The axisymmetric
field in the irregular Large Magellanic Cloud (LMC) is almost azimuthal (small
pitch angle) (Mao et al. 2012). Dominating bisymmetric spiral fields (dynamo mode
m D 1) are rare, as predicted by dynamo models, but possibly exists in M 81
(Krause et al. 1989b). Faraday rotation in NGC 6946 (Fig. 18.15) and in other
similar galaxies with magnetic arms can be described by a superposition of two
azimuthal dynamo modes (m D 0 and m D 2) with about equal amplitudes where
the quadrisymmetric (m D 2) spiral mode is phase shifted with respect to the density
wave (Beck 2007). For several other galaxies, three modes (m D 0, 1 and 2) are
necessary to describe the data (Fletcher 2010).
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Fig. 18.15 Total radio
intensity at 6 cm wavelength
(contours) and Faraday
rotation measures between
3.6 and 6 cm wavelengths
(colors) in NGC 6946,
derived from combined
observations with the VLA
and Effelsberg telescopes at
1500 resolution (from Beck
2007). The color scale ranges
from �75 rad=m2 to
C175 rad=m2. The average
rotation measure of about
C50 rad=m2 is caused by the
foreground medium in the
Milky Way

Fig. 18.16 Total radio
intensity at 6 cm wavelength
(contours) and Faraday
rotation measures between
3.6 and 6 cm wavelengths in
M 51, derived from combined
observations with the VLA
and Effelsberg telescopes at
1500 resolution (from Fletcher
et al. 2011). The color scale
ranges from �120 rad=m2 to
C120 rad=m2

However, the spiral pattern of magnetic fields cannot be solely the result of
˛ � ˝ dynamo action. If the beautiful spiral pattern of M 51 seen in radio
polarization (Fig. 18.5) were only due to a regular field in the disk, its line-of
sight component should generate a conspicuous large-scale pattern in RM, which
is not observed (Fig. 18.16). This means that a large amount of the ordered field is
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anisotropic turbulent and probably generated by compression and shear of the non-
axisymmetric gas flows in the density-wave potential. The anisotropic turbulent field
is strongest at the positions of the prominent dust lanes on the inner edge of the inner
gas spiral arms, due to compression of turbulent fields in the density-wave shock.
Regular fields (dynamo modes m D 0 and m D 2) also exist in the disk of M 51,
but are much weaker than the anisotropic turbulent field (Fletcher et al. 2011).

In the disks of many other galaxies no clear patterns of Faraday rotation
were found. Either several high dynamo modes are superimposed and cannot be
distinguished with the limited sensitivity and resolution of present-day telescopes,
or the timescale for the generation of large-scale modes is longer than the galaxy’s
lifetime (Arshakian et al. 2009), or field injection by strong star-formation activity
perturbs the generation of the large-scale regular field (Moss et al. 2012).

By comparing the signs of the RM distribution and the velocity field on both
sides of a galaxy’s major axis, the inward and outward directions of the radial
component of the axisymmetric spiral field can be distinguished (Krause and Beck
1998). Dynamo models predict that both signs have the same probability, which is
confirmed by observations. The axisymmetric fields of M 31, IC 342, NGC 253
and the axisymmetric field component in NGC 6946 point inwards, while those of
NGC 4254, NGC 5775 and the axisymmetric component of the disk field in M 51
point outwards.

18.6.2 Large-Scale Fields in Galaxy Halos

While the azimuthal symmetry of the magnetic field is known for many galaxies, the
vertical symmetry (even or odd) is harder to determine. The field of odd symmetry
reverses its sign above and below the galactic plane. In mildly inclined galaxies the
RM patterns of diffuse polarized emission from even and odd-symmetry fields are
similar, while the RMs of background sources are different: strong for odd and small
for even symmetry. Background RMs in the Large Magellanic Cloud field indicate
an even-symmetry field (Mao et al. 2012). The symmetry type is best visible in
strongly inclined galaxies, via the RM sign above and below the plane. Indication
for an even-symmetry field was found in NGC 253 (Heesen et al. 2009b).

With help of high-resolution RM mapping, an outwards-directed helical field of
about 20�G strength, extending to at least 1 kpc height, could be identified in the
gas outflow cone of NGC 253 (Heesen et al. 2011a). This field may help to confine
the outflow.

18.6.3 Field Reversals

Large-scale field reversals at certain radial distances from a galaxy’s center, like
that observed in the Milky Way (Van Eck et al. 2011; Chap. 17), have not
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Table 18.1 Typical field structures in nearby galaxies (where “turbulent” means “isotropic
turbulent”)

Galaxy type Magnetic field structure Regular (dynamo) field

Sc galaxy with strong Ordered spiral field at inner arm edge and Moderate

density wave in interarm regions, turbulent field in arms

Sb or Sc galaxy with weak Ordered spiral field in interarm regions, Strong

or moderate density wave turbulent C ordered field in arms

Barred Sc galaxy Ordered C turbulent field along bar, Moderate

spiral field outside bar

Flocculent Sc or Sd galaxy Spiral C turbulent field in disk Weak

Irregular galaxy Turbulent field in star-forming regions Weak

C segments of ordered field

Starburst dwarf galaxy Turbulent field in star-forming regions Not detected

Spheroidal dwarf galaxy Not detected Not detected

Sa galaxy Ordered C turbulent fields Not detected

S0 galaxy Not detected Not detected

E galaxy (non-active nucleus) Not detected Not detected

been detected in external galaxies, although high-resolution RM maps of Faraday
rotation are available for many spiral galaxies. In M 81 the dominating bisymmetric
spiral field implies two large-scale reversals (Krause et al. 1989b). In the barred
galaxy NGC 7479, where a jet serves as a bright polarized background and where
high-resolution observations were possible with high signal-to-noise ratio, several
reversals on 1–2 kpc scale were detected in the foreground disk of the galaxy (Laine
and Beck 2008). A field reversal extending over 0.6 kpc scale and coinciding with a
hole in neutral hydrogen was detected in NGC 6946 (Heald 2012).

The typical magnetic field structures observed in nearby galaxies are summarized
in Table 18.1.

18.7 Outlook

Future high-resolution, high-sensitivity observations at medium and high frequen-
cies with the Jansky Very Large Array (JVLA) and the planned Square Kilometre
Array (SKA) (Chap. 1) will directly map the detailed field structure in galaxies and
the interaction with the gas. The recently opened low-frequency radio telescope Low
Frequency Array (LOFAR) and the Murchison Widefield Array (MWA) are suitable
instruments to search for extended synchrotron radiation at the lowest possible levels
in outer galaxy disks and halos and the transition to intergalactic space. We are
entering a golden era of magnetic field observations in galaxies.
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Chapter 19
Simulations of Galactic Dynamos

Axel Brandenburg

Abstract We review our current understanding of galactic dynamo theory, paying
particular attention to numerical simulations both of the mean-field equations and
the original three-dimensional equations relevant to describing the magnetic field
evolution for a turbulent flow. We emphasize the theoretical difficulties in explaining
non-axisymmetric magnetic fields in galaxies and discuss the observational basis for
such results in terms of rotation measure analysis. Next, we discuss nonlinear theory,
the role of magnetic helicity conservation and magnetic helicity fluxes. This leads to
the possibility that galactic magnetic fields may be bi-helical, with opposite signs of
helicity and large and small length scales. We discuss their observational signatures
and close by discussing the possibilities of explaining the origin of primordial
magnetic fields.

19.1 Introduction

We know that many galaxies harbor magnetic fields. They often have a large-
scale spiral design (for a review, see the Chapter by Haverkorn in this volume).
Understanding the nature of those fields was facilitated by an analogous problem in
solar dynamo theory, where large-scale magnetic fields on the scale of the entire Sun
were explained in terms of mean-field dynamo theory. Competing explanations in
terms of primordial magnetic fields have been developed in both cases, but in solar
dynamo theory there is the additional issue of an (approximately) cyclic variation,
which is not easily explained in terms of primordial fields.

Historically, primordial magnetic fields were considered a serious contender in
the explanation of the observed magnetic fields in our and other spiral galaxies; see
the review of Sofue et al. (1986). The idea is simply that the differential rotation of
the gas in galaxies winds up an ambient magnetic field to form a spiraling magnetic
field pattern. There are two problems with this interpretation. Firstly, if there was no
turbulent diffusion, the magnetic field would be wound up too many times to explain
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the observed field, whose magnetic spiral is not as tightly wound as one would
have otherwise expected. The tight winding can be alleviated by turbulent diffusion,
which is clearly a natural process that is expected to occur in any turbulent environ-
ment. In galaxies, an important source of turbulence is supernova explosions (Korpi
et al. 1999; Gressel et al. 2008a; Gent et al. 2013a,b) that are believed to sustain the
canonical values of a root-mean-square turbulent velocity of urms D 10 km=s at den-
sity 
 D 2�10�24 g cm�3. The required vertically integrated energy input would be
of the order of 0:5
u3rms � 10�24 g cm�3 .106 cm s�1/3 D 10�6 erg cm�2 s�1. which
is easily balanced by about 20 supernovae with 1051 erg per million years per kpc2

for the solar neighborhood, which yields about 0:7 � 10�4 erg cm�2 s�1, i.e., nearly
two orders of magnitude more than needed (Brandenburg and Nordlund 2011).

Turbulence with these values of urms and a correlation length ` D 70 pc
(Shukurov 2005), corresponding to a correlation wavenumber kf D 2	=` is
expected to produce turbulent diffusion with a magnetic diffusion coefficient �t D
urms=3kf � 1025 cm2 s�1 � 0:04 kpc km s�1, which would lead to turbulent decay
of a magnetic field with a vertical wavenumber of k D 2	=0:3 kpc � 20 kpc�2 on
a decay time of about .�tk

2/�1 � 60Myr. Thus, to sustain such a field, a dynamo
process is required.

Magnetic fields affect the velocity through the Lorentz force. However, if one
only wants to understand the origin of the magnetic field, we would be interested in
early times when the mean magnetic field is still weak. In that case we can consider
the case when the velocity field is still unaffected by the magnetic field and it can
thus be considered given. This leads to a kinematic problem that is linear.

Several dynamo processes are known. Of particular relevance are large-scale
dynamos that produce magnetic fields on scales large compared with the size of
the turbulent eddies. These dynamos are frequently being modeled using mean-
field dynamo theory, which means that one solves the averaged induction equation.
In such a formulation, the mean electromotive force resulting from correlations
of small-scale velocity and magnetic field fluctuations are being parameterized
as functions of the mean magnetic field itself, which leads to a closed system
of equations. The resulting mean-field equations can have exponentially growing
or decaying solutions. Of particular interest is here the question regarding the
symmetry properties of the resulting magnetic field. This aspect will be discussed
in Sect. 19.2.

Next, the magnetic field will eventually be subject to nonlinear effects and
saturate. The most primitive form of nonlinearity is ˛ quenching, which limits the
˛ effect such that the energy density of the local mean magnetic field strength is
of the order of the kinetic energy of the turbulence. There is the possibility of so-
called catastrophic quenching, which has sometimes been argued to suppress not
only turbulent diffusion (Cattaneo and Vainshtein 1991), but also the dynamo effect
(Vainshtein and Cattaneo 1992). Those aspects will be discussed in Sect. 19.3. It is
now understood that catastrophic quenching is a consequence of magnetic helicity
conservation and the fact that the magnetic field takes the form of a bi-helical
field with magnetic helicity at different scales and signs. Such a field might have
observational signatures that could be observable, as will be discussed in Sect. 19.4.
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An entirely different alternative is that a primordial magnetic field might still
exist. It would be of interest to find out what effects it would have. This affects the
discussion of the initial turbulent magnetic field, which might occur in conjunction
with magnetic helicity, which requires some knowledge about turbulent cascades
that we shall also discuss in connection with dynamos, so we postpone the
discussion of primordial magnetic fields until Sect. 19.5, and begin with kinematic
mean-field theory.

19.2 Aspects of Kinematic Mean-Field Theory

The purpose of this section is to review some of the important results in applying
mean-field dynamo theory to galaxies. We focus here on linear models and postpone
the discussion of essentially nonlinear effects to Sect. 19.3.

19.2.1 Dominance of Quadrupolar Modes

Mean-field dynamo theory for galaxies (Parker 1971; Vainshtein and Ruzmaikin
1971) was developed soon after the corresponding theory for solar, stellar and plan-
etary dynamos was first proposed (Parker 1955; Steenbeck et al. 1966; Steenbeck
and Krause 1969a,b). The main difference to stellar dynamos is the flat geometry.
An important consequence of this is the finding that the lowest eigenmode is
of quadrupolar type, which means that the toroidal magnetic field has the same
direction on both sides of the midplane. An example of this is shown in Fig. 19.1,
where we show vectors of the magnetic field in the xy plane of the galactic disc
together with a xz section approximately through the disc axis. We note that this
model has been calculated in Cartesian geometry, which leads to minor artifacts as
can be seen in two corners.

The models in galactic geometry made use of the fact that in flat geometries,
derivatives in the vertical (z) direction are much more important than in the radial or
azimuthal directions. One therefore deals essentially with one-dimensional models
of the form (Ruzmaikin et al. 1988),

PBR D �.˛B�/
0 C �TB

00
R;

PB� D SBR C �TB
00
�: (19.1)

Here, primes and dots denote z and t derivatives, respectively, ˛ D ˛0f˛.z/ is
a profile for ˛ (antisymmetric with respect to z D 0) with typical value ˛0,
S D Rd˝=dR is the radial shear in the disc, and .BR;B�; Bz/ are the components
of the mean field B in cylindrical coordinates. On z D ˙H one assumes vacuum
boundary conditions which, in this one-dimensional problem, reduce to BR D
B� D 0. One can also impose boundary conditions on the mid-plane, z D 0, by
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Fig. 19.1 Magnetic field in the midplane of a simplified model of a galaxy with ˛ effect and
Brandt rotation curve

selecting either symmetric (quadrupolar) fields, BR D B
0
� D 0, or antisymmetric

(dipolar) fields, B 0
R D B� D 0. We define two dimensionless control parameters,

C˝ D SH2=�T; C˛ D ˛0H=�T; (19.2)

which measure the strengths of shear and ˛ effects, respectively.
In the limit of strong differential rotation, C˛=C˝ � 1, the solutions are

characterized by just one parameter, the dynamo number D D C˛C˝ . Figure 19.2
shows the growth rate of different modes, obtained by solving Eq. (19.1) for both
signs of the dynamo number (Brandenburg 1998). To find all the modes, even the
unstable ones, one can solve Eq. (19.1) numerically as an eigenvalue problem, where
the complex growth rate � is the eigenvalue with the largest real part. Note that the
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Fig. 19.2 Eigenvalues of the dynamo equations with radial shear in slab geometry. The dynamo
number is defined positive when shear is negative and ˛ positive. Note that for ˛ > 0, the most
easily excited solution is non-oscillatory (‘steady’) and has even parity (referred to as ‘S st’) while
for ˛ < 0 it is oscillatory (‘S osc’). Adapted from Brandenburg (1998)

most easily excited mode is quadrupolar and non-oscillatory. We denote it by ‘S st’,
where ‘S’ refers to symmetry about the midplane and ‘st’ refers to steady, as opposed
to oscillatory. Of course, only in the marginally excited case those modes are really
steady.

The basic dominance of quadrupolar magnetic fields is also reproduced by more
recent global simulations such as those of Gissinger et al. (2009). However, the
situation might be different in so-called cosmic-ray driven dynamos (see below),
where the magnetic field could be preferentially dipolar with a reversal of the
toroidal field about the midplane (Hanasz et al. 2009). The possibility of a significant
dipolar component has also been found for the magnetic field of our Galaxy (Jansson
and Farrar 2012). On the other hand, in the inner parts of the galaxy, the geometrical
properties of the bulge may also give rise to a locally dipolar field in the center
(Donner and Brandenburg 1990).

19.2.2 Non-Axisymmetric Magnetic Fields

An important realization due to Rädler (1986b) was that non-axisymmetric solutions
are never favored by differential rotation, because it winds up such fields, so anti-
parallel field lines are being brought close together and then decay rapidly, as can be
seen from Fig. 19.3. This was already found in earlier numerical eigenvalue calcula-
tions (Rädler 1980, 1986a), suggesting that corresponding asymptotic calculations
that make the so-called ˛˝ approximation (Ruzmaikin et al. 1985), in which the ˛
effect is neglected compared with the shear term, could be problematic.
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Fig. 19.3 Magnetic field in the midplane of a simplified model of a galaxy with Brandt rotation
curve and an initially horizontal magnetic field in the x direction that is then being wound up

At the time it was thought that many external galaxies would harbor non-
axisymmetric magnetic fields (Sofue et al. 1986), but this view has now changed
with the more careful measurements of the toroidal magnetic fields along an
azimuthal ring around various external galaxies. This can be seen from plots of the
rotation measure at different positions along such an azimuthal ring. The rotation
measure is defined as

RM D d�=d�2; (19.3)

where � is the wavelength of the radio emission and � is the angle of the polarization
vector determined from the Stokes parametersQ and U as

� D 1
2
Arctan.U;Q/; (19.4)

where Arctan returns all angles between �	 and 	 whose tangent yields U=Q.
Figure 19.4 shows theoretical RM dependencies on azimuth around projected rings
around dynamo models simulating galactic magnetic fields of types ‘S0’ (symmetric
about midplane with m D 0) and ‘S1’ (also symmetric about midplane, but with
m D 1, i.e., non-axisymmetric). The result is quite clear. When the magnetic
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Fig. 19.4 Dependence of RM on the azimuthal angle for (a) magnetic field of type S0, and (b)
magnetic field of type S1. Solid and dashed lines refer to two different procedures of measuring
RM. Adapted from Donner and Brandenburg (1990)

field is axisymmetric, one expects the toroidal magnetic field to give a line-of-
sight component Bk and point toward the observer at one azimuthal position on
the projected azimuthal ring and away from the observer on the opposite position
along the ring. This should lead to a sinusoidal modulation of RM with one
positive extremum and one negative one. When the field is bisymmetric (i.e., non-
axisymmetric withm D 1), one expects two positive extrema and two negative ones.
This is indeed borne out by the simulations. It is this type of evidence that led to the
conclusion that the magnetic field of M81 is non-axisymmetric (Krause et al. 1989).

Even today, M81 is still the one and only example of a galaxy displaying a
distinctly non-axisymmetric magnetic field with azimuthal order m D 1 (Beck
et al. 1996); see also the Chapter by Beck in this volume on observations of
galactic magnetic fields. Such fields are hard to explain theoretically, because,
according to most of the dynamo models presented so far, non-axisymmetric modes
are always harder to excite than axisymmetric ones; see also Brandenburg et al.
(1989) for a survey of such solutions. The currently perhaps best explanation for
non-axisymmetric magnetic fields in galaxies is that they are a left-overs from
the initial conditions and are being wound up by the differential rotation. This
can be a viable explanation only because for galaxies the turbulent decay time
might be slow enough, especially in their outer parts, if those fields are helical
and non-kinematic (Blackman and Subramanian 2013; Bhat et al. 2014). Moss
et al. (1993) presented a model that incorporated a realistic representation of the
so-called peculiar motions of M81 that were proposed to be the result of a recent
close encounter with a companion galaxy. These peculiar motions are flows relative
to the systematic differential rotation and have been obtained from an earlier stellar
dynamics simulation by Thomasson and Donner (1993). A very different alternative
is that them D 1 magnetic fields in the outskirts of M81 are driven by the magneto-
rotational instability, as has recently been proposed by Gressel et al. (2013).

A more typical class of non-axisymmetric fields are those with m D 2 and
m D 0 contributions. Those would no longer be called bisymmetric and fall
outside the old classification into axisymmetric and bisymmetric spirals. Examples
of non-axisymmetric but non-bisymmetric spirals are NGC 6946 and IC 342 (e.g.
Beck 2007; Beck and Wielebinski 2013). A natural way of explaining such fields
is via non-axisymmetric dynamo parameters such as the ˛-effect (Mestel and
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Subramanian 1991; Moss et al. 1991; Subramanian and Mestel 1993). This has been
confirmed through more realistic modeling both with (Chamandy et al. 2013, 2014)
and without (Moss et al. 2013) memory effect. For a more popular account on recent
modeling efforts, see also the review by Moss (2012).

19.2.3 The ˛ Effect and Turbulent Diffusivity in Galaxies

The forcing of turbulence through the pressure force associated with the thermal
expansion of blast waves is essentially irrotational. However, vorticity is essential
for what is known as small-scale dynamo action, and it is also a defining element
of kinetic helicity and hence the ˛ effect, which is an important parameter in
mean-field simulations of galactic dynamos. In galaxies, the baroclinic term is an
important agent for making the resulting flow vortical (Korpi et al. 1998); see also
Del Sordo and Brandenburg (2011), who compared with the effects of rotation
and shear. Thus, we need to know how efficiently vorticity can be generated in
turbulence. This question becomes particularly striking in the case of isothermal
turbulence, because then, and in the absence of rotation, shear, or magnetic fields,
there is no baroclinic term that could generate vorticity. In that case, vorticity
can only be generated via viscosity through a “visco-clinic” term of the form
r ln 
 � rdiv u, although it is not obvious that this term is unaffected by the
numerical form of the diffusion operator.

Most of the papers assume that it is a result of cyclonic turbulent motions driven
by supernova explosions. There have also been attempts to calculate ˛ and �t by
considering individual explosions (Ferrière 1992) and also so-called superbubbles
resulting from several explosions that could have triggered each other (Ferrière
1993).

Nowadays, a reliable method for calculating ˛ and �t from numerical simulations
is the test-field method, which will be briefly discussed below. The ˛ effect and
turbulent diffusivity �t characterize the resulting electromotive force � from small-
scale (unresolved) motions, i.e., � D u � b. This expression enters in the evolution
equation for the mean magnetic field,

@B

@t
D r � �U � B C u � b � ��0J

�
: (19.5)

To determine u � b as a function of B, which drives magnetic fluctuations b D
B � B through tangling by the turbulent motions U D U C u, we use the evolution
equation for b obtained by subtracting Eq. (19.5) from the full induction equation

@B

@t
D r � .U � B � ��0J / ; (19.6)

with the result
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@b

@t
D r � �U � b C u � B C u � b � u � b � �t�0j

�
; (19.7)

where J D J C j is the current density decomposed into mean and fluctuating
parts, �0 is the vacuum permeability, and � is the Spitzer value of the magnetic
diffusivity. We solve Eq. (19.7) for mean fields B that do not need to be a solution
of Eq. (19.5); see Schrinner et al. (2005, 2007). We can then compute u � b, related
it to the chosen test fields and their derivatives, Bi and @Bi=@xj , and determine all
relevant components of ˛ij and �ijk , which requires a corresponding number of test
fields.

There is by now a lot of literature on this topic. The method has been extended
into the quasi-kinematic (Brandenburg et al. 2008a) and fully nonlinear (Rheinhardt
and Brandenburg 2010) regimes. For moderate scale separation, a convolution in
space and time can often not be ignored (Brandenburg et al. 2008b; Hubbard and
Brandenburg 2009), but it is possible to incorporate such effects in an approximate
fashion by solving an evolution equation for the mean electromotive force (Rhein-
hardt and Brandenburg 2012). Such an approach restores causality in the sense
that the elliptic nature of the diffusion equation takes the form of a wave equation,
which limits effectively the maximum propagation speed to the rms velocity of the
turbulence (Brandenburg et al. 2004). Such an equation is usually referred to as the
telegraph equation. In galaxies, such an effect can also cause magnetic arm to lag
the corresponding material arm with respect to the rotation (Chamandy et al. 2013).

Gressel et al. (2008b) have applied the test-field method to their turbulent galactic
dynamo simulations (Gressel et al. 2008a) and find values for �t that are of the
order of 1 kpc km s�1 (see Fig. 19.5), which corresponds to 3� 1026 cm2 s�1, which
is 30 times larger than our naive estimate presented in the introduction. In their
simulations, urms � 40 km=s, so their effective value of kf must be kf � urms=3�t �
13 kpc�1, and their effective correlation length thus 2	=kf � 0:5 kpc, instead of our

Fig. 19.5 Vertical dependence of �t obtained by the test-field method using a simulation of
supernova-driven turbulence. Adapted from Gressel et al. (2008b)
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estimate of only 0:07 kpc. The reason for this discrepancy in unclear and highlights
the importance of doing numerical simulations. Their values for ˛ are positive in the
upper disc plane and increase approximately linearly to about 5 km s�1 at a height
of 1 kpc. This allows us to estimate the fractional helicity as "f � ˛=�tkf � 0:1 (cf.
Blackman and Brandenburg 2002).

An additional driver of the ˛ effect is the possibility of inflating magnetic flux
tubes by cosmic rays (Parker 1992). This makes such magnetic flux tubes buoyant
and, together with the effects of rotation and stratification, leads to an ˛ effect.
This has led to successful simulations of galactic dynamos both in local (Hanasz
et al. 2004) and global (Hanasz et al. 2009; Kulpa-Dybeł et al. 2011) geometries.
Cosmic rays are usually treated in the diffusion approximation with a diffusion
tensor proportional to BiBj that forces the diffusion to be only along magnetic field
lines. However, the effective diffusivity is very large (in excess of 1028 cm2 s�1),
making an explicit treatment costly because of a short diffusive time step constraint.
Again, one can make use of the telegraph equation to limit the diffusion speed to a
speed not much faster than the speed of sound. Such an approach has been exploited
by Snodin et al. (2006), but it has not yet been applied to more realistic cosmic ray-
driven dynamos.

19.3 Aspects of Nonlinear Mean-Field Theory

19.3.1 Bi-Helical Magnetic Fields from Simulations

When the computational domain is large enough and turbulence is driven in a helical
fashion at a small length scale, one sees the clear emergence of what is called a bi-
helical magnetic field. An example is shown in Fig. 19.6 where we show magnetic

Fig. 19.6 Magnetic energy spectra EM.k/, at earlier (left) and later (right) times. The scale
separation ratio is kf=k1 D 15. The range of time t is given in units of the turnover time,
� D 1=urmskf. At small wavenumbers, the EM.k/ spectrum is proportional to k4, while to the
right of kf=k1 D 15 there is a short range with a k�5=3 spectrum. Adapted from Brandenburg
(2011)
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power spectra of a simulation of Brandenburg (2011). During the early evolution of
the dynamo (left) we see the growth of the magnetic field at small wavenumbers,
accompanied by a growth at small amplitude at lower wavenumbers. The spectrum
remains however roughly shape-invariant.

By t=� > 100, where � is the turnover time of the turbulence at the forcing scale,
a large-scale field is already present. As the field saturates, the peak of magnetic
energy moves to progressively smaller wavenumbers. The reason for this peak can
be understood in terms of an ˛2 dynamo.

19.3.2 Catastrophic Quenching

The idea of catastrophic quenching is almost as old as mean-field dynamo theory
itself. Here, “catastrophic” refers to a (declining) dependence of the turbulent
transport coefficients on the magnetic Reynolds number, ReM , even when ReM is
already very large. The word ‘catastrophic’ was first used by Blackman and Field
(2000) to indicate the fact that in the astrophysical context, the ˛ effect would
become catastrophically small. The issue focussed initially on turbulent diffusion
(Knobloch 1978; Layzer et al. 1979; Piddington 1981). Numerical simulations later
showed that in two dimensions, with a large-scale magnetic field lying in that plane,
the decay of this large-scale field is indeed slowed down in an ReM -dependent
(i.e., catastrophic) fashion (Cattaneo and Vainshtein 1991). This then translates
into a corresponding ReM -dependent quenching of the effective turbulent magnetic
diffusivity. Later, Vainshtein and Cattaneo (1992) argued that also the ˛ effect would
be catastrophically quenched, possibly with an even higher power of ReM .

Gruzinov and Diamond (1994) later realized that the ReM dependence is
associated with the presence of certain conservation laws which are different in
two and three dimensions. In three dimensions, the magnetic helicity, hA � Bi, is
conserved, while in two dimensions, hA2i is conserved. Here and elsewhere, angle
brackets denote averaging, and A is the component of A that is perpendicular to the
plane in two dimensions.

In three dimensions, the suppression of the large-scale dynamo effect can be
understood by considering the fact that the field generated by an ˛-effect dynamo
is helical and of Beltrami type, e.g., B D .sin k1z; cos k1z; 0/B0, which is parallel
to its curl, i.e., r � B D .sin k1z; cos k1z; 0/kB0 D k1B. The vector potential can
then be written as A D k�1

1 B, so that the magnetic helicity is hA � Bi D k�1
1 B2

0 .
The current helicity is hJ � Bi D k1B

2
0=�0. Note, however, that magnetic helicity

of the total field is conserved. Since the total field is given by the sum of large
and small-scale components, B D B C b, the generation of magnetic helicity at
large scales can be understood if there is a corresponding production of magnetic
helicity at small scales, but of opposite sign. The magnetic and current helicities
of the small-scale field can be estimated analogously as ha � bi D �k�1

f hb2i and
hj � bi D �kfhb2i=�0, respectively.
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The relative importance of large-scale and small-scale contributions to magnetic
helicity and magnetic energy is determined by the magnetic helicity equation,

d

dt
hA � Bi D �2��0hJ � Bi: (19.8)

Inserting hA � Bi D hA � Bi C ha � bi and hJ � Bi D hJ � Bi C hj � bi, and applying
it to the time after which the small-scale field has already reached saturation, i.e.,
hb2i D const, we have

k�1
1

d

dt
hB2i D �2�k1hB2i C 2�kfhb2i: (19.9)

One sees immediately that the steady state solution is hB2i=hb2i D kf=k1 > 1, i.e.,
the large-scale field exceeds the small-scale field by a factor that is equal to the scale
separation ratio. Moreover, this steady state is only reached on a resistive time scale.
Since hb2i is assumed constant in time, we can integrate Eq. (19.9) to give

hB2i D hb2i kf

k1

h
1 � e�2�k21 .t�tsat/

i
; (19.10)

which shows that the relevant resistive time scale is .2�k21/
�1. This saturation

behavior agrees well with results from simulations; see Fig. 19.7.

Fig. 19.7 Example showing the evolution of the normalized hB2i (dashed) and that of hB2i C
dhB2i=d.2�k2t/ (dotted), compared with its average in the interval 1:2 � 2�k21t � 3:5 (horizontal
blue solid line), as well as averages over three subintervals (horizontal red dashed lines). Here, B

is evaluated as an xz average, hBixz. For comparison we also show the other two averages, hBixy
(solid) and hBiyz (dash-dotted), but their values are very small. Adapted from Candelaresi and
Brandenburg (2013)
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19.3.3 Mean-Field Description

The simplistic explanation given above can be reproduced in mean-field dynamo
theory when magnetic helicity conservation is introduced as an extra constraint.
Physically, such a constraint is well motivated and goes back early work of Pouquet
et al. (1976), who found that the relevant ˛ in the mean-field dynamo is given by
the sum of kinetic and magnetic contributions,

˛ D ˛K C ˛M; (19.11)

where ˛K D �.�=3/h! � ui is the formula for the kinematic value in the high
conductivity limit (Moffatt 1978; Krause and Rädler 1980), and ˛M D .�=3
/hj �
bi is the magnetic contribution. Again, under isotropic conditions, hj � bi is
proportional to ha � bi, with the coefficient of proportionality being k2f . This is
because the spectra of magnetic and current helicity, H.k/ and C.k/, which are
normalized such that

R
H.k/ dk D hA � Bi and

R
C.k/ dk D hJ � Bi, are

proportional to each other with C.k/ D k2H.k/, so the proportionality between
small-scale current and magnetic helicities is obtained by applyingC.k/ D k2H.k/

to k D kf. Even in an inhomogeneous system, this approximation is qualitatively
valid, except that the coefficient of proportionality is found to be somewhat larger
(Mitra et al. 2010; Hubbard and Brandenburg 2010; Del Sordo et al. 2013).

The question is now how to obtain ha�bi. One approach is to evolve A (instead of
B) in a mean-field model and compute at each time step (Hubbard and Brandenburg
2012) ha � bi D hA � Bi � hA � Bi, where hA � Bi obeys Eq. (19.8) for the total
magnetic helicity. In practice, one makes an important generalization in that volume
averaging is relaxed to mean just averaging over one or at most two coordinate
directions. (To obey Reynolds rules, these coordinate directions should be periodic.)
Thus, Eq. (19.8) then becomes

@

@t
A � B D �2��0J � B � r �� ; (19.12)

where F is the magnetic helicity flux from both large-scale and small-scale fields.
Hubbard and Brandenburg (2012) pointed out that this approach can be superior to
the traditional approach by Kleeorin and Ruzmaikin (1982), in which one solves
instead the evolution equation for ha � bi,

@

@t
a � b D �2E � B � 2��0j � b � r �� f; (19.13)

where� f is the magnetic helicity flux only from the small-scale magnetic field. The
two approaches are equivalent, except that there is an ambiguity as to what should
be included in � f. In particular, when deriving the evolution equation for hA � Bi
in the Weyl gauge, i.e., using just @A=@t D � � ��0J , we obtain
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@

@t
.A � B/ D 2� � B � 2��0J � B � r � .�� � A/; (19.14)

i.e., there is an extra flux term ���A. Thus, as argued by Hubbard and Brandenburg
(2012), if� D �m C� f D 0, this implies that� f D � � A in Eq. (19.14).

19.3.3.1 Diffusive Magnetic Helicity Fluxes and Gauge Issues

Another important contribution to the magnetic helicity flux is a turbulent-diffusive
flux down the gradient of magnetic helicity density. In Fig. 19.8 we show the profiles
of h� � Bi and �hJ � Bi from a simulation of Hubbard and Brandenburg (2010),
compare the residual 2h� � Bi � 2�hJ � Bi with the divergence of the magnetic
helicity flux, and finally compare the flux � f D e � a with that obtained from
the diffusion approximation, ��frhf. These results demonstrate that there is indeed
a measurable difference between h� � Bi and �hJ � Bi, which can be explained
by a magnetic helicity flux divergence, and that this magnetic helicity flux can be
understood as a turbulent-diffusive one, i.e., down the gradient of the local magnetic
helicity density.

At this point, a comment about gauge-dependencies is in order. First of all,
in the framework of large-scale dynamos, one expects scale separation between
small-scale and large-scale magnetic fields. It is then possible to express the small-
scale magnetic helicity as a density of linkages between magnetic structures, which
leads to the manifestly gauge-invariant Gauss linking formula (Subramanian and
Brandenburg 2006). Second, the large-scale magnetic field remains in general
gauge-dependent, and there have been several examples of this (Brandenburg et al.
2002; Hubbard and Brandenburg 2010). This would render the alternate approach

Fig. 19.8 Time-averaged terms on the right-hand side of (19.13), h� � BiT and �hj � biT (left
panel), the difference between these terms compared with the magnetic helicity flux divergence
of small-scale fields hr � �W

f iT (middle panel), and the flux itself compared with the Fickian
diffusion ansatz (right-hand panel). Adapted from Hubbard and Brandenburg (2010)
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of Hubbard and Brandenburg (2012) problematic, but they argue that those gauge-
dependencies result simply from a drift in the mean vector potential and must be
subtracted out. Third, with appropriate boundary conditions, such drifts can be
eliminated, and hA � Bi can then well reach a statistically steady state. If that
is the case, the left-hand side of Eq. (19.12) vanishes after time averaging, so
the gauge-dependent magnetic helicity flux divergence must balance the gauge-
independent resistive term, so the former must in fact also be gauge-independent
(Mitra et al. 2010; Hubbard and Brandenburg 2010). This argument applies even
separately to the contributions from small-scale and large-scale components; see
Eqs. (19.13) and (19.14). This allowed Del Sordo et al. (2013) to show for the first
time that the magnetic helicity flux divergence from the small-scale field can become
comparable to the resistive term. Ultimately, however, one expects it of course to
out-compete the latter, but this has not yet been seen for the magnetic Reynolds
numbers accessible to date.

The issue of magnetic helicity fluxes occurs already in the special case of a closed
domain for which hr � � i D 0, i.e.,

H � � dS D 0, so there is no flux in or out
of the domain, but � and � f can still be non-vanishing within the domain. This
is the case especially for shear flows, where the flux term can have a component
in the cross-stream direction that is non-uniform and can thus contribute to a finite
divergence. Simulations of Hubbard and Brandenburg (2012) have shown that such
a term might be an artifact of choosing the Coulomb gauge rather than the so-called
advective gauge, in which case such a term would vanish. This implies that the
shear-driven Vishniac and Cho (2001) flux would vanish. This term was previously
thought to be chiefly responsible for alleviating catastrophic quenching in shear
flows (Subramanian and Brandenburg 2004; Brandenburg and Sandin 2004). It is
therefore surprising that such a simple term is now removed by a simple gauge
transformation. Clearly, more work is needed to clarify this issue further.

19.3.3.2 Diffusive Versus Advective Magnetic Helicity Fluxes

To date we know of at least two types of magnetic helicity flux that can alleviate
catastrophic quenching. One is a diffusive magnetic helicity fluxes proportional to
the negative gradient of the local value of the mean magnetic helicity density from

the small-scale fields, hf D ha � bi, so � diff
f D ��hrhf. Another is a contribution

that comes simply from advection by the mean flow U , so � adv
f D hfU (Shukurov

et al. 2006; Sur et al. 2007). Recent work Mitra et al. (2010) has analyzed the
contributions to the evolution equation for hf; see Eq. (19.13). In the low ReM
regime, the production term 2� � B is balanced essentially by 2��0j � b. This
means that, as � decreases, 2� � B must also decrease, which leads to catastrophic
quenching in that regime. However, although the r � � f term is subdominant,
it shows a less steep ReM -dependence (/ Re�1=2

M , as opposed to Re�1
M for the

2��0j � b term), and has therefore the potential of catching up with the other terms
to balance 2� � B with a less steep scaling.
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Fig. 19.9 Scaling properties of the vertical slopes of 2� �B, �2��0 j � b, and �r �� f for models
with a wind. (Given that the three quantities vary approximately linearly with z, the three labels
indicate their non-dimensional values at k1z D 1.) The second panel shows that a stronger wind
decreases the value of ReM for which the contribution of the advective term becomes comparable
to that of the resistive term. Adapted from Del Sordo et al. (2013)

Recent work using a simple model with a galactic wind has shown, for the first
time, that this may indeed be possible. In Fig. 19.9 we show their basic result. As it
turns out, below ReM D 100 the 2��0j � b term dominates over r �� , but because
of the different scalings (slopes being �1 and �1=2, respectively), the r �� term is
expected to become dominant for larger values of ReM (about 3000). Surprisingly,
however, r � � becomes approximately constant for ReM � 100 and 2��0j � b

shows now a shallower scaling (slope �1=2). This means that the two curves would
still cross at a similar value. Our data suggest, however, that r � � may even rise
slightly, so the crossing point is now closer to ReM D 1000.

19.3.3.3 Magnetic Helicity Fluxes in the Exterior

Some surprising behavior has been noticed in connection with the small-scale
magnetic helicity flux in the solar wind, and it is to be expected that such behavior
also applies to galaxies. Naively, if negative magnetic helicity from small-scale
fields is ejected from the northern hemisphere, one would expect to find negative
magnetic helicity at small scales anywhere in the exterior. However, if a significant
part of this flux is caused by a diffusive magnetic helicity flux, this expectation might
be wrong and the sign changes such that the small-scale magnetic helicity becomes
positive some distance away from the dynamo regime. In Fig. 19.10 we reproduce
in graphical form the explanation offered by Warnecke et al. (2012).

The idea is that the helicity flux is essentially diffusive in nature. Thus, to
transport positive helicity outward, we need a negative gradient, and to transport
negative helicity outward, as in the present case, we need a positive gradient
outward. This is indeed what is shown in Fig. 19.10. It is then conceivable that the
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Fig. 19.10 Sketch showing possible solutions hf.z/ with S D const D �1 in z < 0 and S D 0 in
z > 0. The red (dashed) and black (solid) lines show solutions for which the magnetic helicity flux
(��hdhf=dz) is negative in the exterior. The blue (dotted) line shows the case, where the magnetic
helicity flux is zero above the surface and therefore do not reverse the sign of hf.z/ in the exterior.
Adapted from Warnecke et al. (2012)

magnetic helicity overshoots and becomes itself positive, which is indeed what is
seen in the solar wind (Brandenburg et al. 2011).

19.4 Observational Aspects

It would be an important confirmation of the nonlinear quenching theory if one
could find observational evidence for bi-helical magnetic fields. This has not yet
been possible, but new generations of radio telescopes allow for a huge coverage of
radio wavelengths �, which could help us determine the spatial distribution of the
magnetic field using a tool nowadays referred to as RM synthesis (Brentjens and
de Bruyn 2005; Heald et al. 2009; Frick et al. 2011; Gießübel et al. 2013). This
refers to the fact that the line-of-sight integral for the complex polarized intensity
P D Q C iU can be written as an integral over the Faraday depth � (which itself
is an integral over Bk and, under idealizing assumptions, proportional to the line of
sight coordinate z) and takes the form

P.�2/ D
Z 1

�1
F.�/e2i��2 d�; (19.15)

which can be thought of as a Fourier integral for the Fourier variable 2�2 (Burn
1966). The function F.�/ is referred to as the Faraday dispersion function, and it
would be interesting to find it by observing P.�2/. The problem is of course that
only positive values of �2 can be observed.
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Most of the work in this field assumes that P.�2/ is Hermitian, i.e., P.��2/ D
P.�2/�, where the asterisk denotes complex conjugation. This is however not
the case for a helical magnetic field, as has recently been pointed out (Bran-
denburg and Stepanov 2014). Consider a magnetic field of Beltrami type, B D
.coskz;� sin kz; 0/, write it in complex form as B D Bx C iBy , so that B.z/ D
Bk ei B.z/ with  B.z/ D kz, and assume that � is linear in z (which is the case when
neBk D const). We thus obtain B D B.�.z//. The Faraday dispersion function
is essentially given by F.�/ / B2, so its phase is now 2 B and one loses phase
information, which is referred to as the 	 ambiguity. Inserting this into Eq. (19.15),
one sees that most of the contribution to the integral comes from those values of �2

for which the phase is constant or “stationary”, i.e.,

2i. B C ��2/ D const: (19.16)

Making use of the fact that for constant neBk we have � D �KneBk z, and thus

�2 D �k=KneBk (19.17)

is the condition for the wavelength for which the integral in Eq. (19.15) gets its
largest contribution. Similar conditions have also been derived by Sokoloff et al.
(1998) and Arshakian et al. (2011).

The Fourier transform of such a complex field would directly reflect the
individual constituents of the magnetic field. For example, a superposition of two
helical fields yields two corresponding peaks in the Fourier spectrum of B; see
Fig. 19.11c, where we have peaks at normalized Fourier variables 2�2=�20 D 1

and �5. However, the quantity inferred by RM synthesis is the Faraday dispersion
function, which is related to the square of B, and its Fourier spectrum is more
complicated; see Fig. 19.11d, where we have peaks at 2�2=�20 D 2, �4, and �10.
Thus, the two modes combine to a new one with a Fourier variable that is equal to
the sum 1C .�5/ D �4, with side lobes separated by their difference 1� .�5/ D 6

to the left and the right. The corresponding modulus and phase  B are shown in
panels (a) and (b), respectively. Also shown is the phase  0

B , which is  B remapped
onto the range from �	=2 to 	=2.

The magnetic fields of spiral galaxies are expected to be dominated by a strong
toroidal component. This component might provide a reasonably uniform line-of-
sight component without reversals when viewed edge-on. This would then provide
an opportunity to detect polarization signatures from magnetic fields with different
signs of magnetic helicity in different quadrants of the galaxy. Figure 19.12 provides
a sketch with a line-of-sight component of different sign on the left or the right of
the rotation axis. On the right, RM is positive (field points toward observer), so we
can detect signatures of the field with positive helicity. Since the large-scale field has
positive magnetic helicity in the upper disc plane, signatures from this component
can be detected in quadrants I and III. Conversely, since the small-scale field has
positive magnetic helicity in the lower disc plane, signatures from this component
can be detected in quadrants II and IV.
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b d

ca

Fig. 19.11 (a) jBj2.�/, (b)  B.�/ and  0

B.�/, (c) B.k/, and (d) P.k/ for a tri-helical magnetic
field with k2=k1 D �5 using RM > 0. In panel (b), the dashed blue lines correspond to 	=2 �
�j�21j and 3	=2� �j�21j and mark the points where the phase of  B.�/ jumps

Fig. 19.12 Illustration of the four quadrants of an edge-one galaxy, where two are expected to
show signatures fields of positive helicity and two signatures fields of negative helicity. The 2� 2

panels correspond to polarization maps shown in Brandenburg and Stepanov (2014) for different
signs of RM and helicity

19.5 Primordial Magnetic Field

Primordial magnetic fields are generated in the early Universe, either at inflation
(Turner and Widrow 1988) at � 10�32 s, the electroweak phase transition at �
10�12 s, or the QCD phase transition at � 10�6 s; see, for example, Vachaspati
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(1991, 2001) and the review by Durrer and Neronov (2013). Such magnetic fields
are basically subject to subsequent turbulent decay. Nevertheless, the evolution of
these magnetic fields is essentially governed by the same hydromagnetic equations
as those used to describe dynamos in galaxies, for example. The purpose of this
section is to point out that there are some important similarities between decaying
turbulence in the early Universe and (supernova-) driven turbulence in contemporary
galaxies.

Especially for magnetic fields generated at the electroweak phase transition, there
is the possibility that such fields are helical. This would then lead to an inverse
cascade (Pouquet et al. 1976) and a transfer of magnetic energy to progressively
larger scale or smaller wavenumbers; see Fig. 19.13, where we show magnetic
energy spectra EM versus wavenumber k and compare with the case where k is
divided by the integral wavenumber kM.t/ defined through

k�1
M .t/ D

Z
k�1EM.k; t/ dk

Z
EM.k; t/ dk: (19.18)

Simulations like those shown here are now done by several groups (Christensson
et al. 2001; Banerjee and Jedamzik 2004; Kahniashvili et al. 2013). One of the
main motivations for this work is the realization that magnetic fields generated
at the time of the electroweak phase transition would now have a length scale of
just one AU, which is short compared with the scale of galaxies. In fact, in the
radiation dominated era, the hydromagnetic equations in an expanding universe can
be rewritten in the usual form when using conformal time and suitably rescaled
quantities; see Brandenburg et al. (1996), who then used a magnetic helicity-

Fig. 19.13 Magnetic energy spectra at different times in the presence of magnetic helicity with
PrM D 1. On the right, the abscissa is rescaled by kM.t /, which make the spectra collapse onto
each other. The Reynolds number based on the wavenumber kM is around 1,000. The spike at k=k0
corresponds to the driving scale prior to letting the field decay
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Fig. 19.14 Evolution of kM.t / (solid) and kmax
M .t / (dashed) for a fractional initial helicity (left)

and zero initial helicity (right)

conserving cascade model of hydromagnetic turbulence to investigate the increase
of the correlation length with time.

In reality, the magnetic field will never be fully helical. However, non-helical
turbulence decays faster (like t�1) than helical one (like t�2=3); see Biskamp and
Müller (1999). One can think of partially helical turbulence as a mixture of a
more rapidly decaying nonhelical component and a less rapidly decaying helical
component. After some time, the former one will have died out and so only the
latter, helical component will survive. In Fig. 19.14 we show the scaling of kM for a
weakly helical and a nonhelical case and compare with the maximum possible value
derived from the realizability condition, i.e.

kM.t/ � kmax
M .t/ 
 2E .t/=jH .t/j; (19.19)

where E .t/ D R
EM.k; t/ dk and H .t/ D R

HM.k; t/ dk are magnetic energy and
helicity computed from the spectra. This was originally demonstrated by Tevzadze
et al. (2012) using simulations similar to those presented here.

The decay of helical magnetic fields is also amenable to the mean-field treatment
discussed in Sect. 19.3.3. Helicity from large-scale fields drives helicity at small
scales via Eq. (19.13) and thereby an ˛ effect through Eq. (19.11). This slows
down the decay (Yousef and Brandenburg 2003; Kemel et al. 2011; Blackman and
Subramanian 2013; Bhat et al. 2014) and may be relevant to the survival of galactic
magnetic fields, as already mentioned in Sect. 19.2.2.

Remarkably, simulations have shown that some type of inverse cascading occurs
also in the absence of magnetic helicity (Christensson et al. 2001; Kahniashvili
et al. 2013). In Fig. 19.15 we show such a result from a simulation at a numerical
resolution of 23043 meshpoints (Brandenburg and Stepanov 2014). However, the
detailed reason for this inverse energy transfer still remains to be clarified.
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Fig. 19.15 Similar to Fig. 19.13, but for the case without initial helicity and initial scale separation
ratio of the forcing of kmin=k1 D 60. PrM D 1. On the right, the ordinate is scaled with kM.t /, in
addition to the scaling of the abscissa with 1=kM.t /

Conclusion
The overall significance of primordial magnetic fields is still unclear, because
contemporary magnetic fields might well have been produced by some type
of dynamo within bodies such as stars and accretion discs within galaxies,
and would then have been ejected into the rest of the gas outside. Whether
such mechanisms would be sufficiently powerful to explain magnetic fields
even between clusters of galaxies remains to be seen. In this connection it
is noteworthy that Neronov and Vovk (2010) found a lower bound on the
magnetic field strength of 3 � 10�16 G based on the non-detection of GeV
gamma-ray emission from the electromagnetic cascade of TeV gamma rays in
the intergalactic medium. This bound is well above the even rather optimistic
earlier estimated galactic seed magnetic field strengths (Rees 1987).

Invoking some type of large-scale seed magnetic field seems to be the only
plausible option if one wants to explain the non-axisymmetric magnetic fields
in M81. However, this galaxy is perhaps only one of the few where there
is still strong evidence for the existence of a non-axisymmetric magnetic
field. In agreement with mean-field dynamo theory, most galaxies harbor
axisymmetric magnetic fields and their toroidal field is symmetric about the
midplane.

With the help of turbulent dynamo simulations over the past 20 years,
it is now clear that the conventional ˛˝ type dynamo must produce large-
scale magnetic fields that have two different signs of helicity, one at large
scales and the opposite one at small scales. Such magnetic fields are called bi-
helical and might be detectable through their specific signature in polarized
radio emission. These are some of the aspects that we have highlighted in the
present review about galactic dynamo simulations. Clearly, simulations have

(continued)
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to be conducted in close comparison with theory. By now, simulations have
reached sufficiently high magnetic Reynolds numbers that simple theories
such as first-order smoothing clearly break down and some kind of asymptotic
regime commences. Given that it will not be possible to reach asymptotic
scaling yet, is must eventually be the interplay between simulations and theory
that can provide a meaningful understanding of galactic magnetism.
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Chapter 20
Cosmic Rays in Galaxy Clusters and Their
Interaction with Magnetic Fields

G. Brunetti and T.W. Jones

Abstract Cosmic rays can be accelerated in galaxy clusters by different mecha-
nisms and remain confined in the cluster volume accumulating for cosmological
times. This component is expected to generate non-thermal radiation from radio
to � -rays through a variety of mechanisms. Mpc-scale synchrotron radiation from
the inter-galactic-medium is nowadays observed in many nearby, massive, clusters
and provides a probe of the complex interplay between thermal gas, magnetic fields
and cosmic rays in galaxy clusters. The interaction of cosmic rays with magnetic
fields is of primary importance for the acceleration, evolution and dynamics of these
particles. Cosmic rays are trapped and accelerated via the scattering with magnetic
field fluctuations in converging (shocks) or turbulent flows driven, at least in part, by
the hierarchical process of clusters formation. Interestingly, this also connects the
processes of cluster formation and particle acceleration in the intra-cluster-medium.
In this chapter we describe the basic ingredients of the physics of cosmic rays in
galaxy clusters and report on the most relevant observables that are nowadays used
for constraining their origin and evolution.

20.1 Introduction

Galaxy clusters and the filaments that connect them are the largest structures in
the present universe in which the gravitational force due to the matter overdensity
overcomes the expansion of the universe.

Clusters have typical total masses of the order of 1014 � 1015Mˇ, mostly
in the form of dark matter (� 70–80 % of the total mass), while baryonic
matter is in the form of galaxies (� few%) and especially in the form of a hot
(T � 108 K) and tenuous (ngas � 10�1 � 10�4 cm�3) gas (� 15–20 %), the
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Fig. 20.1 Multi-frequency view of the Coma cluster: the thermal ICM emitting in the X-rays (left,
adapted from Briel et al. 2001) and the overlay between thermal SZ-signal (color) and X-rays
(contours) (right, adapted from Planck et al. 2011).

intra-cluster-medium (ICM). That ICM emits thermal X-rays, mostly via
bremsstrahlung radiation (Sarazin 1988; Kravtsov and Borgani 2012) (Fig. 20.1).
The picture is complicated by the discovery of non-thermal components: relativistic
electrons and magnetic fields mixed with the ICM. The evidence for these additional
components is nowadays routinely obtained from a variety of radio observations
and opens new questions on the physics of the ICM and, more generally, on the
evolution of galaxy clusters (Kaastra et al. 2008).

Clusters host several potential accelerators of cosmic ray electrons (CRe) and
protons (hadrons or CRp ), from ordinary galaxies to active galaxies (AGN) (Völk
et al. 1996; Ensslin et al. 1997; Blasi and Colafrancesco 1999) and cosmological
shock waves driven in the ICM during the process of hierarchical cluster formation
(Norman et al. 1995; Loeb and Waxman 2000; Ryu et al. 2003). The long lifetime of
CRp (and/or nuclei) against energy losses in the ICM and their likely slow diffusive
propagation through the disordered ICM magnetic field, together with the large size
of galaxy clusters, make clusters efficient storehouses for the hadronic component
of CRs produced within their volume or within the individual subunits that later
merged to make each cluster (Völk et al. 1996; Berezinsky et al. 1997; Ensslin
et al. 1997). The accumulation of CRs inside clusters occurs over cosmological
times, with the potential implication that a non-negligible amount of the ICM energy
could be in the form of relativistic, non-thermal particles. CRp trapped in the
ICM will necessarily produce secondary, e˙ particles through inelastic collisions
with thermal target-protons. Consequently, they can be traced and/or constrained
by secondary-particle-generated radio and � -ray emissions (Völk et al. 1996;
Berezinsky et al. 1997; Colafrancesco and Blasi 1998; Blasi and Colafrancesco
1999; Völk and Atoyan 1998; Miniati et al. 2001; Pfrommer and Enßlin 2004; Blasi
et al. 2007; Wolfe and Melia 2008).
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To date, despite the advent of the orbiting Fermi-LAT and deep observations from
ground-based Cherenkov arrays, no cluster of galaxies has been firmly detected
in the � -rays, although very useful limits have been obtained (Ackermann et al.
2010; Aharonian et al. 2009a,b; Aleksi et al. 2010, 2012; Arlen et al. 2012). These
limits, together with several constraints from complementary approaches based on
radio observations (Reimer et al. 2004; Brunetti et al. 2007; Brown et al. 2011)
suggest that CRp contribute less than about 5 % of the energy of the ICM, at least if
we consider the central Mpc-size region. This result contradicts several optimistic
expectations derived in the last decades and poses important constraints on the
efficiency of CRs acceleration in galaxy clusters.

On the other hand, the existence of CRe and magnetic fields in the ICM is in
fact demonstrated by radio observations. CRe are indeed very well traced in the
ICM of disturbed clusters through their radio emission. This appears in the form
of diffuse (Mpc scale), unpolarized synchrotron emission from the cluster X-ray
emitting regions, giant radio halos, and in the form of radio relics (also called radio
Gischt), elongated and often highly polarized synchrotron sources typically found in
the clusters’ peripheral regions (Ferrari et al. 2008; Feretti et al. 2012) (Fig. 20.2).
There is an additional population of diffuse cluster radio sources on � 100 kpc
scales, known as radio mini-halos. Those are typically found in relatively relaxed
clusters with cool cores where there is also AGN activity (Ferrari et al. 2008; Feretti
et al. 2012). We do not include them in this Chapter. For sake of completeness
we mention here that in a few nearby clusters the existence of a hard (non-thermal)
X-ray component in excess to the thermal radiation is also claimed and interpreted as
the inverse Compton counterpart of the synchrotron emission observed in the radio
band (Fusco-Femiano et al. 1999; Rephaeli et al. 1999; Rephaeli and Gruber 2002;
Fusco-Femiano et al. 2005; Petrosian et al. 2006; Eckert et al. 2008; Ajello et al.

Fig. 20.2 The double radio relic in Abell 3667 (left, adapted from Rottgering et al 1997) and the
giant radio halo in Abell 2163 (right, adapted from Feretti et al 2001). Conturs mark the radio
emission, colors mark the X-ray emission from the ICM
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2010). These X-ray observational results are, however, highly debated (Rossetti and
Molendi 2004; Fusco-Femiano et al. 2004, 2007; Wik et al. 2009; Ajello et al. 2009;
Wik et al. 2011) and new constraints from upcoming X-ray telescopes are necessary
to clarify the existence and nature of these non-thermal excesses in the hard X-rays.

The electrons responsible for the radio emission on large, Mpc, scales open to
investigation the nature of particle acceleration mechanisms in galaxy clusters. In
fact, local acceleration or injection is likely to be necessary to account for observed
CRe, since their energy-loss lifetimes are quite brief, in contrast to CRp of similar
energies (Jaffe 1977). There is consensus on the observational fact that presence
of Mpc scale synchrotron emission in clusters (both giant radio halos and relics)
is tightly correlated with the dynamical state of the hosting clusters, with merging
clusters being preferred systems where non-thermal emission is generated (Buote
2001; Ferrari et al. 2008; Cassano et al. 2010). It suggests that halos and relics
trace the hierarchical cluster assembly and probe the dissipation of gravitational
energy into CRs and magnetic fields during mergers. In particular, the polarisation
and morphological properties of radio relics suggest a connection with large scale
shocks that cross the ICM during mergers and may accelerate or reaccelerate to GeV
energies the emitting electrons (Brüggen et al. 2012). On the other hand, there are
reasons to believe that radio halos trace gigantic turbulent regions in the ICM, where
relativistic electrons can be reaccelerated through scattering with MHD turbulence
and/or injected by way of inelastic collisions between trapped CRp and thermal
protons (Brunetti 2011,a).

The theoretical picture, elaborated to explain the origin of Mpc-scale radio
sources and their connection with clusters mergers, has unavoidable consequences
for the non-thermal properties of clusters. One of the most interesting consequences
is that clusters should be sources of high energy photons that could be detected
by the next generation of X-ray and � -ray telescopes. The firm detection of galaxy
clusters in the hard X-rays and in � -rays would lead to a fundamental leap forward in
our understanding of the energy content of magnetic fields and CRp in the cosmic
large scale structure. In addition the combined information would enable a much
deeper understanding of the microphysics of extremely dilute plasmas, since those
processes control the generation and evolution of these nonthermal constituents in
clusters.

In this chapter we will discuss the most relevant aspects of the origin and physics
of CRs in galaxy clusters, and elaborate on the present theoretical framework, with
particular emphasis on the most important observational constraints. Observational
prospects for the next years will also be discussed.

20.2 Cosmic Ray Sources and Acceleration

Several sources can supply relativistic particle populations (electrons, hadrons or
both) to the ICM. For instance, particles can be accelerated in ordinary galaxies as an
outcome of supernovae (SN) and then expelled into the ICM with a CRp luminosity
as high as � 3�1042 erg s�1 (Völk et al. 1996). Alternatively, high velocity outflows
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from AGNs may plausibly contribute up to � 1045 erg s�1 in CRs over periods of
� 108 years (Ensslin et al. 1997). Particle acceleration may also happen in large
scale ICM shocks produced during the hierarchical formation of the large scale
structure in the universe (Norman et al. 1995; Kang et al. 1996; Ryu et al. 2003).
In particular, consensus has been reached in the past decade that shocks spanning
large scale structures are relevant sources of CRs in galaxy clusters, thus implying
a direct connection between the generation of CRs and the formation and evolution
of the hosting clusters. Finally, there is also consensus on the fact that turbulence
can be induced in the ICM as a result of the same process of clusters formation,
and that such turbulence affects the propagation of CRs, while also providing a
potentially important mechanism for re-acceleration of CRp and CRe (Fujita et al.
2003; Cassano and Brunetti 2005; Brunetti and Lazarian 2007; Ensslin et al. 2011).

20.2.1 Galaxies, Starbursts and Active Nuclei

Individual galaxies are sources of CRs. Massive clusters of galaxies contain more
than a hundred galaxies where SN and Pulsars accelerate CRs. The amount of CR
energy available to the ICM depends on the efficiency of CR acceleration at these
sites and on the way CRs are transported from their galactic sources into the ICM.

Völk et al. (1996) pioneered the studies of the role of SN explosions in cluster
galaxies and starbursts activity. The number of SN experienced by clusters since
their formation epoch can be estimated from the metal enrichment of the ICM,
assuming those metals are released by SN explosions. The result is :

NSN D
Z 0

To

dt�SN.t/ D ŒFe�ˇXclMcl;gas

ıMFe
(20.1)

where ŒFe�ˇXclMcl;gas is the mass of iron in the ICM (ŒFe�ˇ � 4=105 is the iron
abundance, Xcl � 0:35 the typical metallicity measured in galaxy clusters, and
Mcl;gas the baryon mass of the cluster) and ıMFe is the iron mass available to the
ICM from a single SN explosion. The total energy budget in the form of CRp that
is released in the ICM is thus :

ESN
CR D NSN�

SN
CRESN � ŒFe�ˇXclMcl;gas

ıMFe
ESN�

SN
CR (20.2)

where ESN � 1051 erg is the SN kinetic energy and �SN
CR is the fraction of SN kinetic

energy in the form of CRp; �SN
CR � 0.2–0.3 is constrained from observations of SN

in the Galaxy. Equation20.2 implies a ratio between the CRp and thermal energy
budget in galaxy clusters ESN

CR=Egas � 10�3, assuming ıMFe � 0:1Mˇ (appropriate
for type II SN) and Tgas � 108K. This is however an optimistic estimate of the
expected energy content of CRp in galaxy clusters from this source, because it does
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not account for adiabatic losses in the likely event that CRp from SN are transported
into the ICM by SN-driven galactic winds.

Clusters of galaxies, clusters of galaxies contain also AGNs, which by way of
their synchrotron-emitting jets and radio lobes are known to carry CRs (Miley
1980). In addition those outflows can drive shocks into the ICM and produce
turbulence, as well, that are both capable of accelerating CRs. The radio lobes of
AGNs in clusters coincide with X-ray dark volumes or cavities that have turned
out to be the best calorimeters of the total energy deposited by AGN outflows.
The cavities, being filled with relativistic and potentially some amount of very
hot thermal plasma at substantially lower density than their surroundings, are poor
thermal X-ray emitters. Such cavities have been seen in something like 1/4 of the
clusters observed by Chandra (McNamara and Nulsen 2007), despite the fact that
they are often difficult to detect. Assuming pressure balance between the cavity
and the surrounding ICM, the energy content of the cavity turns out to be in the
range � 1055 � 1061 erg. These approach � 1%Egas in some cases. Dynamical
estimates of cavity lifetimes are typically � 108 years, leading to AGN power
deposition estimates within an order of magnitude of the X-ray cooling rate of the
host cluster (Rafferty et al. 2006), at least while the AGN jets are active. Simulations
suggest that roughly 1/2 the power of the AGN outflow is immediately deposited
irreversibly as ICM heat (O’Neill and Jones 2010). Thus, AGN outflows are often
invoked to account for extra heating needed to limit the effects of strong radiative
cooling in cluster cores (Gitti et al. 2011). The cavity energy contributed directly
by CRp and CRe is harder to establish, however. While it is possible that much of
the energy carried by AGN outflows is contained in CRs, there are good arguments
suggesting much of it is either in cold particles or, possibly in electromagnetic fields
(De Young 2006). Even if most of the energy supporting the cavities is carried by
CRs it is not yet clear how efficiently those CRs can be dispersed through diffusion
and convective/turbulent mixing over the full cluster volume, and how much of the
energy would remain in CRs, after accounting for adiabatic and other energy losses.
For example, a connected issue, that will not be discussed in this chapter, is the role
of relativistic outflows from AGNs in the origin of radio mini halos in cool core
clusters (Cassano et al. 2008).

20.2.2 Particle Acceleration in the ICM

The process of structure formation may contribute most of the energetics of non-
thermal components in galaxy clusters (Sarazin 1999; Takizawa and Naito 2000;
Miniati et al. 2001; Gabici and Blasi 2003; Ryu et al. 2003; Cassano and Brunetti
2005; Pfrommer et al. 2006; Blasi et al. 2007; Brunetti and Lazarian 2007; Skillman
et al. 2008; Vazza et al. 2009; Cassano et al. 2010; Brüggen et al. 2012; Vazza et al.
2012). Mergers between two or more clusters are observed to heat clusters through
shocks and other large scale dynamics that also probably amplify magnetic fields
and potentially accelerate particles (Brüggen et al. 2012; Markevitch and Vikhlinin
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2001; Markevitch et al. 2002; Govoni et al. 2004; Henry et al. 2004; Markevitch
et al. 2005; Roettiger et al. 1999; Dolag et al. 2002). Although more difficult to
constrain observationally, the additional process of semi-continuous accretion of
material onto clusters, especially from colder filaments, is expected to drive quasi-
stationary strong shocks and turbulent flows at Mpc distances from cluster centers
that should impact on the ICM physics and acceleration of CRs over wide volumes.

Particle acceleration during mergers occurs at shock waves that cross the
ICM and also probably results from several mechanisms (turbulent acceleration,
reconnection, etc.) that may operate within turbulent regions driven in the ICM
during these mergers (Lazarian and Brunetti 2011).

20.2.2.1 Shocks in Cluster Mergers

The total gravitational energy dissipated in a merger of two clusters with roughly
equal mass, M D 1015Mˇ is E � 1064 erg. It is easy to show that the merging
components approach each other at slightly supersonic relative speed, therefore
implying the formation of weak, M � 2, shock waves (Sarazin 1999; Gabici
and Blasi 2003; Berrington and Dermer 2003), at least while those shocks are
penetrating gas virialized to the cluster potentials. Those shocks will typically
strengthen moderately as they emerge into lower density regions. If a non-negligible
fraction of the merger-shock-dissipated energy can be converted into non-thermal
particles through a first order Fermi process, then the ICM may be populated with
a significant population of non-thermal, CR particles (Blasi et al. 2007). Remote,
accretion shocks are much stronger; that is, they have higher Mach numbers, since
they develop in cold, un-virialised external cluster regions. On the other hand, since
gas densities are also quite low in those environments, the energy flux through
such shocks is relatively smaller than through lower Mach number shocks that
dissipate closer into clusters during mergers. Simple (analytical or semi-analytical)
estimates of the amount of kinetic energy associated with these remote shocks are
very challenging. However, a leap forward in this direction has been achieved in the
last decade through extensive cosmological simulations that allow one to study the
formation of shocks in clusters, from their outskirts to more internal regions with
increasing detail (Miniati et al. 2000; Ryu et al. 2003; Keshet et al. 2003; Pfrommer
et al. 2006; Skillman et al. 2008; Vazza et al. 2009, 2010, 2011, Fig. 20.3).

For the reasons just outlined there is consensus on the fact that most of the
gravitational energy in galaxy clusters is dissipated at relatively weak shocks, with
Mach number M � 2–3, that are typically generated during major and minor
mergers and that cross the cluster internal regions. A still substantial fraction of
the kinetic energy-flux through shocks in clusters is, however, associated with
moderately stronger shocks (Fig. 20.4) that pass through regions between the outer,
accretion shocks and the virialized cluster cores. As noted above, those shocks often
represent merger activity as it propagates energy outwards from the cores after their
closest approach.
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Fig. 20.3 Shocks (left) and turbulent velocity field (right) in a simulated galaxy cluster (adapted
from Vazza et al. (2009))

Fig. 20.4 Energy flux at shocks surfaces as a function of the shock-Mach number from numerical
(cosmological) simulations (adapted from Ryu et al. 2003). Units are in 1040 erg=s .1 C
z/3h3Mpc�3. Shocks are divided into internal and external (see text)

The acceleration of CRs at shocks is customarily described according to the
diffusive shock acceleration (DSA) theory (Bell 1978; Drury 1983; Blandford and
Eichler 1987; Jones and Ellison 1991). In effect diffusing particles are temporarily
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trapped in a converging flow across the shock if their scattering lengths are
finite, but much greater than the shock thickness. Particles escape eventually by
convection downstream. Until they do, they gain energy each time they are reflected
upstream across the shock with a rate determined by the velocity change across
the shock and a competition between convection and diffusion on both sides of the
shock. The hardness (flatness) of the resulting spectrum reflects the probability that
particles remain trapped long enough to reach high energies. This process can be
described through the diffusion-convection equation for a pitch angle averaged CRs
distribution function f .p; t/ is Blandford and Eichler (1987):

@f

@t
C .V � r/f � r � ˚nD .n � r/f � D 1

3
.r � V/p

@f

@p
(20.3)

where V is the velocity of the background medium (assuming c >> V >> VA), n is
the unit vector parallel to the local magnetic field, p is the particle momentum, and
D is the particle spatial diffusion coefficient (see Sect. 20.2.2.2 and 20.3.2). The
second and third terms account for convection and diffusion, respectively, while
the right hand side takes account of the adiabatic energy gains (losses) suffered by
particles in a converging (expanding) flow. The diffusive term makes the evolution
irreversible. As written, Eq. (20.3) ignores other losses, such as from radiation, that
can be important for CRe (see Sect. 20.3.1).

Under these conditions the spectrum of CRs injected at low energies and then
accelerated at a simple, plane shock is a power law in momentum, f .p/ D
Kp�.ıinjC2/, where the slope is

ıinj D 2
M2 C 1

M2 � 1 (20.4)

M D Vsh=cs is the Mach number of the shock. For strong shocks, M ! 1, this
slope tends to ıinj ! 2. Thus, in the strong shock limit, the energy and pressure
in the resulting CRs are broadly distributed towards the highest energies that are
achieved. On the other hand, for weak shocks, M2 � 1C � with � � 1, this tends
to ıinj � 2 C 4=� � 2. In this case the fractional velocity jump across the shock
is small, so the energy in CRs accelerated from suprathermal values is concentrated
in the lowest energy CRs. Consequently, for the same number of CRs and the same
kinetic energy flux through the shock, � 
V 3

sh, the energy input to locally injected
CRs through DSA is much greater in strong shocks than in weak shocks. We note
for reference that CRe with a power law slope, ı, as above, in a magnetic field will
emit synchrotron radiation with a spectral slope, ˛ D .ı � 1/=2.

The acceleration time-scale at the shock depends on the time interval between
shock crossings for the CR, � 4D=.cVsh/, and on the ratio of the CR velocity to the
fluid velocity change across the shock, so � c=�V . Thus, it primarily depends on
the spatial diffusion coefficient of particles, and inversely on the shock velocity and
the compression through the shock. If the spatial diffusion scales with the particle
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momentum, p, but does not change across the shock, the mean acceleration time to
a given momentum can be written as :

�acc.p/ ' 4D.p/

.csM/2
M2.5M2 C 3/

.M2 C 3/.M2 � 1/
(20.5)

For strong shocks this approaches �acc � 20D=.csM/2. For weak shocks this
expression would need to be multiplied by a factor .51=80 C 1=.20�//, which is
of order unity unless the Mach number is very close to one, when it becomes large.
So, for given shock velocity and spatial diffusion coefficient, the acceleration time
to a particular CR energy is not very sensitive to the shock Mach number. Assuming
(an optimistically small) Bohm diffusion coefficient, D.p/ D .1=3/rL.p/c,
(Sect 20.2.2.2) where, rL.p/, is the particle Larmour radius, the spatial diffusion
coefficient for relativistic particles becomes,

D.p/ � 3 � 1022 .cp=GeV/

.B=�G/
cm2s�1: (20.6)

For a typical velocity of shocks in galaxy clusters, csM � few 103 km/s, the
resulting acceleration time scale to GeV energies is very fast; namely, of the order of
1 year, if B � 1�G. This implies that the power law distribution of the accelerated
particles extends up to very high energies, where energy losses or diffusion from
the acceleration region (Sect. 20.3.1) quenches the acceleration process. The energy
losses for CRe, due especially to synchrotron and inverse Compton processes, are
much more significant than those for CRp. For CRe we anticipate that the maximum
energy accelerated at shocks in galaxy clusters can be of the order of several tens
of TeV (Blasi 2001). Radiative cooling of CRe due to inverse Compton scattering
with the CMB downstream of the shock will reduce the maximum electron energy
so that it scales asymptotically as �e;max / 1=x, where x D V2t is the propagation
distance downstream of the shock reached over a time, t . This causes the volume
integrated electron spectrum to steepen by one in the power law index, ı D ıinj C 1

above energies reflecting this loss over the lifetime of the accelerating shock.
By contrast, CRp in these shocks are not subjected to significant energy losses

until they reach extremely high energies where they suffer inelastic collisions with
CMB photons. CRp with energies above a few hundred PeV will produce e˙ when
they collide with CMB photons, limiting their residence and allowed acceleration
period below a few Gyr. Above about 5� 1019 eV, however, such collisions produce
pions, and each such collision extracts a significant fraction of the CRp energy.
For energies above � 1020 eV, the available residence/acceleration times drop
rapidly below � 108 years. This is the same physics that determines the so-called
Greisen-Zatsepin-Kuzmin (GZK) cutoff in the ultra-high energy CR spectrum. In
the context of CR acceleration at cluster shocks, this time constraint effectively
limits the energies that can be reached there through DSA to < 1020 eV (Kang et al.
1996). Similarly, even if CRp diffusion is as slow as the limiting Bohm diffusion
in Eq. (20.6) CRs near 1020 eV would diffuse o ut of the cluster on time scales less
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than the time required for them to be accelerated by DSA to still higher energies
(Blasi 2001).1

On timescales longer than those required to accelerate CRs to relativistic
energies, �acc.pc � 1GeV/, a substantial fraction of the energy flux into strong,
initially purely hydrodynamical shocks can go into CRps. Those, in turn backreact
on and modify the structure of shocks themselves. Under these conditions the
process of particle acceleration is described using nonlinear theory (Drury 1983;
Jones and Ellison 1991; Malkov and O’C Drury 2001; Blasi 2002; Kang et al.
2002; Kang and Jones 2005). The main outcome of that development is formation
of a compressive precursor to the shock, leading to an increase in the total shock
compression, upstream turbulence and magnetic field amplification, followed by
an actual weakening of the fluid shock transition (the so-called “sub-shock”). In
a highly CR-modified shock a large part of the DSA process at high CR energies
actually takes place in the precursor; the subshock is responsible mostly for the
acceleration process at low energies (Kang et al. 2009).

The importance of nonlinear evolution in such shocks depends on the size of the
CR population at the shock and the hardness of the CR spectrum, being accelerated
at the shock. These are important, since they regulate how much energy is extracted
from the flow into the shock and, accordingly how much pressure will develop from
these CRs just upstream of the fluid shock transition. Unless they include much
larger total CR populations or interact with a pre-existing CR population with a
hard spectrum, weak shocks are minimally affected by nonlinear effects, because of
the steeper CR spectra generated in weak shocks.

A key ingredient in shock acceleration theory is the minimum momentum of
the seed particles that can be accelerated by DSA; i.e., the minimum momentum
that leads to diffusive particle transport across the shock. This is a key ingredient in
determining the efficiency with which plasma particles are injected into the CR pop-
ulation from the thermal pool at shocks. In particular, particles must have momenta
at least several times the characteristic postshock thermal ion momenta in order to
be able to successfully recross into the preshock space. Quasi-thermalized particles
are inherently less likely to recross in the upstream direction in weak shocks than
strong shocks, because of the weaker dissipation in weak shocks; i.e., the postshock
thermal speed is relatively smaller than the postshock convection speed downstream.
Injection also should depend on the local magnetic field geometry, since the field
controls postshock particle trajectories. Similarly, injection is expected to depend
sensitively on the charge/mass ratio of the injected species, since that determines
the rigidity (/ p=q) of particles at a given energy. For this reason, nonrelativistic
electrons appear to be very difficult to inject from the thermal population, so are
likely to be far fewer than injected protons. Typically some kind of upstream,
pre-injection process, often involving protons reflected by the shock that generate
upstream waves that can resonate with nonrelativistic electrons, is invoked to enable
electron injection at shocks (Amato and Arons 2006; Burgess 2006; Amano and

1The acceleration time-scale of these CRs, assuming �G fields, is larger than the Hubble time
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Hoshino 2009; Riquelme and Spitkovsky 2011). This physics appears to be very
sensitive to the local magnetic field geometry, preferring quasi-perpendicular, but
not precisely perpendicular fields (Riquelme and Spitkovsky 2011). The processes
“selecting” the particles that can recross define so-called thermal-leakage injection.
It is important to realize that they are poorly understood, especially in the relatively
weak shocks with large beta plasma, ˇpl D Pgas=PB , expected in cluster media.
Existing collisionless shock simulations have, out of practical necessity, focussed
on strong shocks (Kang et al. 2012).

Another major unresolved ingredient in nonlinear CR shock theory is the
level of amplification of the magnetic field crossing the shock due to CR-driven
instabilities. The evolution of the magnetic field through the full shock structure is
important, since the magnetic field self-regulates the diffusion process of supra-
thermal particles and also affects the injection process (Bell 1978; Kang et al.
2002). There are several proposed models to amplify magnetic fields within the
CR-induced shock precursor (Lucek and Bell 2000; Bell 2004; Amato and Blasi
2009); none of them applies until some degree of shock modification already takes
place. This means they only apply in strong shocks, so probably not in cluster
merger shocks. Some magnetic field generation and/or amplification downstream
of curved or intersecting shocks may result when the electron density and pressure
gradients are not parallel (the so-called Biermann Battery effect) or the downstream
total plasma and pressure gradients are not parallel (so-called baroclinic effects
that amplify vorticity). We note that these should have minimal influence on
DSA, however, since they would not modify the time between successive diffusive
upstream-to-downstream shock crossings for CRs.

Particle acceleration efficiency at strong shocks is becoming constrained by
studies of SN-driven shocks in our Galaxy (Jones 2011). Those shocks transfer
� 10% or more of the energy driving them into CRp. It is important to keep in
mind that the shocks mostly responsible for acceleration of observable Galactic
CRs are very strong, with Mach numbers upwards of 103. By contrast, and as
discussed above, most of the kinetic energy flux penetrating galaxy cluster shocks is
associated with much weaker shocks where, the acceleration efficiency is probably
much less, although still poorly understood (Blasi 2004; Kang and Jones 2005). In
this respect galaxy clusters are special environments, as they are unique laboratories
for constraining the physics of particle acceleration at gigantic (Mpc-scale) weak
shocks. It remains an open issue whether these weak shocks can accelerate CRs
in the ICM at meaningful levels. The relative importance of merger and accretion
shocks for the acceleration of CRs in the ICM still requires clarification, as well. As
outlined previously, current understanding suggests that merger shocks should be
the most important sources of CRs. Recent models indicate they should contribute
about one order of magnitude more energy to CRs than the accretion shocks (Ryu
et al. 2003; Skillman et al. 2008; Vazza et al. 2009, Fig. 20.4).
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20.2.2.2 Turbulence in the ICM and Particle Acceleration

Turbulence in the ICM can potentially trigger several mechanisms of particle
acceleration. The non-linear interplay between particles and turbulent waves/modes
is a stochastic process that drains energy from plasma turbulence to particles
(Melrose 1980; Schlickeiser 2002). In addition reconnection of magnetic fields
can be faster in turbulent regions (Lazarian and Vishniac 1999) providing an
additional (potential) source of particle acceleration in the ICM (Lazarian and
Brunetti 2011); in this section we will restrict ourself to discuss the process of
stochastic reacceleration of CRs due to resonant interaction with turbulence.

Galaxy clusters contain many potential sources of turbulence. These include
cluster galaxies (Jaffe 1977; Deiss and Just 1996), the interplay between ICM
and the outflowing relativistic plasma in jets and lobes of AGNs (Heinz et al.
2006; Brüggen and Scannapieco 2009), and buoyancy instabilities such as the
magnetothermal instability (MTI) in the cluster outskirts (Parrish and Stone 2007).
However, the most important potential source of turbulent motions on large scale
is the process that leads to the formation of galaxy clusters (Roettiger et al. 1999;
Ricker and Sarazin 2001; Cassano and Brunetti 2005; Subramanian et al. 2006).
Turbulence is expected from core sloshings, shearing instabilities, and from the
complex pattern of interacting shocks that forms during mergers and structure
formation more generally (Miniati et al. 2000; Dolag et al. 2005; Iapichino and
Niemeyer 2008; Vazza et al. 2009, 2010; Keshet et al. 2010; Iapichino et al. 2011;
Paul et al. 2011; ZuHone et al. 2011; Hallman and Jeltema 2011; Vazza et al. 2012).

Large scale turbulent motions that are driven during cluster-cluster mergers are
expected on scales comparable to cluster cores scales, Lo � 100–400 kpc, and
with typical velocities around Vo � 300–700 km/s (Subramanian et al. 2006).
These motions are sub-sonic, with Ms D Vo=cs � 0.25–0.6, but strongly super-
Alfvénic, with MA D Vo=vA � 5–10 (Brunetti and Lazarian 2007). It implies a
situation in which magnetic field lines in the ICM are continuously advected/tangled
on scales larger than the Alfvén scale, lA � L0.V0=VA/

2
a�1 (a the slope of the

turbulent velocity power-spectrum, W.k/ / k�a). Under these conditions the
effective particle mean-free-path in the ICM should be lmfp � lA rather than the
value of the classical Coulomb mean free path, lC � 10–100 kpc (Lazarian 2006;
Brunetti and Lazarian 2007). However the ICM is a “weakly collisional” plasma,
where instabilities play a role (Schekochihin et al. 2005, 2010). Plasma instabilties
perturb the magnetic field on very small scales and may reduce the effective thermal
particle mean free path (Levinson and Eichler 1992; Pistinner et al. 1996; Brunetti
and Lazarian 2011b).

All these considerations on the velocities of large-scale motions and on the
effective particle mean-free-path in the ICM allow us to conclude that the effective
Reynolds number in the inner ICM is Re >> 103, much larger than it would be
by assuming the classical ion–ion mean free path (Re � 100), implying that a
cascade of turbulence and a turbulent inertial range could be established from large
to smaller scales.
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The acceleration or reacceleration of CRs by turbulence is customarily described
according to the quasi-linear-theory (QLT), where the effect of waves on parti-
cles is studied by calculating first-order corrections to the particle orbit in the
uniform/background magnetic field B0, and then ensemble-averaging over the
statistical properties of the turbulent modes (Jokipii 1966; Schlickeiser and Achatz
1993; Miller and Roberts 1995). In the coordinate system in which the space
coordinates are measured in the Lab. system and the particle momentum coordinates
are measured in the rest frame of the background plasma that supports the turbulence
and in which turbulence is homogeneous, the gyrophase-average particle density
distribution evolves f .x; p; �; t/ evolves according to the Fokker-Planck equation
(Schlickeiser 2002):
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where Dpp, D�� and Dp� are the fundamental transport coefficients describing the
stochastic turbulence-particle interactions. These are determined by the electromag-
netic fluctuations in the turbulent field. If we restrict our attention to the case of
low-frequency Alfvén and magnetosonic MHD waves, under conditions of negligi-
ble damping the relevant Fokker-Planck coefficients are given by Schlickeiser and
Achatz (1993); Yan and Lazarian (2004):
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where � D arctan.kx=ky/, ˝ D .q=jqj/˝0=� (˝0 D qB=.m c/ is the non-
relativistic gyrofrequency), where we define w D k?v?=˝ as the argument for
the Bessel functions, Jn, ! is the frequency of the waves, and kk and k? are the
components of the wavenumber parallel and perpendicular to the field. The relevant
electromagnetic fluctuations are :

< B˛.k/B �̌.k0/ >D ı.k � k0/P k
˛ˇ (20.9)
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and

< E˛.k/E �̌.k0/ >D ı.k � k0/Rk
˛ˇ (20.10)

where ˛ and ˇ D R;L indicate wave polarization. ı.kkvk � ! C n˝/ in eq. 20.8
selects the resonant conditions between particles and waves; namely, n D ˙1; ::
(gyroresonance for Alfvén waves) and n D 0 (Transit Time Damping, TTD, or wave
surfing for magnetosonic waves) (Melrose 1980; Schlickeiser and Achatz 1993).

In the case of low-frequency MHD waves with phase velocities much less than
the speed of light the magnetic-field component is much larger than the electric-field
component, ıB � c=vphıE . Then the particle distribution function, f , adjusts
very rapidly to quasi-equilibrium via pitch-angle scattering, approaching a quasi-
isotropic distribution. In this case the Fokker-Planck equation (20.7) simplifies to a
diffusion-convection equation (Dung and Petrosian 1994; Kirk et al. 1988):
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where the momentum diffusion coefficient is:

Dpp D 1

2

Z 1

�1
d�Dpp (20.12)

and the spatial diffusion coefficient is :

D D v2

8

Z 1

�1
d�
.1� �2/2

D��

: (20.13)

Note that the spatial diffusion scales inversely to the rate of angular diffusion,D��,
since the latter limits the distance a CR travels before it loses track of its original
propagation direction; ie., its mean free path, �. Equation (20.13) can be used, in
fact, to define the particle mean free path as � D 3D=v.

From Eqs. (20.8)–(20.10) and (20.12) and (20.13) the momentum and spatial
diffusion coefficients depend on the electric field and magnetic field fluctuations,
respectively. Simple, approximate forms for these coefficients can be written in
some circumstances that are useful in several astrophysical situations, including
galaxy clusters.

For instance, if one assumes isotropic pitch angle scattering by resonant (linearly
polarised and undamped) Alfvén waves with k � r�1

L , the spatial diffusion
coefficient from Eq. (20.13) can be written for relativistic CRs as (Skilling 1975):

D � AcrL
B2
0

.ıB/2
; (20.14)

where ıB represents the net amplitude of magnetic field fluctuations defined in
Eq. (20.9) and where A � 1 [in Sect. 20.3.2 we will give a equivalent formula in
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terms of the Alfvén wave spectrum, Eq. (20.28)]. We note that for ıB � B0 the
result is equivalent to the classical Bohm diffusion formula,D � 1=3crL. Similarly,
if we assume momentum diffusion results from Transit-Time-Damping interactions
with isotropic magnetosonic waves, we can write approximately for relativistic CRs
(Brunetti and Lazarian 2007):

Dpp � A1p
2 c

2
s

cl

.ıB/2

B2
0

; (20.15)

where A1 � 5 depends on details of the turbulence, l is the scale on which mag-
netosonic waves are dissipated, and now ıB represents magnetic field fluctuations
associated with those waves, through Eq. (20.10) and ıE � .cs=c/ıB . Alfvén wave,
n D ˙1 resonant interactions can also take place in turbulent media, although there
are good arguments why TTD interactions with magnetosonic waves are likely to
dominate in the ICM (see discussion below).

The basic physics behind the two diffusion convection equations (20.3) and
(20.11) is similar. The principal differences are that Eq. (20.11), which targets
CR interactions with local turbulence, ignores spatial variations in the background
velocity, V , while Eq. (20.3) ignores the momentum diffusion coefficient, Dpp,
because in strongly compressed flows at shocks it is subdominant.

In calculating turbulent acceleration outcomes for relativistic particles, E �
pc, it is common to use the particle distribution per unit momentum, N.p/ D
4	p2f .p/, rather than the phase space density, f .p/. Then Eq. (20.11) becomes:
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(20.16)

where we have neglected the spatial diffusion term and added two new terms : Œ dp
dt �L,

which accounts for particle energy losses (Coulomb, ionization, radiative, etc.), and
Q.p/ which is a source term of CRs in the medium. The acceleration processes
in Eq. (20.16) due to momentum diffusion have been separated into a systematic
energy gain, re-acceleration term, Œdp=dt�A, and to one that describes a stochastic
broadening of the particle momentum distribution, Œdp2=dt�A. The systematic re-
acceleration term due to the interaction with turbulence is :

Œ
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p2Dpp
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; (20.17)

and the stochastic, distribution broadening term is :

Œ
dp2

dt
�A D 2Dpp: (20.18)

To account for the turbulence-particle interaction properly, one must know both
the scaling of turbulence down to resonant interaction lengths [Eqs. (20.9)–(20.10)],
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protons electrons

Fig. 20.5 Evolution with time of the spectrum of CRp (left) and CRe (right) (adapted from
Brunetti et al. 2004). Saturation of CRe acceleration at later times is due to the combination of
radiative losses and the damping of the waves that limits acceleration efficiency

the changes with time of the turbulence spectrum on resonance scales due to the
most relevant damping processes, and the interactions of turbulence with various
waves produced by CRs. This is extremely challenging, although in the last decade
several modeling efforts attempted to study turbulent acceleration in astrophysical
environments by using physically motivated turbulent scalings and the relevant
collisionless dampings of the turbulence.

Turbulent acceleration of CRs directly from the thermal plasma to ultra-
relativistic energies is very inefficient in the ICM (e.g., Petrosian and East 2008).
For this reason models of turbulent acceleration assume a scenario of re-acceleratin
of pre-existing (seed) CRs (Brunetti et al 2001, Petrosian 2001). Figure 20.5 shows
an example of evolution of CRs spectra (re)accelerated by turbulence. Evaluating
the fraction of the turbulent energy that goes into (re)acceleration of CRs in the ICM
is uncertain. This reflects our ignorance of the details of the properties of turbulence
and of the (connected) micro-physics of the ICM. Cases where a large fraction of
the turbulent energy can be potentially dissipated into the (re)acceleration of CRs
in galaxy clusters include the gyro-resonant (n D ˙1), interaction with Alfvén
modes (Ohno et al. 2002; Fujita et al. 2003; Brunetti et al. 2004). The problem
is that Alfvén modes develop an anisotropic cascade toward smaller scales that
quenches the efficiency of the scattering (acceleration) process (Chandran 2000;
Yan and Lazarian 2004). Consequently models of Alfvénic acceleration assume
that waves are generated in the ICM at small (quasi-resonant) scales, although it
remains still rather unclear how these small-scale waves can be generated in the
ICM. Another case where a large fraction of turbulent energy is dissipated into CRs
acceleration is the resonant (mainly Transit-Time-Damping, n D 0) interaction
with fast modes under the assumption that the collisionless interaction scale of the
ICM is much smaller than the classical Coulomb ion mean free path (Brunetti and
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Lazarian 2011b). Potentially a very small collisionless scale in the ICM can be
maintained in the case that interactions between particles are mediated by magnetic
perturbations generated by plasma instabilities. Instabilities may be driven by
compressive turbulence and CRs in the ICM (Brunetti and Lazarian 2011b; Yan
and Lazarian 2011). A detailed investigation of this process is still missing. In the
cases where most of the turbulent energy is drained into CRs, the efficiency of
particle acceleration is essentially fixed by the damping of turbulence due to CRs
themselves (Brunetti et al. 2004; Brunetti and Lazarian 2011b).

In general, however, simple modelings predict that only a small (although still
significant) fraction of turbulence is channeled into CRs. If compressible turbulence
is generated at large scales and simply cascades to smaller scales, and if plasma
instabilities do not play a major role in the ICM, most of the energy of the turbulence
is converted into the heating of the thermal plasma. Then only a small fraction
of turbulent energy becomes available to CRs. Under these conditions the most
important resonance between CRs and compressible MHD turbulence is the n D 0,
Transit Time Damping resonance. Then the acceleration process is dominated by
fast modes that may drain a few to �10 % of the turbulent-energy flux into the CR
component (Cassano and Brunetti 2005; Brunetti and Lazarian 2007, 2011a). In this
case we anticipate that CRe electrons can be re-accelerated up to energies of several
GeV provided the fast mode energy on scales of tens of kpc (above the dissipation
scale) is about 5–10 percent of the local thermal energy budget.

20.2.3 Generation of Secondary Particles

The generation of secondary particles due to inelastic collisions between CRp and
thermal protons in the ICM is an important source of CRe. If we assume that
CRp remain in galaxy clusters for a time-period, � , the grammars they encounter
is Xg � nICMmpc� � 1:6 � nICM

10�3 � �
Gyr g cm�2. On cosmic time scales that

would often be comparable in the ICM with the nuclear grammage for an inelastic
collision, Xnuc � 50 g cm�2. This implies that a non-negligible fraction of CRp
energy budget is lost in inelastic pp collisions, leading to the generation of secondary
particles (Sect. 20.3.1). In Sect. 20.3.2 we will conclude that CRp are confined and
accumulated in galaxy clusters for a Hubble time.

The decay chain for the injection of secondary particles is Blasi and
Colafrancesco (1999):

p C p ! 	0 C 	C C 	� C anything

	0 ! ��

	˙ ! �C �� �˙ ! e˙���e:

A threshold reaction requires CR protons with kinetic energy just larger than
Tp � 300MeV. The injection rate of pions is given more generally by Moskalenko
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and Strong (1998); Blasi and Colafrancesco (1999):
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˙;o.pp/; (20.19)

where Np is the spectrum of CRp, F	 is the spectrum of pions from the individual
collisions of CRp (of energy Ep) and thermal protons and � is the cross section
for the production of secondary particles. Various practical and useful approaches
to derive the pion spectrum, F	 , both in the high energy (Ep > 10GeV) and
low energy regimes, are based on the combination of the isobaric model and
scaling model (Stecker 1970; Badhwar et al. 1977; Stephens and Badhwar 1981;
Dermer 1986a,b; Moskalenko and Strong 1998; Brunetti and Blasi 2005),2 or
parameterizations based on simulations of proton-proton interactions (Kelner et al.
2006).

Neutral pions decay into � -rays. The spectrum of � -rays is Dermer (1986a,b);
Blasi and Colafrancesco (1999); Kelner et al. (2006) :
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where Emin D E� C 1=4m2
	c

4=E� .
Charged pion decays produce muons, which then produce secondary electrons

and positrons (and neutrinos) as they decay. The injection rate of relativistic
electrons/positrons then becomes:

Qe˙.Ee; t/ D
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Z
dE�Fe˙ .E	;E�;Ee/F�.E�;E	/;

(20.21)

where Fė .Ee;E�;E	/ is the spectrum of electrons and positrons from the decay
of a muon of energyE� produced in the decay of a pion with energy E	 (Blasi and
Colafrancesco 1999), and F�.E�;E	/ is the muon spectrum generated by the decay
of a pion of energy E	 (Moskalenko and Strong 1998; Blasi and Colafrancesco
1999; Brunetti and Blasi 2005).

The generation of neutrinos is also an important and unavoidable product of p-p
collisions in the ICM that can be potentially constrained by the IceCube experiment
in the near future (Wolfe and Melia 2008; Murase and Beacom 2012). Still, in this
chapter we will not elaborate on this point.

Finally we notice that parameterization formulae describing spectra of � -rays,
electrons/positrons and neutrino (electron neutrino and antineutrino and muon

2An extension of these approaches includes diffractive interaction and the Feynman scaling
violation in the nondiffrective inelastic interaction (Kamae et al. 2005)
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neutrino and antineutrino) from p-p interactions have been published by Kamae
et al. (2006).

Secondary electrons continuously generated in the ICM are subject to energy
losses (Sect. 20.3.1). If these secondaries are not accelerated by other mechanisms,
their spectrum approaches a stationary distribution because of the competition
between injection and energy losses (Dolag and Ensslin 2000):
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Assuming a power law distribution of CRp, Np.p/ D Kpp
�s , the spectrum of

secondaries at high energies, � > 103, is Ne.p/ / p�ı , with ı D s C 1 � �,
where � � 0.05–0.1 is due to the log-scaling of the p-p cross-section at high
energies (Brunetti and Blasi 2005; Kelner et al. 2006; Kamae et al. 2006). The
radio synchrotron emission from these electrons would have a spectral slope,
˛ D .ı � 1/=2.

20.3 Evolution and dynamics of CRs in Galaxy Clusters

In this section we derive the energy-evolution and dynamics of relativistic CRp and
CRe once they are accelerated or injected into the ICM.

20.3.1 Energy Losses

Cosmic rays are subject to energy losses that limit their life-time in the ICM.
The energy losses of ultra-relativistic electrons in the ICM are dominated by

ionization and Coulomb losses at low energies, and by synchrotron and inverse
Compton (IC) IC losses at higher energies (Sarazin 1999). The rate of losses due
to the combination of ionization and Coulomb scattering is (in cgs units):
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where nth is the number density of the thermal plasma. The rate of synchrotron and
IC (of CMB photons) losses is in cgs units:
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where B�G is the magnetic field strength in units of �G, and  is the pitch angle
of the emitting leptons; in case of efficient isotropization of the electron momenta,
the sin2  is averaged to 2=3. The factor in the square bracket can alternatively be
expressed for an isotropic distribution as B2

IC C B2, where BIC D 3:2.1C z/2 �G.
We can define the life-time of CRe �l � p=.dp=dt/, from Eqs. (20.23)–(20.24), it
is :
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The life-time of ultra-relativistic electrons in the ICM depends on the density of
the thermal medium that can be estimated from X-ray observations, on the IC-
equivalent magnetic field (i.e., redshift of the cluster), and on the magnetic field
strength that can be constrained by Faraday rotation studies or by complementary
considerations. Although in the case of highly inhomogeneous magnetic fields the
available Rotation Measures (RM) may provide a biased view of the magnetic field,
the life-time of electrons is affected substantially by these uncertainties only in
the case of (improbable) strong fields, < B2 >� B2

IC . That would imply that
Eq. (20.25) provides a quite accurate measurement of the CRe life-time.

The main channel of energy losses for CRp in the ICM is provided by inelastic
p-p collisions (Sect. 20.2.3). The life-time of CRp due to p-p collisions is given by :

�pp.p/ D 1

c nth
P
�C=�;o (20.26)

�˙;o.p � p/ is the inclusive p–p cross-section.
For trans-relativistic and mildly relativistic CRp, energy losses are dominated

by ionization and Coulomb scattering. Protons more energetic than the thermal
electrons, namely with ˇp > ˇc 
 .3=2me=mp/

1=2ˇe are affected by Coulomb
interactions, where ˇe ' 0:18.T=108K/1=2 is the velocity of the thermal electrons.

Defining xm 

�
3
p
	

4

�1=3
ˇe , one has (Schlickeiser 2002):

�dp
dt

�

i
' �1:7 � 10�29

� nth

10�3
� ˇp

x3m C ˇ3p
.cgs/ (20.27)

The time scales for losses due to the combination of these processes for CRe
and CRp are illustrated in Fig. 20.6. CRp with energy 1 GeV–1 TeV are long-living
particles with life-times in the cores of galaxy clusters � several Gyrs. As discussed
in Sect. 20.2.2.1 CRp lifetimes of ultra high energy CRp (UHECR) are limited
by inelastic p � � collisions involving CMB photons. On the other hand, CRe
are short-lived particles at the energies where they radiate observable emissions,
due to the unavoidable radiation energy-losses (mainly IC and synchrotron). The
maximum life-time of CRe, about 1 Gyr, is at energies where radiative losses and
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CRp

CRe

Fig. 20.6 Life-time of CRp (red) and CRe (blue, lower curves) in the ICM at redshift z D 0,
compared with the CR diffusion time on Mpc scales (magenta, upper curves) (adapted from Blasi
et al. 2007). The most relevant channels of CR energy losses at different energies are highlighted in
the panel. Adopted physical parameters are: nth D 10�3 cm�3, B D 1 (solid) and 3�G (dashed).
Diffusion is calculated assuming a Kolmogorov spectrum of magnetic fluctuations with Lmax D
100 kpc and f D 1

roughly equivalent to Coulomb losses, at �100 MeV, whereas CRe with energy
�several GeV, that emit synchrotron radiation in the radio band (GHz), have short
life-time, �0.1 Gyrs. The life-times of CRe at high energies do not vary much from
cluster cores to periphery, because for weak magnetic fields it is determined by
the unavoidable IC scattering losses off cosmic microwave background photons.
On the other hand, CRe IC lifetimes will scale with cluster redshift according to
.1 C z/�4. Generally, these losses will steepen the electron energy spectrum when
the associated lifetimes are less than either their residence time or their acceleration
time. The degree of steepening (and the associated steepening in the synchrotron
emission) depends on the circumstances.

20.3.2 Dynamics of Cosmic Rays

As outlined in Sect. 20.2 the propagation of charged particles (nuclei and electrons)
injected in the ICM is mainly determined by diffusion and convection.
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The time necessary to CRs to diffuse on distances/scales L is �diff � 1=4L2=D.
Over a wide energy range this time exceeds the Hubble time when L is a cluster
scale and D is representative for turbulent �G magnetic fields in the ICM. This
implies that galaxy clusters are efficient containers of CRs. Indeed the spatial
diffusion coefficient necessary to allow diffusion of CRs on Mpc-scales within a
few Gyrs is D � 2 � 1030 cm2 s�1. That is about two orders of magnitude larger
for E � 1GeV than that in our Galaxy, where field strengths and field coherence
lengths are, in fact, remarkably similar to ICM values.

According to QLT and referring to Sect. 20.2.2.2, the diffusion coefficient for
gyro-resonant scattering of particles with Alfvénic perturbations of the magnetic
field is (Wentzel 1974; Bhattacharjee 2000) :

D.p/ D 1

3
rLc

B2

R1
2	=rL

dkP.k/
; (20.28)

where P.k/ is the power spectrum of turbulent field-perturbations on a scale k
(that interacts resonantly with particles with momentum p / 1=k), such thatR1
kmin

dkP.k/ D fB2 and f � 1. We note that if turbulent field-perturbations are on
scales � rL, i.e. kmin � 2	=rL, and f � 1 Eq. (20.28) is the coefficient of parallel
Bohm diffusion.

In Fig. 20.6 we show a comparison between the life-time of CRs and their
diffusion-time on Mpc scales; here we assume a Kolmogorov spectrum of the
Alfvénic fluctuations, fB2 / k�5=3, with a maximum scale Lmax D 2	k�1

min D
100 kpc and f D 1. The diffusion time of CRs is many Gyrs, implying that CRp
can be accumulated in the volume of galaxy clusters and that their energy budget
increases with time, as first realised by Völk et al. (1996); Berezinsky et al. (1997);
Ensslin et al. (1997). On the one hand, the prediction of diffusive confinement
of CRs within the cluster volume is strongly dependent upon the choice of the
diffusion coefficient and consequently on the specific assumptions on the level of
magnetic turbulence, its spectrum and scales. On the other hand, it is clear from
Fig. 20.6 that even a minimum level of magnetic field fluctuations in the ICM
(including waves self-generated by CRs) should be able to confine most of the CRs
in the gigantic volume of galaxy clusters for a time-period comparable to the age of
clusters themselves. For a reference value, by considering CRs drifting with velocity
� vA the time-scale to cover Mpc distances is � 10Gyrs assuming a reference value
vA � 107 cm/s in the ICM.
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20.4 Non-thermal Emission from Galaxy Clusters
and Origin of CRs

20.4.1 Synchrotron Emission: Radio Halos and Relics

As noted in the introduction, diffuse radio emission with overall sizes reaching and
even exceeding Mpc is observed in a number of galaxy clusters. The radio emission
is clearly associated with the ICM, implying the existence of relativistic electrons
and magnetic fields mixed with the hot (T�5–10 KeV) ICM. Various constraints
on the magnetic field, such as Faraday rotation measurements and limits to IC
X-rays (and � -rays) indicate �G field strengths in these environments (Clarke et al.
2001; Carilli and Taylor 2002; Govoni 2006; Bonafede et al. 2010; Ackermann
et al. 2010; Wik et al. 2011; Feretti et al. 2012), in which case the radio emitting
electrons have energies of a few GeV (Lorentz factor � � 104). Also as noted
in the introduction, the radio emission comes in two main flavours (Feretti et al.
2012; Ferrari et al. 2008, Fig. 20.2). These include the radio halos, peaking in
intensity near the centre of galaxy clusters and having good spatial coincidence
with the distribution of the hot X-ray emitting gas. There are also the so-called radio
relics or radio Gischt that are elongated and located at the cluster periphery. Some
clusters include both. Finally, we mention again that the two classes of radio sources
differ also in their polarization properties: halos are generally unpolarised, while
relics are strongly polarised. Synchrotron polarisation in the relics is a signature of
significant anisotropy in the magnetic field on large scales, probably due either to
compression or possibly to shear. The absence of polarization in radio halos and
their morphological connection with the X-ray emission suggest that the relativistic
plasma that generates the synchrotron radiation occupies a large fraction of the
volume filled by the hot X-ray emitting ICM.

Radio halos and relics are unique probes of particle acceleration mechanisms in
the ICM. The underlying difficulty to explain the origin of radio halos comes from
their Mpc-extension surrounding the cluster center. Indeed, as noted in the previous
section, the time necessary for GeV CRe to diffuse across a sizeable fraction of the
size of radio halos is much larger than the radiative life-time of these CRe in the
ICM, implying that the emitting CRe are generated by in situ particle-acceleration
or injection mechanisms in the ICM. Similar arguments apply to radio relics in the
context of their �Mpc transverse extents. As noted above, two leading mechanisms
(and their combination) are presently advocated to explain the origin of relativistic
electrons emitting in radio halos: (re)acceleration of relativistic particles by MHD
turbulence generated in the ICM during cluster–cluster mergers and continuous
production of secondary electron-positron pairs by inelastic collisions between CRp
and thermal protons in the ICM (Dennison 1980; Blasi and Colafrancesco 1999;
Brunetti et al. 2001; Petrosian 2001; Miniati et al. 2001; Ohno et al. 2002; Fujita
et al. 2003; Pfrommer and Enßlin 2004; Brunetti and Blasi 2005; Cassano and
Brunetti 2005; Brunetti and Lazarian 2007; Petrosian and Bykov 2008; Brunetti
et al. 2008; Keshet and Loeb 2010; Brunetti and Lazarian 2011a; Ensslin et al.
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2011). On the other hand, the mechanism that is presently broadly adopted to
explain the origin of radio relics is (re)acceleration of relativistic electrons at merger
shocks (Ensslin et al. 1998; Roettiger et al. 1999; Miniati et al. 2001; Bagchi
et al. 2006; Hoeft and Brüggen 2007; Hoeft et al. 2008; van Weeren et al. 2010;
Skillman et al. 2011; Brüggen et al. 2012; Kang and Ryu 2011). We note that the
above arguments based on the difference between life-time and diffusion time of
GeV electrons become less compelling for diffuse radio sources on hundred-kpc
scales, for example mini halos (Feretti et al. 2012), which do not necessarily require
cluster-scale phenomena for their explanation; we will not elaborate on the physics
of these sources in the present chapter.

The very low surface radio brightness of halos and relics, combined with their
steep radio synchrotron spectra (average values reported for ˛ are in the range 1.2–
1.4), make their detection difficult. To date, only about 40 giant radio halos and relics
have been imaged at high sensitivity (Venturi 2011; Feretti et al. 2012). Pioneering
studies using Arecibo and the NVSS and WENSS radio surveys suggested that radio
halos and relics are not common in galaxy clusters (Hanisch 1982; Giovannini et al.
1999; Kempner and Sarazin 2001). Today it is well accepted that not all clusters
show diffuse radio emission, and this provides one of the most relevant constraints
for understanding the origin of CRe in the ICM. In this respect an important step
has been achieved in the last few years, thanks to observational campaigns at the
GMRT and their multi-frequency (radio and X-rays) follow up (Venturi et al. 2007,
2008; Cassano et al. 2010). For the very first time, these high sensitivity surveys
have allowed a separation between radio halo clusters and clusters without diffuse
radio emission. This shows that only � 1=3 of X-ray luminous clusters host radio
halos (Brunetti et al. 2007; Cassano et al. 2008).

Another observational milestone that has been achieved in the last decade
concerns the connection between diffuse radio emission and the dynamics of the
hosting clusters, with halos and relics always found in merging systems (Buote
2001; Feretti et al. 2012). A firm statistical evidence in this direction has been
recently obtained from combined radio—X-ray studies of galaxy clusters in the
GMRT surveys (Cassano et al. 2010). These studies have shown that the generation
of diffuse emission occurs during mergers between galaxy clusters which leads
to a number of possible interpretations. The most obvious is that shocks and
turbulence generated during clusters mergers may accelerate CRs (Sects. 20.2.2.1–
20.2.2.2) (Brunetti et al. 2009) or that the cluster magnetic field can be amplified
during these mergers (Kushnir et al. 2009; Keshet and Loeb 2010). Less obvious
arguments have been proposed including the possibility that CRs can stream-out
in less turbulent ICM, when clusters are more relaxed (Ensslin et al. 2011), thus
reducing the synchrotron emissivity on large scales. Although present observations
provide convincing evidence in favour of the transient nature of giant radio halos
and of their connection with mergers, constraining the evolution of galaxy clusters in
the thermal–non-thermal plane is still premature, due to possible biases arising from
selection effects in present samples of clusters and due to the (still) poor statistics
(Basu 2012).
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Fig. 20.7 The observed spectrum of the radio halo in the Coma cluster. The dashed line is the fit
to the data at lower (� 1:4GHz) radio frequencies (adapted from Thierbach et al. 2003)

The spectra of radio halos provide crucial information for the origin of the
emitting CRe in the central Mpc-region of the hosting clusters. The accurate
measurement of the integrated spectra of radio halos is a difficult task. Radio halos
usually embed a number of individual sources and, sometimes, projected foreground
and background sources, whose flux density needs to be carefully subtracted from
the total diffuse emission. This requires high quality imaging over a range of
resolutions. Moreover, diffuse cluster sources are best imaged at low frequency.
High quality imaging at frequencies below 1.4 GHz has become available only very
recently. For this reason, a spectrum with data points at three or more frequencies
spread over � 1 order of magnitude is available only for few objects (Venturi 2011).

The radio halo in the Coma cluster is the prototype of this class of radio sources
(Willson 1970; Venturi et al. 1990; Brown and Rudnick 2011) and a unique case,
with spectral measurements spanning almost 2 orders of magnitude in frequency
(Fig. 20.7). The measured spectrum significantly steepens at frequencies above a
few hundred MHz. A power-law that fits the data at lower frequencies overestimates
the flux measured at 2.7 and 5 GHz by a factor 2 and 4, respectively (Thierbach et al.
2003; Donnert et al. 2010). This suggests a break (or cut-off) in the spectrum of the
emitting CRe at a maximum energy, Emax, of about few GeV. Establishment of the
steepening of the spectrum of the Coma halo is an observational milestone because
it allows one to estimate the acceleration time-scale (efficiency) of the mechanism
responsible for the origin of the CRe. The maximum energy of CRe is indeed given
by the competition between acceleration rate and (for observable, GeV electrons)
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radiative losses. From Eq. (20.28) the radiative lifetime of radio-emitting electrons
using viable magnetic fields in the Coma cluster would be �e � few � 108 yrs,
which is also the time-scale of the acceleration mechanism.3 These acceleration-
times are much longer than likely shock acceleration times to these energies in
cluster shocks (Sect. 20.2.2.1, Kang et al. 2012). On the other hand, they are much
too short to allow shock accelerated electrons to fill the cluster, as outlined earlier.
A distributed source of electrons is thus required, with the additional constraint
that the mechanisms responsible for CRe acceleration must be poorly efficient (long
acceleration time-scale) or they must intrinsically produce a break in the distribution
of CRe at Emax �few GeV. In the case of turbulent acceleration (Sect. 20.2.2.2) we
can roughly estimate an acceleration time-scale (see Eqs. (20.15) and (20.17) with
ıB2=B2

0 � v2t =c
2
s )

�acc � c l

v2t
; (20.29)

where vt is the ICM turbulent velocity. With l � 1 kpc and vt � 100 km s�1
the acceleration times, �acc � 108 years, providing a relative match at Emax �few
GeV energies between acceleration and cooling. The spectrum of higher energy
electrons will be steepened by the increasing relevance of cooling, thus leading to
the observed break in the radio synchrotron spectrum at a frequency

�max / E2
maxB

.B2 C B2
IC/

2
: (20.30)

Schlickeiser et al. (1987) first realized the importance of the measurements of
the spectrum of the Coma radio halo and suggested an origin of the CRe based
on stochastic acceleration due to turbulence, disfavouring other mechanisms which
include the generation of secondary electrons by p-p collisions. In this latter case
indeed the CRe spectrum extends in principle to very high energies, if CRp extend
to very high energies (say ECRp > 100GeV). Therefore, no intrinsic cut-off would
be expected in the radio spectrum.

Despite the observational difficulties to obtain reliable measures of radio halos at
several frequencies, in the last decade it has been realized that the observed values
of the spectral indices of radio halos span a broad range, ˛ � 1–2 (F.�/ / ��˛,
e.g. Venturi 2011), implying that the synchrotron spectrum of radio halos is far
from being a universal power law. In particular, energy arguments applied to halos
with extreme spectral properties, ˛ � 1.5–2, rule out the possibility that the
spectrum of the emitting CRe is a power law and suggest the presence of a break
in the spectrum of these electrons at energies few GeV (Brunetti et al. 2008).

3Provided it operates for a time-period that is not too short compared to the acceleration time-scale
(in one acceleration time-scale the energy of accelerated particles becomes � 2 times bigger);
otherwise, balance between acceleration and losses has not yet been reached.



584 G. Brunetti and T.W. Jones

These indirect arguments, combined with the observed spectral steepening in the
Coma radio halo and with the halos-mergers connection, provide the observational
milestones for the theoretical picture based on turbulent acceleration for the origin
of giant radio halos in galaxy clusters (Petrosian and Bykov 2008; Brunetti 2011).

The next generation of radio surveys at low radio frequencies may unveil radio
halos with very steep spectra that are undetected in present radio surveys at higher
frequencies. These halos are naturally expected if turbulent acceleration explains
presently known giant halos. According to this scenario radio halos visible in present
radio surveys are those generated in connection with the most energetic merger
events in the universe; namely, during collisions between massive sub-clusters.
On the other hand, radio halos with much steeper synchrotron spectra should be
generated during less energetic and more common merger events, thus constituting
a large population of halos that is presently invisible. The ideal instrument to
search for these steep spectrum halos in the next few years is LOFAR (LOw
Frequency ARray) that will survey the universe in the frequency range 15–200 MHz
with unprecedented sensitivity to cluster-scale emission (Rottgering et al. 2006;
Rottgering 2010).4 According to present calculations that use the crude assumption
that a fixed fraction of the cluster-merger energy goes into MHD turbulence available
for particle acceleration, about 500 new radio halos should show up in LOFAR
surveys, and about half of them should be halos with very steep spectra (Cassano
et al. 2010, 2012). These expectations are radically different from those based on the
emissions from e˙ secondaries with spectra determined by the primary CRp spec-
trum. In fact steep spectrum radio halos challenge secondary models because of the
uncomfortably large non-thermal energy that would be necessary in these models
to explain giant halos with synchrotron spectral slopes ˛ > 1:5 (Brunetti 2004;
Pfrommer and Enßlin 2004; Brunetti et al. 2008). This provides a unique chance
to readily discriminate between different theories in the next few years. Indeed,
although present statistical calculations based on turbulent acceleration in the ICM
are greatly over-simplified and must be taken with some caution, the existence of a
substantial population of radio halos with very steep spectrum will unavoidably lead
us to conclude that gentle (i.e. not efficient) mechanisms of particle (re)acceleration
play a important role for the origin and evolution of the observed CRe.

Nowadays there is consensus that the giant radio relics trace shocks outside
cluster cores; probably merger shocks. As noted in the introduction, the simplest
and, perhaps, most likely relationship is particle acceleration or reacceleration
at those shocks. The association between relics and shocks is based on the
morphological properties of the relics, which, in most cases, are consistent with
a shock seen relatively edge-on, plus the fact that in some cases the relics occur
in pairs on opposite sides of the cluster core (Rottgering et al. 1997; Bagchi et al.
2006; van Weeren et al. 2010; Bonafede et al. 2012). In those cases, especially, a line
between the relics is consistent with an apparent merger axis, as established by other

4See van Weeren et al. (2012); de Gasperin et al. (2012) for very recent results on galaxy clusters
obtained from LOFAR commissioning
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observations, such as X-ray morphology. In addition, the fact that relics are strongly
polarised with an orientation that generally implies the magnetic field is aligned with
the long axis of the relic, suggests that they originate in regions where the magnetic
field is compressed in the shock plane (Clarke and Ensslin 2006; van Weeren et al.
2010; Bonafede et al. 2012; Feretti et al. 2012; Brüggen et al. 2012). Only a handful
of merger shocks have been discovered using X-ray observations. These are, so far,
relatively weak shocks, with Mach numbersM � 1.5–3 (Markevitch and Vikhlinin
2001). A few of these shocks coincide with radio relics (or with sharp edges of radio
halos) reinforcing the idea of a connection between shocks and the acceleration of
the radio emitting electrons in those regions (Giacintucci et al. 2008; Markevitch
2010; Finoguenov et al. 2010; Brown and Rudnick 2011; Macario et al. 2011).
High resolution cosmological simulations generally support the observational data
suggesting that shocks with M > 3 are rare inside cluster virial radii (Ryu et al.
2003; Pfrommer et al. 2006; Skillman et al. 2008; Ryu and Kang 2009; Vazza et al.
2009, 2010).

There are several issues that must be remembered in evaluating this relationship,
however. First, as noted above, weak shocks are expected to be relatively ineffective
as particle accelerators (Sect. 20.2.2.1). This is partly because the equilibrium DSA
spectrum of locally injected CRs in such shocks is quite steep [Eq. (20.4)], so
most particles injected at the shock carry away relatively little energy. In addition,
thermal leakage injection is likely to be less effective in weak shocks than strong
shocks (Kang et al. 2002). For reasonable parameters for shocks with M � 3, less
than � 0:01% of the thermal ions should be injected into the CRp population and
less than a few percent of the shock energy flux should be transferred to freshly
injected CRp (Kang and Jones 2005; Kang and Ryu 2011). On the other hand, if
a pre-existing population of CRs with a hard (flat) spectrum passes through such
a shock, DSA can enhance the energy content of those CRs by a factor of a few.
This makes re-acceleration at merger shocks a relatively more efficient process.
Additionally, the reaccelerated particle spectrum is similar to the spectrum of the
pre-existing population if the latter is flat, so not the classic DSA spectrum given in
Eq. (20.4) (Kang and Jones 2005; Kang and Ryu 2011). The potential efficiency of
reacceleration in these shocks is possible, because the acceleration time to double
the energy of each CR can still be relatively short [see Eq. (20.5)]. It is important
to keep in mind that all the above efficiencies refer to CRp, while CRe are the
particles observed in radio relics. Again, as pointed out above, primary CRe are
much more difficult to inject from the thermal pool into the CR population than CRp
(Sect. 20.2.2.1). In the galactic CRs NCRe=NCRp � 1=100, presumably reflecting
that constraint. An electron fraction even that large, and likely representing DSA
at strong shocks, is already a theoretical challenge. Thus, merger shocks are very
unlikely to inject thermal electrons and accelerate them to relativistic energies with
efficiencies to extract more than a tiny fraction of a percent of the energy flux
through the shock (Riquelme and Spitkovsky 2011). It is notable in this regard
that some relics, such as CIZA J2242.8+55301, have radio spectra at the putative
shock location as flat as ˛ D .ı � 1/=2 D 0:6 (so, ı D 2:2), implying from
Eq. (20.4) a rather large shock Mach number M D 4:6 (van Weeren et al. 2010),
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if the radiating electrons represent a locally injected population. An alternate model
that can account for the observed properties of CIZA J2242.8+55301 would involve
a Mach 2 shock reaccelerating an upstream CRe population with an energy spectral
index, ı D 2:2 and a plausible CRe pressure � 10�4 compared to the upstream
thermal pressure (Kang et al. 2012). In that case the challenge becomes defining
acceleration processes away from the shock, such as turbulence, that can account
for the upstream CRe population.

20.4.2 Limits on CRp

As explained in Sect. 20.3, theoretical arguments suggest that CRp are the dominant
CRs components in the ICM.

Diffuse synchrotron emission (giant radio halos or mini-halos) cannot be used
alone to constrain the amount of CRp. This limitation comes both from the fact
that the radio emission depends specifically only on the CRe and magnetic field
distributions, but also reflects the fact that the origin of radio halos, and the link
between CRe and CRp, in particular, is still unclear. The issues are very similar to
those limiting measurements of CRp in galactic SNRs (Caprioli 2011).

The most direct approach to constrain the energy content of CRp in galaxy
clusters consists in the searches for � -ray emission from the decay of the neutral
pions due to p-p collisions in the ICM. Space-based � ray upper limits from
EGRET observations provided limits ECR=EICM < 0:3 in several nearby galaxy
clusters (Reimer et al. 2003). In the recent years more stringent limits have been
derived from deep, pointed observations at energies >100 GeV with ground-based
Cherenkov telescopes (Aleksi et al. 2010, 2012; Aharonian et al. 2009a,b; Arlen
et al. 2012). These limits depend on the (unknown) spectral shape of the proton-
energy distribution and on the spatial distribution of CRp in the clusters. Assuming
ı D 2–2.2 (NCR.p/ / p�ı) and a linear scaling between CRp and thermal
energy densities, ECR=EICM < 0:05 are obtained; constraints being significantly
less stringent for steeper spectra and for flatter spatial distributions of the CRp
component in the cluster. The recent advent of the orbiting Fermi-LAT observatory
greatly improved the detection prospects thanks to its unprecedented sensitivity
at MeV/GeV energies. However, after more than 3 years of observations no firm
detection of galaxy clusters has been obtained, and only upper limits to the � -ray
emission from nearby clusters have been derived (Ackermann et al. 2010). The
� -ray emissivity scales with the product of the CRp and thermal proton densities
[Eqs. (20.19)–(20.20)]. Thus, assuming that CRp follow the spatial distribution
of the thermal ICM, the � -ray emissivity is proportional to the thermal X-ray
emissivity. Then these limits can be applied simply to allow one to constrain
ECR=EICM < 0:05, with a weak dependence on ı. Less stringent limits are obtained
in the case of flatter spatial distribution of the CRp component, since then larger
� -ray contributions come from remote cluster regions compared to thermal X-rays
(Ackermann et al. 2010; Arlen et al. 2012).
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Radio observations of galaxy clusters can also be used to obtain limits on
ECR=EICM (Reimer et al. 2004; Brunetti et al. 2007; Brown et al. 2011). The
majority of galaxy clusters do not host diffuse radio halos at the sensitivity
level of present observations. For undetected clusters, by similar scalings for 	˙
production [Eq. (20.19)], radio upper limits to the cluster-scale emission constrain
the combination of magnetic field and secondary electrons energy densities in the
ICM, and thus the energy budget in the form of primary CRp. Faraday rotation
measurements provide independent constraints on the magnetic fields of clusters
suggesting that (1) < B >� 1 � 2�G and that (2) clusters with and without radio
halos have similar fields (Clarke et al. 2001; Bonafede et al. 2011). If we assume this
observational framework, radio upper limits put constraints similar to those from � -
rays, with ECR=EICM � few � 10�2.

Present constraints refer mainly to the innermost (�Mpc) regions of clusters
where both the number density of thermal protons (target for 	o production) and
the magnetic field are larger. It should be mentioned that no tight constraints are
available for the clusters outskirts where the CRp contribution might be larger. Yet,
these recent limits violate optimistic expectations for the CRp energy content and
� -ray emission from galaxy clusters derived in the last decade (Völk et al. 1996;
Miniati et al. 2001; Miniati 2003; Pfrommer 2008; Colafrancesco and Marchegiani
2008; Blasi et al. 2007). Consequently available limits suggest that the efficiency of
CRp acceleration previously assumed for the most relevant mechanisms operating
in galaxy clusters is too optimistic, or that the paradigm of CRp confinement in
galaxy clusters is not realistic (Sect. 20.2). The following section provides a more
complete outline of the origins of � -ray emission and the status of detection efforts.

20.4.3 High Energy Emission from Galaxy Clusters

The initial motivation for the interest in the � -ray emission from clusters arose
as a consequence of the possibility of CRs confinement in the ICM (Sect. 20.3),
and consequently the possibility that radio halos could be the result of synchrotron
emission from secondary CRe (Berezinsky et al. 1997; Blasi and Colafrancesco
1999; Pfrommer and Enßlin 2004). A natural byproduct of the CR confinement is
the emission of � radiation due to both the production and decay of neutral pions and
the IC scattering by high energy secondary CRe of the universal photon background
(Sect. 20.2.3). The latter channel becomes sub-dominant at energies �100 MeV
(Blasi 2001; Miniati 2003, Fig. 20.8). Primary CRe accelerated in galaxy clusters
can produce � -rays via IC emission. Electrons can be accelerated at cosmological
shocks up to energies of tens of TeV (Sect 20.2.2.1) and the resulting IC emission
extends to multi-TeV energies (Blasi 2001). On the other hand CRe accelerated in
Mpc-scale turbulent regions cannot produce � -rays because their maximum energy
does not exceed significantly about 10 GeV; the IC emission from these CRe is
expected to peak in the hard X-rays (Brunetti et al. 2001; Petrosian 2001; Brunetti
et al. 2004).
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Fig. 20.8 High energy spectral energy distribution expected for a Coma-like cluster from numer-
ical simulations (adapted from Miniati 2003). Models account for inverse Compton emission,
	0 decay and non-thermal bremsstrahlung from both shock-accelerated (primary) and secondary
particles. The spectral energy distributions are shown for both the core region and the cluster
outskirts, the core region correspond to 2 Mpc-diameter. The model normalisation is fixed by
assuming that the secondary CRe are responsible for producing the Coma radio halo through
synchrotron emission. Under these conditions expectations depend on the magnetic field strength
averaged in the core region (cases for B D 0:15 and 0:5�G are shown)

Other mechanisms of production of � -rays in the ICM include non thermal
bremsstrahlung (Blasi 2001; Miniati 2003; Sarazin 2004) and IC from pairs gen-
erated in Bethe–Heitler processes between Ultra High Energy protons (if present)
and photons in the cosmic microwave background (Aharonian et al. 2002; Rordorf
et al. 2004). Nowadays, there is general agreement that the expected � -ray spectrum
of galaxy clusters is dominated by the decay of neutral pions in the central cluster
regions and by IC from primary CRe accelerated by strong shocks in the cluster
outskirts (Blasi et al. 2007, Fig. 20.8).

After the first pioneering theoretical attempts (Völk et al. 1996; Berezinsky et al.
1997; Sarazin 1999; Völk and Atoyan 1998; Loeb and Waxman 2000; Blasi 2001;
Pfrommer and Enßlin 2004) in the last decade numerical simulations allowed useful
estimates of the expected � -ray emission from galaxy clusters, under different
assumptions. These simulations, that include, to some extent, CR physics and the
acceleration of CRs at cosmological shocks provided a picture of the radio to � -
ray properties of galaxy clusters. The first simulations of this kind predicted that
clusters would be potentially detectable in � -rays with the Fermi-LAT telescope
(Miniati et al. 2001; Miniati 2003; Pfrommer 2008). The most important assumption
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in these simulations is in the efficiency of particle acceleration at weak shocks
that, as explained in Sect. 20.2.2.1, is poorly known. These early simulations also
suffered from insufficient spatial resolution of shock structures to enable them to
accurately establish statistics of shocks well inside cluster virial radii. Subsequent
numerical simulations of large-scale structure formation have much improved shock
measurements (Vazza et al. 2011), allowing more realistic treatments of shock
acceleration possibilities. Several subsequent simulation studies have attempted to
reconcile their results with the lack of detection of galaxy clusters in the � -ray band
(Pinzke and Pfrommer 2010; Aleksi et al. 2010).

In reality, the microphysics of the ICM and of CRs in galaxy clusters is very
complicated and, unfortunately, beyond the capabilities of present simulations. A
way to circumvent these difficulties for now is to derive expectations by anchoring
model parameters to the diffuse synchrotron emission observed in nearby clusters
(Reimer et al. 2004). Potentially this may provide the opportunity to put combined
constraints on both the origin of diffuse cluster-scale emission (such as radio halos)
and on the expected high energy emission from the hosting clusters. For example, a
simple, optimistic view assumes that radio halos are generated entirely by emission
from secondary CRe where those CRe are produced by p � p interactions. In
this case the ratio of the � -ray and synchrotron cluster luminosities coming from
the region of the radio halo, only depends on the spectrum of CRp and inversely
on the magnetic field strength in that emitting volume. By considering reasonable
assumptions of the global magnetic field distributions in galaxy clusters (i.e. essen-
tially assuming moderate-weak fields in the ICM) several authors in the last decade
suggested that observations by the Fermi-LAT may have the chance to detect � -rays
from nearby clusters hosting radio halos (Pfrommer and Enßlin 2004; Marchegiani
et al. 2007; Pfrommer 2008; Wolfe and Melia 2008; Brunetti 2009). Because we
know now that clusters are undetected in � -rays at the sensitivities reached by almost
4 years of observations with Fermi-LAT, what we can do is to derive (lower) limits
on the magnetic field in the clusters under the optimistic assumption that radio halos
are due to synchrotron emission from secondaries as they are injected locally. A
first step in this direction was performed by Jeltema and Profumo (2011), who first
pointed out that in several nearby clusters hosting radio halos these lower limits are
close to (or larger than) the magnetic field values inferred from Faraday rotation
measures (RM). While RM-based magnetic field estimates, themselves, depend on
various model choices, and turbulent magnetic fields will be spatially intermittent,
these constraints do place tension on the direct hadronic origin of radio halos in
those clusters. Although more recent secondary-CRe-based radio halo modeling
papers attempt to reduce this tension by considering a wider range of CR production
and propagation model parameters (Arlen et al. 2012), it has been shown that the
inconsistency between lower limits and RM-based field measurements becomes
more severe if all the available (spectral and morphological) constraints from nearby
radio halos, such as Coma, are properly taken into account (Brunetti et al. 2012); the
combined steep spectrum and very flat spatial brightness distribution of the Coma
halo is especially worrisome in this regard. The tension between RM and limits from
� -ray observations disappears when including the effect of turbulent reacceleration
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in combination with the process of injection of secondary particles (Brunetti and
Lazarian 2011a; Brunetti et al. 2012). Consequently, the role played by primary
CRp (via secondary CRe) for the origin of radio halos is still unclear.

As already discussed, the prediction of high-energy emission from galaxy
clusters is a direct consequence of the confinement of CRp in these systems and
of theoretical models for the origin of radio halos. Improving the physics in these
latter models allows one to impose new constraints on the level of the expected high
energy emission from clusters. For example a more self-consistent modeling of the
particle acceleration in giant radio halos should account at the same time for the
production of secondary particles in the ICM and for the transport and reacceleration
of these secondaries and of the primary CRp due to the interplay with MHD
turbulence. Our ability to apply turbulent reacceleration to refine the picture based
on CRp confinement and injection of secondaries in the ICM is limited primarily by
our limited understanding of ICM turbulence, its origins, evolution distribution and
spectral properties, especially on scales where resonant interaction with CR take
place (Sect. 20.2.2.2 and below). Pioneering calculations in this direction have been
recently developed in Brunetti and Lazarian (2011a) assuming that compressible
MHD turbulence, generated in galaxy clusters at large scales during cluster-cluster
mergers, cascades at smaller scales and assuming that a pre-existing population of
long-living CRp is mixed with the ICM. These calculations allow one to model
the temporal evolution of the non-thermal emission from galaxy clusters, from
radio to � -rays, and its connection with cluster mergers (Fig. 20.9). They show

Fig. 20.9 The radio (left) and high energy (inverse Compton, ICS, and 	0-decay) (right) emitted
spectra from the Coma cluster as predicted from a scenario where turbulence reaccelerates both
primary CRp and their secondary products (solid lines, adapted from Brunetti and Lazarian 2011a).
Model expectations are compared to radio data of the Coma radio halo and to the available upper
limits at higher energies. The dotted lines show the temporal evolution of the spectrum, dashed
lines mark the spectrum in the case of pure-secondary models (i.e. not considering turbulent
reacceleration)
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that cluster-scale synchrotron emission and inverse Compton emission are expected
to be considerably stronger in a turbulent ICM, while a fainter long-living radio
emission sustained by the process of continuous injection of high energy secondary
CRe is expected to be common in clusters more generally. The strength of this latter
component is proportional to the energy density of the primary CRp in the ICM
and, in the context of these modelings, it can be constrained by the upper limits to
the cluster-scale radio emission in galaxy clusters without radio halos (Brown et al.
2011). Contrary to the transient nature of radio and hard X-ray emission in galaxy
clusters, � -ray emission from p � p secondaries is expected to be common at a
moderate level in clusters and not directly correlated with the presence of giant radio
halos. Since the CRp population of a cluster reflects its integrated history (assuming
CRp do not escape) there should be a moderate range in � -ray luminosities (Miniati
et al. 2001). As an interesting point, we note that these calculations are optimistic,
because still based on a secondary origin of the seed electrons to reaccelerate, but,
on the other hand, they can be used to constrain the minimum level of � -rays from
galaxy clusters under the hypothesis that secondaries play a role. The expected level
of � -ray emission from a Coma-like cluster is at a level few times below present
Fermi-LAT limits (Fig. 20.9). Thus future Fermi-LAT observations and especially
the Cerenkov Telescope Array (CTA) will be able to put meaningful constraints on
the role of CRp for the origin of the cluster-scale synchrotron radiation.

Conclusion
In this chapter we have discussed the physics of CRs in galaxy clusters and
their interplay with magnetic fields.

CRs, and CR protons in particular, should be accelerated at shocks
associated with cluster formation and potentially in ICM turbulence. Galaxies
within the cluster may also supply CRs by way of supernovae and high energy
outflows from supermassive black holes in their nuclei. In the last decades
it has been understood that the bulk of CR protons deposited within the
cluster volume would be magnetically confined there for cosmological times.
Therefore, CRs should accumulate at increasing levels over time as the cluster
is assembled. In consequence, CR protons may contain a non-negligible
fraction of the energy of the diffuse cluster medium. CR electrons, on the
other hand, have short lifetimes to radiative energy loss once their energies
exceed several 100 MeV or so. Consequently, high energy CR electrons in the
ICM pinpoint ongoing mechanisms of in situ acceleration and/or a situation
in which these high energy particles are continuously resupplied in the ICM.

A notable and unavoidable consequence of CR proton confinement in
the ICM is � -ray emission resulting from decay of neutral pions produced
by inelastic p � p collisions involving CR protons and thermal protons.
These diffuse � -rays are potentially detectable by the current and coming

(continued)
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generations of � -ray telescopes. The non-detection of galaxy clusters after
almost 4 years of observations with the Fermi-LAT telescope contradicts
several optimistic expectations that had been developed from attempts to
model CR production in these environments. The failure to detect GeV–
TeV � -rays in any cluster so far limits the energy budget of CR protons
in the central (Mpc-scale) regions of galaxy clusters to a few percent of
that of the thermal energy. However, this limit still does not imply that
CRs are dynamically unimportant in the ICM, because CRs may contribute
significantly to the cluster energy budget in the outermost regions of these
systems. Most important, current � -ray limits do not impact on the most
important aspect of having CRs and magnetic fields in the ICM; that is, radical
changes of the (micro-)physics of the ICM that is potentially induced by these
non-thermal components. Even weak magnetic fields will control important
transport processes within the ICM, including viscosity and thermal and
electrical conductivity. CRs can play important roles in damping turbulence
as well as driving instabilities that influence the small-scale structure of the
cluster magnetic field.

The physics of CR acceleration in galaxy clusters, in particular CR
electrons, can be probed by radio observations that nowadays routinely detect
diffuse cluster-scale synchrotron sources; namely, radio halos and relics in
a fraction of nearby clusters. One of the most important discoveries in this
regard in the last decade is the connection between Mpc-scale radio sources
and cluster-cluster mergers. That link suggests that a fraction of the energy
dissipated during these energetic events is channeled into the acceleration of
non-thermal particles (at least electrons) and in the amplification of cluster-
scale magnetic fields. Such a connection opens new fundamental questions on
the origin of non-thermal components in the ICM and on their impact on the
dynamics and evolution of the hosting clusters.

Nowadays, a promising model for giant radio halos is based on the
hypothesis that CRs are reaccelerated by turbulence generated in the ICM
during cluster mergers. Turbulence will not accelerate CR electrons directly
out of the thermal electron population; some other injection sources are
needed. Such seed electrons probably come in various proportions from large
scale shocks within the ICM, from energetic phenomena associated with
individual galaxies and as secondary e˙ also produced in p � p collisions.
The last of these contributors has received much attention. In some models
direct secondary electron generation without any reacceleration is used, by
itself, to account for the generation of radio halos.

One way to constrain the importance of secondaries in the generation
of giant cluster radio halos starts from the Fermi-LAT limits to � -ray
emission. This is especially meaningful when combined with radio frequency
information in nearby clusters hosting radio halos. In particular deep radio

(continued)
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observations allow detection of the radio emission in these clusters up to their
largest spatial scales and provide constraints on the spectrum of radio halos.
These studies appear to challenge the classical, pure secondary injection
model for radio halos.

A notable expectation of radio halo models based on turbulent acceler-
ation is the existence of a large population of radio halos with very steep
spectra. This prediction reflects the intrinsic difficulties of the mechanisms
of stochastic acceleration by turbulence in accelerating CR electrons to very
high energies, and suggests that clusters with weaker turbulence will produce
steeper radio spectra. In the next few years the LOFAR radio telescope
will survey the northern sky at still unexplored low radio frequencies with
unprecedented spatial resolution and sensitivity to diffuse emission, thus
allowing to unveil a large number of these sources if they exist.

In addition to diffuse radio halos, there is a second population of Mpc-
scale cluster radio sources that have recently attracted much attention. These
are the so-called radio relic or radio Gischt sources seen in the peripheries
of some clusters. Like radio halos, relics seem to associated with cluster
merger activities. Unlike halos, the relics, in addition to avoiding cluster cores,
typically have extents much shorter along the cluster radial direction than
normal to it. They also tend to exhibit highly polarized emission, signifying a
anisotropic magnetic field. Sometimes relics occur in pairs on opposite sides
of the cluster core. There is general agreement on the fact that radio relics
originate at shocks waves that cross galaxy clusters during mergers. Theory
and observations agree on the fact that merger shocks are relatively weak,
with Mach numbers less than a few. In fact they are much weaker than shocks
in SN, where efficient CRs acceleration is proved and strong magnetic field
amplification is strongly suggested. These processes, that are so important
in SNR shocks, should be much less effective in cluster merger shocks, and
should lead to a rather steep spectrum compared to those seen in some relics.
Thus, while first order, diffusive shock acceleration (DSA) at these shocks is
the apparent candidate to explain the CR electron population seen in relics,
there are fundamental concerns about the detailed mechanisms. Although the
classical model of DSA for locally injected CR electrons could account for
properties of some relics, especially those with relatively steep spectra, energy
arguments combined with simulations of CR acceleration at weak shocks,
suggest in at least some cases, relics may depend on the reacceleration of pre-
existing CRs at these shocks. That process is more efficient at extracting shock
energy and does not constrain the spectrum of the downstream CR population
to the classical DSA value.

Next decade represents a golden age for radioastronomy thanks to the
next generation of radio telescopes, such as LOFAR and the SKA pathfinders
(ASKAP, MeerKAT). A leap forward for our understanding of non-thermal

(continued)
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phenomena in galaxy clusters is expected in next years from these instruments
on the way to the SKA (Enßlin and Röttgering 2002; Feretti et al. 2004;
Cassano et al. 2010, 2012; Nuza et al. 2012). At high energies, the ongoing
Fermi-LAT observations and especially, in the future, the CTA will be able
to obtain substantial progress on constraining the CRp component in galaxy
clusters and their role for the origin of the cluster-scale synchrotron radiation
(Reimer et al. 2004; Pfrommer 2008; Pinzke et al. 2011; Brunetti et al. 2012).
Finally we would like to mention that constraining turbulent velocities in the
ICM has been receiving much attention in these years (Sunyaev et al. 2003;
Dolag et al. 2005; Sanders et al. 2010; Zhuravleva et al. 2012). A significant
step in this direction, with potential impact on the physics of non-thermal
components in galaxy clusters, is expected in the next years thanks to the X-
ray micro-calorimeters onboard of the ASTRO-H satellite (Takahashi et al.
2010).
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Chapter 21
Turbulence in the Intracluster Medium

M. Brüggen and F. Vazza

Abstract We review our knowledge about turbulence in the intracluster medium,
a very hot, dilute plasma that permeates clusters of galaxies. A thorough under-
standing of turbulence in the intracluster medium is crucial for the use of clusters to
determine cosmological parameters. Moreover, clusters provide a unique laboratory
to study a very unique and extreme plasma. Both, the observational evidence as well
as results from (magneto-)hydrodynamical simulations are reviewed. In particular,
we assess the roles of various drivers of turbulence: accretion and merging, active
galactic nuclei, the motion of galaxies and conductive instabilities. It has been
shown that the turbulence driven by accretion in galaxy clusters is mostly tangential
in the inner regions and isotropic in regions close to the virial radius, while AGN
drive mostly radial turbulent motions at close to sonic speeds. On the cluster scale,
the energetically dominant mechanism for driving turbulence are major cluster
mergers. In this chapter, we will focus on turbulent motions on the large scales—the
properties of microphysical turbulence are reviewed elsewhere in this book (see the
chapter by Brunetti and Jones).

21.1 Introduction

On many scales, astrophysical fluids show signs of turbulence. In the case of
the intracluster medium (ICM), the dilute, hot plasma that permeates clusters of
galaxies, the contribution of turbulent motions to the total pressure is significant (e.g.
Dolag et al. 2005; Subramanian et al. 2006). This has far-reaching consequences.
For example, turbulence affects the estimate of the total virial mass of galaxy
clusters from X-ray observables (Rasia et al. 2004; Lau et al. 2009). However,
only slightly more than 10 % of the total mass of a cluster is made up by the hot
ICM that is readily observable. Hence, the total cluster mass must be estimated by
either assuming hydrostatic equilibrium or by applying scaling relations between
total massM and other observables, e.g.,M –Lx, whereLx is the X-ray luminosity.
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Recently, a new window for studying galaxy clusters has been opened with
observations of the Sunyaev-Zel’dovich (SZ) effect. This is produced by the inverse
Compton scattering of Cosmic Microwave Background (CMB) photons off the hot
ICM. Surveys by a number of facilities, including the the Planck satellite South Pole
Telescope (SPT) and the Atacama Cosmology Telescope (ACT) have produced the
first SZ-selected cluster samples (e.g., Vanderlinde et al. 2010). The SZ signal is
proportional to the gas density which permits observations to larger cluster radii
than is typically possible with X-ray observations (the X-ray surface brightness
is roughly proportional to the density squared). The flip-side of moving to larger
radii is that one is more susceptible to non-thermal pressure support which is far
less understood. This may significantly affect the determination of cosmological
parameters from SZ surveys (Shaw et al. 2010).

Finally, turbulence can help to accelerate cosmic rays (e.g. Fujita et al. 2003;
Cassano and Brunetti 2005; Cassano 2010; Brunetti et al. 2008). Megaparsec-
sized radio sources that fill almost the entire cluster volume, so-called radio halos,
are believed to be powered by turbulent particle acceleration. The acceleration
of particles is generally believed to happen via the second-order Fermi process
as a result of the interaction of particle–turbulence interactions(e.g., Brunetti and
Lazarian 2007; Brunetti et al. 2008).

In this brief review, we will first summarise the evidence for the presence of
turbulence in the ICM and its properties as inferred from observations. Then, we
will turn to the computational work on intracluster turbulence and review the major
results from simulations of turbulence in clusters. We will conclude by discussing
the effects of turbulence in clusters and by outlining the open questions in this field.
We should add that this review is heavily biased towards turbulence in the sense
of macroscopic fluid motions. As a consequence, we do not pay adequate attention
to the interesting (and very complicated) physics that takes place at the lower end
of the turbulent cascade (see the chapter by Brunetti and Jones in this volume).
Nonetheless, we will mention some developments in this area near the end of the
chapter.

21.2 Observational Evidence for Turbulence in the ICM

There are several pieces of evidence for the presence of turbulence in the ICM.
Before citing a selection of results from the literature, we would like to point out
that due to the typical power-law behaviour of turbulent velocity fields, all turbulent
quantities only make sense if they are quoted in combination with the associated
length scale. Churazov et al. (2008) inferred the mass profiles from optical and X-
ray data in M87 and NGC 1399. Stars act like collisionless particles, so comparing
the potentials derived from stellar velocities to those derived from X-ray data can
place limits on the nonthermal pressure. Churazov et al. (2008) obtained an upper
limit on the nonthermal pressure of �10 % of the thermal gas pressure.
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In the Coma cluster of galaxies, An interesting constraint on turbulence was
made by Schuecker et al. (2004), who investigated the power spectrum of pressure
fluctuations below �100 kpc. They concluded that a minimum of 10 % of the total
pressure in Coma stems from turbulence. Schuecker et al. (2004) analyzed the
pressure energy spectrum, and found that a range of spectral slopes, in the range
˛ D �7=3 to �1/3, with P.k/ / k˛ , is compatible with their measurements. In 3D,
an index of �7/3 (cf �5/3 for Kolmogorov spectrum of velocity) corresponds to a
pressure power spectrum with a spectral power index of �13/3. Schuecker et al.
(2004) found that the spectrum between length scales of 40 and 90 kpc follows
largely a projected Kolmogorov-type spectrum. More recently, Sanders and Fabian
(2012) examined the surface brightness fluctuations in the cluster AWM 7. The
surface brightness fluctuations in the 0.65 keV band are roughly consistent with a
power-law power spectrum with a relatively small index of between �5/3 and �6/3.

Rebusco et al. (2006) have examined the metal distribution in galaxy clusters.
The distribution of metals around brightest cluster galaxies is wider than the
distribution of the stars that produce the metals. Assuming that the turbulent motions
are responsible for the spreading of metals, one can measure the turbulent diffusivity
and place limits on turbulent velocities, finding that values in the range of a few
�100 km/s on scales of �10–50 kpc can reproduce the data.

Important constraints on the fraction of turbulent and thermal energy in the
cores of clusters are also based on the broadening of the lines in the emitted X-ray
spectra of cool-core clusters (Sanders et al. 2010). Spectra can be used to determine
changes in bulk flows as a function of position in the cluster. Such flows were found
using ASCA and Chandra in Centaurus (Dupke and Bregman 2001, 2006) and other
clusters (Dupke and Bregman 2005).

A direct limit on turbulence from X-rays was obtained by Sanders et al.
examining the XMM-Newton spectra from observations of the galaxy cluster Abell
1835 (Sanders et al. 2010). Since this cluster is at fairly high redshift and has a
compact cool core, the line emission is confined to a small region on the sky. The
broadening of the emission lines by the spectrometers is therefore small. Sanders
et al. found that the ratio of turbulent to thermal energy density in the core of
Abell 1835 is less than 13 %.

The ICM can be optically thick for certain wavelengths of resonant lines provided
the plasma has the correct temperatures and densities. By measuring the line ratios
of (optically thick) resonant and (optically thin) non-resonant lines, the velocity
amplitudes of the gas can be inferred. In the Perseus cluster, (Churazov et al. 2004)
find that for the strongest 6.7 keV K˛ line of He-like iron, the optical depth of the
cluster, using observed density, temperature and abundance profiles, is of the order
of 3. The lack of evidence for resonant scattering suggests gas motions in the core
with velocities of at least half of the sound speed.

The relation between the resonant scattering effects and the velocity field can be
used to test anisotropy and spatial scales of gas motions. Resonant scattering also
gives us a unique opportunity to put constraints on transverse gas motions in galaxy
clusters using polarisation in lines (see Sazonov et al. 2002; Zhuravleva et al. 2010).
In the next few years the satellite Astro-H with its high spectral resolution will be
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able to observationally constrain the energy ratio of turbulence in the ICM of real
galaxy clusters (e.g. Zhuravleva et al. 2011).

Finally, there are hints for a turbulent magnetic field in the centre of galaxy
clusters from radio polarimetry (e.g. Murgia et al. 2004; Vogt and Enßlin 2005;
Guidetti et al. 2008; Bonafede et al. 2010; Vacca et al. 2010). This method relies
of the Faraday effect which causes the plane of polarisation to rotate as long as the
magnetic field component parallel to the direction of the light propagation is non-
zero. The analysis of Faraday rotation maps of extended polarised radio sources
located behind or embedded in galaxy clusters can constrain the strength and the
structure of cluster magnetic fields. These observations yield values of a few � �G
for the central region of galaxy clusters, with the average magnetic field decreasing
radially as B / n0:6, where n is the number density of the gas. The magnetic field
model which better describes the available data for Faraday rotation and Faraday
dispersion has a power-law behaviour with a spectral slope compatible with the
Kolmogorov spectrum, and a typical autocorrelation length of a few tens of kpc
(Murgia et al. 2004; Vogt and Enßlin 2005; Bonafede et al. 2010). The resulting
magnetic field strengths are comparable with equipartition values and with estimates
from radio halos (e.g. Bonafede et al. 2010, for the case of the Coma cluster). Radio
relics (e.g., Brüggen et al. 2012, for a recent review) also probe the magnetic field
at the site of merger shocks. Values in agreement with the average ICM value at the
same radial distance have been reported, although in a few cases the magnetic field
in the relic can be much stronger (van Weeren et al. 2010), and this is difficult to
explain by turbulent amplification alone (Iapichino and Brüggen 2012).

The bottom line of all these observations is that in cluster centres, the contribution
of turbulent pressure to the total pressure is of the order of 10 %, with quite
some variation. Despite this rather small value, turbulent energy appears to be
the dominant source of non-thermal energy in the ICM of non-cool core clusters,
given that the typical magnetic energy density in the innermost cluster region is
�10�2 of the thermal energy density (Bonafede et al. 2010), and the maximum
energy budget of cosmic rays hadrons constrained by recent radio (Brown et al.
2011) and � -ray (Ackermann et al. 2010) observations is limited to � 5 � 10�2
the thermal energy density. The typical velocity of the turbulent eddies is a few
100 km/s which makes turbulence sub-sonic (yet super–Alfvénic because the typical
Alfvén velocity in the ICM is vA � 100 km/s). Only for scales below 0.1–
1 kpc turbulence gets sub-Alfvenic and obeys the MHD turbulence relations (e.g.
Goldreich and Sridhar 1995). The behaviour of turbulence in the ICM at smaller
scales is yet to be theoretically understood. Recent theoretical models suggest that
the interaction between turbulent modes and the thermal ICM may be collisional
at scales much smaller than the Coulomb mean free path, considering that several
plasma instabilities can be generated by turbulent motions and drive perturbations in
the magnetic field, inducing scattering of charged particles on scales much smaller
than the Coulomb mean free path (Brunetti and Lazarian 2011).

Turbulence on scales well above a kiloparsec is essentially hydrodynamic and
consists of a mix of compressive and incompressive eddies. However, simulations
predict that the turbulent contribution goes up significantly as one moves to larger
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radii where the turbulence is not as well explored or constrained observationally.
The main results from simulations will be described in the next section.

21.3 Insights from Simulations

Direct numerical simulations of turbulence attempt to follow the turbulent cascade
over a certain range of scales. As hydrodynamical simulations have begun to attain
dynamic ranges (of �2–3 orders of magnitude in scales, e.g. Jones et al. 2011
and references therein), this has become feasible. However, these high-resolution
simulations do not resolve the length scale of physical turbulent dissipation, and
subgrid turbulent closures that incorporate the evolution and effect of turbulence on
unresolved scales have been developed. For examples from astrophysics, (see, e.g.
Schmidt et al. 2006; Scannapieco and Brüggen 2008; Maier et al. 2009).

Simulations of density fluctuations using hydrodynamics (Kim and Ryu 2005)
found a Kolmogorov slope for low Mach numbers, flattening as the Mach number
increased. For 3D compressible magnetohydrodynamical simulations of turbulence,
Kowal and Lazarian (2007) found that the energy spectrum of density fluctuations
with subsonic turbulence is consistent with �7/3 for strong magnetic fields and the
Kolmogorov index of �5/3 for weak magnetic fields. For supersonic turbulence, the
density spectrum flattens, as it does in hydrodynamic simulations.

The analysis of simulations of realistic galaxy clusters requires the separation of
bulk and turbulent flows, and a number of strategies have been proposed in the recent
past. A simple method would be that of computing the turbulent velocity field as the
residual respect to the ICM velocity field, averaged over spherical shells from the
cluster centre (Lau et al. 2009). Alternatively, one can compute the average velocity
field of the ICM via 3D interpolation, and consider as turbulent the velocity structure
below the interpolation scale (Dolag et al. 2005; Vazza et al. 2006, 2009, 2011a).
Alternative approaches focus on the decomposition of solenoidal and rotational
components of the velocity field (Ryu et al. 2008; Zhu et al. 2010), or employ sub-
grid modelling (Maier et al. 2009; Iapichino et al. 2011). Cosmological simulations
agree in that a non-negligible fraction of turbulent energy is stored in the ICM, and
increases the more perturbed the systems are. Using SPH simulations, Dolag et al.
(2005) showed that the ratio of turbulent to total pressure can be up to a �30 % in the
innermost region of merging galaxy clusters. This was confirmed later by Valdarnini
(2011), using a different SPH method. With a more uniform sampling of the cluster
volume using adaptive mesh refinement (AMR) techniques, similar results were
reported by Iapichino and Niemeyer (2008), Vazza et al. (2009) and Burns et al.
(2010) using various versions of ENZO. The power spectra for the ICM velocity field
below a scale of �1 Mpc are close to a power-law, with a slope close to or steeper
than the Kolmogorov model, P.k/ � k�˛ with 5=3 � ˛ � 2 (Dolag et al. 2005;
Vazza et al. 2009; Xu et al. 2009; Vazza et al. 2011a; Valdarnini 2011). The spectral
analysis of turbulent motions were extended to include full MHD case by Xu et al.
(2009), who were able to probe the turbulent fluctuation of the magnetic field in the
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Fig. 21.1 Power spectra of the kinetic energy density and magnetic energy density of the ICM
at different epochs. The ICM turbulence is represented by the Kolmogorov-like spectra in kinetic
energy. The magnetic energy is amplified via a dynamo process. Figure 21.4 from Xu et al. (2009)

range �10–103 kpc, and showed that the spectral behaviour of the turbulent velocity
field is not significantly affected by the simultaneous growth of the weak (�1�G)
magnetic field in the ICM (see Fig. 21.1). Also the dynamics of the ICM on �
kpc scales is found to be largely unmodified by the action of magnetic fields in
cosmological simulations, when the central value of the magnetic field is tailored to
match observations (e.g. Dolag et al. 2001; Collins et al. 2010).

All these methods a priori assume limiting length scales of turbulence, possibly
leading to inconsistent results. For instance, for a similar cluster mass the estimated
amount of turbulent pressure in the cluster core may range from �0.2 % of the total
gas pressure using sub-grid modelling estimates (Maier et al. 2009) to �2 % of the
total gas pressure by filtering the velocity field with a radial average (Iapichino and
Niemeyer 2008), to �2–5 % by using a filtering scale of �300 kpc (Vazza et al.
2009).

More recently, Vazza et al. (2012) have published an algorithm to detect turbulent
motions in grid simulations, using a multi-scale iterative filtering of the 3D velocity
field. With this new technique they studied turbulence driven by mergers in the ICM,
by cold fronts and by AGN outflows in the innermost cluster regions, covering in
total the large range of scale 1 kpc to 10 Mpc. An example of the application of this
technique is shown in Fig. 21.2. Here we show the total velocity field in the centre
of mass frame of a 1015 Mˇ cluster simulated at high resolution with ENZO, the
turbulent field after applying our multi-scale filter and the turbulent field below the
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Fig. 21.2 Two-dimensional maps of total gas velocity fields through a cosmological AMR
simulation at z D 0:6. Top left total gas velocity (in [km s�1]); top right turbulent velocity field
captured by our new multi-scale filter; bottom left turbulent velocity field after the removal of
L  300 kpc scales; bottom right turbulent velocity field after the removal of L  1;000 kpc
scales. The side of each panel is 8 Mpc h�1

fixed filtering length of 300 or 1,000 kpc. Inside the cluster, volume-filling chaotic
motions have developed, and similar patterns of turbulence are detected regardless
of the adopted scale for the filtering. In most of cases, cosmological simulation of
this kind are purely hydrodynamical. This is motivated by the fact that on scales
>1–10 kpc the dynamical role of a �0.1–1�G magnetic field is negligible (Collins
et al. 2010). Moreover, MHD simulations in cosmology are challenging and still in
their infancy (e.g. Dolag et al. 2008, and references therein).
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Fig. 21.3 Top panel map of gas density for a slice of 100 kpc h�1 through the centre of the major
merger cluster H5 (right column) and of the merging cluster H3 (left column). The top row shows
the projected average gas density (in [
=
cr;b], where 
cr;b is the critical baryon density), the bottom
row shows the projected map of the turbulent diffusion for the same regions (in units of [cm2 s�1])

21.3.1 Turbulence from Cluster Mergers, Active Galactic
Nuclei and Cool Core Sloshing

Vazza et al. (2010a) and Vazza et al. (2011a) have studied turbulence in the ICM of
relaxed, merging and post-merger galaxy clusters at high resolution. In Fig. 21.3 we
show the example of two galaxy clusters simulated with ENZO neglecting magnetic
fields. At z D 0 these two clusters show very different dynamical states. The upper
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panels show the gas density of the two systems, while the lower panels show our
estimate for the mass turbulent diffusion in the simulation. In agreement with earlier
results by Subramanian et al. (2006) and Iapichino and Niemeyer (2008), the volume
filling fraction of turbulent motions (e.g. patches of turbulent velocity field with
> 0:1cs) below a scale of �300 kpc is not large: it is found to be �30 % for the
central part of post-merger systems, and only �5 % within the same volume in very
relaxed systems.

Another source of turbulence in the ICM comes from the sloshing of the
ICM in the gravitational wells of galaxy clusters. These are triggered by mergers
and result in so-called cold fronts. These are discontinuities in X-ray brightness
and temperature found in many galaxy clusters. They come in two classes (see
also review by Markevitch and Vikhlinin 2007): merger cold fronts with stronger
temperature contrasts across the fronts are the contact discontinuities between the
intra-cluster media of two merging clusters, and sloshing cold fronts Markevitch
et al. (2001) are named after their most likely origin. In the latter, the combined
gravitational pull of an accreting sub-cluster displaces the cluster core slightly
from the centre of the gravitational potential. After the subcluster has passed the
centre, the ICM falls back starts to slosh inside the potential well. This type
of cold front may be ubiquitous (Markevitch and Vikhlinin 2007), and high-
resolution observations are available for several clusters (see Roediger et al. 2011,
and references therein). Measuring the amount of small-scale turbulent motions in
these simulations is important because the excitation of turbulence around sloshing
cool cores has recently been proposed as a mechanism to power radio mini-halos
via turbulent re-acceleration of � � 103 electrons in the magnetised ICM (e.g.
Mazzotta and Giacintucci 2008; ZuHone et al. 2011a). In particular, using FLASH

MHD-simulations ZuHone et al. (2013) have recently shown that sloshing motions
generate turbulence on the order of �100–200 km/s on spatial scales of �50–
100 kpc within the envelope of the sloshing cold fronts, whereas they produce only
negligible turbulence outside this region. This turbulent energy is enough to sustain
the radio emission of mini radio halos (of a few �100 kpc of size) for 1–2 Gyr, by re-
accelerating mildly relativistic electrons up to an energy of � � 2 � 104, via resonant
interactions with the MHD turbulent waves in the ICM. Besides the superimposed
sloshing and rotational large-scale motions, hydrodynamical instabilities, such as
Kelvin-Helmholtz (KH) instabilities, produce turbulence.

Powerful outflows from active galactic nuclei can produce turbulent motions,
in particular in the innermost region of galaxy clusters. Thus they can play an
important role in mixing metals in the ICM, and in lifting cold, low-entropy plasma
to greater radii, thus slowing the cooling of gas at cluster centres (e.g. Churazov
et al. 2001; Rebusco et al. 2006). Only recently cosmological grid simulations
have reached the sufficient dynamic range to model the evolution and feedback of
AGN outflows in detail (e.g. Xu et al. 2009; Teyssier et al. 2011; Gaspari et al.
2012). Here, we show the output of a simulation (FLASH 3.2) of an AGN set in an
environment modelled on the Hydra A cluster. For details of the simulation, see
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Fig. 21.4 Maps of turbulent velocity module (in units of [km s�1]) for the a slice of 1 kpc centred
on the Hydra run (left) and for the volume-weighted projection across 500 kpc (right). Each image
has sides 300 � 500 kpc

Roediger et al. (2012). In the snapshot shown in Fig. 21.4, the jet has a velocity
of �1,500–1,800km s�1, and has driven a powerful M � 1:3 shock into the
surrounding ICM.

In cosmological simulations, we find that turbulent velocities are slightly tangen-
tial in the inner regions and isotropic in regions close to the virial radius. The same
is found for turbulence excited by cool-core sloshing, while a jet produces slightly
radial turbulence and isotropic turbulence near its sonic point and beyond.

Once an outer turbulent scale and velocity are determined, the turbulent mass
diffusion coefficient in simulations can be measured, and this is of interest because
mass diffusion affects entropy profiles and the distribution of metals released by
galaxies (e.g. Rebusco et al. 2006). This has been done in Vazza et al. (2012) and
is shown in Fig. 21.5 where we present a direct comparison of the volume and
mass distribution of turbulent diffusion in the three cases. Turbulent diffusion from
cluster mergers in general has a simple distribution with a maximum at Dturb �
1029cm2 s�1 (volume-weighted distribution), with the tendency of post-merger
systems to present tails of enhanced diffusion, up to several �1030 cm2 s�1. In the
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Fig. 21.5 Volume (left) and mass (right) distribution of turbulent diffusion for all runs studied
in this chapter. We show in red the turbulent diffusion from the AGN-jet of Hydra, in blue
the distributions of turbulent diffusion from the sloshing core in Virgo (we plot with different
line-styles the distributions at different resolution), and in black the turbulent diffusion from
cosmological clusters (the different line-styles are for different objects, while the shadowed region
shows the uncertainty in the overall cluster sample)

sloshing cool core, we observe two maxima in the distribution: one at �1029 cm2 s�1

and associated with the innermost turbulent region close to the cluster centre, and
one with less efficient diffusion, � 1026 � 1027cm2 s�1, associated with the Kelvin-
Helmholtz rolls along the spiral arms of the sloshing ICM. While the first feature is
very stable against the change in resolution, the second one evolves with the increase
of resolution because of the effect of a more efficient separation of differential
rotation and turbulent KH rolls in our algorithm, and also because of the real onset
of KH instabilities at smaller scales in the simulation. The turbulent diffusion in the
Hydra A jet is expected to be more time-dependent compared to the other two. The
distribution �160Myr after the jet launching presents a more complex distribution,
owing to different patches of fast diffusion in the jet-ICM regions of interactions.

The maximum values of turbulent diffusion caused by sloshing, AGN or merging
fall in the range Dturb � 1029 � 1030 cm2 s�1. Accretion produces a more volume-
filling turbulence, and leads to turbulent diffusion that is about one order of
magnitude faster than that caused by jets and cool-core sloshing. We note that
the average values we measure are of the order of the upper limits derived with
XMM-Newton observations of pseudo-pressure fluctuations in Coma (Dturb �
3 � 1029 cm2 s�1, Schuecker et al. 2004).

A factor that can alter some of our findings is the magnetic field. While its
inclusion is not expected to change the dynamics of turbulent motions driven by
large-scale mergers and accretion on � kpc scales (e.g. Xu et al. 2009; Ruszkowski
et al. 2011; Bonafede et al. 2011a), local amplification of the magnetic field in shear
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Fig. 21.6 Combined 3D velocity power spectra from three clusters simulated with ENZO, for the
FLASH simulations of the sloshing cool-core in the Virgo cluster and of the AGN-jet in the Hydra
cluster. All spectra were normalised to have to obtain the same power at 200 kpc, while the wave
numbers k are the physical ones of each simulation. The dot-dashed lines show the measured
power spectra for the total velocity field in each simulation, while the solid lines show the power
spectra of the velocity field after the removal of large-scale laminar flows, as Vazza et al. (2012).

flows can suppress the growth of instabilities and mixing motions along the spiral
arms of sloshing structures (ZuHone et al. 2011b) and along AGN-jets (O’Neill and
Jones 2010), yielding a lower level of small-scale turbulent motions and entrainment
of materials along the jets interface.

To resolve the turbulence excited by cluster mergers, sloshing and AGN in the
same simulation, one would need to cover scales ranging from Rvir � 3 Mpc down
to the presumed scale of physical dissipation at �0.1 kpc. Instead, we show in
Fig. 21.6 a composite velocity power spectra of the turbulent motions from three
separate simulations. This plot is meant to illustrate what might be the velocity
power spectrum for a cluster of total mass �3 � 1014Mˇ and radius �1,900 kpc,
subject to sloshing and a moderately powered jet ofWjet � 1044 erg s�1.

21.3.2 Turbulence by Motions of Galaxies

Various authors have also estimated the amount of turbulence that is produced by
the motions of the galaxies through the ICM (Faltenbacher et al. 2005; Kim 2007;
Ruszkowski et al. 2011). In general, cluster galaxies can produce turbulence by
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two means: (1) As the cold, dense interstellar medium pushes against the external
ICM, it produces vorticity, and (2) the gravity of the galaxy causes disturbances
in the ICM, similar to dynamic friction. While the volume filling factor of galaxy
wakes is small (see Subramanian et al. 2006) they can also excite resonant g-modes,
which are gravity waves that are trapped in the cluster. Waves driven at frequencies
less than the buoyancy frequency can be resonantly excited, and propagate inward
toward the cluster centre (Balbus and Soker 1990), where they will be trapped
within a radius where !buoyancy D !. A linear analysis by Balbus and Soker
(1990) showed that most of the power in g-modes is in the longest wavelengths.
Using three-dimensional MHD simulations, Ruszkowski et al. (2011) have studied
the effect of anisotropic thermal conduction and stirring motions due to galaxies
orbiting in the cluster potential on the effective cooling rate in cluster cool cores.
Such galaxies excite mild subsonic turbulence with vt � 100–200 km s�1. They find
that a combination of thermal conduction and turbulent heat transport can stabilize
the cluster, for realistic parameter choices consistent with gravitational lensing
observations of substructure in clusters. In order for galaxies to excite volume-filling
turbulence, rather than have turbulence confined to galactic wakes, they must excite
g-modes. Overall, the contribution to the turbulent energy budget in the ICM is
of the same order to what provided by sloshing cool-cores and AGN activity, and
smaller respect to the turbulence driven by cluster mergers, whose injection scale is
typically much larger.

21.4 Turbulence by Conductive Instabilities

In a dilute, magnetised medium like the ICM, the mean free path is much larger than
the gyroradius. Hence, thermal conduction occurs predominantly along magnetic
field lines and is thus anisotropic. In this regime the stability of a stratified plasma
is no longer governed by the Schwarzschild criterion. In fact, it turns out that a
fluid is always unstable provided that the thermal conduction time is much faster
than the buoyant rise time. The most important instability in this context is the
magneto-thermal instability (MTI; Balbus 2000; Parrish and Stone 2005) which
occurs in cases of radially decreasing temperature gradients. It can be shown to
drive convection regardless of the background entropy gradient, and may produce
turbulence in cluster outskirts.

McCourt et al. (2011) have shown in simulations with a fixed temperature
gradient that the MTI is capable of driving vigorous convective motions that
approach supersonic velocities. The motions can amplify the magnetic field as in
the convection-driven dynamo in Sec. 21.4. Recently, Parrish et al. (2012) have
demonstrated that the MTI, can also produce near-sonic turbulent motions in the
outer parts of clusters. However, strong ambient bulk motions triggered, e.g. by
accretion can oppose the MTI, as shown by Ruszkowski et al. (2011). The role that
conductive instabilities play in driving turbulence in the ICM is still under debate
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and it can be expected that this issue is going to be settled by sophisticated numerical
work in the next few years.

21.5 Concluding Remarks

We reviewed, both, the observational evidence as well as results from
(magneto-)hydrodynamical simulations. In particular, we assess the roles of various
drivers of turbulence: accretion and merging, active galactic nuclei, the motion
of galaxies and conductive instabilities. A wide range of observational evidence
suggests that in cluster centres, the contribution of turbulent pressure to the total
pressure is of the order of 10 %, with quite some variation. Observations suggest
that in the ICM the turbulent pressure is higher than the magnetic and cosmic ray
pressure. Clearly, perturbed clusters show larger turbulent velocities. The typical
velocity of the turbulent eddies is a few 100 km/s which makes turbulence sub-sonic
(but strongly super–Alfvénic). Turbulence on large scales (i.e. > kpc) is essentially
hydrodynamic and consists of a mix of compressive and incompressive eddies.
However, simulations predict that the turbulent contribution goes up significantly as
one moves to larger radii where the turbulence is not as well explored or constrained
observationally.

Moreover, simulations have shown that turbulence driven by accretion in galaxy
clusters is mostly tangential in the inner regions and isotropic in regions close to
the virial radius, while the jet outflowing from AGN drives mostly radial turbulence
motions near its sonic point and beyond. Turbulence in the ICM usually leads to
a mass diffusivity in the range Dturb � 1029 � 1030 cm2 s�1 in the ICM. On the
cluster scale, the energetically dominant mechanism of turbulence driving are major
cluster mergers. We showed that the statistical properties of turbulent motions and
their evolution with time imply that major merger events are responsible for the
injection of the bulk of turbulent kinetic energy into the cluster. The motion of
galaxies through the ICM probably only plays a minor role in creating turbulence.
The effect of conductive instabilities is still under debate.
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star formation, 518
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Gamma-ray bursts (GRBs), 350, 356, 358, 373,
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General relativity, 13
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molecular gas, 426–434
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114, 117
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106, 107, 109, 111, 114, 116–118
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Guide field, 385, 387
Gyrokinetic approximation, 321
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H
Hall effects, 330, 354, 363
Hall MHD, 353
Hall reconnection, 366
Hall waves, 295–296
Halos, 496–497, 580–586
Head-on collisions, 385
Heating function, 406
Heat transport, 360
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Helical field, 525
Helicity, 508

current, 539, 541
magnetic, 530, 531, 539–546, 548, 549

Heliosheath, 342
Heliosphere, 341, 342
Helmholtz theorem, 205
H2 formation, 71, 79
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Hölder exponent, 339
Homogeneous turbulence, 336
Hyper-resistivity, 365

I
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Ice mantles, 74
Imbalanced turbulence, 350

anisotropies, 198
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Incompressible turbulence, 213
Inertial range, 125, 130, 133, 137, 146, 339
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temperature anisotropy, 133, 143
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Interferometer, 11
Intergalactic fields, 508
Intergalactic filaments, 6–7
Intermittency, 212, 214, 215, 220
Interstellar magnetic field, 153
Interstellar medium (ISM), 153, 219, 227–231,
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atomic medium, 426
cold neutral medium, 228, 402
hot ionized medium, 402, 425
molecular gas, 426–434
non-thermal pressure, 228
thermal pressure, 228
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Interstellar polarization, 154–156, 158–160
Inverse Compton (IC), 576
Ion gyroradius, 319
Ionization fraction, 461
ISM, 220, 317
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J
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Jet-accretion disk systems, 375
Jet Mach number, 395
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Kraichnan model, 354
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effective polytropic exponent, 405
Prandtl number, 343
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Probability density function
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Probability distribution
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Reconnection diffusion, 358, 359
Reconnection instability, 355
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Relativistic reconnection, 350, 394
Relativistic turbulence, 211, 212
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Richardson dispersion, 339
Richardson scaling, 339
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Rotationally supported disk (RSD), 462–468
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Rotation measure synthesis, 45–53, 501
Runge-Kutta (RK), 332

S
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Scaling argument, 178–180
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Serkowski relation, 64
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Strong turbulence, 335, 358
Structure functions, 157, 176–178
SubAlfvénic, 322
Subcritical, 449
Sub-Keplerian, 466, 469–477
Sunyaev-Zel’dovich (SZ) effect, 600
Super-Alfvénic turbulence, 200, 215, 322
Supercritical, 449
Superdiffusive separation, 344
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rate, 327
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394
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emission, 509
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Three-dimensional spectrum, 178
Toomre criterion, 472
Toomre parameter, 472
Transport, 254, 259
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self-confinement, 255
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Turbulence, 163, 212, 219, 253–255, 257–259,

261, 265–269, 271, 274, 276–278,
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compressible modes, 229
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dissipation rate, 230, 231
Elsässer variables, 243
energy dissipation rate, 244
energy injection, 229
energy spectrum, 243–244
extended self-similarity, 246
hydrodynamic, 124
incompressibleMHD, 243
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intermittent dissipation, 238
interstellar turbulence, 229
kinetic, 123, 124, 131–132, 139, 146
Kolmogorov spectrum, 228
MHD, 123, 124, 128, 146, 164
Navier–Stokes equation, 228
non-ideal turbulence, 248–249
ohmic dissipation, 244
rate-of-strain, 231, 239
Reynolds number, 228
She and Lévêque, 246
spectrum, 171
turnover timescale, 229
two fluid model, 248
universality, 233
velocity-shears, 236
vortex sheets, 237

Turbulent
cascade, 335
diffusion, 170
flow, 352
reconnection, 325, 338, 361
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V
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Viscosity, 468–470
Viscosity-damped MHD turbulence, 209
Viscosity-damped turbulence, 220
Viscous damped regime, 208

W
Wavelet transform, 52
Waves

Alfvén, 126, 130, 133, 138
compressible, 138
entropy mode, 138
fast, 130, 133, 138, 139
Hall waves, 295–296
incompressible, 138
ion Bernstein, 140
ion cyclotron, 140, 143
kinetic Alfvén, 130, 134, 139–141
MHD waves, 294–295
slow, 130, 133, 138
whistler, 140, 143

Weibel instability, 508
Westerbork synthesis radio telescope (WSRT),

53
Wisconsin H˛ mapper (WHAM), 317
Work function, 71
W-projection, 49

X
XMM-Newton, 601
X-point reconnection, 316, 363

Y
Yaglom’s–4/3 law, 177
Young stellar objects, 80

Z
Zeeman effect, 6, 26, 447, 511
Zeeman splitting, 509
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