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Abstract. Priced timed games (PTGs) are two-player zero-sum games
played on the infinite graph of configurations of priced timed automata
where two players take turns to choose transitions in order to optimize
cost to reach target states. Bouyer et al. and Alur, Bernadsky, and Mad-
husudan independently proposed algorithms to solve PTGs with non-
negative prices under certain divergence restriction over prices. Brihaye,
Bruyère, and Raskin later provided a justification for such a restriction
by showing the undecidability of the optimal strategy synthesis problem
in the absence of this divergence restriction. This problem for PTGs with
one clock has long been conjectured to be in polynomial time, however
the current best known algorithm, by Hansen, Ibsen-Jensen, and Mil-
tersen, is exponential. We extend this picture by studying PTGs with
both negative and positive prices. We refine the undecidability results
for optimal strategy synthesis problem, and show undecidability for sev-
eral variants of optimal reachability cost objectives including reachability
cost, time-bounded reachability cost, and repeated reachability cost ob-
jectives. We also identify a subclass with bi-valued price-rates and give a
pseudo-polynomial (polynomial when prices are nonnegative) algorithm
to partially answer the conjecture on the complexity of one-clock PTGs.

1 Introduction

Timed automata [2] equip finite automata with a finite number of real-valued
variables—aptly called clocks—that evolve with a uniform rate. The syntax of
timed automata also permits specifying transition guards and location (state)
invariants using the constraints over clock valuations, and resetting the clocks
as a means to remember the time since the execution of a transition. Timed au-
tomata is a well-established formalism to specify time-critical properties of real-
time systems. Priced timed automata [3,4] (PTAs) extend timed automata with
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Fig. 1. A price timed game arena with one clock

price information by augmenting locations with price-rates and transitions with
discrete prices. The natural reachability-cost optimization problem for PTAs is
known to be decidable with the same complexity [6] as the reachability prob-
lem (PSPACE-complete), and forms the backbone of many applications of timed
automata including scheduling and planning.

Priced timed games (PTGs) extend the reachability-cost optimization prob-
lem to the setting of competitive optimization problem, and form the basis of
optimal controller synthesis [19] for real-time systems. We study turn-based vari-
ant of these games where the game arena is a PTA with a partition of the loca-
tions between two players Player 1 and Player 2. A play of such a game begins
with a token in an initial location, and at every step the player controlling the
current location proposes a valid timed move, i.e., a time delay and a discrete
transition, and the state of the system is modified accordingly. The play stops if
the token reaches a location from a distinguished set of target locations, and the
payoff of the play is equal to the cost accumulated before reaching the target
location. If the token never reaches a target location then the game continues
forever, and the payoff in this case is +∞ irrespective of actual cost of the infi-
nite play. We characterize a PTG according to the objectives of Player 1. Since
we study zero-sum games, the objective of Player 2 is also implicitly defined.
We study PTGs with the following objectives: (i) Constrained-price reachability
objective Reach(��K) is to achieve a payoff C of the play such that C �� K
where �� ∈ {�, <,=, >,�} and K ∈ N; (ii) Bounded-time reachability objec-
tive TBReach(K,T ) is to keep the payoff of the play less than K while keeping
the total time elapsed within T units; and (iii) Repeated reachability objective
RReach(η) is to visit target infinitely often with a payoff in the interval [−η, η].

An example of PTG with clock variable x and six locations is given in Fig. 1.
We depict Player 1 locations as circles and Player 2 locations as boxes. The
numbers inside locations denote their price-rates, while the clock constraints
next to a location depicts its invariant. We denote a transition, as usual, by an
arrow between two location annotated by a tuple a, g, r, c where a is the label,
g is the guard, r is the clocks reset set, and c is the cost of the transition.

Related Work. PTGs with constrained-price reachability objective Reach(�K)
were independently introduced in [9] and [1], with semi-algorithms to decide the
existence of winning strategy for Player 1 in PTGs with nonnegative prices.
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They also showed that under the strongly non-Zeno assumption on prices the
proposed semi-algorithms always terminate. This assumption was justified in [11]
by showing that, in the absence of non-Zeno assumption, the problem of deciding
the existence of winning strategy for the objective Reach(� K) is undecidable
for PTGs with five or more clocks. This result has been later refined in [7] by
showing that the problem is undecidable for PTGs with three or more clocks and
nonnegative prices. In [5] is showed the undecidability of the existence of winning
strategy problem for Reach(�K) objective over PTGs with both positive and
negative price-rates and two or more clocks.

On a positive side, the existence of winning strategy for Reach(�K) problem
for PTGs with one clock when the price-rates are restricted to values 0 and d ∈ N

has been shown decidable in [11], by proving that the semi-algorithms in [9,1]
always terminate. However, the authors did not provide any complexity analysis
of their algorithm. One-clock PTGs with nonnegative prices are reconsidered
in [10], and a 3-EXPTIME algorithm is given to solve the problem, while the
best known lower bound is PTIME. A tighter analysis of the problem is presented
in [20] that lowered the known complexity of this problem to EXPTIME, namely

2O(n2+m) where n is the number of locations and m is the number of transitions.
A significant improvement over the complexity (m12nnO(1)) was given in [15] by
improving the analysis of the semi-algorithms by [9,1].

Contributions. We consider PTGs with both negative and positive prices. We
show that deciding the existence of a winning strategy for reachability objective
Reach(��K) is undecidable for PTGs with two or more clocks. In [18], a the-
ory of time-bounded verification has been proposed, arguing that restriction to
bounded-time domain reclaims the decidability of several key verification prob-
lems. As an example, we cite [12] where authors recovered the decidability of
the reachability problem for hybrid automata under time-bounded restriction.
We begin studying PTGs with bounded reachability objective TBReach(K,T )
hoping that the problem may be decidable due to time-bounded restriction.
However, we answer this question negatively by showing undecidability of the
existence of winning strategy problem for PTGs with six or more clocks. We also
show the undecidability for the corresponding problem for repeated reachability
objective RReach(η) for PTGs with three or more clocks.

On the positive side, we introduce a previously unexplored subclass of one-
clock PTGs, called one-clock bi-valued priced timed games (1BPTGs), where the
price-rates of locations are taken from a set of two integers from {−d, 0, d} (with
d any positive integer). None of the previously cited algorithms can be applied
in this case since we do not assume non-Zenoness of prices and consider both
positive and negative prices. After showing a determinacy result for 1BPTGs, we
proceed to give a pseudo-polynomial time algorithm to compute the value and
ε-optimal strategy for both players with Reach(�K) objective. The complexity
drops to polynomial for 1BPTGs if the price-rates are non-negative integers.
This gives a polynomial time algorithm for the one-clock PTG problem studied
in [11]. Due to lack of space, full proofs of the results are given in [13].
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2 Reachability-Cost Games on Priced Game Graphs

PTGs can be considered as a succinct representation of some games on uncount-
able state space characterized by the configuration graph of timed automata.

We begin by introducing the concepts and notations related to such more
general game arenas that we call priced game graphs.

Definition 1. A priced game graph is a tuple G = (V,A,E, π, Vf ) where:
– V = V1 � V2 is the set of vertices partitioned into the sets V1 and V2;
– A is a set of labels called actions;
– E : V ×A → V is the edge function defining the set of labeled edges;
– π : V ×A → R is the price function that assigns prices to edges; and
– Vf ⊆ V is the set of target vertices.

We call a game graph finite if both V and A are finite and with rational prices.

A reachability-cost game begins with a token placed on some initial vertex
v0. At each round, the player who controls the current vertex v chooses an
action a ∈ A and the token is moved to the vertex E(v, a). The two players
continue moving the token in this fashion, and give rise to an infinite sequence
of vertices and actions called a play of the game. Formally, a finite play r is a
finite sequence of vertices and actions 〈v0, a0, v1, a1, . . . , an−1, vn〉 where for each
0 � i < n we have that vi+1 = E(vi, ai); we write Last(r) for the last vertex
of a finite play, here Last(r) = vn. An infinite play is defined analogously. We
write FPlayG (FPlayG(v)) for the set of finite plays (starting from the vertex v)
of the game graph G. We often omit the subscript when the game arena is clear
form the context. We similarly define Play and Play(v) for the set of infinite
plays. For all k � 0, we let r[k] be the prefix 〈v0, a0, . . . , ak−1, vk〉 of r, and we

denote by Cost(r[k]) =
∑k−1

i=0 π(vi, ai) its cost. We write Stop(r) for the index
of the first target vertex in r, i.e., Stop(r) = inf {k : vk ∈ F}. We define the
cost of an infinite run r = 〈v0, a1, v1, . . .〉 as Cost(r) = +∞ if Stop(r) = ∞ and
Cost(r) = Cost(r[Stop(r)]), otherwise.

A strategy for a Player i (for i ∈ {1, 2}) is a partial function σ : FPlay → A
that is defined for a run r = 〈v0, a0, v1, . . . , an−1, vn〉 if vn ∈ Vi and is such
that E(vn, σ(r)) is defined, i.e., there is a σ(r)-labeled outgoing transition from
vn. We denote by Strati(G) (or Strati when the game arena is clear) the set of
strategies for Player i. Given a strategy profile (σ1, σ2) ∈ Strat1×Strat2 for both
players, and an initial vertex v ∈ V , the unique infinite play Play(v, σ1, σ2) =
〈v0, a0, v1, . . . vk, ak, vk+1, . . .〉 is such that for all k � 0 if vk ∈ Vi, for i =
1, 2, then ak+1 = σi(r[k]) and vk+1 = E(vk, ak+1). A strategy σ is said to be
memoryless (or positional) if, for all finite plays r, r′ ∈ FPlay with Last(r) =
Last(r′) we have that σ(r) = σ(r′). Similarly, finite-memory strategies can be
defined as implementable with Moore machines, see [14] for a formal definition.

We consider optimal reachability-cost games on priced game graphs, where
the goal of Player 1 is to minimize the reachability-cost, while the goal of
Player 2 is the opposite. The standard concepts of upper value and lower value of
the optimal reachability-cost game are defined in straightforward manner. For-
mally, the upper-value ValG(v) and lower value ValG(v) of a game starting from
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a vertex v is defined as ValG(v) = infσ1∈Strat1 supσ2∈Strat2 Cost(Play(v, σ1, σ2))
and ValG(v) = supσ2∈Strat2 infσ1∈Strat1 Cost(Play(v, σ1, σ2)). It is easy to see that

ValG(v) � ValG(v) for every vertex v. We say that a game is determined if the
lower and the upper values match for every vertex v, and in this case, we say that
the optimal value of the game exists and we let ValG(v) = ValG(v) = ValG(v).
The determinacy of these games follow from Martin’s determinacy theorem, and
an alternative proof is given in [14].

In the following, we write Cost(v, σ1) for the value of the strategy σ1 of Player 1
from vertex v, i.e., Cost(v, σ1) = supσ2∈Strat2 Cost(Play(v, σ1, σ2)) . A strategy σ∗

1

of Player 1 is said to be optimal from v if Cost(v, σ∗
1) = ValG(v) . Optimal

strategies do not always exist, hence we also define ε-optimal strategies. For
ε > 0, a strategy σ1 is an ε-optimal strategy if for all vertex v ∈ V , Cost(v, σ1) �
ValG(v) + ε . In this paper we exploit the following result from [14].

Theorem 1 ([14]). Let G be a finite priced game graph.
1. Deciding ValG(v) = +∞ is in Polynomial Time.
2. Deciding ValG(v) = −∞ is in NP ∩ co-NP, can be achieved in pseudo-

polynomial time1 and is as hard as solving mean-payoff games [21].
3. Given −∞ < ValG(v) < +∞ for every vertex v, optimal strategies exist for

both players. In particular, Player 2 has optimal memoryless strategies, while
Player 1 has optimal finite-memory strategies. Moreover, the values ValG(v),
as well as optimal strategies, can be computed in pseudo-polynomial time.

It must be noticed that, in the presence of negative costs, and even when every
vertex v has a finite value ValG(v) ∈ R, memoryless optimal strategies may not
exist for Player 1, as pointed out in [14, Example 1].

3 Priced Timed Games

In order to formally introduce priced timed games, we need to define the concepts
of clocks, clock valuations, constraints, and zones. Let X be a finite set of real-
valued variables called clocks. A clock valuation on X is a function ν : X → R�0

and we write V (X ) for the set of clock valuations. Abusing notation, we also treat
a valuation ν as a point in R

|X |. If ν ∈ V (X ) and t ∈ R�0 then we write ν + t
for the clock valuation defined by (ν+ t)(c) = ν(c) + t for all c ∈ X . For C ⊆ X ,
we write ν[C := 0] for the valuation where ν[C := 0](c) equals 0 if c ∈ C and
ν(c) otherwise. A clock constraint over X is a conjunction of simple constraints
of the form c �� i or c− c′ �� i, where c, c′ ∈ X , i ∈ N and �� ∈ {<,>,=,�,�}.
A clock zone is a finite set of clock constraints that defines a convex set of clock
valuations. We write Z(X ) for the set of clock zones over the set of clocks X .

Definition 2. A priced timed game is a tuple A = (L,X , Inv, Σ, δ, ω, Lf) where:
– L = L1 � L2 is a finite set of locations, partitioned into the sets L1 and L2;
– X is a finite set of clocks;

1 Polynomial time if the prices are encoded in unary.
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– Inv : L → Z(X ) associates an invariant to each location;
– Σ is a finite set of labels;
– δ : L × Σ → Z(X ) × 2X × L is a transition function that maps a location

� ∈ L and label a ∈ Σ to a clock zone ζ ∈ Z(X ) representing the guard on the
transition, a set of clocks R ⊆ X to be reset and successor location �′ ∈ L;

– ω : L ∪Σ → Z is the price function; and
– and Lf ⊆ L is the set of target locations.

A configuration of a PTG is a tuple (�, ν) ∈ L× V where � is a location, ν is
a clock valuation and ν ∈ Inv(�). A timed action is a tuple τ = (t, a) ∈ R�0 ×Σ
where t is a time delay and a is a label. In the following, for a timed move
τ = (t, a) ∈ R�0 × Σ, we let del(τ) = t be the delay part and lab(τ) = a be the
label part. The semantics of a PTG is given as an infinite priced game graph.

Definition 3 (Semantics). The semantics of a PTG A = (L,X , Inv, Σ, δ, ω,
Lf) is given as a priced game graph [[A]] = (S, Γ,Δ, κ, Sf ) where
– S = {(�, ν) ∈ L× V | ν ∈ Inv(�)} is the set of configurations of the PTG;
– Γ = R�0 ×Σ is the set of timed moves;
– Δ : S × Γ → S is the transition function defined by (�′, ν′) = Δ((�, ν), (t, a))

if δ(�, a) = (ζ, R, �′) such that ν + t ∈ ζ, ν + t′ ∈ Inv(�) for all 0 � t′ � t,
and ν′ = (ν + t)[R := 0];

– κ : S × Γ → R is such that κ((�, ν), (t, a)) = ω(�)× t+ ω(a); and
– Sf ⊆ S is such that (�, ν) ∈ Sf iff � ∈ Lf .

The concepts of a play, its cost, and strategies of players for a PTG A is
defined via corresponding objects for its semantic priced game graph [[A]]. In the
previous section we introduced games with reachability-cost objective for priced
game graphs. We also study the following winning objectives for Player 1 in the
context of priced timed games; the objective for Player 2 is the opposite.
1. Constrained-price reachability. The constrained-price reachability ob-

jective Reach(�K) is to keep the payoff within a given bound K ∈ N. Ob-
jectives Reach(��K) for constrains �� ∈ {<,=, >,�} are defined analogously.

2. Bounded-time reachability. Given constantsK,T ∈ N, the bounded-time
reachability objective TBReach(K,T ) is to keep the payoff of the play less
than or equal to K while keeping the total time elapsed within T units.

3. Repeated reachability. For this objective, we consider slightly different
semantics of the game where the play continues forever, and the repeated
reachability objective RReach(η), η ∈ R�0 is to visit target locations in-
finitely often each time with a payoff in a given interval [−η, η].

In Section 4, we sketch the proof of the following negative result regarding the
decidability of PTGs with these objectives. This result is particularly surprising
for bounded-time reachability objective, since bounded-time restriction has been
shown to recover decidability in many related problems [18,12].

Theorem 2. Let A be a priced timed game arena. The decision problems cor-
responding to the existence of winning strategy for following objectives are un-
decidable:
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1. Reach(��K) objective for PTGs with two or more clocks and arbitrary prices;
2. TBReach(K,T ) objective for PTGs with five or more clocks; and prices 0,1;
3. RReach(η) objective for PTGs with three or more clocks and arbitrary prices.

To recover decidability, we consider a subclass of one-clock PTGs. In this
subclass, the set of clocks X is a singleton {x}, and price-rates of the locations
come from a doubleton set {p−, p+} with p− < p+ two distinct elements of
{−1, 0, 1} (no condition is made on the prices ω(a) of labels a ∈ Σ). We call
these restricted games one-clock bi-valued priced timed games, abbreviated as
1PTG(p−, p+), or 1BPTG if p− and p+ do not matter. All our results may
easily be extended to the case where p− and p+ are taken from the set {−d, 0, d}
with d ∈ N. We devote Section 5 to the proof of the following decidability results.

Theorem 3. We have the following results:
1. 1BPTGs are determined.
2. The value of a 1BPTG can be computed in pseudo-polynomial time.
3. Given that a 1BPTG has a finite value, an ε-optimal strategy for Player 1

can be computed in pseudo-polynomial time.
4. Aforementioned complexities drop to polynomial time for 1PTG(0, 1) with

prices of labels taken from N.

4 Undecidability Results

In this section we provide a proof sketch of our undecidability result
(Theorem 2) by reducing the halting problem for two counter machines
(see [17]) to the existence of a winning strategy for Player 1 for the desired
objective. For all the three objectives, given a two counter machine, we con-
struct a PTG A whose building blocks are the modules for instructions. In these
reductions the objective of Player 1 is linked to a faithful simulation of various
increment, decrement, and zero-test instructions of the machine by choosing ap-
propriate delays to adjust the clocks to reflect changes in counter values. The
goal of Player 2 is then to verify the simulation performed by Player 1. Proofs
of correctness of the reductions, as well as more details can be found in the
appendix.

Constrained-Price Reachability Objectives Reach(��K). The result in the
case Reach(�K) is a consequence of the result in [5]. Undecidability for other
comparison operators �� is a new contribution. We only consider the objec-
tive Reach(=1) in this section, since proofs for other constraints are similar.
Our reduction uses a PTG with two clocks x1 and x2, arbitrary price-rates
for locations and no prices for labels. Each counter machine instruction (incre-
ment, decrement, and test for zero value) is specified using a PTG module. The
main invariant in our reduction is that upon entry into a module, we have that
x1 = 1

5c17c2 and x2 = 0 where c1 (respectively, c2) is the value of counter C1 (re-
spectively, C2). We outline the simulation of a decrement instruction for counter
C1 in Fig. 2. Let us denote by xold = 1

5c17c2 the value of x1 while entering the
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Fig. 2. Decrement module for the objection Reach(=1)

module. At the location �k+1 of the module, x1 = xnew should be 5xold to cor-
rectly decrement counter C1. At location �k, Player 1 spends a non-deterministic
amount of time tk = xnew −xold such that xnew = 5xold + ε. To correctly decre-
ment C1, ε should be 0, and tk must be 4

5c17c2 . At location Check, Player 2 could
choose to go to Go (in order to continue the simulation of the machine) or go to
the widget WD1, if he suspects that ε �= 0. If Player 2 spends time t > 0 in the
location Check before proceeding to Go, then Player 1 can enter the location
Abort (to abort the simulation), rather than going to �k+1. Player 1 spends 1+ t
time in location Abort and reaches a target T1 with cost 1 (and thus achieve
his objective). However, if t = 0 then entering location Abort will make the cost
to be greater than 1 (which is losing for Player 1). If Player 2 decides to enter
widget WD1, then the cost upon reaching the target in the widget WD1 is 1+ ε
which is 1 iff ε = 0.

Bounded-Time Reachability Objective. We sketch the reduction for ob-
jective TBReach(K,T ). Our reduction uses a PTG with price-rates 0 or 1 on
locations, and zero prices on labels, along with five clocks x1, x2, z, a, b. On en-
try into a module for the (k + 1)th instruction, we always have one of the two
clocks x1, x2 with value 1

2k+c13k+c2
and other is 0. Clock z keeps track of the to-

tal time elapsed during simulation of an instruction: we always have z = 1− 1
2k

at the end of simulating kth instruction. Thus, time 1
2 is spent simulating the

first instruction, 1
4 for the second instruction and so on, so that the total time

spent in simulating the main modules is less than 1. The main challenge here is
to ensure that only a bounded time is spent along the entire simulation, along
with updating the counter values correctly. Clocks a, b are used for rough work.
For instance, if the (k + 1)th instruction �k+1 is an increment of C1, and we
have x1 = 1

2k+c13k+c2
, while a = b = x2 = 0, and z = 1 − 1

2k
, then at the end

of the module simulating �k+1, we want x2 = 1
2k+1+c1+13k+1+c2

and x1 = 0 and

z = 1− 1
2k+1 .

Repeated Reachability Objective. Finally, we consider the repeated reach-
ability objective RReach(η). Our reduction uses a PTG with 3 clocks, and ar-
bitrary price-rates, but zero prices for labels. On entry into a module, we have
x1 = 1

5c17c2 , x2 = 0 and x3 = 0, where c1, c2 are the values of C1 and C2.
Fig. 3 shows module to simulate decrement C1. Location �k is entered with
x1 = 1

5c17c2 , x2 = 0 and x3 = 0. To correctly decrement C1, Player 1 should
choose a delay of 4

5c17c2 in location �k. At location Check, no time can elapse
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Fig. 3. Decrement module for Repeated reachability objective

because of the invariant. If Player 1 makes an error, and delays 4
5c17c2 + ε at �k

(ε �= 0) then Player 2 can jump in widget WD1. The cost of going from location
A to F is ε; each time we come back to A, the clock values with which A was
entered are restored. Clearly, if ε �= 0, Player 2 can incur a cost that is not in
[−η, η] by taking the loop from A to F a large number of times.

5 One-Clock Bi-Valued Priced Timed Games

This section is devoted to the proof of Theorem 3. First of all, let us assume that
all 1BPTGs A we consider are bounded, i.e., that there is a global invariant in
every location, of the form x � MK (where MK denotes the greatest constant
appearing in the clock guards and invariants of A). This restriction comes w.l.o.g
since every 1BPTG arena can be made bounded with a polynomial algorithm.2

Our proof of Theorem 3 is based on an extension of the classical notion of
regions in timed automata, in the spirit of the regions introduced to define the
corner point abstraction [8]. Indeed, to take the price into account, ε-optimal
strategies do not take uniform decisions on the classical regions. That is why we
need to subdivide each classical region into three parts: two small parts around
the corners of the region (that we will call borders in the following, considering
our one-clock setting), and a big part in-between. We will show that considering
only strategies that never jump into those big parts is sufficient (Lemma 1).
Lemma 2, later, shows a stronger result that one can restrict attention to strate-
gies that play closer and closer to the borders of the regions as time elapses.
Finally, we combine these results to show that a finite abstraction of 1BPTGs is
sufficient to compute the value as well as ε-optimal strategies (Lemma 3). This
not only yields the desired result, but also provides us further insight into the
shape of ε-optimal strategies for both players.

5.1 Reduction to η-Region-Uniform Strategies

Since we only consider one-clock PTGs, we need not consider the standard Alur-
Dill regional equivalence relation. Instead, we consider special region equiva-
lence relation characterized by the intervals with constants appearing in guards

2 By introducing auxiliary states in order to reset the clock x at every time unit once
its value goes beyondMk. The polynomial complexity holds only for one-clock PTGs.



Adding Negative Prices to Priced Timed Games 569

and invariants of A inspired by Laroussinie, Markey, and Schnoebelen construc-
tion [16]. Let 0=M0<M1< · · ·<MK be the integers appearing in guards and
invariants of A. We say that two valuations ν, ν′ ∈ R�0 are region-equivalent
(or lie in the same region), and we write ν ∼ ν′, if for every k ∈ {0, . . . ,K},
ν � Mk iff ν′ � Mk, and ν � Mk iff ν′ � Mk. We define the set of regions
to be the set of equivalence classes of ∼. We extend the equivalence relation ∼
from valuations to configurations in a straightforward manner. We also general-
ize the regional equivalence relation to the plays. For two (finite or infinite) plays
r = 〈(�0, ν0), (t0, a0), . . .〉 and r′ = 〈(�′0, ν′0), (t′0, a′0), . . .〉 we say that r ∼ r′ if the
lengths of r and r′ are equal, and they define sequences of regional equivalent
states (i.e., (�i, νi) ∼ (�′i, ν

′
i) for all i � 0) and follow equivalent timed actions

(i.e., ai = a′i and νi + ti ∼ ν′i + t′i for all i � 0). We also consider a refinement
of region equivalence relation that we call the η-region equivalence relation, and
we write ∼η, for a given η ∈ (0, 13 ). Intuitively, ν ∼η ν′ if both valuations are
close or far from any borders of the regions, with respect to the distance η.

Definition 4 (η-regions). For valuations ν, ν′ ∈ R�0 we say that ν ∼η ν′ if
ν ∼ ν′ and for every k ∈ {0, . . . ,K − 1}, |ν − Mk| � η iff |ν′ −Mk| � η, and
ν � MK − η iff ν′ � MK − η. We assume the natural order  over η-regions
by their lower bounds. We call η-regions the equivalence classes of ∼η. We also
extend the relation ∼η to configurations and runs.

For instance, ifM1 = 2 andM2 = 3, the set of η-regions is given by {{0}, (0, η],
(η, 2− η), [2− η, 2), {2}, (2, 2+ η], (2+ η, 3− η), [3− η, 3), {3}, (3,+∞)}.We next
introduce the strategies of a restricted shape with the properties that they depend
only on theη-regionabstractionof runs; their decision isuniformover eachη-region;
and they play η-close to the borders of the regions.

Definition 5 (η-region uniform strategies). Let η ∈ (0, 1
3 ) be a constant. A

strategy σ ∈ Strat1 ∪ Strat2 is said to be η-region-uniform if
– for all finite run r ∼η r′ ending respectively in (�, ν) and (�, ν′) (in particular

ν ∼η ν′) we have ν+ del(σ(r)) ∼η ν′ + del(σ(r′)) and lab(σ(r)) = lab(σ(r′));
– for every finite run r ending in (�, ν), if ν+del(σ(r)) ∈ (Mk,Mk+1), we have

ν + del(σ(r)) ∈ (Mk,Mk + η] ∪ [Mk+1 − η,Mk+1).
We write UStratη1 and UStratη2 for the set of η-region-uniform strategies for Play-

ers 1 and 2. We also define upper-value UVal
η
(s) when both players are restricted

to use only η-region-uniform strategies. Formally,

UVal
η
(s) = inf

σ1∈UStratη1

sup
σ2∈UStratη2

Cost(Play(s, σ1, σ2)), for all s ∈ S.

Example 1. Consider PTG A1 shown in Fig. 4 (that is not a 1BPTG since there
are three distinct price-rates). A strategy of Player 2 is entirely described by the
time spent in the initial location with initial valuation 0. For example, Player 2
can choose to delay 1/2 time units before jumping in the next location. Indeed,
the lower and upper value of the game is − 1

2 . However, this strategy is not
η-region-uniform. Instead, an η-region-uniform strategy will delay t time units
with t ∈ [0, η] ∪ [1 − η, 1]. Hence, the upper value when players can only use
η-region-uniform strategies is equal to −1.
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0 1

−1

−1
x � 1

x = 1, {x}

x � 1 x = 1

x = 1

0 −1

1

1x � 1

x = 1, {x}

x � 1 x = 1

x = 1

Fig. 4. The value in the left-side one-clock PTG A1 with price-rates in {−1, 0, 1} is
− 1

2
, while the value in the right-side PTG A2 is 1

2

Contrary to this example, the next lemma shows that, in 1BPTGs, the up-
per value of the game increases when we restrict ourselves to η-region-uniform
strategies. Intuitively, every cost that Player 2 can secure with general strategies,
it can also secure it with η-region-uniform strategies against η-region-uniform
strategies of Player 1.

Lemma 1. Val(s) � UVal
η
(s) , for every 1BPTG A, s ∈ S and η ∈ (0, 1

3 ),

5.2 Reduction to η-Convergent Strategies

A similar result concerning the lower values of the games can be shown in case
of η-region-uniform strategies. In subsequent proofs, we need a stronger result
to avoid situations detailed in Example 2, where player 2 needs infinite precision
to play incrementally closer to borders (as well as an infinite memory). For this
reason, we restrict the shape of strategies to force them to play at distance η

2n

of borders when playing the nth round of the game. The slight asymmetry in
the definitions for the two players is exploited in proving subsequent results.

Definition 6 (η-convergent strategies). Let η ∈ (0, 1
3 ) be a constant. A strat-

egy σ ∈ Strat1 ∪ Strat2 is said to be η-convergent if σ is η-region-uniform and
for all finite run r of length n ending in (�, ν):
– if σ ∈ Strat1, there exists k such that either |ν + del(σ(r)) −Mk| � η

2n+1 , or
del(σ(r)) = 0 and ν ∈ (Mk +

η
2n+1 ,Mk + η];

– if σ ∈ Strat2, there exists k such that either ν + del(σ(r)) ∈ {Mk +
η

2n+1 } ∪
[Mk − η

2n+1 ,Mk), or del(σ(r)) = 0 and ν ∈ (Mk +
η

2n+1 ,Mk + η].
We let CStratη1 and CStratη2 be respectively the set of η-convergent strategies for
Player 1 and Player 2, and we define, for every configuration s ∈ S, CValη(s) =
supσ2∈CStratη2

infσ1∈CStratη1
Cost(Play(s, σ1, σ2)) .

Example 2. Consider the 1BPTG A3 composed of a vertex per player, on top
of the target vertex. In its vertex, having price-rate 0, Player 1 must choose
between going to the target vertex, or going to the vertex of Player 2 by resetting
clock x. In its vertex, having price-rate −1, Player 2 must go back to the vertex
of Player 1, with a guard x > 0: hence, Player 2 would like to exit as soon as
possible, but because of the guard, he must spend some time before exiting. If
Player 2 plays according to a finite-memory strategy, there must be a bound ε
such that Player 2 always stays in his state for a duration bounded from below
by ε, and Player 1 can exploit it by letting the game continue for an arbitrarily
long time to achieve an arbitrarily small payoff. On the other hand, if Player 2
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plays an infinite-memory η-convergent strategy by staying in his location for a
duration ε/2n in his n-th visit to its location, Player 2 ensures a payoff −ε for
an arbitrarily small ε > 0, resulting in the value 0 of the game.

It is clear from the previous example that Player 2 needs infinite-memory
strategies to optimize his objective. The following lemma formalizes our intu-
ition that the lower value of the game decreases when we restrict ourselves to
η-convergent strategies. Intuitively, every cost that Player 1 can secure with
general strategies, it can also secure it with η-convergent strategies against an
η-convergent strategy of Player 2.

Lemma 2. CValη(s) � Val(s) , for every 1BPTG A, s ∈ S and η ∈ (0, 1
3 ).

Observe that this lemma fails to hold when location price-rates can take more
than two values as exemplified by arena A2 in Fig. 4. It shows a game with
three distinct prices with lower and upper value equal to 1/2. However, when
restricted to η-convergent strategies, the lower value equals 1.

Our next goal is to find a common bound being both a lower bound on
CValη(s) and an upper bound on UVal

η
(s) by studying the value of a reachability-

cost game on a finitary abstraction of 1BPTGs.

5.3 Finite Abstraction of 1BPTGs

We now construct a finite price game graph Ã from any 1BPTG A, as a finite
abstraction of the infinite weighted game [[A]], based on η-regions. Since we have
learned that η-region-uniform strategies suffice, we limit ourselves to playing at
a distance at most η from the borders of regions. Observe that only η-regions
close to the borders are of interest, and moreover η-regions after the maximal
constant MK are not useful since A is bounded. Let Iη

A be the set of remaining
“useful” η-regions. For example, if constant appearing in the PTG are M1 = 2
and M2 = 3, we have Iη

A = {{0}, (0, η], [2− η, 2), {2}, (2, 2 + η], [3 − η, 3), {3}}.
We next define the delay between two such η-regions I  J , denoted by d(I, J),
as the closest integer of q′ − q, where q (respectively, q′) is the lower bound
of interval I (respectively, J). For example, d((2, 2 + η], [3 − η, 3)) = 1 and
d({0}, [2− η, 2)) = 2.

Definition 7. For every 1BPTG A we define its border abstraction as a finite
priced game graph Ã = (V = V1 � V2, A,E, π, Vf ) where:
– Vi = {(�, I) | � ∈ Li, I ∈ Iη

A, I ⊆ Inv(�)} for i ∈ {1, 2};
– A = Iη

A ×Σ;
– E is the set of tuples ((�, I), (J, a), (�′, J ′)) such that I  J and for all I 

K  J we have K ⊆ Inv(�) and J ⊆ ζ and J ′ = J [R := 0] with (ζ, R, �′) =
δ(�, a)};

– π((�, I), (J, a), (�′, J ′)) = ω(�)× d(I, J) + ω(a); and
– Vf = {(�, I) | � ∈ Lf , I ∈ Iη

A}.
In a border abstraction game Ã, the meaning of action (J, a) is that the player
wants to let time elapse until it reaches the η-region J , then playing label a. It
simulates any timed move (t, a) with t any delay reaching a point in J .
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Fig. 5. Finite weighted game associated with the 1BPTG of Fig. 1

Example 3. Consider the border abstraction of the 1BPTG of Fig. 1 shown in
Fig. 5. Observe that we depict only a succinct representation of the real abstrac-
tion, since we only show the reachable part of the game from (�1, 0), and we
have removed multiple edges (introduced due to label hiding) and kept only the
most useful ones for the corresponding player. For example, consider the location
(�5, {0}). There are edges labelled by (J, a) for every interval J ∈ Iη

A, all directed
to (�4, {0}) due to a reset being performed there. We only show the best possi-
ble edge—the one with lowest price—since location �5 belongs to Player 1, who
seeks to minimise cost. Each vertex contains the η-region it represents. Thanks
to Theorem 1, it is possible to compute the optimal value as well as optimal
strategies for both players. Here, the value of state (�1, 0) is 1, and an optimal
strategy for Player 1 is to follow action ({0}, a) (i.e., jump to �2 immediately),
and then action ({1}, a) (i.e., to delay 1 time unit, before jumping in �3).

Lemma 3. Let A be a 1BPTG and Ã be its border abstraction. Suppose that for
all 0 � k � K and � ∈ L we have that ValÃ((�, {Mk})) is finite. Then, for all ε >
0, there is η > 0 s.t. UVal

η

A((�,Mk))−ε � ValÃ((�, {Mk})) � CValηA((�,Mk))+ε.

Combining this result with Theorem 1 we obtain the following.

Corollary 1. 1BPTGs are determined and we can compute their values in
pseudo-polynomial time. Moreover, in case the values are finite, ε-optimal strate-
gies exist for both players: Player 2 may require infinite memory strategies,
whereas finite memory is sufficient for Player 1. Finally, ε-optimal strategies
can also be computed in pseudo-polynomial time.

Proof. In case of infinite values ValÃ((�, {Mk})), we can show directly that
ValA((�,Mk)) = ValÃ((�, {Mk})) = ValA((�,Mk)) . Otherwise, let ε > 0. By
Lemma 3, we know that there exists η > 0 such that for every location � ∈ L
and integer 0 � k � K:

UVal
η

A((�,Mk))− ε � ValÃ((�, {Mk})) � CValηA((�,Mk)) + ε .
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Fig. 6. A two-clock PTG with prices of locations in {0,+1} and value 1/2

Moreover Lemma 1 and 2 show that:

CValη((�,Mk)) � Val((�,Mk)) � Val((�,Mk)) � UVal
η
((�,Mk)) .

Both inequalities combined permit to obtain

ValÃ((�, {Mk}))− ε � Val((�,Mk)) � Val((�,Mk)) � ValÃ((�, {Mk})) + ε .

Taking the limit when ε tends to 0, we obtain that Val((�,Mk)) = Val((�,Mk)) =
ValÃ((�, {Mk})). Therefore, 1BPTG are determined. Moreover, in case of finite
values, the proof of Lemma 3 permits to construct ε-optimal η-region-uniform
strategies σ∗

1 (with finite memory) and σ∗
2 (which is moreover η-convergent). ��

In the case of 1BPTGs, the finite values are integers. This property fails if
we allow more than one clock, as shows Fig. 6 with a two-clock PTG with
price-rates in {0, 1} and optimal value 1

2 . It also fails if we allow more than
two price-rates as was shown in Fig. 4. However for 1PTG(0, 1) with prices of
labels in N, the value of the game is necessarily nonnegative disallowing the
case −∞. The case +∞ can be detected in polynomial time. If the value is not
+∞, the exact computation in the finite abstraction Ã can be performed in
polynomial time (see [14] or [15]), resulting in a polynomial algorithm for PTGs.
The sketch of Theorem 3 is now complete. Notice that our proof shows that
optimal value functions (as defined in [10,20,15]) of such games have a polynomial
number of line segments, and hence algorithms presented in [10,20,15] are indeed
polynomial time.

6 Conclusion

We revisited games with reachability objective on PTGs with both positive and
negative price-rates. We showed undecidability of all classes of constrained-price
reachability objectives with two or more clocks. We also observed that adding
bounded-time restriction does not recover decidability, even with nonnegative
prices. We also partially answer the question regarding polynomial-time algo-
rithm for one-clock PTGs by showing that for a bi-valued variant the problem
is in pseudo-polynomial time. However, the existence of a polynomial-time al-
gorithm for multi-priced one-clock PTGs with nonnegative price-rates, and the
existence of algorithm for computing ε-optimal strategies for PTGs with arbi-
trary number of clocks remain open problems.
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