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Preface

The present book includes extended and revised versions of a set of selected papers
from the Sixth International Joint Conference on Biomedical Engineering Systems and
Technologies (BIOSTEC 2013), held in Barcelona, Spain from February 11 to 14,
2013.

BIOSTEC was sponsored by the Institute for Systems and Technologies of Infor-
mation, Control and Communication (INSTICC), in collaboration with the University
of Vic.

BIOSTEC 2013 was held in cooperation with the Association for the Advancement
of Artificial Intelligence (AAAI) and technically co-sponsored by the Biomedical
Engineering Society (BMES) and European Society for Engineering and Medicine
(ESEM).

The purpose of the International Joint Conference on Biomedical Engineering
Systems and Technologies is to bring together researchers and practitioners interested
in both theoretical advances and applications of information systems, artificial intelli-
gence, signal processing, electronics, and other engineering tools in knowledge areas
related to biology and medicine.

BIOSTEC is composed of four complementary and co-located conferences, each
specialized in at least one of the aforementioned main knowledge areas. Namely:

– International Conference on Biomedical Electronics and Devices – BIODEVICES;
– International Conference on Bioinformatics Models, Methods, and Algorithms –

BIOINFORMATICS;
– International Conference on Bio-inspired Systems and Signal Processing –

BIOSIGNALS;
– International Conference on Health Informatics – HEALTHINF.

The purpose of the International Conference on Biomedical Electronics and Devices
(BIODEVICES) is to bring together professionals from electronics and mechanical
engineering, interested in studying and using models, equipment, and materials
inspired from biological systems and/or addressing biological requirements. Monitor-
ing devices, instrumentation sensors and systems, biorobotics, micro-nanotechnologies,
and biomaterials are some of the technologies addressed at this conference.

The International Conference on Bioinformatics Models, Methods, and Algorithms
(BIOINFORMATICS) intends to provide a forum for discussion to researchers and
practitioners interested in the application of computational systems and information
technologies to the field of molecular biology, including for example the use of sta-
tistics and algorithms to understanding biological processes and systems, with a focus
on new developments in genome bioinformatics and computational biology. Areas of
interest for this community include sequence analysis, biostatistics, image analysis,
scientific data management and data mining, machine learning, pattern recognition,
computational evolutionary biology, computational genomics, and other related fields.



The goal of the International Conference on Bio-inspired Systems and Signal
Processing (BIOSIGNALS) is to bring together researchers and practitioners from
multiple areas of knowledge, including biology, medicine, engineering, and other
physical sciences interested in studying and using models and techniques inspired from
or applied to biological systems. A diversity of signal types can be found in this area,
including image, audio, and other biological sources of information. The analysis and
use of these signals is a multidisciplinary area including signal processing, pattern
recognition, and computational intelligence techniques, among others.

The International Conference on Health Informatics (HEALTHINF) aims to be a
major meeting point for those interested in understanding the human and social
implications of technology, not only in healthcare systems but in other aspects of
human–machine interaction such as accessibility issues and the specialized support to
persons with special needs.

The joint conference, BIOSTEC, received 392 paper submissions from 57 countries
in all continents. To evaluate each submission, a double-blind paper review was per-
formed by the Program Committee. After a stringent selection process, 56 papers were
published and presented as full papers, i.e., completed work (10 pages/30 minute oral
presentation), 99 papers reflecting work-in-progress or position papers were accepted
for short presentation, and another 88 contributions were accepted for poster presen-
tation. These numbers, leading to a full-paper acceptance ratio of about 14 % and a
total oral paper presentations acceptance ratio close to 40 %, show the intention of
preserving a high quality forum for the next editions of this conference.

BIOSTEC’s program includes panels and six invited talks delivered by interna-
tionally distinguished speakers, namely: Pedro Gómez Vilda (Universidad Politécnica
de Madrid, Spain), Christian Jutten (GIPSA-lab, France), Adam Kampff (Champali-
maud Foundation, Portugal), Richard Reilly (Trinity College Dublin, Ireland),
Vladimir Devyatkov (Bauman Moscow State Technical University, Russian Federa-
tion), and Pietro Liò (University of Cambridge, UK).

We would like to thank the authors, whose research and development efforts are
recorded here for future generations.

December 2013 Mireya Fernández-Chimeno
Pedro L. Fernandes

Sergio Alvarez
Deborah Stacey

Jordi Solé-Casals
Ana Fred

Hugo Gamboa
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A 2nd Order CMOS Sigma-Delta Modulator
Design Suitable for Low-Power Biosensor

Applications

Ryan Selby and Tom Chen(B)

Department of Electrical and Computer Engineering,
Colorado State University, Fort Collins, CO, USA

chen@engr.colostate.edu

Abstract. Design of biosensor circuits requires low power and low noise.
One of the important components in a sensor read channel is the analog-
to-digital converter (ADC). In addition to the circuit design techniques
to achieve low power consumption, the use of low supply voltage is an
effective alternative to reduce the overall power consumption of a CMOS
circuit. Sigma-delta modulators are well suited for the low noise require-
ment in biosensors due to its noise shaping property. This paper presents
a low-voltage, low-power, 2nd order Sigma-Delta modulator for use in an
electrochemical biosensor system. The modulator was designed using a
commercial 0.18µm CMOS process with a supply voltage of 900 mV.
With an input signal bandwidth of 1 kHz it achieves a SNDR of 61.2 dB
using an over-sampling ratio of 500. Power dissipation is 165µW and it
occupies 0.0225 mm2 of silicon area.

Keywords: Sigma-Delta modulator · Biosensor

1 Introduction

Understanding cell-cell communication is one of the grand challenges in biolog-
ical science. Integrated silicon biosensors have been proposed as a method for
detecting chemical levels within biological systems [7,10]. One application for
these biosensors is the study of cell movement and development within brain
tissue. Using electrochemistry for signal detection, an array of micro-electrodes
in such a biosensor would be able to measure chemical gradients across small
pieces of living tissue. These gradients form a chemical image. Current methods
for creating chemical images involve dye and marking compounds which could
kill the tissue sample. The traditional methods of observing cell movement and
changes are not ideal because temporal changes in chemical concentrations and
cell movement cannot be observed reliably. An integrated silicon biosensor array

The work reported in this paper was partially funded by the National Science Foun-
dation under the grant DGE-0841259 and by generous support from Texas Instru-
ments.

c© Springer-Verlag Berlin Heidelberg 2014
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of hundreds or thousands of electrodes would solve these problems by measuring
chemical levels in live tissue, allowing scientists to observe important changes
over time.

There are many important chemical compounds that contribute to cell devel-
opment and cell communication. Dopamine and serotonin are the familiar ones
among these compounds. Other important chemical compounds include Nitric
oxide (NO) which is believed to influence cell movement and growth in many
parts of human body. This chemical is electrochemically active and can be mea-
sured using electrochemical methods such as cyclic voltammetry and amperom-
etry. Sensors using electrochemical methods are well suited for silicon CMOS
implementation. Traditional sensors based on electrochemistry use single set of
three electrodes (working, reference, and counter electrodes) to detect the exis-
tance of a given chemical compound. However, understanding cell-cell communi-
cation requires an array of electrodes to capture a chemical image of a biosample.
In order to create the chemical image in the tissue, many circuit components are
needed. First, a potentiostat is used to induce a current in the tissue sample
proportional to the concentration of a chemical compound of interest. NO is the
chemical compound we study. A low power design of the integrated potentio-
stat with ultra-low offset voltage for improved accuracy can be found in [1,4].
The induced currents are extremely small, on the order of tens of picoamps,
and need to be converted to voltage signals and amplified by way of a transim-
pedance amplifier. Finally, main amplifiers and an analog to digital converter
(ADC) further amplify the signal and convert it to a digital value. A low power
main-amplifier design using switch-capacitor architecture can be found in [9,11].
A low power bit-serial decimator design that interfaces with the modulator pre-
sented in this paper can be found in [8]. Figure 1 shows the electrode arrangement
and potentiostat circuit proposed in [1], and Fig. 2 shows the top-level schematic
of the biosensor system.

Fig. 1. Potentiostat schematic.

In order to create an accurate chemical image, the electrodes need to be
spaced at distances comparable to the size of individual cells within the tissue
sample. Electrode pitches of 10µm to 25µm are desirable. Ideally, each electrode
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Fig. 2. The top-level schematic of the biosensor system.

should have its own dedicated circuitry; however with the extremely small elec-
trode pitch this is not realistic. Regardless, minimizing the area of the circuitry
is important to reduce the number of shared electrodes per circuit block. Like-
wise, power consumption should be minimized since the biosensor will contain
many copies of the detection circuitry running in parallel. Power consumption
must also be limited to avoid heat build-up within the tissue, possibly causing
damage.

The chemical signals detected with the potentiostat typically have very low
bandwidths; nitric oxide signals do not normally exceed 1 kHz. While bandwidth
requirements are low, measurement accuracy is much more important. Noise
and signal distortion must be avoided to preserve the integrity of the small
signals inherent in bio-electric systems. Sigma-Delta ADCs are ideal for biosensor
applications because they inherently have higher resolution and lower bandwidth
than other ADC topologies.

Many different designs for low-power Sigma-Delta Modulators have been
presented. The designs in both [3,6] are based on 0.18µm CMOS processes
with nominal 1.8 V power supplies. These designs use standard architectures
and standard techniques for reducing power. The design in [6] was intended for
audio applications, while [3] presents a design for biomedical applications such
as electo-cardiograms. The designs presented in [2,5] also use 0.18µm CMOS
processes but they use supply voltages of 0.9 V and 0.8 V respectively to reduce
power. Besides lowering the supply voltage, these designs modify the standard
architecture to save power. Reference [2] shares a single op-amp between multiple
integrator stages and [5] is able to be used at different speeds depending on the
application to maximize efficiency. The design presented in this paper explores
the efficiency of using a reduced power supply to lower power consumption while
still using a standard, easy to implement architecture.

All of these designs are also fully differential architectures while the pro-
posed design is single ended. The use of differential design has the advantage
of expanded output range; however, our application focuses on NO which has a
narrow activation range. Therefore, a single-ended design is chosen for reduced
silicon area. In switched-capacitor circuits where capacitors can occupy a large
percentage of the total area, this is critical. Section 2 of the paper will detail the
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design of the modulator and its components, and Sect. 3 will cover the proposed
physical layout and present simulation results.

2 Proposed Low Power Modulator Design

2.1 Top Level Design

The overall block level diagram of the proposed modulator is shown in Fig. 3.
The design is implemented using a standard 0.18µm silicon process and a supply
voltage of 900 mV. The overall topology is a single ended, second order, Sigma-
Delta modulator. This topology uses two integrators, a comparator, and a 1 bit
DAC to provide feedback. With accuracy and power consumption prime concerns
in this design, the modulator is implemented using switched capacitors which
both improve matching in the integration stages and allows for lower power
consumption than a continuous time resistive implementation.

Fig. 3. Top level modulator schematic.

The bio-chemical signals the chip will be measuring have a maximum band-
width of 1 kHz which makes a Sigma-Delta based ADC with a large oversampling
ratio ideal for accurate measurements. The input is sampled at 1 MHz resulting
in an oversampling ratio of 500. This clock frequency was chosen based on the
performance requirements of the decimation filter presented in [3], and power
consumption was reduced as much as possible using this sampling rate.

2.2 Modulator Op-amp Design

The schematic for the proposed op-amp is shown in Fig. 4. The nominal sup-
ply voltage used with this process is 1.8 V because the threshold voltages of
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Fig. 4. Op-amp schematic.

the nFETs and pFETs available in this process are approximately 450 mV and
−400 mV respectively. When designing with a 900 mV supply, cascoding transis-
tors is not practical in most situations. Thus the op-amp uses multiple, simple,
stages to achieve high gain.

The design features three stages comprised of a differential pair input followed
by common source amplifiers and current mirrors. Adding extra stages to an
op-amp inherently leads to stability problems, and thus two large compensation
capacitors are needed to maintain a reasonable phase margin. Capacitors C1 and
C2 in the schematic have values of 3.6 pF and 1.3 pF respectively. Because of the
relatively large values of the compensation capacitors they are implemented on
using poly/n-well capacitors. These capacitors are used because they are much
more area efficient than standard metal/poly capacitors. The differential pair
uses pFETs for the input to reduce noise, and the input/output common mode
voltage is set to 175 mV. With the limited supply voltage, the maximum peak-
to-peak output swing is 300 mV. Internal biasing voltages for nMOS and pMOS
devices are generated using simple current mirrors with resistors generating the
reference currents. The resistors are implemented as thin-film devices which are
more area efficient and more accurate than other resistor technologies. Monte
Carlo simulations have shown that these bias voltages do not vary widely enough
to impact the functionality of the op-amp.

Small bias currents were used throughout the op-amp to reduce power con-
sumption. All branches in the op-amp use 10µA bias currents except the output
stage which uses 30µA to aid in stability. In total, the op-amp uses 70µA of
current and consumes 63µW. The proposed design has a DC gain of 112 dB,
8.3 Hz −3 dB bandwidth, and a phase margin of 77 degrees.
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2.3 Integrator

The proposed modulator uses two switched capacitor integrators which each use
a 100 fF sampling capacitor and 4 pF feedback capacitor. The sampling capacitor
uses bottom plate sampling to reduce error due to charge injection. The ratio of
feedback capacitance to sampling capacitance is set to 40:1 to prevent the output
of the first modulator from saturating. Using this ratio the output of the first
modulator uses the entire 300 mV peak-to-peak output swing range of the op-
amp. The capacitance ratio of the second integrator was set to 2:1, which allowed
the second integrator to use its full output range as well.

While the capacitance ratio is determined by the output swing requirements
of the op-amps, the absolute sizes of the capacitors are chosen based on a com-
promise between noise characteristics and physical size when implemented on
chip. The 100 fF input capacitor was chosen because it is the smallest value
possible which meets the thermal noise requirements of the ADC system.

The sampling capacitor uses a poly/metal capacitor which is extremely lin-
ear but also very large. The feedback capacitor, which is much larger, is imple-
mented with a poly/n-well capacitor which has non-linear properties yet is very
area efficient. Obviously, using different types of capacitors makes matching
more difficult, but the savings in area is considerable compared to using two
poly/metal capacitors. Poly/n-well capacitors are roughly nine times smaller
than poly/metal capacitors.

2.4 Comparator Design

The schematic for the comparator is shown in Fig. 5. The comparator uses the
same differential pair as the op-amp for an input stage, followed by a high gain
common source output stage. After amplifying the input signal the digital output
is latched by a simple master-slave D flip-flop. The comparator uses 40µA of
DC current and consumes 36µW. The output of the comparator settles to its
final value within 10 ns of the latch closing.

Fig. 5. Comparator schematic.
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3 Physical Implementation and Measurement Results

Overall simulation results for the modulator are shown in Table 1 while the power
spectrum density plot is shown in Fig. 6. This plot shows regular noise spikes at
the 3rd harmonic and above of the input tone which are easily filtered out by the
low-pass filter characteristics of the decimation filter. The modulator achieves
a SNDR of 61.2 dB resulting in a 10 bit effective resolution while consuming
165µW.

Table 1. Modulator performance.

Parameter Results

SNDR 61.2 dB

Effective number of bits 10

Power consumption 165µW

Fig. 6. Modulator output spectrum.

The physical layout of the modulator covers an area of 0.0225 mm2. Many
measures were taken to ensure that transistor mismatch and signal distortion
were minimized throughout the layout. All matched transistors in the op-amps
and comparator were implemented using common centroid layout techniques, and
all analog transistor blocks are surrounded by guard rings. The 4 phase, non-
overlapping clock generation circuit is also isolated via a guard ring. Finally,
wires carrying important digital and analog signals throughout the chip are iso-
lated with grounded lines to minimize interference and crosstalk.

The proposed modulator was fabricated and its functionality verified on sili-
con. An oscilloscope screen capture in Fig. 7 shows the modulator performing as
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Fig. 7. Silicon test results.

Table 2. Performance comparison.

Design SNDR Proposed Auto-zeroed

Lei et al. [6] 68.85 dB 800µW

Jasutkar et al. [3] 68 dB 400µW

Goes et al. [2] 80.1 dB 200µW

Lee and Cheng [5] 50 dB 180µW

This Work 61.2 dB 165µW

Fig. 8. Die photo.
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expected with a 1 kHz sine wave input. A die photo of the test chip is shown in
Fig. 8.

4 Conclusions

A low power, 2nd order, Sigma-Delta modulator for use in an integrated biosen-
sor system was presented in this paper. The proposed modulator uses a 900 mV
supply voltage to reduce power consumption and extend the life of battery
powered biosensors. The modulator achieves a signal-to-noise distortion ratio of
61.2 dB and consumes 165µW. Compared to existing low-power designs the pro-
posed modulator performs very well balancing SNDR and power consumption.
Table 2 compares the performance of the proposed modulator against existing
designs. The proposed design provides an overall better tradeoff between noise
and power consumption.

References

1. Duwe, M., Chen, T.: Low power integrated potentiostat design for µelectrodes
with improved accuracy. In: 2011 IEEE 54th International Midwest Symposium
on Circuits and Systems (MWSCAS), pp. 1–4, 7–10 August 2011

2. Goes, J., Vaz, B., Monteiro, R., Paulino, N.: A 0.9-V Delta-Sigma modulator with
80 dB SNDR and 83 dB DR using a single-phase technique. In: IEEE Interna-
tional Solid-State Circuits Conference 2006 Digest of Technical Papers, pp. 191–200
(2006)

3. Jasutkar, R.W., Bajaj, P.R., Deshmukh, A.Y.: GA based low power sigma delta
modulator for biomedical applications. In: Recent Advances in Intelligent Compu-
tational Systems, 2011 IEEE, pp. 772–776, 22–24 September 2011

4. Kern, T., Chen, T.: A low-power, offset-corrected potentiostat for chemical imaging
applications, In: Proceedings of LASCAS 2013, Cusco, Peru, 27 Febuary–1 March
2013

5. Lee, S., Cheng, C.: A low-voltage and low-power adaptive switched current sigma-
delta ADC for bio-acquisition microsystems. Circ. Syst. I 53(12), 2628–2636 (2006)

6. Lei, Z., Xian-li, Z., Xing-hua, W., Ruo-Yuan, Q.: Two-order low-power sigma-
delta modulator with SC techniques. In: 2010 IEEE International Conference on
Semiconductor Electronics, pp. 96–99, 28–30 June 2010

7. Pettine, W., Jibson, M., Chen, T., Tobet, S., Henry, C.: Characterization of novel
microelectrode geometries for detection of neurotransmitters. IEEE Sens. J. 12(5),
1187–1192 (2012)

8. Scholfield, K., Chen, T.: Low power decimator design using bit-serial architecture
for biomedical applications. In: Proceedings of DATICS-IMECS 2012, Hong Kong,
14–16 March 2012

9. Selby, R., Kern, T., Wilson, W., Chen, T.: A 0.18 µm CMOS switched-capacitor
amplifier using current-starving inverter based op-amp for low-power biosensor
application. In: Proceedings of LASCAS 2013, Cusco, Peru, 27 February–1 March
2013



12 R. Selby and T. Chen

10. Tobet, S., Eitel, C., Dandy, D., Bartels, R., Reynolds, M., Chen, T., Henry, C.:
Slices for devices: organotypic slice cultures for in vitro sensor analyses. In: 2013
BMES Annual Meeting, Seattle, WA, 25–28 September 2013

11. Wilson, W., Selby, R., Chen, T.: A current-starved inverter-based differential
amplifier design for ultra-low power applications. In: Proceedings of LASCAS 2013,
Cusco, Peru, 27 February–1 March 2013



Monitoring Drivers’ Ventilation
Using an Electrical Bioimpedance System:

Tests in a Controlled Environment
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Abstract. As improving road safety is one of the first aims in the auto-
motive world, several new techniques and methods are being researched
in recent years. Some of them consist of monitoring the driver behav-
ior to detect non-appropriate states for driving, e.g. drowsy driving or
drunk driving. Usually, the appearance of these non-appropriate states
is related to changes in several physiological parameters. This work is
divided into two main parts. The first one presents an electrical bioim-
pedance system capable of monitoring the ventilation using textile elec-
trodes. Apart from describing the system, in this part some tests done
in a controlled environment are also shown. In the second part of this
paper, an enhancement of the system is described and checked using a
patient simulator.

Keywords: Bioimpedance ·Ventilation · Textile electrodes · Textrodes ·
Automotive

1 Introduction

According to [1], most of traffic crashes occur during the appearance of non-
appropriate states for driving, e.g. drowsy driving or drunk driving. Therefore,
apart from improving the vehicle performance, automotive companies are also
focused on monitoring the driver behavior. To achieve that, several systems are
being researched. These systems can be mainly classified on three types. The first
type is based on driving performances i.e. unintended lane departures, steerings
and brakes. The second one is based on camera systems that detect the percent-
age of eye closure (PERCLOS), head movements and blinkings, as described in
[2]. Finally, the third type is based on recording biomedical signals. In [3], signals
from electroencephalography (EEG), electrocardiography (ECG) and heart rate
variability (HRV) are used. On the other hand, electroocculography (EOG) and
ventilation are used in [4] and in [5], respectively.
c© Springer-Verlag Berlin Heidelberg 2014
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DOI: 10.1007/978-3-662-44485-6 2
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Focusing on the third type, regardless of the physiological parameter to be
measured, any system should fulfill three requirements at least. Firstly, the sys-
tem must be capable of recording signals in a very noisy environment. In a
vehicle, there are not only artifacts produced by the car engine but also artifacts
caused by other reasons like body motion or the state of the roads. As for the sec-
ond feature, a long-term monitoring system is required because the appearance
of non-appropriate states while driving is a slow process. Moreover, the system
should also be non-invasive and non-annoying to allow driving as comfortable
as possible. Therefore, the use of hospital devices is not recommended and the
design of new biodevices is required.

In the first part of this paper, a new biodevice suitable for automotive appli-
cations is shown. This device consists of an electrical bioimpedance (EBI) sys-
tem capable of monitoring the ventilation, and also the heart rate, using textile
electrodes placed on the steering wheel and also on the car seat. In addition, to
check the device, two kinds of tests are done. In the first one, the signal obtained
by the EBI system is compared to one which has been recorded by a commercial
thoracic band. In the second group, the system is checked according to several
parameters such as the electrode configuration, the frequency of the injected
signal or the clothing thickness.

In addition, there is also a second part in this work where an enhancement of
the EBI system is proposed. Finally, this improved system is also checked using
a patient simulator.

2 System Description

As mentioned above, the biodevice is based on an EBI instrumentation system.
The proposed system and also its enhancement are shown in Fig. 1. It is worth
mentioning that both systems are designed following the guidelines described
in [6]. Comparing both block diagrams, three main blocks are observed in both
systems: Signal Generator (GEN), Analog Front-End (AFE), and Demodulator
& Acquisition (DEM). In addition to these main blocks, there are also several
textile electrodes placed on the steering wheel and the car seat.

The main difference between both systems is in the AFE block. The enhanced
system adds a multiplexing-demultiplexing stage capable of selecting the best
electrode configuration to measure in order to allow measuring when the driver
is not in contact with all the electrodes, e.g. with only one hand in the steering
wheel.

2.1 EBI System

Briefly, the EBI system works as follows. The voltage-driven signal generated
by the generator is converted into a current-driven signal. Then, this current-
driven signal is injected into the driver’s body using a pair of textile electrodes.
Using the same, or other, pair of textile electrodes, the voltage drop due to
the injected current is measured. Finally, in the demodulation and acquisition
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Fig. 1. Block diagrams of the EBI device (left) and the enhanced one (right). In both
cases, whereas electrodes connected to (LC) and (HC) are the driving electrodes, the
ones connected to (LP) and (HP) are the sensing electrodes.

block, the value of the impedance is obtained. It is worth mentioning that changes
in the value of this impedance are related to changes in the gas-fluid ratio during
the inhalation-exhalation process, i.e. the ventilation.

Signal Generator. Although it can take several forms, e.g. from a simple linear
oscillator or digital clock to a Direct Digital Synthesizer (DDS) able to produce
sinusoidal waveforms or arbitrary waveforms in a wide range of frequencies and
amplitudes, [6], in the present system, two different kinds of signal generator
are used. In the case where the overall system is checked, the excitation signal
is an adjustable amplitude single tone waveform of 62.5 kHz generated by a
microcontroller, PIC18F1320. In the other case, if only the proper behavior of
the AFE is checked, a sine wave with an adjustable frequency is generated using
a PXI solution by National Instruments.

Analog Front-End. Once the signal is generated, this is sent to the AFE.
Basically, the AFE consists of two main stages: the current injection stage and
the voltage sensing one. In the first stage, the excitation signal is sent to a
differential-differential amplifier, AD8138, in order to have a differential excita-
tion signal. However, instead of appling directly the voltage of these two outputs
to the driving electrodes, each one is used as an input of a voltage-current (V-I)
converter based on a second-generation current conveyor (CCII). Thus, the V-I
converter acts as a voltage-controlled current source (VCCS), [7]. In this way,
using current driving instead of voltage driving, a current limiting mechanism
is achieved and the possible nonlinearities are also reduced. So the guidelines
of safety risks provided by the IEC-60601-1 standard can be fulfilled. Further-
more, using differential-floating excitation helps reducing the effect of electrode
impedance mismatch effect.

In the voltage sensing stage, a differential to single ended voltage conversion
is done by a wideband differential amplifier. However, before this conversion, the
voltage difference between the pair of sensing electrodes is measured by a pair of
high-impedance buffers. These buffers are used because of their input impedances
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are higher than the input impedance of the differential amplifier, allowing to mea-
sure the common-mode voltage without disturbing the signal quality.

In addition, as much in the current injection stage as in the sensing one,
filter capacitors are also required to avoid the flow of the Direct-Current (DC)
to the body. Furthermore, there is also a Common-Mode Feedback (CMFB)
stage in the AFE which is useful to reduce the effect of high electrode mismatch.
Finally, it is also worth mentioning that active shielding is also used to reduce
the capacitive effect of coaxial cables, interferences and crosstalk.

Textile Electrodes. As the electrodes should be as non-invasive and non-
annoying as possible for the driver, using standard metal electrodes seems to be
not the better option. In addition, as cited in [8], during long-term monitoring,
the hidrogel used with this kind of electrodes can cause irritation and allergy
problems.

So, in this system instead of using standard metal electrodes, electrodes made
of textiles, also called textrodes, are chosen. In this way, not only irritation and
allergy problems are solved but also a higher comfort for the driver is achieved.
However, the main drawback of the textrodes is that the electrode impedance
shows a strong capacitive behavior, [9]. In addition, as the textrode is not directly
in contact the skin, this capacitive behavior depends on the exerted pressure and
factors related to the clothing of the driver like material, thickness or number
of layers, [10]. Furthermore, in order to cope with the impedance of the elec-
trodes, to use a different pair of electrodes to the driving and the sensing stage
is required, i.e. to use the four-wire technique, [11].

Demodulation & Acquisition. Two different demodulation techniques are
used. In the case where the overall system is checked, a switching demodulator
is used. This switching demodulator is based on a switch controlled by the same
square signal generated by the microcontroller. Furthermore, after the switch-
ing demodulator, the signal is driven to a third-order Sallen-Key low-pass filter
(LPF). Then using this output signal from the LPF, the measured voltage is
acquired. In addition, by using a high-pass filter (HPF) and a basic circuitry,
the relative variations of the measured voltage are also amplified and acquired.
These voltage variations should be amplified before recording because of their
low amplitude and also the poor accuracy that the 10-bit Analog-to-Digital Con-
verter (ADC) of the microcontroller can provide. Later the acquired data are
sent from the microcontroller to a computer by a mini USB-Serial UART devel-
opment module. Finally, the impedance value is estimated using a LabVIEW
application.

The second demodulation technique is an In-phase & Quadrature (IQ)
demodulation. Using the PXI solution, the real and imaginary part of the mea-
sured signal are obtained. Later, the magnitude and the phase of the impedance
are estimated using a LabVIEW application.
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2.2 Enhanced System

As mentioned previously, the enhanced system adds a multiplexing-demultip-
lexing stage in the AFE block. In this way, instead of fixing the electrode
configuration during the monitoring, the system is capable of changing automat-
ically to the best electrode configuration. To achieve this, a pair of 1-to-8 multi-
plexers (MUXs) and 8-to-1 demultiplexers (DEMUXs) are added in the sensing
and the injection stages, respectively. Thus, in the injection stage, previously to
the voltage-current conversion, the pair of driving electrodes is chosen. In the
same way, in the sensing stage, the two inputs to the wideband differential
amplifier are chosen by the pair of 8-to-1 MUXs which are connected to the
high-impedance buffers. Note that in the enhanced system, the AFE block is
divided into several boards instead of being only one board. In that way, as the
current-drivers and voltage buffers are closer to the textile electrodes, i.e. shorter
wires, the system is stronger in front of parasitic effects.

It is also worth mentioning that an integrated circuit (IC), AD5933 by Analog
Devices, is chosen as solution in the generation and demodulation blocks. Basi-
cally, AD5933 is a low cost, system-on-chip high precision impedance converter
system solution that combines an on-board frequency generator with a 12-bit,
1 MSPS, analog-to-digital converter (ADC). Furthermore, the signal sampled
by the on-board ADC and a discrete Fourier transform (DFT) is processed by
an on-board DSP, [12]. Finally, the real and imaginary values of the estimated
impedance are sent to a LabVIEW application using the I2C protocol.

3 Methods

A set of tests is done to check the proper functioning of both systems. It should
be reminded that any test is done in a controlled environment where no artifacts
due to engine vibrations or the state of the road are present.

3.1 EBI System

To check that the EBI system works properly, several measurements are carried
out. These measurements can be classified into three groups according to:

– Comparison to a reference signal
– Configuration of electrodes, i.e., the placement of the driving and sensing

electrodes in the car seat and steering wheel
– Influence of the thickness of clothing

Comparison to a Reference Signal. In this group, several subjects are mon-
itored by the designed EBI system and also by a commercial device made by
BIOPAC Systems. The commercial device acquires the ventilation signal at a
sampling frequency of 1000 samples per second using a piezoresistive thoracic
band. Then, this signal is used as reference signal to verify the correct operation
of the designed device.



18 R. Maćıas et al.

About the EBI system, in this case, only the proper behavior of the AFE
is checked, i.e. the PXI solution is used in the GEN and DEM blocks. Thus, a
single frequency sine wave of 300 kHz is generated as excitation signal and the
measured signal is sampled at 25 samples per second in the DEM block. The
reasons to apply a frequency of 300 kHz are mainly two. First, using the PXI
solution, the hardware limitation is less strong as the one imposed by the PIC
solution. Second, the higher the frequency, the better response of the system is
achieved because of the capacitive behavior of the textile electrodes.

It is worth mentioning that the system is considered to work properly if
the inhalation-exhalation ratio is the same that the obtained by the commercial
device.

Configuration of Electrodes. In the second group of measurements, the over-
all system, i.e. a single tone at 62.5 kHz as excitation signal and switching
demodulation, is checked according three differents configurations according to
the placement of electrodes. It is worth mentioning that the protocol done in
all measurements consists of a two-minute monitoring and, around the last 30 s,
five deep breathing are taken.

The first one is the steering wheel-steering wheel configuration. In this case,
whereas a driving electrode and a sensing electrode are in contact with the right
hand of the driver, the other pair of driving-sensing electrodes are in contact
with the left hand. The second configuration is the steering wheel-back seat
configuration. In this, whereas a driving and a sensing electrode remain in the
steering wheel, the other driving and sensing electrode are moved to the upper
half of the back seat. The last configuration tested is the back seat-back seat
configuration. Here, whereas a pair of driving-sensing electrodes are in the left
electrode of the back seat, the other pair is in the right electrode of the back
seat. Note, in the back seat-back seat configuration, instead of using the 4-wire
technique, the 2-wire technique is carried out because of both textile electrodes
on the back seat act as driving and sensing.

Influence of the Thickness of Clothing. Using the same protocol than
before, i.e. two-minute monitoring and at the end five deep breathing, and fixing
the electrode configuration to the steering wheel-back seat configuration, the
ventilation is monitored under certain situations according to the clothes that
the subject is wearing. In the best situation tested, the subject is only wearing a
thin T-shirt. On the other hand, in worse situations, the subject is wearing over
the same thin T-shirt either a thin jacket or a thick sweater.

It should be pointed that as the capacitive behavior of the textile electrodes is
strong in these situations, the PXI solution is chosen to be able to use excitation
signals with a higher frequency than 62.5 kHz.

3.2 Enhanced System

Due to the enhanced system is only in the first stages of development, the tests
are done using a patient simulator, Fluke PS420. Using this device, a rate of a 15
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breathings per minute with 3-ohm impedance variations over a 500-ohm baseline
is chosen. Under these conditions, the patient simulator is connected not only to
the four electrodes placed on the steering wheel but also to the four electrodes
placed on the upper side of the back seat. Therefore, during 4 min and 30 s, the
ventilation is recorded and, at any arbitrary time, an electrode is disconnected.
Furthermore, two 12-second apneas are also simulated at the middle and at the
end of the test.

It is worth mentioning that a priority table is allocated to the system. Thus,
the steering wheel-steering wheel configuration and the back seat-back seat con-
figuration are the most and the least priority, respectively.

4 Results

As in previous section, the results are discussed based on the two systems.

4.1 EBI System

Comparison to a Reference Signal. As mentioned previously, the signal
acquired by the thoracic band acts as a reference to check the signal from the
designed biodevice. Thus, the biodevice works properly if the measured signal
fits to the reference, i.e. for the same period of time, the exhalation-inhalation
ratio is the same in both signals.

For each volunteer, two different configurations are tested. In the upper
graphs of the Figs. 2, 3 and 4, as a driving electrode and a sensing electrode
are in contact to the left hand, the second driving and the second sensing elec-
trode are placed in the right and left side of the back seat, respectively. On
the other hand, in the bottom graphs whereas the electrodes on the back seat
remain at the same point, both electrodes on the steering wheel are moved to the
right side.
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Fig. 2. Comparison between the Thoracic Band and the EBI system for the first vol-
unteer. (Top) Configuration where both driving electrodes are in the right side of the
body. (Bottom) Configuration where the driving electrode of the steering wheel is in
the left hand and the other driving electrode is in the right side of the back. In both
plots, the upper line is related to the bioimpedance device and the bottom one comes
from the thoracic band.
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Fig. 3. Comparison between the Thoracic Band and the EBI system for the second
volunteer. (Top) Both driving electrodes are in the right side of the body. (Bottom)
The driving electrode of the steering wheel is in the left the other driving electrode is
in the right side of the back.

Note that for all cases except one (bottom graph in Fig. 4), both signals, from
the bioimpedance device and from the thoracic band, match up. The special case
can be due to the lack of contact between any textrode and the volunteer.
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Fig. 4. Comparison between the Thoracic Band and the EBI system for the third
volunteer. (Top) Both driving electrodes are in the right side of the body. (Bottom)
The driving electrode of the steering wheel is in the left the other driving electrode is
in the right side of the back.

Furthermore, whereas the Figs. 2 and 4 show a normal respiration rate, i.e.
between 12 and 20 breaths per minute in adults and in normal conditions, in the
Fig. 3 a slower respiration rate, around 6–7 breaths per minute, can be observed.

Configuration of Electrodes. In this group of measurements, the influence
of the placement of the electrodes in the measured signal is checked. Then, as
mentioned in the previous section, three configurations are tested.

As shown in Fig. 5, three signals are plotted. The middle one is the raw
signal measured by the EBI system and without processing. Note that this signal
is based on two components: a low-frequency component, between 0.1 Hz and
0.3 Hz, and a high-frequency component, over 1 Hz. Furthermore, whereas the
lower component is related to ventilation, the higher one is related to the heart
rate.
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Checking the Figs. 5, 6, 7 and 8, a first issue can be observed. As in Figs. 5
and 7, the high frequency component is noticed easily, in Fig. 8 this component is
insignificant. Therefore, it seems to be in contact directly to one hand, at least,
is required to obtain the component related to the heart rate.
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Fig. 5. Steering Wheel - Steering Wheel Configuration. (Middle) The raw data
obtained from the bioimpedance device. (Top) Signal related to the ventilation. (Bot-
tom) Signal related to the heart rate.
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Fig. 6. Steering Wheel - Back Seat Configuration with a driving electrode in the left
hand and the other in the right side of the back. (Middle) The raw data. (Top) The
ventilation signal. (Bottom) The signal related to the heart rate.
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Fig. 7. Zoom in to the Fig. 6 in a one-minute period. (Middle) The raw data. (Top)
The ventilation signal. (Bottom) The signal related to the heart rate.
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Fig. 8. Back Seat - Back Seat Configuration using a 2-wire measurement technique.
(Middle) The raw data. (Top) The ventilation signal. (Bottom) The signal related to
the heart rate.
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Fig. 9. Steering Wheel - Back Seat Configuration with the driving electrodes in the
left hand and in the right side of the back, respectively. The subject is wearing a thin
T-shirt made of cotton (100 %). (Middle) The raw data. (Top) The ventilation signal.
(Bottom) The signal related to the heart rate.
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Fig. 10. Steering Wheel - Back Seat Configuration with the driving electrodes in the
left hand and in the right side of the back, respectively. The subject is wearing a thin
jacket made of polyester (100 %) over a thin T-shirt made of cotton (100 %). (Middle)
The raw data. (Top) The ventilation signal. (Bottom) The signal related to the heart
rate.

Influence of the Thickness of Clothing. In the last tests, dependencies on
clothing are checked. In Fig. 9, applying the previous protocol and the steering
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Fig. 11. Steering Wheel - Back Seat Configuration with the driving electrodes in the
left hand and in the right side of the back, respectively. The subject is wearing a
thick sweater made of woolen (33 %), polyester (27 %), acrylic (27 %) and polyurethane
(13 %) over a thin T-shirt made of cotton (100 %). (Middle) The raw data. (Top) The
ventilation signal. (Bottom) The signal related to the heart rate.
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Fig. 12. Test of the enhanced system using a patient simulator. (Top) Ventilation signal
acquired without filtering. (Bottom) Priority number of the electrode configuration
used during monitoring.

wheel - back seat configuration, a subject is monitored wearing a thin 100 %
cotton T-shirt. On the other hand, in Figs. 10 and 11, the subject is wearing over
the same T-shirt a thin 100 % polyester jacket and a thick sweater, respectively.

Note that the respiration rate is different in the three figures. Whereas a
normal rate of 11 breaths per minute can be observed in Fig. 9, in Figs. 10 and
11, the respiration rate is lower. There seems to be a correlation between clothing
and the measured signal. As thicker the clothing, the measured signal is less
similar to the reference ventilation signal, i.e. the signal obtained by the thoracic
band. Therefore, depending on the clothings, the EBI system could not work
properly because of some inhalations or exhalations cannot be monitored.
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Table 1. Priority order of the electrode configurations.

Priority Driving Electrodes Sensing Electrodes

1 S1–S3 S2–S4

2 S1–S8 S2–S7

3 S3–S5 S4–S6

4 S5–S8 S6–S7

4.2 Enhanced System

Figure 12 shows two plots. Whereas the upper plot is related to the ventilation
signal acquired using the enhanced system and the patient simulator, the lower
plot shows the priority number according to the electrode configuration described
in Table 1.

As observed in both plots, any change of the electrode configuration matches
a high value of the impedance magnitude. Furthermore, note that the apneas are
done in the second minute and at the end of the test as previously mentioned.

5 Conclusions

As shown in this paper, using an EBI system, signals related to physiological
parameters can be monitored. In this particular case, not only signals related to
the ventilation are measured but also signals related to the heart rate. However,
due to the fact that the use of standard metal electrodes are not recommended,
new challenges related to the textile electrodes arise such as the high electrode
mismatch or the behavior of the clothing-textrode interface. In addition, testing
the bioimpedance system in a real environment is also required. But, in any case,
the tests in a controlled environment show a proper operation of the system. This
system is capable of monitoring the ventilation signal just like a thoracic band.
Furthermore, the system is also able to acquire the signal related to the heart
rate.

In addition, although the enhanced system is only in the first stages of devel-
opment, the automatic selection of the best electrode configuration during mon-
itoring seems to be a solution for the lack of contact between electrodes and the
driver. Therefore, this system seems to be a further step to obtain a non-annoying
non-invasive biodevice capable of monitoring some physiological parameters in
a vehicle environment.
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Abstract. The estimation of Laplacian potential on the body surface obtained
by means of concentric ring electrodes can provide bioelectrical signals with
better spatial resolution and less affected by bioelectrical interferences than
monopolar and bipolar recordings with conventional disc electrodes. In this
paper an array of flexible concentric opened-ring electrodes for non-invasive
bioelectrical activity recordings is presented. A preconditioning circuit module
is directly connected to the electrode array to perform a first stage of filtering and
amplification. A computer model reveals differences minor than 1 % between
the sensitivity of the proposed opened-ring electrode vs a closed-ring electrode.
Simultaneous recordings of intestinal myoelectrical activity proved that signals
from the developed array of electrodes presented lower electrocardiographic and
respiratory interference than conventional bipolar recordings with disc elec-
trodes. The small bowel’s slow wave myoelectrical activity can be identified
more easily in the recordings with the presented ringed-electrodes.

Keywords: Ring electrode � Laplacian recording � Non-invasive myoelecrical
recording � Electroenterogram

1 Introduction

1.1 Bioelectrical Laplacian Recordings

Surface recordings of bioelectrical signals are usually recorded by means of disc elec-
trodes in bipolar or unipolar configuration. In the first method the potential difference
between a pair of electrodes is measured. In the latter method the potential of each
electrode is compared either to a neutral electrode or to the average of several electrodes.
One drawback of using conventional disc electrodes in bioelectrical surface recordings
is their poor spatial resolution which is mainly caused by the blurring effect of the
different conductivities of the volume conductor [1]. In this respect, Laplacian has been
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shown to reduce the smoothing effects caused by the volume conductor and to increase
the spatial resolution in localizing and differentiating multiple dipole sources [2, 3].

There are different approaches to estimate the Laplacian potential on the body
surface. The first ones to be used were discretization techniques like the one introduced
by Hjorth as early as in 1975 [4]. In that study, the Laplacian of the EEG signal was
estimated as the difference between the average potential of four disc electrodes in the
form of a cross and the potential of a fifth disc electrode placed in the center of the
cross. In the late 80 s, analytic solutions to estimate the Laplacian of the surface
potential were proposed in order to reduce discretization errors [5]. These are complex
discrete computational techniques, generally not suitable for real-time applications.
Nevertheless, Laplacian potential can also be directly estimated by means of concentric
ring electrodes in tripolar, bipolar or tripolar in bipolar configuration (TCB, where the
outer ring and the center disc were electrically shorted) [3, 6, 7].

Ring electrodes have already been used to estimate the Laplacian potential of
bioelectrical signals such as the electrocardiogram (ECG), electroencephalogram
(EEG), electroenterogram (EEnG) and the electrohysterogram (EHG), so as to increase
the spatial resolution of and the signal quality of conventional surface potential
recordings [6–9]. These electrodes are usually active since the signals sensed by
concentric ring electrodes in Laplacian configuration are weaker than the ones obtained
by conventional monopolar or bipolar recordings, and the output impedance is bigger.
Nevertheless, the ringed-electrodes used in these studies were developed on rigid
substrates like printed-circuit boards, what can provoke a poor skin-to-electrode contact
and discomfort to the patient.

Therefore, the aim of this study is to develop concentric ring electrodes on a
flexible substrate to join the advantages of Laplacian recordings with the comfort and
better adaptation to the body surface curvature of conventional disposable disc
electrodes.

1.2 Intestinal Myoelectrical Activity

The study of intestinal motility is an outstanding field in gastroenterology due to the
fact that abnormal motility patterns are related with several intestinal pathologies [10].
This is the case in irritable bowel syndrome, intestinal obstruction, paralytic ileus, and
bowel ischemia. The main problem in monitoring intestinal activity is the difficult
anatomic access, hence most methods of studying this activity are considered to be
invasive. One possible solution would be the recording of intestinal myoelectrical
activity on abdominal surface. This signal is named Electroenterogram (EEnG) and it is
composed of two waves: slow waves (SW) and spike burst (SB). The former are
periodical, omnipresent electrical potentials that regulate the maximum rate of intes-
tinal muscle contractions. The latter are fast action potentials which are located in the
plateau of the SW. They are only present when contractions appear. Whereas SW are
related to the frequency and propagation velocity of the contractions [11], SB deter-
mine the presence and the intensity of the contractions. The frequency of the SW
changes along the small intestine with a stepwise gradient from about 12 cpm at
duodenum to 8 cpm at ileum [12].
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There are few studies about abdominal surface recordings to identify the EEnG in
humans [9, 13–15]. The main reason is that human EEnG is a very weak signal, which
is severely attenuated especially in the SB frequency range, because of the insulation
effects of the abdominal layers and spatial filtering [1, 16]. Surface EEnG is also very
sensitive to physiological interferences such as ECG and respiration, being difficult to
identify the SW component of the EEnG by visual inspection of abdominal surface
recordings. The ECG spectral frequency range overlaps the SB frequency range,
therefore it is necessary to eliminate it from abdominal recordings to identify the SB
component of the EEnG [17]. As regards to respiration interference, the typical
breathing frequency range (12 cpm to 24 cpm) is very close to the frequency of the SW
(8 cpm to 12 cpm), so it is not possible to use conventional filters to remove this
interference.

Laplacian recordings of the EEnG by means of active concentric ring electrodes on
rigid substrates have proven to enhance signal quality in comparison to conventional
monopolar and bipolar recordings with disc electrodes [9]. Therefore, a second
objective of this work is to test and study the possible benefits of the flexible concentric
ring electrodes to be developed in this study, on the surface recordings of the EEnG.

2 Materials and Methods

2.1 Active Electrode Array Design and Implementation

Sensing Part. In this work it has been decided to design an array of electrodes rather
than an individual electrode for surface bioelectrical recordings, since this kind of
recordings are usually multichannel and moreover Laplacian recordings are often used
for body surface mappings. Specifically an array of three concentric ring TCB active
electrodes was developed. The sensor is made out of two parts: a disposable sensing
part with three TCB electrodes and a reusable battery-powered signal conditioning
circuit. Each of the three sensing electrodes consists of an inner disc and two concentric
rings in bipolar configuration i.e. the disc and the outer ring are shorted together.

The outer diameter of the external ring was set to 24 mm which is a compromise
between bigger electrodes that would yield signals of higher amplitude and smaller
electrodes that would provide better spatial resolution. The rest of dimensions of the
electrode are designed considering the following criteria:

• The sum of the areas of the outer ring and the inner disc should be equal to the area
of the middle ring so as to provide similar input impedances, improving the com-
mon mode rejection ratio.

• The distance between the inner disc and the middle ring should be the same as the
distance between the middle and outer rings to reduce common mode interferences.

The dimensions of each ringed-electrode of the array are shown in Fig. 1. As it can
also be appreciated in this figure, an opened-ring version has been designed in order to
avoid shorts in the single layer layout of the tracks from the electrodes to the con-
nectors. The flexible electrode array was implemented by screen-printing technology
on polymer substrates. Specifically, a biocompatible silver paste was printed (Dupont
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5064 Silver conductor, thickness 17 μm) on Polyester Melinex ST506 substrate
(thickness 175 μm). The serigraphy was made by using an AUREL 900 High precision
screen stencil printer. Cured period of inks was 130 °C for 10 min.

Signal Conditioning Part. As stated before, signals from concentric ring electrodes are
of very low amplitude, especially in the cases that the bioelectrical signal to be recorded
on the body surface is weak. Therefore it is highly recommended to include an
amplification stage as close as possible to the sensing electrode.

In this work a battery-powered conditioning circuit was developed and directly
connected to the electrode array. Precisely, a 12 bias (only six are used) flexible-flat-
cable-to-flexible-printed-circuit connector (TE Connectivity/AMP-1-84953-2 FFC/
FPC) was used for the connection. The circuit is composed of a preamplifier (gain
31.9), followed by a coupling circuit (high pass cut off frequency 0.05 Hz) and an
additional differential amplification stage (gain 106.1) for each of the three TCB
electrodes of the array. Specifically, the integrated circuits used were 3 OP747 for the
operational amplifiers and 3 AD620 for the instrumentation amplifiers. The signal
conditioning circuit weights less than 15 g. Its main electrical characteristics were
experimentally checked and are shown in the next section.

2.2 Model of the Electrode and Abdomen

In order to compare the sensitivity map of the proposed opened-ring version of the
TCB electrode with that of the conventional closed-ring electrode for abdominal
recordings, both electrodes and the underlying tissue were modeled and solved by
numeric methods.

Similar to the work of Bradshaw et al. [1], the abdomen was modeled as a semi-
infinite electric conductor domain composed by five homogeneous and isotropic layers
of tissues with its own electrical conductivity (σ) and thickness (th), which represent:
skin (th1 = 5 mm, σ1 = 0.45 S/m), fat (th2 = 12 mm, σ2 = 0.02 S/m), muscle
(th3 = 5 mm, σ3 = 0.45 S/m), omentum (th4 = 5 mm, σ4 = 0.02 S/m) and abdominal
cavity (th5 = 200 mm, σ5 = 0.45 S/m). Model width and depth were chosen large

Fig. 1. Dimensions (mm) of the concentric ring electrode to be implemented in the array.
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enough to ensure a negligible influence of the model’s lateral limits on the results. The
model of the abdomen can be seen on the bottom of Fig. 2.

So as to accurately compare the results obtained from the geometrical model of the
abdomen solved by finite element methods when testing the different types of ring
electrodes, it is recommendable that the mesh of the model stays the same. This would
permit to get the solutions at fixed spatial coordinates inside the model. However, the
mesh and node coordinates are consequence of the geometric characteristic of the
model. Therefore, since the geometry of the electrodes to study is different, the mesh
will be. To overcome this problem, a unique geometrical model composed by four sets
of pieces was used to represent all the electrodes under study in such a way that the
electrical conductivity of each one of these pieces was changed between ‘High’
(conductor, σc = 1e5 S/m) and ‘Low’ (insulator, σi = 1e−5 S/m), depending on the
geometry of the electrode to be analyzed. The geometrical model of the electrodes with
the four sets of pieces is shown on the top of Fig. 2.

Three different types of concentric ring electrodes were studied; and the ‘Low’ or
‘High’ conductivity of each of their four sets of pieces is shown in Table 1. The
combination of the first row (CRE) yields a closed-ring TCB electrode that could be
considered our reference and gold standard. The combination of the second row
(ORE_A) and the third row (ORE_B) yield opened-ring TCB electrodes similar to that
shown in Fig. 1. In the case of ORE_A the conductive track that shortcuts the inner disc
and the outer ring is in contact with the skin, whereas in the case of ORE_B it is not. It
can also be deduced that ORE_B is identical to CRE but with opened rings.

Since results obtained from these electrodes are expected to be very similar, once
the geometry and material properties of the model were defined, it was meshed with a
very high density of elements (>3 million) to minimize errors in the comparison.

The objective was to compare the sensitivity of each electrode to measure the
activity of an electrical dipole located inside the abdominal cavity. For this purpose, it
has been shown [18] that the voltage between a pair of electrodes A and B caused by an
electrical dipole placed at C, is the scalar product of the electric field on C caused by
the injection of a unit current between electrodes A and B, and the dipole vector. From
this point of view, the sensitivity of the ring electrodes to measure the electrical activity
of a dipole inside the abdominal cavity can be approached to the module of the electric
field caused by the injection of a unit current between the ring electrodes.

Electrodes and abdomen were modeled and solved by ANSYS (R).

2.3 Signal Recordings

The study was approved by Committee of Ethics of Universidad Politécnica de
Valencia. Five recording sessions, of about three hours, were carried out in healthy
human volunteers in fast state (>8 h). Subjects were in a supine position inside a
Faraday cage. Firstly the abdominal body surface was exfoliated to remove dead skin
cells to reduce contact impedance. The abdominal surface was also shaved in male
subjects. Figure 3, shows the location of electrodes for the EEnG recordings. The
developed flexible electrode array was placed horizontally 2.5 cm below the umbilicus,
providing three Laplacian signals. Three monopolar Ag-AgCl floating gel electrodes of
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Fig. 2. Model of the electrode (top) and of the abdomen (bottom).

Table 1. Conductivities of the geometrical sets of pieces that conform the electrodes to be tested
by the finite elements model. (CRE: closed-ring electrode, ORE: open ring electrode).

Electrode Geometrical set
1 2 3 4

CRE High High Low High
ORE_A High Low High Low
ORE_B High High Low Low
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8 mm of sensing diameter (EL258S, Biopac Systems Inc, Santa Barbara, CA, USA)
were placed 2.5 cm above the umbilicus. Interelectrode distance was also 2.5 cm. Two
bipolar recordings of EEnG were obtained from adjacent monopolar electrodes.

The main sources of physiological interferences usually present on surface EEnG
were simultaneously recorded. Specifically, ECG was monitored by Lead 1 using
disposable electrodes (EL501, Biopac Systems Inc, Santa Barbara, CA, USA), respi-
ration was recorded by an airflow transducer (1401G, Grass Technologies, Warwick,
USA) and body movements were measured by a 3-axis accelerometer (ADXL 335,
Analog Devices, LM, Ireland).

All signals, except from acceleration signals, were amplified and band-pass filtered
(0.1–100 Hz) by means of commercial bioamplifiers (P511, Grass Technologies,
Warwick, USA). A disposable electrode placed on the left ankle of the subject was
used as reference for the bioelectrical recordings. Signals were simultaneously recorded
at a sampling rate of 1 kHz.

2.4 Signal Analysis

In order to study the activity of the low-frequency component of the EEnG i.e. the slow
wave, EEnG and respiratory signals were low-pass filtered (fc = 0.5 Hz) and resampled
at 4 Hz.

The power spectral density (PSD) of signals was estimated by means of autore-
gressive parametrical techniques (AR, order 120). PSD was estimated for moving
windows of 120 s every 15 s of the recorded signals. The dominant frequency (DF)
over 8 cpm of the PSD of every window was determined. The parameter %Resp was
defined as the ratio between the number of windows in which the DF of the surface
signal (bipolar or Laplacian) is within the DF of respiration ±0.5 cpm and the total
number of windows. Similarly, %TFSW is defined as the ratio of analysed windows
whose DF is inside the typical frequency range of intestinal slow wave (8-12 cpm). The
rest of cases are included in the parameter %Other.

3 Results

3.1 Sensitivity Map of Opened-Ring Vs Closed-Ring TCB Electrode

Figure 4 displays the normalized spatial distribution on the abdominal cavity of the
modulus of the electric field in a radial plane of the CRE. As it could be expected, the

2.5 cm

2.5 cm

2.5 cm

3 2 1

6 5 4 

Fig. 3. Location of electrodes for EEnG recordings.
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sensitivity is maxima at the point closest to the electrode, and presents a decreasing
gradient as we move away from the electrode. For this specific electrode, the effect of
the connecting track is negligible and the same sensitivity map is obtained for any other
radial plane. Analogous sensitivity maps were obtained for ORE_A and ORE_B
electrodes which are not shown since no great differences can be found by visual
inspection and to reasons of space.

Table 2 shows the results of the parameters used to describe and compare the
sensitivity maps of the three modeled ring electrodes. The results from the model yield
that the maximum magnitude of the induced electric field in the abdominal cavity
(Emax) is almost equal for CRE and ORE_B, but is smaller for ORE_A. This reveals a
non-negligible difference in the amplitude of the signals that this kind of electrode
would pick-up. Nevertheless, the most important aspect of coaxial ring electrodes is the
spatial distribution of its sensitivity which makes them suitable to estimate the La-
placian potencial. Thus, the maximum differences between the normalized spatial
distributions of the sensitivity (modulus of the electric field) were obtained and are
shown in Table 2. Again, ORE_B presents the most similar spatial distribution of the
normalized sensitivity to CRE, providing an error minor than 0.5 %. In the case of
ORE_A, in which the connecting track was in contact with the skin, this error is still
low but almost reaches a value of 3.8 %.

Fig. 4. Normalized spatial distribution of the modulus of the electric field in a radial plane of the
closed-ring electrode (CRE).
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3.2 Active Electrode Array

Figure 5 shows the sensing part of the array of active concentric ring TCB electrodes.
It can be appreciated that the substrate is flexible enough to fit the body surface
curvature. Moreover the adhesion of the conductor paste to the substrate was checked
by means of a sticky tape (8915 Filament APT, 3 M). The paste took off after more than
30 cycles proving the good adherence.

Both sides of the signal preconditioning circuit of the active electrode array can be
seen in Fig. 6. The small size and weight of the circuit and the flexible nature of the
array makes it possible to place this part above the electrodes. With the proper fixing
strategy, the active electrode array could be used for ambulatory monitoring. Table 3
summarizes the main electrical characteristics of the developed signal conditioning
circuit. It can be observed that the battery life is adequate for the recording sessions,
and the CMRR and output noise are also appropriate for bioelectrical applications.

Table 2. Parameters derived from the sensitivity maps of the modeled electrodes: Emax

maximum value of the electric field in the abdominal cavity, ΔNSD difference between
normalized spatial distribution of the electric field of CRE and ORE.

Electrode Emax(V/m) ΔNSD (%)
Min. Max.

CRE 4.434 – –

ORE_A 3.809 −0.46 0.44
ORE_B 4.406 −3.78 3.65

Fig. 5. Implemented flexible array of three TCB concentric ring electrodes.
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3.3 EEnG Monitoring

Figure 7 shows an example of the biosignals simultaneously recorded. It can be
appreciated that, as expected, the amplitude of the signals picked up by the ringed-
electrodes of the array is smaller than that of the bipolar recordings with disc
electrodes. Nevertheless, the conventional bipolar recordings present stronger ECG
interference as it can be easily observed in this figure. In the signals from concentric
ring electrodes the electrocardiographic interference is almost null. It can only be
hardly appreciated in the signal corresponding to electrode 1 (Lp1) which is placed on
the left side of the subject. Regarding the intestinal SW activity, approximately five
waves can be identified on the Laplacian recordings. In bipolar recordings this is
difficult to identify by visual inspection since it seems they are strongly corrupted by
the respiration. This can also be observed in the example of PSD of signals shown in
Fig. 8. In bipolar recordings the dominant frequency (DF) corresponds to the respi-
ratory frequency; whereas the DF of Laplacian recordings is around 10.5 cpm which
fits the normal SW frequency in human jejunum.

The results of the %TFSW, %Resp and %Other parameters, which are presented in
Table 4, confirm this behavior. It is shown that in around 25 % of the signal windows
studied, the respiratory interference masks the intestinal SW activity. In contrast, this
ratio is only around 10 % for the Laplacian recordings. Furthermore, around 75 % of
the cases the DF of Laplacians recordings the DFs are in the frequency range associated
to the intestinal SW, whereas it is about 65 % for the conventional bipolar recordings.

Fig. 6. Signal preconditioning circuit: bottom side (left) and top side (right).

Table 3. Main electrical parameters of the signal-preconditioning circuit.

1 0.049 Hz
Differential gain at medium frequency 3386 V/V
CMRR at medium frequencies 116 dB
CMRR at 50 Hz 103 dB
Output noise 0.195 mVrms
Battery life 280 min
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Finally to say that the number of cases whose DF is associated to SW harmonics or
other components is slightly higher in Laplacian recordings than in conventional
bipolar recordings.
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4 Discussion

To the authors’ knowledge, the flexible array of active concentric ring electrodes pre-
sented in this paper is the first one of these characteristics. Other authors have developed
active concentric ring electrodes but on rigid substrates [3, 6–9]. This new sensor is
more comfortable for the subject under study and provides a better contact since it
adapts to the body surface curvature. Our group has recently developed other flexible
concentric ring electrodes [19]. However such electrodes require the screen-printing of
three layers, alternating conductor and dielectric pastes. In flexible substrates it is very
complicated to use bias between layers, and the solution proposed in the present work
favors an easier manufacturing. The comparison of the sensitivity of TCB opened-ring
electrodes and closed-ring electrodes shown in this document reveals that signals can be
picked up more attenuated with the opened-ring version, but with differences smaller
than 3.8 % in the spatial distribution of the sensitivity. What is more, if a dielectric is
used to prevent the contact between the skin and the conductive line that shortcuts the
inner disc with the outer ring, these differences are smaller than 0.5 %. Regarding the
model we used, it is more realistic than others [20] since it considers the abdominal
layers with their different conductivities and thicknesses. It should also be pointed out
that, in contrast to individual electrodes used in other studies [6–9, 19], the electrode
array developed in this work is a more compact solution that reduces the signal pre-
conditioning cost and space, and it is more suitable for bioelectrical mapping of the body
surface. Furthermore, the modularity of the developed sensor permits to reuse the signal
conditioning circuit while the sensing part can be disposed for hygienic reasons.

Signal recording experiences of this work show that active concentric electrodes of
the flexible array enhance the quality of non-invasive EEnG signals in terms of elec-
trocardiographic and respiratory interferences, in comparison to bipolar recordings with
conventional disc electrodes. This is in agreement with previous studies that used this
kind of electrodes implemented on rigid substrates [9]. The presence of these inter-
ferences is very common in non-invasive recordings of bioelectric signals and limits
the bandwidth of analysis of such signals [21] with the corresponding loss of infor-
mation. In order to cancel these physiological interferences many different signal-
processing techniques have been developed [17, 22–24]. In contrast to these
techniques, the electrode presented in this work permits to reduce such interferences in

Table 4. Percentage of dominant frequency in the bandwidths of the different components
(mean ± standard deviation); N = 3385, Lp1–3: Laplacian signals from the electrode array,
Bp1–2: bipolar signals from disc electrodes.

Channel %TFSW %Resp %Other

Lp1 76,6 ± 8,6 11,3 ± 5,6 12,0 ± 5,8
Lp2 72,8 ± 8,2 9,5 ± 7,0 17,7 ± 6,2
Lp3 71,2 ± 6,9 11,6 ± 8,0 17,2 ± 3,8
Bp1 63,0 ± 12,1 27,3 ± 12,0 9,7 ± 4,8
Bp2 65,6 ± 13,8 25,2 ± 13,8 9,2 ± 6,0
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the raw signals, with no need of post-processing and no computational cost which
makes it ideal for real time monitoring applications. In the specific case of EEnG, on
one hand, the reduction of respiratory interference permits to identify more easily the
activity of intestinal slow wave [15]. On the other hand, the reduction of ECG inter-
ference could help the identification of spike bursts activity [17]. This could provide
more robust systems to non-invasively monitor intestinal myoelectrical activity which
could bring close the clinical application of this technique. Nevertheless, this should be
confirmed in future studies.

Moreover, although it has not been tested in this work, according to other authors
[25, 26], the Laplacian potential mapping can enhance spatial sensibility for surface
bioelectrical activity. This can be of great importance for the studies of propagation
maps of cardiac [27], electroencephalographic [28], intestinal [29] or uterine [30]
activity which can provide electrophysiological information of clinical relevance. The
developed flexible array of active concentric ring electrodes, with different electrode
sizes, would be very suitable for these applications.

5 Conclusions

The flexible array of active concentric ring electrodes developed in this paper joins the
benefits of Laplacian techniques in terms of enhancing spatial resolution, with the
comfort and adaptation to body surface curvature of conventional disposable
electrodes.

The non-invasive recordings of intestinal myolectrical signals with this new kind of
electrodes provide enhanced bioelectric signals in terms of robustness to physiological
interferences such as ECG and respiration, and permit to identify more easily the
intestinal slow wave activity.
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Abstract. Neuropathic pain is characterized to arise due to injury or dysfunction
of Peripheral and Central Nervous Systems, without stimulation of nociceptors,
being one of the major problems following spinal cord injury (SCI). It involves
altered mechanisms of impulse transmission in somatosensory pathways, causing
abnormal sensations. Quantitative and qualitative sensory tests, by the detection
of tactile and thermal stimuli and McGill Pain Questionnaire, are methods used to
characterize and study the neuropathic pain. Therefore, this work describes the
development and application of a portable device for cutaneous thermal sensi-
tivity assessment in spinal cord injured subjects (SCIS). Using method of levels,
the assessment was applied in healthy subjects and SCIS with and without
neuropathic pain. The thresholds determined for healthy subjects during thermal
sensitivity assessment are consistent and other results provided by clinical trials
are according to previous works, demonstrating the device feasibility as an
auxiliary tool for neuropathic pain study.

Keywords: Thermal sensitivity assessment � Neuropathic pain � Spinal cord
injury

1 Introduction

Spinal cord injury (SCI) causes disruption of nerve fibres that transmit ascending
sensory and descending motor information. This disruption causes losses in the
transmission of sensory-motor information across the site of the lesion, resulting in
considerable physical and emotional consequences for individual [1, 2]. Sensory-motor
dysfunctions occur in the parts of the body innervated by areas below the site of the
lesion, being characterized by paralysis, altered sensation and weakness [3].
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Spinal cord injured subjects (SCIS) also suffer other disorders and numerous sec-
ondary pathologies such as losses of bowel and bladder functions, pressure ulcers,
spasticity, gastrointestinal and sexual dysfunctions and heterotopic ossification [2, 4,
5]. However, one of the major problems following SCI is the neuropathic pain [6].

Neuropathic pain is characterized to arise without stimulation of nociceptors
(sensory pain fibres that detect tissue damage by physical, chemical or thermal phe-
nomena), but due to injury or dysfunction of Peripheral and Central Nervous Systems.
Thus, neuropathic pain is an aggravating for the already weakened patient, imposing
severe limitations in performing the activities of daily living [7, 8].

The pathophysiology of neuropathic pain involves altered mechanisms of impulse
transmission in somatosensory pathways, so that axonal injury leads to a gain in
excitatory transmission, in other words, there is a massive axonal input. It results from
an axonal hyperexcitability, with the generation of ectopic electrical impulses, causing
abnormal sensations [9].

In SCIS, partially preserved pathways spinothalamic tract may be the local gen-
erator of pain [10]. Fibres Aδ and C present little myelin and follow the column via
anterolateral spinothalamic tract. These fibres are the main components of the fibres
that lead thermal sensitivity [11]. Thus, the thermal sensitivity follows the same neu-
rological path of the pain.

Some methods are applied to characterize and study the neuropathic pain, for
example, McGill Pain Questionnaire, quantitative sensory testing (QST) and somato-
sensory evoked potential [12, 13].

The McGill Pain Questionnaire is an instrument that evaluates qualitatively and
quantitatively pain, providing quantitative measures of clinical pain that can be treated
statistically [14]. Reference [15] adapted (translation and validation) the questionnaire
to Portuguese. The present pain intensity (PPI) is the number chosen by the subject at
the time of administration of the questionnaire, ranging from 0 (no pain) to 5
(excruciating). The pain rating index based on the subjects’ mean scale values (PRI(S))
obtained by [16] is described as the sum of all values of words chosen by subject for all
categories (sensory, affective, evaluative, motor and miscellaneous). And other
important value is the number of words chosen (NWC) that is the sum of all words
chosen by the subject [14].

QST assess and quantify sensory function in subjects with losses in the neuro-
logical system, measuring the detection threshold of tactile, vibratory, thermal or
painful stimuli [12, 17]. Especially for thermal stimuli, some equipments utilize the
Peltier effect, in which the intensity and direction of electrical current controls the
surface temperature of a test electrode [18, 19]. The skin was touched by the electrode
and the subject reports the sensation in relation to the temperature [12, 17, 20].

This paper describes the development and application of a portable device for
cutaneous thermal sensitivity assessment based on Peltier effect. This device is
designed for quick and practical assessment of thermal sensitivity in SCIS, representing
an auxiliary tool for neuropathic pain study. Using method of levels, the device was
used in healthy subjects and SCIS with and without neuropathic pain. In general, the
obtained results were compared with previous works to verify the device feasibility.
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2 Materials and Methods

About this work, instrumentation development was done at Laboratory of Biocyber-
netics and Rehabilitation Engineering - USP, and clinical application was performed at
Laboratory of Biomechanics and Rehabilitation of the Locomotor System –

UNICAMP.
Basically, the portable device is composed by microcontroller, thermoelectric

module and temperature transducer. The microcontroller associated with amplifier
circuits offers electrical energy to supply the thermoelectric module and provides
information about device operation condition. Furthermore, it allows setting the probe
operating temperature (Fig. 1).

2.1 Thermoelectric Module, Temperature Transducer and Probe
Assembly

The thermoelectric module used was a solid state heat pump (Melcor Corporation,
Trenton, NJ, USA), based on Peltier effect. This heat pump contains 66 thermocouples,
being able to transfer until 3.56 W of heat from cold to hot faces (Qmax); it results in the
maximum temperature difference of the 67 °C between two faces (ΔTmax) with low
power consumption - input electrical current (Imax) of 0.8 A and dc voltage (Vmax) of
7.98 V – to achieve ΔTmax.

Temperature transducer with analog output based on semiconductor junctions was
used to monitor the temperature of thermoelectric module. The transducer used was
LM35 (National Semiconductor Corporation, Santa Clara, CA, USA) that is a precision
integrated-circuit temperature transducer, whose output voltage is linearly proportional
to the Celsius temperature. The LM35 does not require external calibration to provide
readouts with accuracies of ±0.75 °C over a range −55 to +150 °C. Other important
features of LM35 make it suitable for control circuits as low output impedance, very
low self-heating and sensitivity of 0.01 V/°C.

Fig. 1. Block diagram of the device.

Development and Application of a Portable Device for Cutaneous Thermal Sensitivity 43



The probe is composed by aluminium touch plate (16 × 16 mm), thermoelectric
module, LM35 transducer, heat sink and auxiliary fan. In the first stage of probe
assembly, LM35 was coupled to the touch plate by aluminium clamp, and the ther-
moelectric module was fixed on heat sink. Touch plate with LM35 was fixed on
thermoelectric module by thermal compound, in the second stage. Moreover, the
assembly was placed in a suitable case (Fig. 2).

2.2 Electronic Apparatus

The microcontroller used was PIC18F252 (Microchip Technology Inc., Chandler, AZ,
USA) and it was programmed to use pulse-width modulation (PWM) as technique for
controlling power to thermoelectric module. It compares the desired temperature of the
probe with the actual temperature and, in accordance with this difference, adjusts
the duty cycle of PWM signal.

An active low-pass filter was used to generate a dc signal from 0–5 V PWM signal.
This filter was configured in Sallen-Key topology of second order with cut-off fre-
quency of approximately 35 Hz and quality factor of 0.5.

During bench tests with the probe, dc voltages of thermoelectric module to ensure
that the temperature probe reached 0 and 60 °C were determined. The voltage polarity
was defined so that a negative voltage decreases the probe temperature and a positive
one would increase the temperature. These voltages were −7.2 V and 4.8 V,
respectively.

Therefore, it was necessary to convert 0–5 V dc signal (Vin) obtained from PWM
into asymmetric bipolar dc signal (−7.2 V–4.8 V) (Vout) required by thermoelectric
module. This conversion was done by differential amplifier using an operational
amplifier as active component, whose inverting input was held at 5 V. Thus, an
amplifier with linear transfer characteristic was developed (1), resulting in proper range
of signal.

Vout ¼ 2:435 � Vin � 7:353 ð1Þ

Although the range of signal was appropriate, the differential amplifier was not able
to provide the required electrical power (up to 5.76 W). Thus, a push-pull stage with
MOSFETs was applied. These components exhibit a negative thermal coefficient, in

Fig. 2. Probe assembly.
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other words, its electrical conductivity decreases with increasing temperature, pro-
tecting the electronic circuit.

The output of push-pull stage with unitary gain was also used as feedback signal to
differential amplifier. This strategy reduces signal distortion, providing a linear signal
to thermoelectric module. Whole electronic circuit including the thermoelectric module
is powered by two batteries (12 V, 5 Ah).

2.3 Clinical Trials

Twenty SCIS were recruited to participate in this work, and they were divided into two
groups, pain SCIS (P) and non-pain SCIS (NP). Subjects were classified according to
the American Spinal Cord Injury Association (ASIA) Impairment Scale (AIS)
[1, 21–23]. Control group (CT) was formed by 10 healthy subjects (Table 1). This
project was approved by the Ethics Committee (local/national). In accordance with
institutional policies and the Declaration of Helsinki, informed consent was obtained
from each subject prior to participation.

Inclusion criteria for P group were lesion level above T12 with central neuropathic
pain after traumatic SCI. Exclusion criteria were based on the presence of any other
pain different from central neuropathic pain such as nociceptive or peripheral neuro-
pathic pain; or subjects that were under analgesic treatment.

In relation to NP group, inclusion criteria were lesion level above T12 without
central neuropathic pain and spontaneous dysesthesia.

To study the sensitivity of pain and losses of sensory pathways following SCI,
McGill Pain Questionnaire (Portuguese version), tactile and thermal sensitivity
assessments were applied.

For McGill Pain Questionnaire, the values used for data analysis were PRI, NWC
and PPI. The subjects were also asked to point out the site of pain.

Semmes-Weinstein monofilaments (aesthesiometer) (Sorri-Bauru, Bauru, SP,
Brazil) were used to perform tactile sensitivity test (Fig. 3). Tactile and pain thresholds
were measured as the force required for bending the monofilament during 3 s. The
tactile stimuli were applied to the dominant leg at a point 100 mm distal from the
patella, in the anterolateral side of the leg, corresponding to the L5 dermatome.

Table 1. Subjects characteristics.

P NP CT

Age (year)* 39.3(12.1) 35.4(12.9) 27.2(10.6)
Gender (Male/Female) 9/1 7/3 9/1
Body mass (kg)* 69.2(10.1) 71.5(14.7) 77.6(13.6)
Height (m)* 1.74(0.07) 1.72(0.09) 177.3(4.8)
Neurological lesion level (Cervical/Thoracic) 7/3 3/7 –

AIS (A/B/C/D) 8/2/0/0 7/2/1/0 –

*Values in mean(SD)
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The thermal stimuli were applied to the same site of the tactile stimuli (Fig. 4). For
temperature range from 30 °C to 60 °C, with increment of 5 °C, the skin was stimulated
by probe (aluminium touch plate, specifically) by over 3 s. Subsequently, the tem-
perature range was from 30 °C to 0 °C, with decrement of 5 °C. Warm and cold
thresholds (temperature at which the patient feels the stimulus) and pain thresholds
were recorded using the method of levels [17]. For each subject, three measurements
with interstimulus interval of 3–6 s were used to calculate the thresholds.

3 Results

Figure 5 shows portable device for thermal sensitivity assessment; probe and control
module.

On the front panel, the control module has two pushbuttons that set the desired
probe temperature; the red pushbutton (+) increases probe temperature of 1 °C while
the black one (−) decreases it of 1 °C, at range of 0 °C to 60 °C. This desired probe
temperature and the instantaneous one are shown on the smaller green display and
larger red display, respectively. When temperatures become equal, LED turns on,

Fig. 3. Tactile sensitivity test with Semmes-Weinstein monofilament.

Fig. 4. Application of the thermal stimuli at the right leg.
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indicating that probe is ready to use. Besides, the front panel has a toggle switch for the
auxiliary fan and a DB9 connector for the probe cable.

According to the McGill Pain Questionnaire applied to the P group, half of subjects
feel pain at injury level and half of them below the injury level (Fig. 6). Figure 7 shows
the relation between reported words and number of subjects for each group of ques-
tionnaire; and Table 2 presents the scores for each variable.

In relation to the tactile sensitivity test, two subjects felt the tactile stimuli and
reported pain, in the NP group (Table 3). One subject (3) reported pain, which was
progressively increasing according to the thickness of the monofilament (up to 8 score
in a visual scale of 0–10 in the 300 g monofilament). Furthermore, this subject presents
a delay of 2–3 s between the stimulus and the sensation. Another subject (4) experi-
enced increased paresthesia throughout the right leg, from the 2 g to the 300 g
monofilament. One subject (8) reported paresthesia with the 300 g monofilament.

Fig. 5. Portable device for thermal sensitivity assessment.

Fig. 6. Site of pain pointed out by subjects of the P group.

Development and Application of a Portable Device for Cutaneous Thermal Sensitivity 47



Fig. 7. Relation between reported words and number of subjects for each group of McGill Pain
Questionnaire (Portuguese version).

Table 2. McGill Pain Questionnaire scores.

Variables McGill Pain Questionnaire
scores

PRI 28.5(13.7)
NWC 12.7(3.0)
PPI 3.2(1.4)

*Values in mean(SD)

Table 3. Tactile sensitivity in the NP group.

Subjects (AIS) Detected threshold
■/Force (grams)
Tactile Pain

1(A) – –

2(B) – –

3(C) ■/0.05 ■/0.2
4(A) – –

5(A) – –

6(A) – –

7(A) – –

8(A) – –

9(B) ■/2.0 ■/300.0
10(A) – –
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In the P group, two subjects felt the tactile stimuli (Table 4). One subject (6) felt
stimulus of the 300 g monofilament at the contralateral leg (aloestesia). One subject (8)
reported muscular spasticity with the 300 g monofilament.

During thermal sensitivity assessment, three subjects detected cold, two detected warm
and one detected pain due to heat, in the NP group (Table 5). Furthermore, none reported
pain due to cold and one subject (3) presented muscle spasms with stimulus of 50 °C.

In the P group, four subjects detected cold, one detected pain by cold at 5 °C and
seven subjects detected warm. Four subjects detected pain due to heat and heat pain
tolerance, with three subjects (1, 7 and 8) presenting muscular spasms at 55 °C
(Table 6). One subject (3) felt dysesthesia at the stimulation site with stimuli of 0 °C
and 45 °C. Another subject (7) detected warm all around the knee (not only at the
stimulation site) detecting warm at 0 °C. And one subject (9) felt a non specific
vibration in the L5 dermatome with 45 °C in the right leg.

Table 4. Tactile sensitivity in the P group.

Subjects (AIS) Detected threshold
■/Force (grams)
Tactile Pain

1(A) – –

2(B) – –

3(B) – –

4(A) – –

5(A) – –

6(A) ■/300.0 –

7(A) – –

8(A) – –

9(A) – –

10(A) ■/300.0 –

Table 5. Thermal sensitivity in the NP group.

Subjects (AIS) Detected threshold ▲/Temperature (°C)
Cold Pain due

to cold
Warm Pain due

to heat

1(A) – – – –

2(B) – – – –

3(C) ▲/23.3 – ▲/38.3 ▲/50.0
4(A) – – – –

5(A) ▲/25.0 – – –

6(A) – – – –

7(A) – – – –

8(A) – – – –

9(B) ▲/13.3 – ▲/38.3 –

10(A) – – – –
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Table 7 indicates cold (C), warm (W), pain due to heat (HP) and heat pain tolerance
(HPT) thresholds for each group.

4 Discussion

For touch plate construction, aluminium, copper and stainless steel were available. The
choice was based on coefficient of thermal conductivity and oxidation resistance of
metals. According to the coefficient of thermal conductivity, copper (398 W/mK) is a
better conductor than aluminium (247 W/mK) and stainless steel (15.9 W/mK), but
stainless steel presents high oxidation resistance. Therefore, aluminium was chosen
because presents high coefficient of thermal conductivity and intermediate oxidation
resistance [24].

These properties associated to the low mass (0.7 g) and small dimension of touch
plate enabled a fast thermal equilibrium between both plate surfaces. Thus, the surface
temperature acquired by the transducer is the same of surface dedicated to the touch.

Reach and stabilization of desired probe temperature can be attributed to the
technique for controlling power to thermoelectric module and the use of heat sink and

Table 6. Thermal sensitivity in the P group.

Subjects (AIS) Detected threshold ▲/Temperature (°C)
Cold Pain due

to cold
Warm Pain due

to heat

1(A) – – ▲/50.0 ▲/55.0
2(B) – – ▲/45.0 –

3(B) ▲/0.0 – ▲/35.0 ▲/45.0
4(A) – – – –

5(A) – – ▲/48.3 –

6(A) ▲/20.0 – ▲/26.7 ▲/41.7
7(A) ▲/25.0 – ▲/23.3 –

8(A) – – – –

9(A) – – – –

10(A) ▲/15.0 ▲/5.0 ▲/40.0 ▲/50.0

Table 7. Temperature thresholds for each group.

Threshold (°C) Group
P NP CT

C 15(10.8) 20.6(6.3) 19.2(5.2)
W 38.3(10.4) 38.3(0) 36.4(3.3)
HP 47.9(5.8) 50(0) 50.8(2.6)
HPT 48.3(4.9) 50(0) 52.8(3.1)

*Values in mean(SD)
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auxiliary fan. For each increment or decrement of 5 °C, this strategy allowed tem-
perature stabilization in around 5 s during clinical trials.

In relation to the technique for controlling power to thermoelectric module, another
alternative based on the use of PWM signal and an H-bridge can be applied, replacing
low-pass filter and differential amplifier. However, this configuration provides a dc
voltage range from −12 V to 12 V for the PWM duty cycle of 0 and 100 %, respec-
tively; values which are not in accordance with the asymmetric bipolar dc signal
(−7.2 V–4.8 V) required by the thermoelectric module to operate in proper temperature
range (0–60 °C). Thus, the PWM duty cycle should be limited between values of 20 %
and 70 %, also avoiding damage to the module since this operates at a maximum dc
voltage of 7.98 V. Therefore, the use of the low-pass filter and the differential amplifier
is more appropriate to the objectives of this work.

Generally, in healthy subjects, the activity of cold-sensitive neurons increases
below 35 °C, and maximum cutaneous cold sensitivity is around 25 °C, while cold
fibre activity is ceased at temperatures below 12 °C. The firing rates of warm-sensitive
neurons increase above 25 °C, and their range of thermosensitivity extends from 35 °C
to 43 °C. Temperatures above 43 °C and below 12 °C cause pain, whose stimulus is
transmitted by Aδ and C fibres. Furthermore, nociceptive heat activates Aδ fibres
around 43 °C, while temperatures above 52 °C activate C fibers. Cold stimuli below
12 °C also cause pain and, in addition, nociceptives heat and cold are transmitted by
polymodal C fibers [25, 26]. Therefore, the thresholds determined for CT group during
thermal sensitivity assessment using portable device are consistent (Table 3).

In relation to SCIS, P group was more sensitive to thermal stimuli than NP group,
where 70 % of subjects in P group detected some kind of thermal sensitivity against
30 % of NP group (Tables 3 and 4). This difference between P and NP groups is in
agreement with the study of [10]. In this study, it was reported that there is some
preservation of the spinothalamic tract in pain SCIS greater than in non pain SCIS,
which may be involved in the development of neuropathic pain. From the three sub-
jects who experienced thermal stimuli in NP group, only one presents complete injury.
For the P group, two subjects are AIS B and five are AIS A.

This finding can be justified through theories that explain why subjects with
complete SCI have some sensibility, characterizing the discomplete injury. References
[27] and [28] found motor remnants in complete SCIS due to a neural control. Thus,
discomplete injury is an incomplete injury that fits the AIS criteria for grade A.
Moreover, some subjects with complete SCI can present some semblance of sensibility,
which can be evoked below the level of injury due to incomplete injuries in the
spinothalamic tract. These subjects have subclinical functions of ascending and
descending tracts [29].

5 Conclusions

Due to feedback control, the portable device provides easy temperature control with
resolution of 1 °C. The device is simple to build and can stabilize its temperature in
about 5 s for a 5 °C temperature change, therefore representing a simple alternative for
quick and practical assessment. It can provide quantified information about sensory
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performance of subjects, and the results obtained from clinical trials are in accordance
to previous works, thus demonstrating the device feasibility for thermal sensitivity
assessment. Spinal cord injured subjects that refer neuropathic pain are more sensitive
to thermal stimuli and less sensitive to tactile stimuli than patients do not present
neuropathic pain.
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Abstract. Plant diseases, such as the pinewood disease, PWD, have become a
problem of economical and forestall huge proportions. These diseases, that are
asymptomatic and characterized by a fast spread, have no cure developed to
date. Besides, there are no technical means to diagnose the disease in situ,
without causing tree damage, and help to assist the forest management. Herein is
proposed a portable and non-damage system, based on electrical impedance
spectroscopy, EIS, for biological applications. In fact, EIS has been proving
efficacy and utility in wide range of areas. However, although commercial
equipment is available, it is expensive and unfeasible for in vivo and in field
applications. The developed EIS system is able to perform AC current or voltage
scans, within a selectable frequency range, and its effectiveness in assessing pine
decay was proven. The procedure and the results obtained for a population of 24
young pine trees (Pinus pinaster Aiton) are presented. Pine trees were kept in a
controlled environment and were inoculated with the nematode (Bursaphelen-
chus xylophilus Nickle), that causes the PWD, and also with bark beetles
(Tomicus destruens Wollaston). The obtained results may constitute a first
innovative approach to the diagnosis of such types of diseases.

Keywords: Electrical impedance spectroscopy � Bioimpedance � Early detec-
tion � Physiological states � Pinewood disease � Pinewood nematode � Plant
diseases � Hydric stress � Pinus pinaster aiton � Bursaphelenchus xylophilus
nickle

1 Introduction

Electrical impedance measurements performed in a wide frequency range give rise to a
great number of techniques able to characterize solids, liquids and suspensions [1].
Lately, the method has proved its value also in the characterization of biological tissues
and fluids, either in vitro or in vivo [1], and also to living plants [2–5], animals [6, 7]
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and humans [8, 9]. Concerning the vegetal field, the applications of electrical imped-
ance spectroscopy, EIS, techniques have been claiming significant and growing
acceptance, especially as a measure of the water content in the quality control processes
[2, 10, 11] of fruits [12] and vegetables [13, 14], as well as in the monitoring of the
maturation process of fruits [5, 15] and the physiological state of living plants under
adverse environmental conditions [3, 4].

The electrical impedance of a biological material, or simply bioimpedance, is a
passive electrical property that measures the opposition relatively to an alternating
current flow applied by an external electric field. The current I, as it passes across a
section of a material of impedance Z, drops the voltage V, established between two
given points of the same section, yielding the well-known generalized Ohm’s law:
V = IZ, where V and I are complex scalars and Z is the complex impedance. The
law can be rewritten as V = I|Z|ejѲ since, at a given frequency, the current flow I lag
the voltage V by a phase of Ѳ (i.e. the current signal is shifted (Ѳ/2π)T s to the right
with respect to the voltage signal, in the time domain). Hence, the result of the EIS
measurements is a set of complex (magnitude and phase) of impedance versus
frequency.

Cell membranes, intracellular fluid (cytosol) and extracellular fluid are the major
contributors of the impedance of biological tissues [8, 11]. The cytosol and the extra-
cellular fluid are mostly constituted by water, consist in electrolytes, and act like ohmic
resistors, while the insulating membranes behave like capacitors [8, 11]. It is, therefore,
possible to depict the behaviour of a biological tissue by the representation of capacitive
and resistive elements of a respective equivalent electrical circuit. A commonly used
circuit to represent biological tissues consists of a parallel arrangement between
a resistor, simulating the extracellular fluid, and a second serial arrangement connecting
a resistor, this one of the cytosol, and a capacitor, of the membrane [8] - see Fig. 1. Since
the time constant for loading cell membranes is typically of the order of the microsecond
[11], tissue impedance can be measured in a frequency range up to tens of MHz [1]. In
this range of frequencies the membrane performs like an almost perfect capacitor,
allowing an estimation of the combined ohmic value of the cytosol and the extracellular
fluid. On the other hand, using direct current level, DC, (low frequency), the current
does not cross the membrane due to its insulator behaviour. This short circuit-like
actuation forces the current to flow exclusively through the extracellular fluid providing,
thus, a measure of its ohmic value. However, due to technical limitations and multiple
dispersions (α dispersions at low frequencies – tissues’ electrolyte behaviour – and γ
dispersions at very high frequencies – tissues’ aqueous behaviour [16]), the usage of DC
and very high frequency AC currents is restricted [8]. Therefore, it becomes quite more
convenient to determine the ohmic values by prediction. The model commonly used to
predict such values is the Cole bioimpedance model, in which the bioimpedance spectra
is represented by means of a Cole-Cole plot (see Fig. 1), that explores resistance versus
reactance, allowing the determination of the ohmic values of the cytosol and the
extracellular fluid. The mathematical expression descriptive of the Cole-Cole plots is the
Cole equation (here expressed has in [17]):
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Z ¼ Z1 þ DR
1þ ðjxsÞa ;DR ¼ R0 � R1 ð1Þ

Where Z is the impedance value at frequency ω (with ω = 2πf), Z∞ is the impedance at
infinite frequency (high frequencies) (note: this term is misleading and is replaced by
an ideal resistor R∞), j is the complex number, R0 is the impedance at DC frequency, τ
is the characteristic time constant and α is a dimensionless parameter with a value
between 0 and 1.
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Fig. 1. Bode and Cole-Cole diagrams obtained by simulation with Matlab® for an electrical
circuit representing a hypothetical biological tissue (right top of the figure).
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The relationship between reactance and resistance, perceived in a Cole-Cole plot,
expresses the electrical properties of tissues. Diseases and nutritional or hydration
levels may change their physiological state. These changes have direct influence in the
impedance spectra. The phase angle and other interrelated indices, such as Z0/Z∞ [8]
and Z0/Z50 [13], have been used to extract information about the physiological con-
dition of biological materials. The index Z0/Z50 gains some significance since it is at the
50 kHz that the current starts passing through both cytosol/membranes and extracel-
lular fluid, although the proportion varies from tissue to tissue [8].

The nature of the impedance excitation signal varies depending on the application. It
is possible to excite the sample with a current and measure a voltage or to do the exact
opposite. The discussion on what source, voltage or current, is the most convenient
remains. Current sources, CS, provide suitably controlled means of current injection
[18] and present reduced noise due to spatial variation when compared with voltage
sources, VS [19]. However, CS accuracy decreases with high frequency [20], especially
due to their output impedance degradation [19]. Since the impedance measurements are
limited to field strength where the current is linear with respect to the voltage applied
[11], or vice versa, CS need high-precision components [21] and a limited bandwidth
operation range [20, 21] to overcome the stated limitation. On the other hand, VS,
although producing less optimal EIS systems [21], can operate over a sufficient broad
frequency range [20, 21] and are built with less expensive components [21].

Nowadays, instruments with high precision, high resolution and frequency ranges
extending from some Hz to tens of MHz are commercially available [1]. However, in
what concerns to the range of low or high frequencies (already above 100 kHz), the
degradation of the excitation signal affects the accuracy of the measurements [1].
Besides, the typical solutions consist in impedance analyzers and LCR meters which
are desktop instruments [1], unfeasible for in vivo [1] and in field applications.

Those EIS features, together with the lately demand in the vegetal applications,
fundament this work. In fact, there are several plant pest and diseases affecting dif-
ferent cultures of huge economic and forestall importance, not only in our country but
also around the world. This is the case of esca disease in vineyard, ink disease in
chestnuts or pinewood disease, PWD, and bark beetles in pinus stands, among others.
It is known that PWD, the case study presented in this paper, is caused by the
nematode Bursaphelenchus xylophilus Nickle, that is housed in the tracheas of pine
sawyer Monochamus galloprovincialis Olivier. Bark beetles in general and pine shoot
beetle (Tomicus destruens Wollaston), in particular, play an important role in nem-
atode establishment since they are responsible of pine decay, condition required for
M. galloprovincialis oviposition. The PWD disease leads to a rotting process from
within the plant (therefore, inside the stem) so that symptoms are difficult to see from
the outside. Furthermore, there is still no cure available and the only solution to
discontinue the progress of the disease throughout the culture is to identify and isolate
the specimens that seem to have contracted the disease.

The authors propose a portable EIS system able to perform AC scans within a
selectable frequency range. The system implements the phase sensitive detection, PSD,
method and can drive either a current or a voltage signal to excite a biological sample
in field or in vivo. The instrumentation was designed to be cost-effective and usable in
several applications.
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The design specifications are listed in Table 1.
A first interesting case study is presented for a population of 24 young pine trees

(Pinus pinaster Aiton), from a controlled environment. Pine trees were inoculated with
the nematode that causes the PWD and also with bark beetles (T. destruens Wollaston).

2 System Design

2.1 General Description

The developed EIS system employs two electrodes and consists of three main modules:
signal conditioning unit, acquisition system (PicoScope® 3205A) and a laptop for data
processing (Matlab® based software), as Fig. 2 depicts. There were built two different
versions: one OEM for lab studies and another miniaturized version for field
acquisitions.

Table 1. Summary of specifications of the EIS system.

Range
Parameter Current mode Voltage mode

Measuring method 2 electrodes
Frequency 1 kHz to 1 MHz
Signal amplitude 25 µA 4.6 V
Impedance magnitude 2.5 kΩ to 100 kΩ 1.5 kΩ to 2.2 MΩ
Impedance phase −π rad to π rad −π rad to π rad
Mean absolute magnitude error 1675.45 Ω 709.37 Ω
Mean absolute phase error 2.45º 2.06º
Mean harmonic distortion 0.29 % 0.48 %
Mean SNR 117.0 dB 118.8 dB
Calibration Automatically calibrated by software

3" 4"

5"

7"

6"

Fig. 2. Schematics of the EIS OEM system – (1) Biologic sample; (2) electrodes; (3) short
coaxial cables; (4) EIS system conditioning unit and acquisition system, with the Picoscope®
3205A incorporated; (5) laptop/PC.
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The electrodes being used are beryllium cooper gold platted needles with around
1.02 mm in diameter. The bioimpedance measurement requires the most superficial
possible penetration of the electrodes in order to reduce the dispersion of the needles
surface current density [18], and also to reduce damage on the biologic sample.

The digital oscilloscope PicoScope® 3205A has dual functionality: (1) synthesizes
and provides the excitation AC signal to the conditioning unit (ADC function); (2)
digitizes both excitation and induction signals at high sampling rates (12.5 MSps) and
transfers data to the computer via USB where it is stored. The signal conditioning unit
receives the exciting AC signal, coming from the PicoScope®, and amplifies it to be
applied, through an electrode, to the specimen under study. The induced AC signal is
collected by a second electrode and is redirected to the conditioning unit where it
is also amplified. Both excitation and induced signals are conduced to the PicoScope®
to be digitized.

It is also important to remark that the conditioning unit has an external switch that
allows the user to select the mode type of excitation: by AC current or AC voltage. As
previously mentioned, it is more advantageous to choose a mode of excitation over
another, depending on the type of application.

The features of both excitation modes are described below.

2.2 Design Specifications

The current mode circuit employs the current-feedback amplifier AD844 in a non-
inverting ac-coupled CS configuration (see Fig. 3), already studied by Seoane, Bragós
and Lindecrantz, 2006 [22].

V1

VCCSVCCS
(AD844)(AD844)

A

    V/I    V/I
Mode SWMode SW

LT1220

RS

LoadLoad

C

V

I

Pico APico A

Pico BPico B

DSDS

DSDS

Fig. 3. Schematics of the EIS system conditioning unit – (1) AC current source; (2) AC voltage
source; (3) current/voltage sense.
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A common problem inherent to bioimpedance measurements is the charging of the
dc-blocking capacitor between the source and the electrode due to residual DC currents
[22]. This effect lead to saturation of the transimpedance output of the AD844. The DC
feedback of the implemented configuration maintains dc voltage at the output close to
0 V without reducing the output impedance of the source. Subsequently, the output
current, is maintained almost constant over a wide range of frequencies.

The high speed voltage-feedback amplifier LM7171 is employed in the voltage
mode circuit (see Fig. 3). This behaves like a current-feedback amplifier due to its high
slew rate, wide unit-gain bandwidth and low current consumption. Nevertheless it can
be applied in all traditional voltage-feedback amplifier configurations, as the one used.
These characteristics allow the maintenance of an almost constant voltage output over a
wide range of frequencies.

Current or voltage signals resulting from voltage or current excitation modes,
respectively, are sensed by a high speed operational amplifier, LT1220 (see Fig. 3),
which performs reduced input offset voltage and is able of driving large capacitive
loads.

Gain values of both current excitation source and voltage excitation source can be
changed in order to extend the range of impedance magnitude. The transductance gain
of the LT1220 is currently set to 5.1 kΩ and defines the gain of the system. Since the
gain values are known and also the amplitude of the AC excitation signal, Vsin, from
the PicoScope®, the EIS system is calibrated automatically by software.

2.3 Cables Capacitance

The characteristics of the cables that connect between the conditioning unit and the
sample under study are also crucial. For an optimized signal-to-noise ratio, coaxial
cable must be used. Nevertheless, this type of cable is prone to introduce high
equivalent parasitic capacitances, which translate in errors in the bioimpedance mea-
surements, especially at high frequencies. To overcome this effect, the employed
RG174 RF coaxial cables (capacitance of 100 pF.m−1) are as short as possible (around
15 cm). It was also implemented a driven shield technique to the coaxial cables, which
permits to partially cancel the capacitive effect, that otherwise is generated between the
internal and the external conductors, by putting both at the same voltage [23].
Reductions in the capacitive effect of 20.4 %, in the current mode, and around 35.8 %,
in the voltage mode, at the highest frequencies are verified. Figure 4 depicts the
capacitive effect reduction by the usage of the driven shield technique.

When assessing bioimpedance, the capacitive effects from cables are not the only
exerting influence. In fact, phase shift effects, perceptible especially in the high fre-
quencies range, are introduced mainly by the amplifiers. The influence of phase shift
errors has a cumulative effect that is translated, in the impedance spectra, as an
inflexion that occurs at high frequencies (see Fig. 4).

This behaviour can be simulated by an equivalent circuit as it is like the system
analyzes any load always in parallel with a capacitor.

The impedance magnitude, at high frequencies, is also affected. It presents a
characteristic decline as the bode diagrams of the Fig. 4 show. In the developed EIS

60 E. Borges et al.



system, the slight decline of the impedance magnitude is due to the loss of the product
gain-bandwidth of the LT1220 for high frequencies.

Since stray capacitances are considered systematic errors of the system, thus
affecting all the measurements, theirs influence doesn’t directly affect the results.
Although, it is convenient to have an approached sense of the real equivalent circuit
(see Fig. 5), in such a way that the effect of all the parasitic elements can be considered
and/or discounted where justified.
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Fig. 4. Bode and Cole-Cole diagram showing the reduction of cables capacitive effect by the
application of the driven shield technique. The voltage mode excitation was used to analyze the
circuit at the right top. The reduction is more noticeable at high frequencies where the capacitive
effects have more influence.
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3 Software and Analysis Processing

3.1 General Specifications

The software interface, developed with Matlab® tools, allows the operator to choose
the parameters of the bioimpedance analysis and to monitor the data acquisition. The
operator can perform an analysis for one specific frequency or alternatively can carry
out a true bioimpedance spectroscopy. These two software functioning modes can be
programmed for continuous monitoring, where the number of acquisitions and the
intervals between them are specified by the user. The interface includes a basic function
that allows a preview of the Bode and Cole-Cole diagrams of the acquired data.
Bioimpedance *txt or *mat files are saved in a pre-determined directory with a file-
name, previously chose by the user, to which date and time are associated. Each file
contains information about magnitude, phase shift and real and imaginary parts of the
measured impedance, for each frequency.

The type of bioimpedance spectroscopy implemented consists in a frequency AC
sweep, whose limit values are 1 kHz and 1 MHz. Notwithstanding, the software allows
the operator to choose other frequency limits, as well as the number of intervals
between them. In addition, it can be choose a linear or logarithmic analysis. Therefore,
the frequencies, f(i), over which the impedance of a sample is analyzed, are determined
by the following equations:

For a linear analysis:

fðiÞ ¼ f startþ i�
f stop� f start

n� 1
; 8 � 0; n� 1½ � ^ n 2 N ð2Þ

For a logarithmic analysis:

fðiÞ ¼ f start� 10
log10

f stop
f startð Þ

ð�1Þ

" #i

; 8i � 0; n� 1½ � ^ n 2 N ð3Þ

Where f_star and f_stop are, respectively, the first and final frequencies of the AC
sweep, and n the number of intervals between them.
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Fig. 5. Equivalent electric circuit of all parasitic elements affecting impedance measurements of
a load, ZLOAD. The effect of the stray capacitances from cables, CCABLE, is minimized by the
driven shield. Other stray capacitance effect, CSTRAY, due primarily to the phase shift of
amplifiers, can be minimized by software.
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3.2 PSD Method

To assess the impedance phase shift it is implemented a digital Phase Sensitive
Detection, PSD, method with a novel implication. As stated in the literature, the PSD
method is a quadrature demodulation technique that implements a coherent phase
demodulation of two reference (matched in phase and quadrature) signals [24]. It is also
known that this method is preferable over others especially when signals are affected by
noise [24].

The signal from the Picoscope® that corresponds to the current, VI = Bsin(ωt + φ2),
is set as the reference signal. Since the phase of the signal VI is not controlled, it is
easily understandable that it doesn’t necessarily contain a null phase. This statement
remains valid whether VI is used to excite the sample, in the current mode, or whether it
corresponds to the current passing through the sample, in the voltage mode. The signal
from the Picoscope® that corresponds to the voltage, VV = A sin(ωt + φ1), also
contains a non-null phase. Both amplitudes, A and B, are also different from each other
and none equals to 1.

The developed PSD algorithm was tested with Matlab® for several phases and
amplitudes without the theoretical requirements (i.e., ensure that the reference signal
has null phase at the origin and that its amplitude equals to 1 [24]). For all of them it
was showed an always corrected phase shift assessment, when compared to the results
obtained for a reference signal with the theoretical characteristics.

In addition, the mathematical resolution for the demodulation of two signals with
non-null phases and amplitudes not equal to 1, corresponds to the phase difference
between both signals. The following mathematical demonstration and the schematic
block diagram (shown in Fig. 6) support the results obtained with the simulation.

Assuming that the analog input signals VV(t) and VI(t) are sine waves of frequency
f, amplitude A and B, respectively, and initial phase φ1 and φ2, respectively:

VVðtÞ ¼ A sinð2pf þ u1Þ ð4Þ

VIðtÞ ¼ B sinð2pf þ u2Þ ð5Þ

The digitized input signals VV(n) and VI(n) are obtained from VV(t) and VI(t),
respectively, by sampling at a frequency fs, where fs is a multiple of the f:

VVðnÞ ¼ A sin
2pfn
fs

þ u1

� �
; n 2 ½0;N� 1� ð6Þ

VIðnÞ ¼ B sinð2pfn
fs

þ u2Þ; n 2 ½0;N� 1� ð7Þ

Where N is the number of samples. N/fs is the measurement time and must be an exact
multiple of 1/f, so that there is whole number of cycles of the sine wave.

The signal VI(n) is set as reference. The quadrature reference signal, VIq(n), results
from the reference signal shifted by a phase of 90º. Consequently, VIq(n) is cosine with
the same frequency, amplitude and initial phase as VV(n):
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VIðnÞ ¼ B sin
2pfn
fs

þ u2

� �
; n 2 ½0;N� 1� ð8Þ

VIqðnÞ ¼ B cos
2pfn
fs

þ u2

� �
; n 2 0;N� 1½ � ð9Þ

The output voltages of the system shown at Fig. 6 are:

VVI ¼ 1
N

XN

n¼0
VVðnÞVIðnÞ ð10Þ

VVIq ¼ 1
N

XN

n¼0
VVðnÞVIqðnÞ ð11Þ

The multiplication between two sine signals, with the same frequency, results in a sum
of a DC signal and a sine signal with a frequency that is the double of the original. The
double frequency component can be suppressed since the time is a multiple of the
period of the input sine signal. Therefore, it remains only the DC component which
amplitude is dependent on the amplitude of the individual sine signals and their relative
phase:

VVI ¼ ABcosðu1 � u2Þ ð12Þ

VVIq ¼ AB sinðu1 � u2Þ ð13Þ

From the expressions above, the resulting amplitude and phase can be determined:

u1 � u2 ¼ arctan
VVIq

VVI

� �
ð14Þ

A ¼ 2
B

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVVIÞ2 þ VVIq

� �2q
ð15Þ
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Fig. 6. Schematic of phase-sensitive demodulator implemented in the EIS system.

64 E. Borges et al.



The determined phase is actually a phase difference between the demodulated signal,
VV and the reference signal, VI, i.e., it corresponds to the phase difference between
voltage and current signals. Figure 7 shows the consistence of the algorithm when the
impedance phase of a real data is compared with a spice simulation in Cadence®.

The determination of impedance magnitude cannot be achieved by the PSD
method, since the amplitude equation (Eq. 15) shows a dependence on the amplitude
of the reference signal, which, in this case, is not equal to 1. Hence, to assess amplitude,
the EIS system algorithm processes the root mean square, RMS, of both signals VV(t)
and VI(t) from de channel B and A, respectively, of the Picoscope®. In this manner, the
impedance magnitude is given by the ratio between the RMS value of the signal VV(t)
and the rms value of the signal VI(t):

jZj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼0 ðV2
vÞiPN

i¼0 ðV2
I Þ1

s
Gain; 8i 2 ½0;N� 1� ð16Þ

Where Gain is the EIS system gain defined by the transconductance gain of the
LT1220 (see Sect. 2.2).

Fig. 7. Comparison between impedance phase of a real data and Cadence® simulated data for a
RC circuit. The deviation that occurs between the graphics, at high frequencies, is due to the
influence of stray capacitances (see Sect. 2).
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4 Biology Application Study

4.1 Materials and Methods

Twenty four young healthy pine trees (Pinus pinaster Aiton), with about 2, 5 m tall and
2 to 3 cm in diameter, constituted the population for the conducted study. The pine
trees were placed in vases in a controlled water environment at a greenhouse. Half of
the tree population was watered during 5 min. per day (*133,37 mL/day), while the
other half were watered during only 2 min. per day (*66,67 mL/day). This second half
was less watered to maintain a relevant level of hydric stress.

After one month elapsed since the pine trees were placed in the greenhouse, the
inoculations with pinewood nematode, PWN, (Bursaphelenchus xylophilus Nickle) and
with the bark beetle (T. destruens Wollaston) were performed. Six pines were inocu-
lated with PWN, other 6 pines were inoculated with bark beetles, other 6 pines were
inoculated simultaneously with PWN and bark beetles, while the remaining 6 were kept
under normal conditions, i.e., healthy. The position of the pines in the greenhouse was
made so that each sub-group had the same number of pines with normal watering
(5 min/day) and with reduced watering (2 min/day).

To perform the inoculations with bark beetles, callow adults were collected
immediately after emergence. In each tree, a box containing 15 beetles were placed in
the middle and the device was covered using Lutrasil tissue to avoid beetles escape.

The inoculation with the PWN followed an innovative approach. Firstly, three
2 × 2 cm rectangle of cork were removed from the first tiers of the trunk (about 1,80 m
above the soil) and exposed phloem was erased with a scalpel in order to increase the
adhesion of the PWN. Afterward, 0,05 mL of of a PWN suspension was placed on in
each incision. In the total, 6000 nematodes were inoculated per tree. To finalize the
task, the removed rectangle of cork was fixed in the respective place and wrapped with
plastic tape.

Seventy days after the inoculations, the EIS measurements were performed in all
the tree population. At this time, the pine trees inoculated with PWN presented some
visually symptoms of the PWD. The decay of those trees, rounded 40 %. Two of the
healthy pines died (decay of 100 %) due to hydric stress. All remaining individual
appeared healthy.

To perform the EIS measurements, the electrodes were placed in the trunk of each
tree, in a diametric position, and about 30 cm above the soil. It was used the portable
EIS system version in the voltage mode of excitation and a frequency range between
1 kHz and 1 MHz. There were taken two measurements for each tree. The acquisitions
took place between 11 a.m. and 13 p.m. since it was already verified in previous studies
that at this time period the trees impedance is higher and presents few variation (see
Fig. 8 – Sect. 4.2).

In order to relate the EIS data with the PWD and the stage of the disease, the trunk
of the pine trees inoculated with PWN were cut in three distinct regions to perform a
count of nematodes. The cuts were executed: (a) immediately below the inoculation
incision (180 cm above the soil); (b) 30 cm above the soil (where EIS measurements
took place); and (c) in the middle of the previous two cuts (approximately 80 cm above
the soil).
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After the EIS measurements, two healthy pines were monitored by two independent
portable EIS systems. After a week of monitoring, the same pines were inoculated with
PWN, and the measurements continued during 7 more weeks. The main purpose of this
last experiment was to study the variation of the pine EIS profiles during the decay due
to the PWD.

4.2 Results

For each obtained impedance spectra there were assessed several impedance parame-
ters. Due to paper space limitation and also because it is a well-known impedance
parameter, it will only be presented the results obtained for the ratio Z1/Z50. Note that it
is used the index 1, that corresponds to the lowest analyzed frequency (1 kHz), instead
of the index 0, as explained in Sect. 1.

4.2.1 Impedance Daily Oscillations
The EIS measurements revealed that EIS Cole profiles have a daily oscillation. To
analyze this behavior it was calculated the R1/R50 ratio (R represents module) for a
period of 4 days.

To confirm the daily oscillation it was calculated the fast fourier transform of this
ratio. A frequency of 11,57 µHz was clearly founded, which corresponds to a fre-
quency of 24 h.

The higher values of the ratio R1/R50 correspond to the night period, while the
lower values correspond to the day period where the temperature and luminance are
higher (between 11 a.m. and 3 p.m.). Previous studies on plants also shown that, during
the day period, the variation of impedance values is lower than the one observed at the
night period. This was the main reason that lead to performing the EIS measurements
between the 11 a.m. and 3 p.m.
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Fig. 8. Variation of the R1/R50 ratio during the monitoring of a healthy pine tree. The impedance
values show a daily oscillation that is characteristic of the studied trees.
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4.2.2 Discrimination Between Physiological States
In order to compare results between the different physiological states of the trees, there
were assessed several impedance parameters. The impedance parameter that showed
better results was the Z1/Z50 ratio – see Fig. 9.

The analysis of the obtained results shown that the healthy pines and the pines
inoculated with bark beetles have similar Z1/Z50 values. In fact, the bark beetles doesn’t
damage the inner structure of the trees, therefore it was expected that the impedance
profiles were similar between healthy pines and pines inoculated with bark beetles.

On the other hand, Z1/Z50 values for the pines inoculated with nematodes and also,
for those inoculated simultaneously with nematodes and bark beetles, locates in the
same region, different from the previous one, of the graph of Fig. 9. Those values
present a relatively high dispersion in terms of reactance. It was later confirmed that
higher reactance Z1/Z50 values correspond to higher number of nematodes in the tree
(see Fig. 10 from Sect. 4.2.3).

The pines that died due to hydric stress (decay of 100 %) were also studied and the
Z1/Z50 parameter present high resistance values in relation to all the other pines.

4.2.3 Relation Between the Number of Nematodes and Impedance Parameters
The counting of nematodes in the several cut sections revealed that the concentration of
nematodes was higher in the cut sections (b) and (c) for the pines less watered (pines 1,
2 and 3) – see Table 2. It is known that the nematodes move toward watered regions
along the trunk. For this reason, the concentration of nematodes in the lower parts of
the trunks was much higher for the pines with less watering than for those with regular
watering (pines 4, 5 and 6).

These results for the nematodes counting support the already referred results
obtained for the Z1/Z50 impedance parameter. In fact, it is observed a clear relation
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Table 2. Number of nematodes in the trunks of pine trees per cut sections.

Tree Cut section Number of
nematodes in 0.05 mL

1 a 1
b 0
c 133

2 a 43
b 1
c 0

3 a 0
b 0
c 112

4 a 4
b 20
c 0

5 a 0
b 17
c 0

6 a 0
b 0
c 14
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Fig. 10. Values of the impedance parameter Z1/Z50 for pines inoculated with nematodes and
with low watering (pines 1, 2 and 3 from the Table 2). Note that there are represented two values
for each pine.
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between the number of nematodes and the reactance dispersion for the Z1/Z50 parameter,
as Fig. 10 shows. The higher the number of nematodes is, the higher is the reactance
value of Z1/Z50. It is considered that the dispersion in terms of resistance is not sig-
nificant when compared with values from pines in other physiological condition – see
Fig. 9 from Sect. 4.2.2.

4.2.4 EIS Monitoring During Pine Decay
There were monitored two healthy pines, one with low watering (2 min/day) and
another with regular watering (5 min/day). After one week from the beginning of the
monitoring, both pines were inoculated with nematodes. It was shown again a
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Fig. 11. (a) Evolution of the Z1/Z50 during the monitoring time (8 weeks). (b) Closer view from
Z1/Z50, showing a hysteresis-like behavior.
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dispersion of the reactance values of the Z1/Z50 parameter, as Fig. 11 shows. As time
passed the reactance values became higher. The higher values of reactance were
achieved for the pine with less watering. According to the previous presented results, it
was expected that the number of nematodes increase in the below part of the trunk for
the pines with less watering; and consequently, to observe a higher rising of the
reactance of the Z1/Z50 parameter. After the 6th week, pines start to decay strongly and
it was observed a relevant decrease of the reactance and a significant increase of the
resistance for the same parameter – see Fig. 11. The higher values of resistance were
achieved for the pine with less watering, and also in a shorter period of time. At the end
of the monitoring, the decay of the pines, evaluated by an expertise, was about 80% for
the pine with regular watering and 100% for the pine with less watering.

From the Fig. 11(b), that represents a closer view of the Z1/Z50 values for the
monitoring, it is possible to observe that the path followed during the period of
nematodes population increasing is different from the path followed during the period
of decay, i.e., it is observed an hysteresis-like behavior.

5 Conclusions

The EIS system was developed in order to ensure a robust, efficient and fast bioim-
pedance analysis. The adaptability to different biological applications, the portability
and the usage of easily accessible and affordable components, were preferred aspects
taken into account. In this manner, the system allows the user to choose the settings of
the analysis that best fit to a specific application. Furthermore, there were built two
versions of the equipment: one OEM version for lab tests and a miniaturized version
for field applications.

The system is able to perform AC scans within a frequency range from 1 kHz to
1 MHz. The frequency limits and the number of intervals of the scan can be selected at
the user interface (developed with Matlab® tools). The type of signal used to excite de
sample, voltage or current, can be preselected by an external switch. This allows the
usage of the source with the best behavior in a concrete application.

The implemented PSD algorithm allows a very good phase shift assessment
without the need to use a reference signal of amplitude equal to 1 and null-phase at the
origin. In fact, the signal set as reference has undetermined phase and amplitude. All
the algorithm tests revealed results analogous to the theoretical.

To overcome problems inherent to stray capacitive effects from cables, a driven
shield technique is applied. The maximum phase shift reduction is estimated at 20.4 %
for the current excitation mode and at 35.8 % for the voltage mode.

The biological application study aimed at discriminating between different pine tree
physiological states.

The obtained results suggest that the implemented method may constitute a first
innovative approach to the early diagnosis of plant diseases. In fact, the achieved
impedance parameters allow discriminating three different physiological states: healthy
trees, trees with PWD and trees in hydric stress.

The trees with PWD present Z1/Z50 ratio with high values of reactance, suggesting
that the current flows preferably trough the cytosol. In fact, the action of the nematodes
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inside the tree may destroy cell membranes. This means that membranes capacitor
effect becomes less significant in the impedance measurement.

It was also shown that the number of nematodes and Z1/Z50 impedance parameter are
related. The higher the number of nematodes is, the higher the reactance of the ratio is.

The action of bark beetles seems not to interfere, at least in measurable terms, in the
level of hydric stress of pine trees.

Healthy trees, with high values of hydric stress (decays above 80 %), and also trees
with PWD at advanced stages, revealed low reactance and high resistance for the same
studied parameter. The high values of resistance are justified due to the water loss in the
tree. Consequently, it means that for this specific case, the method cannot distinguish
between trees with PWD or trees with high level of hydric stress but with no disease.
However, it is known that advanced stages of PWD promote high levels of hydric
stress. This means that both cases represent, in practical terms, the same situation, i.e.,
the tree presents high probability to die. In addition, in the stages where the method is
able to distinguish between healthy trees and trees with PWD, the decay was deter-
mined to round the 40 %. Therefore, if a cure is available, this diagnosis could help to
administrate a treatment and reverse the disease evolution.

Hence, the main conclusion of the developed study is that the studied method could
be used to assess physiological states of living pine trees, and that the Z1/Z50 imped-
ance parameter could be applied as a risk factor.
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Abstract. The aim of this work is to generate a Gold Standard signal to assess
the alertness state of drivers based on the Electrooculogram (EOG) dynamics
derived from a polysomnography device. Different EOG patterns have been
analyzed in order to determine the relation between ocular activity and sleep
onset while doing complex tasks. More than 15 h of laboratory tests were
analyzed in order to detect drowsiness while doing different cognitive activities.
The proposed method has a sensitivity of 92.41 % and a Predictive Positive
Value (VPP) of 93.41 % in detecting drowsiness in laboratory conditions. The
results show that the proposed index may be promising to assess the alertness
state of real drivers.

Keywords: Drowsiness detection � Gold standard � Driver monitoring �
Electrooculogram � Electroencephalogram

1 Introduction

Drowsiness is one of the main causes of vehicle accidents. A recent study showed that
20 % of crashes and 12 % of near-crashes were caused by drowsy drivers [1]. The
morbidity and mortality associated with drowsy-driving crashes are high, perhaps
because of the higher speeds involved combined with delayed reaction time [2].

Driver behavior monitoring, and the reliable detection of drowsiness and fatigue is
one of the leading objectives in the development of new Advanced Driver Assistance
Systems (ADAS). Of the use of biomedical signal analysis to detect drowsiness in real
vehicles appears the need of an objective gold standard to compare with the selected
signals, in this case thoracic effort. The most objective signal to assess the sleep onset
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phase is Electroencephalography (EEG). The problem associated to this signal is that,
in real environments (i.e. vehicles) the actual devices used in hospital environment to
acquire the data presents artefacts due to vibration and movements of the vehicle that
masks the real EEG signal.

The aim of this work is to validate the EOG signal as a new Gold Standard and the
EOG acquisition device as a good quality device to ensure the optimal quality of the
data. The EOG signal is highly robust to artefacts signal when compared to EEG and
valuable to compare with our drowsiness detection index based on thoracic effort
variability (TEDD) in real environments [3].

2 Prior Work

2.1 EEG and EOG Signals as Gold Standard

During active wakefulness (i.e., when the person is awake and pursuing normal
activities), the EEG is characterized by high frequencies (i.e., 16 to 25 Hz) and low
voltage (i.e., 10 to 30 μV). EOG readings during wakefulness exhibit Rapid Eye
movements (REM).

During relaxed wakefulness (i.e., when a person is awake but has his or her eyes
closed and is relaxed), the EEG is characterized by a pattern of alpha waves with a
frequency of 8 to 12 Hz and an amplitude of 20 to 40 μv. EOG readings show slow,
rolling movements [4], increase of blinking frequency and lots of saccadic response at
the transition to NREM sleep onset [5].

2.2 EEG and EOG Signals Acquisition in Real Driving Environments

The most important handicap in the field of drowsiness detection in real driving
environments is the fact that the filtering of the low amplitude biomedical signals in
order to eliminate vibration and movement artifacts is a very complex work that, in
most cases, also affects the original signal of interest.

Hundreds of real vehicle tests have been made in the last three years with the
objective of finding a biomedical signal robust to artifacts and also related to sympa-
thetic-vagal system to provide drowsiness information in real vehicle tests.

The EEG signal has always been the most objective signal to define drowsiness in
laboratory conditions but in real vehicle tests the EEG signal presents several problems
as artifacts and the fact that the EEG codifications of the Rechtschaffen & Kale’s
method [6] is only recommended with closed eyes. According to the EEG-EOG studies
there is a relation between EEG waves and EOG patterns that allows generating an
objective Gold Standard signal for drowsiness detection from EOG signal.

For the first set of real vehicle tests the EEG and EOG signal was acquired with a
Bitmed eXim Pro polysomnography device. The EOG signal quality was good before
and after filtering the vehicle vibrations and movement artifacts but the EEG signal was
lost in the filtering process due to the fact that the frequency of the vibrations was the
same frequency that the waves of interest (theta and alpha waves).
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Following this results, currently we have focused on finding new devices that
avoids the problem of the artifacts in EEG signal. Two different tests have been made
in real vehicles with two different polysomnography devices:

– Nicoletta wireless device
– Bionic EEG holter that provides active electrode technology

Although both systems show improvements in the EEG signal quality it hasn’t enough
quality to extract the drowsiness information. The filtering solution had the same
problems that with other polysomnography devices.

Taking into account these results and the fact that the EEG and the EOG signals are
physiologically related we recommend the use of EOG data as Gold Standard in real
vehicle tests. This work proposes different indexes based on slow eye movement’s
detection, blinking frequency and saccade movement’s inhibition.

3 Materials and Methods

3.1 Measurement Protocol

The participants in the test were 17 male and 6 female with ages between 20 and 29
years and no clinical conditions. These tests were designed and performed in laboratory
conditions.

To perform these tests the setup was equipped with a biomedical monitor (Bitmed
eXim Pro, BitMed) and a webcam. The biomedical signals selected as significant for
this test were the external observer (video), Electrooculography (EOG) and thoracic
effort. The thoracic effort signal was measured in all cases using an inductive band
located at the middle trunk above the diaphragm. The EOG signal was measured with
four Electromyography (EMG) single electrodes: two were located in the outer cantus
of each eye in the case of the horizontal EOG setup, and two more electrodes located in
the upper part and in the lower part of the right eye (Fig. 1). The EOG and the
respiratory signal were sampled at 100 Hz.

Video signal was recorded to generate the external observer variable.

Fig. 1. EOG instrumentation.
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3.2 Test Design

The test was designed to classify the different eye movements and set a level of eye
activity or eye inactivity (related to drowsiness). The test setup consists of a vehicle
seat and a 19’’ inches monitor in front so the subject of the tests can see the patterns
classification video seated on the vehicle seat. The test has two parts:

1. Patterns classification part
Once the subjects are seated and connected to the acquisition systems the first

part starts and they were asked to watch a 5 min video with the objective of
following a point on the screen to force the movement of the eye for the following
patterns of interest:
– Saccadic movement
– Compensation movements
– Blinking
– Fixed gaze
– Seeking movements
– Slow Eye Movements (SEM)

The monitor has to be no more than 15 cm far from the face of the subject.
2. Drowsiness state classification part

The subject rest relaxed in the seat for over 20 min with eyes open.

3.3 Patterns Classification

The patterns selected as indicative of drowsiness where the following (Fig. 2):

Saccadic Movements. Saccadic movements are defined as rapid symmetric eye
movements with the objective of constantly changing the retinal focus from one point
to the next point in the visual path.

There is a linear relation between the size of the saccade and the velocity of the
ocular movement. The mean duration of saccadic movements ranges between 30 and
120 ms.

In an awake state these movements are mostly voluntary and they are used to
redirect the gaze to the point of interest of the scene. In fatigue and drowsy states the
saccadic speed decreases [7, 8] and the latent period between saccades increases.

Compensation Movement. Compensation movements are reflex movements that
imply the coordination of both eyes. These movement works as an object fixation
mechanism while moving head or body. The most important is the Vestibule-Ocular
Reflex (VOR) with a response time of 16 ms (Fig. 3).

Blinking. Blinking is the rapid closing and opening of the eyelid that provides moisture
to the eye by irrigation using tears and a lubricant that the eyes secrete. The mean
frequency of blinks in a normal subject is 12 to 19 blinks per minute. This frequency
can be influenced by internal or external factors. Fatigue and drowsiness decreases the
blinking rate and increases the percentage of eye closure time (Fig. 4).
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Fixed Gaze. The fixed gaze or ocular movement fixation can be a characteristic pattern
of interest in one point or low cognitive activity depending on the duration of the
pattern. In a normal context the fixed gaze duration ranges between 200 ms and 350 ms

Fig. 2. EOGv saccades (up) and EOGh saccades (down). Filter: band-pass 0.2–30 Hz.

Fig. 3. Compensation movement in EOGv signal. Band-pass filter 0.2–30 Hz.
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with open eyes. In phases of fatigue or drowsiness the fixed gaze time can reach 3 s
becoming an ocular loss of activity [9, 10]. (Fig. 5)

Seeking Movements. Seeking movements are coordinated movements between two
eyes with the purpose of following slow visual stimuli. Their function is to stabilize the
dynamic visual image in the retina with velocities between 1 and 30º/s (Fig. 6).

Slow Eye Movements (SEM). Slow eye movements are eye movements with duration
between 1 and 3 s mostly detected in the horizontal component of the EOG. This
movement is characteristic of drowsiness states. It’s characteristic of sleep onset with
eyes closed but this pattern can also be seen with open eyes in drowsy drivers fighting
not to fall sleep (Fig. 7).

Fig. 4. Blinking pattern on EOGv signal. Band-pass filtering 0.2–30 Hz.

Fig. 5. EOGh fixed gaze pattern. Ban-pass filter 0.2–30 Hz.

Gold Standard Generation Using Electrooculogram Signal 79



3.4 Drowsiness Indicators

Awake state has been defined as a state of high activity and information interchange
between the subject and the environment (Phase 0), Fatigue as a state of lack of energy
and motivation (Phase 1) and Drowsiness as a state related to the sleep onset. Only
some of the EOG patterns explained have direct relation with the sleep onset:

Blinking – An increase of the blinking frequency in addition to an increase of the
percentage of eye closure are indicative of sleep onset.

Saccade – The number of saccades and the detection of fixations combined can be an
index to estimate the ocular activity assuming saccades as activity and fixation as no
activity. There is a direct relation between the reaction time of the subject and the
velocity of the saccade movement (Fig. 8).

Fig. 6. Seeking movement in EOGv signal. Band-pass filter 0.2–30 Hz.

Fig. 7. SEM. Band pass filter 0.2–30 Hz of horizontal (up) and vertical (down) EOG.
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Slow Eye Movements (SEM) – During the transition from awake to sleep stages, it is
very common the appearance of slow eye movements (SEM), like pendulum low
frequency (0.1–1 Hz) movements in the horizontal line of the eye.

Ocular Activity – This information combines the information given by all the previous
patterns combined in a single index according to the state of the subject. In sleep onset
periods the ocular activity diminishes according to the appearance of SEM and the
decrease of blinks and saccades.

4 EOG Signal Processing

4.1 Preprocessing

A non linear filter preprocessing of the signal has been done. The filter used for the
signal detrending was a non linear filter derived from the Hodrick-Prescott (1) filter
with the objective of removing repeated oscillations in the signal. Cutoff frequency of
[0.1, 30] at −6 dB.

H2;kðxÞ ¼ 1

1þ 22k cosx� 1ð Þ2 ð1Þ

In secondly a band pass filter has been done. The high pass filter at 0.1 Hz filtered the
baseline eliminating the electrode polarization effects and the movement artifacts. The
low pass filter at 30 Hz removed the Electromyogram (EMG) artifacts of the signal.

4.2 Processing

As seen in the literature, the most representative EOG patterns used to estimate the
sleep onset are saccade, blinks and slow eye movements. This investigation was
focused on the analysis of blinking and saccade patterns as explained below.

Blinking Detectors. The analysis was divided in two blocks (Fig. 9): erosion and
detection.

Fig. 8. Determination of the beginning and the final of the saccade movement. Binocular motor
coordination during saccades and fixations while reading: A magnitude and time analysis [11].
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First the signal passes the erosion block, where the abrupt swings are eliminated
(Fig. 10). Then the filtered signal passes to the blinking detection module.

The objective of the erosion module is to stand out the blinking patterns from the
rest of artifacts and saccade oscillations with the interpolation of the obtained “yRET”
signal and its posteriors calculation of the very low frequency oscillations obtaining
“FPA 1 Hz” signal. Finally the “FPA 1 Hz” signal is subtracted from the “yRET”
signal to obtain C signal.

In the detection block C signal is processed with the objective of stand out the low
frequency oscillations to avoid remaining artifacts. Finally the subtraction of yRET
signal from C is done and the detection of peaks with a fixed threshold ‘Um’ gives the
resultant signal with the blinks detected (Fig. 11).

Fig. 9. Block diagram of the blinking detection algorithm.

Fig. 10. Erosion block.
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Saccade Detectors. The saccade detection algorithm developed analyzes the horizontal
EOG signal with an adaptation of the known Murty-Rangaraj method based on the
detection of QRS segment in EKG signal [12].

As shown in the picture below (Fig. 12) the analysis is divided in three blocks: The
preprocessing block explained in E.1, The Murty-Rangaraj adaptation block and the
saccade detection block.

Murthy-Rangaraj method consists in a pre-filtering of the signal followed by and
estimation of the first weighted quadratic derivate (2). The resulting signal was later
filtered with a moving average filter (3) in order to smooth the obtained result.

g1ðnÞ ¼
XN

i¼1

jxðn� iþ 1Þ � xðn� iÞj2ðN � iþ 1Þ ð2Þ

N: Window width smoothing

gðnÞ ¼ 1
M

XM�1

j¼0

g1ðn� jÞ ð3Þ

Next step was the maximum and minimum identification of the signal in order to detect
the position of the saccade using a fixed threshold (Fig. 13).

Fig. 11. Detection block.

Fig. 12. Block diagram of the saccade detection algorithm.
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Ocular Activity Detectors. The ocular activity detector algorithm, comprising the
same modules that SEM detection algorithm, gives information about the balance of
the EOG patterns analyzed in previous sections.

The detection is based on the highlight of abrupt ocular events characteristics of
awakeness using quadratic derivatives of both vertical and horizontal EOG with the
objective of combine them and extract the activity level of the signal (Fig. 14). Three
different frequency bands, [0.1–0.5] Hz, [3–8] Hz and [9–12] Hz, were analyzed for
each vertical and horizontal EOG in order to compare the behavior of each one and
relate to sleep onset (Fig. 15).

Time(s)

Fig. 13. Example of the saccade detection in horizontal EOG.

P"ucorngu"
Ykpfqy

Fig. 14. Block diagram of the ocular activity detection algorithm.
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5 Statistical Analysis

For each minute of recording, the phases obtained by the EOG different drowsiness
detection algorithms were compared with the GS signal, in this case a combination of
three external observers evaluating minute by minute the state of the subject using a
video recording of the tests. To estimate the sensitivity and specificity of the different
EOG methods a match signal was calculated having the number of false positives, false
negatives, true positives and true negatives.

According to Table 1 [13], sensitivity and specificity for each phase is defined as:

Vkog"*okpwvgu+" Vkog"*okpwvgu+"

Hwnn{"cycmg"ftkxgt" Ftqyu{"ftkxgt"

Fig. 15. Example of ocular activity detection combining vertical and horizontal EOG signal for
an awake driver (left) and a drowsy driver (right). Marked in grey the drowsy zone.

Table 1. Sensitivity and Specificity definition.
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being the Sensitivity the proportion of actual positives which are correctly identi-
fied as such giving information about how good is the detection algorithm, and the
Specificity the proportion of negatives which are correctly identified.

6 Results

The results for the analysis of the EOG signal with de blinking detection algorithm
shows positive results with a sensitivity of 92.41 % and a Predictive Positive Value
(VPP) of 93.41 % (Fig. 16) comparing the results of the algorithms with the Gold
Standard.

The results with the saccade detection algorithms shows also good results but, in
this case, it has to be improved with a module that allows the detection of the beginning
and the final of the saccade pattern in order to improve the pattern detection, yet the

Fig. 16. Blinking detection algorithm results.

Fig. 17. Saccade detection algorithm results.

86 N. Rodríguez-Ibáñez et al.



results are very promising for drowsiness detection porpoises with sensitivity values of
85.1 % and VPP values of 95.4 % (Fig. 17). The results of the Ocular Activity shows
very promising results in drowsy subjects, further work will be done in order to avoid
false positives in the detection due to movement artifacts [14].

7 Conclusions

The results confirmed the viability of the sleep onset detection using related to
drowsiness patterns in the EOG signal as blinking frequency and saccade movements’
appearance. Some misdetection of the algorithms may be due to the inter-subject
variability mostly regarding the shape of the saccade pattern.

Future work will be focused in the improvement of the saccade detection algorithm
by including the detection of initiation and end of the saccade pattern in order to make
more specific the detection and accurate the calculation of the variable velocity of the
saccade.

The future objective is to use the EOG signal as Gold Standard in vehicle tests
replacing the EEG signal that shows low quality signal in real environments.

Acknowledgements. This work has been partially funded by the Spanish MINISTERIO DE
CIENCIA E INNOVACIÓN. Project IPT-2011-0833-900000. Healthy Life style and Drowsiness
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Abstract. Recently Dielectric Barrier Discharge plasma is being explored for
its application as an alternative to the conventional sterilization and disinfection
techniques in medical sciences. Dielectric barrier discharge plasma torch has
been developed to study the interaction of plasma and effect of its treatment on
the growth rate of S. aures, Escherichia coli, Bacillus subtilis and E. faecalis.
Plasma treated E. faecalis was compared with Chlorhexidine treated cultures
and biofilms of E. faecalis. The results are analysed for significance (P < 0.001)
using ANOVA and TUCKEY’s test. In-situ optical emission spectroscopy has
been employed to identify the plasma species interacting with the bioculture and
biofilm. Based on its efficient disinfecting properties dielectric barrier discharge
plasma has been proved to be a promising alternative to traditional techniques
used for sterilization during the endodontic treatment.

Keywords: DBD plasma � Endodontic treatment � Plasma treatment on
E. faecalis

1 Introduction

Recently, cold plasma is being explored for its application as an alternative to
the conventional sterilization and disinfection techniques in medical field. Amongst the
different types of plasmas, studies on Dielectric Barrier Discharge (DBD) plasma has
gained importance in the medical field due to its property of being functional at room
temperature and atmospheric pressure; unlike low pressure cold plasmas. The anti-
microbial property of dielectric barrier discharge plasma has been demonstrated against
several bacteria for example Escherichia coli, Candida albicans, Streptococcus
mutans, Bacillus subtilis etc. [1].

In the field of dentistry, microorganisms and their by-products are considered to be
the major cause of pulp and periradicular pathosis. The objective of endodontic therapy
is to [i] remove diseased tissue, [ii] eliminate bacteria present in the canals as well as
dentinal tubules and [iii] prevent post endodontic recontamination. Hence, a major
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objective in root canal treatment is to disinfect the entire root canal system and to
eliminate all the possible sources of infection. This can be accomplished by using
mechanical instrumentation and chemical agents, in conjunction with medication of the
root canal system between treatment sessions. In spite of these treatments, the survival
of microorganisms in the apical portion of root filled teeth is still the major cause of
endodontic failure. Studies have revealed that this increased resistance is due to the
formation of biofilms by the microorganisms. Microorganisms like Enterococcus
faecalis, Streptococcus mutans, and Candida albicans can adhere to the root canal
walls and form communities organized in biofilm which makes them more resistant to
phagocytosis, antibodies, and antimicrobials. This is due to the presence of exopoly-
saccharides in comparison with non-biofilm producing organisms [2]. Also, due to the
presence of dentin tubules; the disinfection of dentin posses special challenges during
caries therapy. Conventionally disinfection is achieved by [i] invasive removal, [ii] use
of chemicals like chlorhexidine. But these treatments do not disinfect the dental tubules
completely. Contact dermatitis is a common adverse reaction to chlorhexidine.
Chlorhexidine is also liable to cause desquamative gingivitis, discoloration of tongue
and teeth or dysgeusia (distorted taste). Plasma being in the gaseous form would have a
better reach in the confined and tortuous root canal system and may prove to be a better
adjunct to root canal instrumentation for canal sterilization. Hence, inactivation of
microorganisms using plasma has attracted much attention recently.

Numerous in vitro studies have been conducted on the effects of atmospheric
plasma on pathogens like Streptococcus mutans, Candida albicans, Chromobacterium
violaceum etc. Amongst the various oral pathogens Enterococcus faecalis is one of the
primary organisms in patients with post treatment endodontic infection [3]. E. faecalis
is known to form intracanal biofilms, periapical biofilms and biomaterial centered
infection.

Inspite of being one of the important infection causing organism, relatively few
reports are available that describe the efficacy of dielectric DBD plasma against
E. faecalis. Hence, this study was aimed at evaluating the inhibitory effect of DBD
plasma against E. faecalis culture and biofilms. Initially experiments were carried out
with S. aures, Escherichia coli, Bacillus subtilis etc. which was found to be effective
for destruction of these bacteria. Later on these bacteria were replaced by E. faecalis
for further investigation. The paper reports the use of He (atmospheric pressure) as a
plasma generating gas which enables the formation of active reactive species useful for
bactericidal properties.

2 Materials and Methods

DBD plasma torch is found to be useful for varieties of applications. Its use for dental
applications is an emerging field of research. In the present article we report on the
development of a small plasma torch with helium as plasma forming gas. Figure 1
shows the schematic of the atmospheric pressure DBD plasma torch which consisted of
a tungsten cathode in the form of thin wire axially fitted into a cylindrical glass tube
with a fine nozzle. The anode was a stainless steel plate which formed the base below
the microtitre plate. The anode is grounded. A 1.5 mm thick glass slab work as the
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dielectric material to obtain the DBD plasma. Helium was made to flow at a flow rate of
1 lpm through the torch system so as to reach the bacterial culture placed inside the
microtitre plate. Pulsed dc voltage of 24 kV was used to operate the torch. The plasma
plume 1–2 mm in diameter extended outside the nozzle up to a distance of 2–3 cm and
reached the E. faecalis culture. Helium having a low ionization potential serves as a
suitable ionizing medium and helps in extracting the plasma plume to larger distances.
Compared to other gas plasmas it is easy to obtain plume of few centimeter by using
helium gas as plasma forming gas [4]. There are several other advantages of using He
as a plasma forming gas like, He gas flow propels radicals and metastables towards the
surface to be treated. The flow diameter helps to determine the diameter of the treated
portion of the sample and moreover it has a high thermal conductivity and thus acts like
a coolant. Also the flow mixes with the atmospheric gases like H2O, N2, and O2 at the
downstream from the nozzle [5]; and help in producing reactive atomic oxygen and
hydroxide (OH·) species which are well known to be bactericidal.

In order to examine the species responsible and to understand the mechanism of
reaction of the bacteria and plasma species; the optical emission spectroscopic studies
were carried out. The photon collection was facilitated with an optical fiber which was

Fig. 1. Shows the schematic of the atmospheric pressure non thermal plasma torch.
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directed towards the junction between the plasma plume and the upper meniscus of the
bio-culture and bio-films. Ocean Optics spectrophotometer (model HR-4000) was
employed for the measurements. A collection of species which were produced in the
process has been useful to understand the reaction mechanism within the dye due to
the plasma.

The glow in the plasma is due to the electron excitation, de-excitation and ioni-
zation of the gas atoms, so that it serves as a visual indicator of the presence of
energetic electrons and photons. These energetic electrons generate radicals by dis-
sociating gas molecules such as H2O and O2, or by generating metastable He ions that
probably dissociate H2O molecules. The air mixed with water molecules help in
generating the reactive OH and O radicals which further assist in the killing of the
E. faecalis bacteria (Fig. 2) [5].

Enterococcus faecalis (NCIM 5025) was procured from National Collection of
Industrial Microorganisms, Pune. The strain was maintained on MRS (de Man, Rogosa
and Sharpe) medium (composition per liter: peptone 10 g, meat extract 10 g, yeast
extract 5 g, sodium acetate 5 g, dipotassium phosphate 2 g, ammonium citrate 2 g,
magnesium sulfate 0.2 g, manganese sulfate 0.05 g, glucose 20 g, between 80 1 g)
slants and stored at 4 °C. The effect of atmospheric plasma against E. faecalis culture
was monitored as follows. 100 µl of culture was placed in each well of 96 well

Fig. 2. Photograph of actual atmospheric non-thermal plasma torch while treating the samples.
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microtitre plate. The culture was then treated with atmospheric plasma for 2 min. The
wells were grouped into 4 groups viz. group A - helium treated, group B, plasma
treated and group C - chlorhexidine treated D - control, with a size of 30 wells per
group. E. faecalis culture was treated with chlorhexidine for 2 min by adding 100 µl
of 0.2 % chlorhexidine solution to the wells and subsequent removal of the solution
after 2 min. The viability of the cells was checked by Triphenyl tetrazolium chloride
(TTC) assay.

Preparation of the bio-films of E. faecalis was inoculated in MRS broth and
incubated at 37 °C at 120 rpm for 24 h. 100 µl of culture (OD 1.0 according to
McFarland’s scale, colony forming unit (CFU) 4 × 108/ml) was added in each well of
96-well flat base microtitre plate. The plate was incubated at 37 °C for 1 h in order to
allow the organisms to adhere to the surface of the wells. After 1 h, remaining culture
from the wells was replaced by 100 µl of fresh MRS broth and the plate was further
incubated at 37 °C for 24 h. After incubation, the excess medium from the wells was
removed and the biofilms were then treated with DBD plasma for 2 min. The exper-
iment was divided into 4 groups as mentioned above. S. aures, Escherichia coli and
Bacillus subtilis were inoculated in Nutrient broth and incubated at 37 °C at 120 rpm
for 24 h. The bioculture was treated with DBD plasma for 2 min. All the conditions are
same as for E. Faecalis.

2.1 Viability Assay

The viability of the organisms was determined using the TTC viability assay described
by C E Nwanyanwu with some modifications [6]. 100 µl of 1 % (w/v) solution of TTC
prepared in sterile distilled water was added in the wells along with 100 µl of MRS
broth following the treatments. The plates were incubated at 37 °C overnight. The color
change was measured at 490 nm using Elisa plate reader (Bio Rad model no: IMark).

All the results are analysed for significance (P < 0.001) using ANOVA and
TUCKEY’s test. Optical Emission Spectrometer (OES) model HR-4000 (manufactured
by Ocean Optics) was employed for the identification of active ionic species present in
the plasma. This spectrometer had a linear CCD array detector (model TCD1304AP)
and the range of detection extended from 200 nm to 1100 nm with a resolution
of *0.03 nm (FWHM). In addition it has fiber optical input.

3 Results and Discussion

S. aures, B. subtilis, and E. coli cultures were exposed to atmospheric non-thermal
helium plasma for 2 min. These organisms were also treated with chlorhexidine and
helium. The results of the viability assay were then compared for all three processes as
shown in Fig. 3. In all the four groups (Fig. 3), the mean bacterial count for three
experiments has been shown. The control group is considered to be 100 % for bacterial
survival. The group treated with helium showed same optical density as that of control;
indicating that the killing effect of plasma is not due to presence of helium. Significant
reduction in optical density was observed in the cultures exposed to chlorhexidine and
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plasma. In case of S. aures the optical density as compared to that of the control is
reduced to be 25 % by chlorhexidine and 58 % after plasma treatment. In case of B.
subtilis the optical density reduction was observed to be 2 % by cholorohexidine
treatment while 37 % by plasma treatment. However in case of E. coli the reduction in
optical density for chlorhexidine treated culture was found to be 9 % while 61 % for
plasma treated culture. Effect of atmospheric plasma, helium and chlorhexidine on the
culture plates was determined by TTC viability assay.

E. faecalis culture was exposed to DBD helium plasma for 2 min. Similarly, culture
was also treated with chlorhexidine and helium for 2 min. The results of the viability
assay were then compared for the three processes as shown in Fig. 4. It shows the mean
bacterial count in terms of optical density in all the four groups. The wells in the control
group and the wells treated with helium exhibited no change in the optical density (OD
1.0) indicating 100 % survival of the culture. However significant reduction in optical
density was observed in the wells exposed to chlorhexidine (OD 0.7) and plasma (OD
0.6). Inhibitory effects of DBD plasma have also been reported on E. faecalis culture by
Cao et al. [7]. The culture was exposed to helium-oxygen plasma for 5, 10 and 15 min.
The post exposure viability was determined by measuring the zone of inhibition.
Effects of atmospheric plasma, helium and chlorhexidine on E. faecalis biofilms
adhered on wells of the microtitre plates were determined by TTC viability assay. The
results were similar to those observed for the culture. Chlorhexidine and plasma treated
biofilms showed decrease in optical density.

It was 0.5 for chlorhexidine, 0.47 for plasma as compared to 0.8 of control and
helium treated biofilms. This clearly indicated reduction in viability of bacteria in
biofilms (Fig. 6).

In order to confirm the presence of the reactive species we have carried out the
spectral identification using optical emission spectroscopy. Figure 5 shows the OES
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spectrum recorded during the plasma exposure of the E. faecalis culture. Optical
emission spectrum shows that the species present in the plasma include helium, atomic
oxygen (O), Ozone (O3), and OH radicals.
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Figure 6 shows that helium gas alone did not show any inhibitory effect on bio-
films. Inhibitory effects of DBD plasma have also been examined on Chromobacterium
violaceum [8] and on Streptococcus mutans biofilms [9]. Du et al. [10] have also
reported the reduction in viability of E. faecalis biofilms after treatment with DBD
plasma. The authors also determined the viability using confocal laser scanning
microscopy. Cao et al. [7] have reported antibacterial effects of atmospheric plasma on
E. faecalis biofilms prepared on nitrocellulose membrane using SEM. Our results of
2 min exposure, leading to a significant reduction in the viability, suggest that this
technique can be used as an adjunct for endodontic therapy in dentistry. Further
research in this line could prove its potential as an alternative for traditional procedures
of disinfection. However it has been obvious that the oxygen and OH radicals which
are known to be bactericidal, most probably, react with the cell walls of the bacteria
causing the rupture of the cell walls. As an effect the cytoplasm leaks out, causing the
death of the bacteria.

4 Conclusions

Dielectric Barrier Discharge plasma proves to be a promising alternative to the tradi-
tional disinfectants for disinfection during endodontic treatment. Using plasma will be
beneficial mainly due to its gaseous nature, improved dispersion of disinfectant in the
dentinal tubules, better reach in the tortuous canals and no dysgeusia (distorted taste).
Hence, application of DBD plasma can be a quick method since post disinfection clean-
up procedures can be minimized during endodontic treatments.
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Fig. 6. Shows inhibitory effect on E. faecalis biofilms.

96 A.S. Bansode et al.



Acknowledgements. ASB is thankful to UGC for the award of Ph.D. fellowship. SVB is
thankful to DST and CSIR, New Delhi for the financial support and award of ES fellowship.

References

1. Hong, Y.F., Kang, J.G., Lee, H.Y., Uhm, H.S., Moon, E., Park, Y.H.: Sterilization effect of
atmospheric plasma on Escherichia coli and Bacillus subtilis endospores. Lett. Appl.
Microbiol. 48, 33–37 (2009)

2. Sabeena, M., Boopathi, T.: Enterococcus faecalis - an endodontic challenge. J. Ind. Acad.
Dent. Spec. 1(4), 46–50 (2010)

3. Mohammadi, Z., Abbott, P.V.: The properties and applications of chlorhexidine in
endodontics. Int. Endod. J. 42, 288–302 (2009)

4. Sladek, R.E.J., Stoffels, E., Walraven, R., Tielbeek, P.J.A., Koolhoven, R.A.: Plasma
treatment of dental cavities: a feasibility study. IEEE Trans. Plasma Sci. 32(4), 1540–1543
(2004)

5. Goree, J., Liu, B., Drake, D., Stoffels, E.: Killing of S. mutans bacteria using a plasma needle
at atmospheric pressure. IEEE Trans. Plasma Sci. 34(4), 1317–1323 (2006)

6. Nwanyanwu, C.E., Abu, G.O.: Influence of pH and inoculum size on phenol utilization by
bacterial strains isolated from oil refinery effluent. Int. J. Nat. Appl. Sci. 7(1), 8–15 (2011)

7. Cao, Y., et al.: Efficacy of atmospheric pressure plasma as an antibacterial agent against
Enterococcus faecalis in vitro. Plasma Sci. Technol. 13(1), 93–98 (2011)

8. Jonathan, C.J., Kwan, C., Abramzon, N., Vandervoort, K., Brelles-Marin, G.: Is gas-
discharge plasma a new solution to the old problem of biofilm inactivation? Microbiology
155, 724–732 (2009)

9. Sladek, R.E.J., Filoche, S.K., Sissons, C.H., Stoffels, E.: Treatment of Streptococcus mutans
biofilms with a nonthermal atmospheric plasma. Lett. Appl. Microbiol. 45(3), 318–323
(2007)

10. Du, T., Ma, J., Yang, P., Xiong, Z., Lu, X., Cao, Y.: Evaluation of antibacterial effects by
atmospheric pressure non-equilibrium plasmas against Enterococcus faecalis biofilms
in vitro. J. Endod. 38(4), 545–549 (2011)

Dielectric Barrier Discharge Plasma for Endodontic Treatment 97



Characterization of an Acoustic Based Device
for Local Arterial Stiffness Assessment

H.C. Pereira1,2(&), J. Maldonado3, T. Pereira4, M. Contente1,
V. Almeida1, T. Pereira1, J.B. Simões1,2, J. Cardoso1, and C. Correia1

1 Physics Department, Instrumentation Centre (CI-GEI),
University of Coimbra, Coimbra, Portugal

{cpereira,vaniagalmeida,taniapereira,cardoso,correia}

@lei.fis.uc.pt, m_ines_c@hotmail.com
2 ISA - Intelligent Sensing Anywhere, Coimbra, Portugal

jbasilio@isa.pt
3 Instituto de Investigação e Formação Cardiovascular,

Aveleira, Penacova, Portugal
instituto@iifc.pt

4 Escola Superior de Tecnologia da Saúde de Coimbra,
S.Martinho do Bispo, Coimbra, Portugal

telmo@estescoimbra.pt

Abstract. Arterial stiffness, recognized as an independent predictor of
cardiovascular events, can be assessed non-invasively by regional and local
methods. The present work proposes and describes a novel and low-cost device,
based on a double-headed acoustic probe (AP), to assess local arterial stiffness,
by means of pulse wave velocity (PWV) measurements. Local PWV is mea-
sured over the carotid artery and relies on the determination of the time delay
between the signals acquired simultaneously by both acoustic sensors, placed at
a fixed distance. The AP was characterized with dedicated test setups, in order to
evaluate its performance concerning waveform analysis, repeatability, crosstalk
effect and time resolution. Results show that AP signals are repeatable
and crosstalk effect do not interfere with its time resolution, when the cross-
correlation algorithm for time delay estimation is used. The AP’s effectiveness
in measuring higher PWV (14 m/s), with a relative error less than 5 %, when
using two uncoupled APs, was also demonstrated. Finally, its clinical feasibility
was investigated, in a set of 17 healthy subjects, in which local PWV and other
hemodynamic parameters were measured. Carotid PWV yielded a mean value of
2.96 ± 1.08 m/s that is in agreement with the values obtained in other reference
studies.

Keywords: Local pulse wave velocity � Double headed probe � Microphones �
Test bench systems � in-Vivo measurements

1 Introduction

Arterial stiffness, which results from the progressive degeneration of the wall’s elastic
fibres, is a marker of cardiovascular risk that in the last few years has gained great
relevance in the medical community due to its predictive value for cardiovascular
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mortality and morbidity, target organ damage, coronary events and fatal strokes in
patients with different levels of risk [1–4]. The most direct, simple and robust method
of assessing arterial stiffness is pulse wave velocity (PWV), i.e. the velocity at which
the pressure wave propagates along an artery. Carotid-femoral PWV is considered the
‘gold standard’ measurement of arterial stiffness, being supported by several clinical
studies that highlight the relevant contribution of this parameter to the diagnosis,
prognosis and follow-up of the general population/patient [5, 6].

The most prominent commercial devices require moderate technical expertise;
however they have several drawbacks in PWV assessment. The practical solution used
by these systems relies on the acquisition of pulse waves at the carotid and femoral
arteries to determine the time delay measured between pressure upstroke at each site (t).
The distance between the two acquisition locations (d) is usually assessed using a
measuring tape and then PWV is automatically determined using the linear ratio
between d and t [7, 8]. One source of error is related to time delay estimation and the
lack of standardization on its determination. There are severable feasible methods to
estimate it, however they can’t be used interchangeably [9]. On the other hand, this
solution not only negligence opposite wave propagation but also presents errors in
estimating the distance between the recording locations (for example, the curvature of
the arteries cannot be taken into account) [10–12]. Finally, it introduces a rough
estimate of local properties of the artery, since it integrates different segments of arterial
stiffness (carotid, aorta, iliac, femoral), being unable to differentiate between the
muscular and elastic parts.

The possibility of assessing the local hemodynamics is in fact very useful, par-
ticularly in the carotid artery due to its predisposition to atherosclerotic plaques for-
mation and its significance in the development of coronary and cerebrovascular
diseases [13–16]. Several methods have already been investigated with the intention of
evaluating indices of local arterial stiffness, such as distensibility, compliance, elastic
modulus and local PWV. Most of them are based on the simultaneous assessment of
diameter and pressure waveforms via ultrasound systems, however they present
important limitations in what concerns the local pressure assessment that is often taken
in a vessel distant (braquial) or at a time distant from where and when diameter
waveform is acquired (carotid) [17–20]. To avoid inaccuracies related to local blood
pressure measurement, two different approaches were further suggested. The first one
proposed by Giannattasio et al. combines ecographic data with the pressure waveform
captured using arterial tonometry in the contralateral artery, taking the ECG as refer-
ence point [21]. With this approach it is possible to perform a synchronized acquisition
of diameter and pressure at similar regions. On the other hand, Hermeling et al.
investigated an alternative method to assess local PWV that does not require the
measurement of local blood pressure. This technique is based on the calculation of time
delay between the several diameter waveforms acquired using piezoelectric elements of
an ultrasound probe [22, 23].

In spite of the methodological advances that have been observed in local hemo-
dynamic assessment, the devices available for the measurement of these variables
require high technical expertise and also burdensome and specialized imaging tech-
nologies (i.e.: ultrasound and echo tracking techniques) limiting their generalized use in
clinical practice [16]. These limitations show that the introduction of low-cost,
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non-invasive and easy accessible devices that identify local changes in arterial wall
dynamics and also other hemodynamic parameters would be of great interest, mainly in
CVDs surveillance and monitoring.

The present work intends to contribute to the achievement of the previous scenario,
presenting and characterizing an efficient and low-priced tool based on a non-invasive
device that is placed over the carotid artery and can be easily handled in diagnostic
trials by an operator. Based on a previous work, where a double headed piezoelectric
probe was designed and characterized in laboratory [24, 25], we developed a simpler
and novel system that assesses local arterial stiffness by means of non-invasive PWV
measurements and also other hemodynamic parameters, such as left ventricular ejection
time (LVET), in a short length of an artery (less than 15 mm). The device is based on a
double configuration of two acoustic sensors that are placed at a fixed distance, d,
allowing simultaneous acquisition of two (sound) pulse waves. The measurement of
time delay between the waves, Δt, allows local PWV to be determined, simply, as:

PWVðms�1Þ¼ d
Dt

ð1Þ

2 Materials

2.1 The Double Headed Probe

The developed probe, presented in Fig. 1, consists of two acoustic transducers (Pro-
Signal, ABM-712-RC, microphone-solder pad) that are placed approximately 11 mm
apart and fixed at the top of a plastic box (Multicomp, 77 mm × 49 mm × 26.6 mm).
The transducers, based on 9.7 mm diameter electret condenser microphones with an
operating frequency of 100 Hz–10 kHz and noise cancelling directivity, are placed at
the minimum separating distance, while avoiding mechanical contact. These elements
form an ergonomic configuration that allows a safe and effective way of collecting the
pulse wave on the carotid artery for both the patient and the operator.

Fig. 1. Representation of the double headed acoustic probe. M1 – Microphone 1; M2 –

Microphone 2; c1 - distance between transducers centres: ≈11 mm; d1: microphones diameter:
9.7 mm; h1: sensors external height: 2 mm.
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The probe does not include any type of signal conditioning circuit, so the acoustic
signals are acquired directly by a Personal Computer (PC) Sound Card. The AP uses
parallel audio cable to convey the information obtained directly from the transducers, to
the microphone input of the PC Sound Card. In circumstances in which the PC Sound
Card does not have stereo input, the probe connects first to an external Sound Card (7.1
Sweex® USB Sound Card, 16-bit, 48 kHz Maximum Sampling Rate, 90 dB Signal to
Noise Ratio) that then delivers the collected signals to the PC, via USB. The data
acquisitions are displayed in real time, through a dedicated Matlab® Based Graphical
User Interface (Cardiocheck GUI) and automatically stored in a non-commercial
Microsoft Access® based database (Cardiocheck DB). The data is subsequently pro-
cessed using different algorithms (detailed in Sect. 3.3) that aim the extraction of
several hemodynamic parameters, namely the PWV and the LVET (Fig. 2).

2.2 Test Setups

For characterizing the AP, as well as the various parameters extraction algorithms, it
was developed two special purpose sets of test bench systems. The test setup I was
designed to evaluate the ability of the probe in reproducing repeatedly different types of
waveforms but also to evaluate the existence of crosstalk between both transducers.
The setup uses a 700 µm stroke actuator, ACT, driven by a high voltage linear
amplifier, HVA (Physik Intrumente GmbH P-287 and E-508, respectively) to generate
a pressure wave that is fed to the acoustic probe by means of a “mushroom” shaped
PVC interface (Fig. 3). This PVC interface (10 mm diameter), coupled to the ACT, is
in mechanical contact with the transducer, without affecting the output voltage since the
sensors does not respond to DC excitation. With this mechanical adapter it is possible
to transmit the ACT’s motion associated to the pressure wave, in such a way that

Fig. 2. Schematic representation of the overall system used in in-vivo measurements. A - Acoustic
Probe; B - External USB Sound Card; C - PC; D - Cardiocheck Database; E - Cardiocheck
Graphical User Interface; F - Data Pre-processing; G - Hemodynamic Parameters Extraction.
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the longitudinal forces are responsible for the transducer electric response. The
waveforms are programmed and downloaded into an arbitrary waveform generator,
AWG, Agilent 33220A that delivers the signal that is generated by the ACT and also
the synchronism that triggers the data acquisition system, DAS (National Instru-
ments®, USB6210). Although the AP is a prototype suitable for clinical tests, designed
to be combined with a PC Sound Card, it was necessary to use a different DAS in test
bench experiments, in order to acquire additional reference signals.

The test bench system II, schematically presented in Fig. 4, was developed aiming
the assessment of the temporal resolution of the AP. This test bench emulates the main
arterial pressure wave propagation features of the cardiovascular system, presenting an
upgrade in relation to the experimental setup developed previously by Pereira et al.
[26]. The main difference is based on the use of a natural rubber latex tube, considered
to be a reliable material to simulate the compliance of a human artery and providing a
higher distensibility than the silicon tube originally used. As in the test bench I, the
pressure waveform is firstly generated using the AWG and then delivered to the
ACT/HVA, that through a piston (“mushroom” shaped PVC, 15 mm diameter) - rubber
membrane mechanism launches the wave into a 200 cm long latex tube (Primeline
Industries, 7.9 mm inner diameter, 0.8 mm wall thickness), filled with water. The tube’s
sealing is made using a T-shaped scheme, guaranteeing geometric homogeneity. The
wave is captured by the AP placed along the tube and by two pressure sensors PS1 and
PS2 (Honeywell, 40PC015G1A), placed transversely and longitudinally to the tube.
These sensors are used as the main reference for time delay/pulse wave velocity
assessment but also monitor the DC pressure level of the tube, imposed by a piston P
and a mass m at one of the tube’s extremities. The range of DC pressure levels in the
tube varies, approximately, from 30 mmHg to 400 mmHg, including (and exceeding)
the pressure variations registered in a healthy and non-healthy human system. Although

Fig. 3. Representation of the mechanical structure of the test setup I. 1 - ACT. 2 - PVC interface.
3 - AP. The arrow represents the movement of the ACT and PVC interface.
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the variation in the DC pressure level interferes with the wave propagation velocity, the
AP was tested at a constant DC pressure (≈66 mmHg), since it was not crucial for the
present work having several wave propagation velocities.

To record simultaneously the different sensors response it was used the afore-
mentioned DAS, triggered by the AWG.

3 Methods

3.1 Experimental Characterization

The experimental characterization of the AP consisted in the evaluation of its perfor-
mance regarding three main aspects: repeatability in assessing pressure waveform,
occurrence of crosstalk phenomenon and estimation of time resolution. Several pres-
sure waveforms were programmed and used as inputs in these studies, including
Gaussian-like and Cardiac-like pulses. The last ones, synthesized using a weighted
combination of exponentially shaped sub-pulses [27], reproduce different states of
arterial wall elasticity: type A and type B, correspond respectively to cases of pro-
nounced and slight arterial stiffness (non-healthy subjects) and type C, commonly seen
in healthy individuals, characterize elastic arteries [28].

In all the experiments, the data acquisition was performed through a dedicated
acquisition module of National Instruments (NI© USB6210) and data logging was
accomplished by NI LabView™ 2010 SignalExpress. All the signals were sampled at
5 kHz and stored for offline analysis using Matlab®. Data processing was undertaken
in Matlab® 2009a and statistical analysis was performed using Microsoft Excel® 2010.

Waveform Analysis/Repeatability. The first part of this study aimed to examine the
probe’s response for different types of waveforms generated by the Agilent 33220A
and exerted by the ACT. To obtain the best response of the transducer it was selected

Fig. 4. Schematic representation of the test setup II.
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for each input signal, the best amplitude (3.5 V) and frequency (1 Hz). All the sensors
signals were submitted to a 300 Hz low pass filter and to a band cut filter of
49 Hz–51 Hz, in order to avoid, respectively, the presence of the resonant frequency of
the actuator (*380 Hz ± 20 %) and the 50 Hz power line interference. It was also
performed an integration of the transducer signals using the Matlab® function cumsum
to compare them with the original input signals.

In the second part, it was intended to measure the same waveform repeatedly and
under the same conditions by the AP. For this study, each sensor was excited with fifty
independent impulses (with the same amplitude and width (Gaussian, 1 s width, 1 Hz
frequency). With those signals, it was determined the average signal which was used as
reference to determine the root mean square error (RMSE), for each one. The RMSE
was then computed to each signal.

Crosstalk Analysis. Since the two transducers composing the AP were incorporated in
the same case with a very small separating distance, it was important to analyse
whether some kind of interaction between them existed. The first part of this study was
done simultaneously with the repeatability test, where one of the acoustic transducers
was being actuated (microphone 1) and the other one was left free (microphone 2), that
is to say without any contact with the PVC adapter/ACT (Fig. 3). The responses of both
transducers for fifty independent impulses (Gaussian, 1 s width, 1 Hz frequency) were
recorded and the average signals were estimated. This procedure was then applied to
the other sensing element, such that the actuated transducer was microphone 2 and the
free transducer was microphone 1.

The actuated transducers generated a typical differential signal with a good signal-
to-noise ratio, while the free transducers generated a much lower amplitude signal, with
a profile substantially opposite to that obtained for the actuated transducers (see results
Sect. 4.1). Due to the characteristics of the signal obtained for the free transducers, it
was necessary to perform an additional experiment to determine whether this trans-
mission might interfere with one of the most important aspects of the probe: its time
delay assessment. Thus, the second test consisted in the direct and simultaneous
actuation of both transducers, with the purpose of time delay assessment. Both sensors
were excited with three independent impulses (Gaussian, 1 s width, 1 Hz frequency)
and for each acquisition it was determined the time delay between both transducers,
using different algorithms yet to be described on Subsect. 3.3. In this particular
experiment, the signals were sampled at 12.5 kHz, the same sampling frequency used
in in vivo tests.

Time Resolution Evaluation. One of the main goals of the AP characterization was
the evaluation of its ability of precisely assessing the time delay between two distinct
points, separated from a very small distance.

In order to evaluate its time resolution, it was used two different APs (AP1 and
AP2) that were placed on the tube of the test bench II, with the help of two external
clamps (Fig. 4). One of the probes was kept fixed at the 50 cm position, while the other
one was moving from 100 cm position to 54 cm position by 2 cm intervals. For each
position, a Gaussian waveform (100 ms width, 10 Hz frequency) was delivered to the
system, and then time delay and PWV were estimated between the first microphones of
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both probes and also between the pressure sensors (PS1 and PS2), attached at the
extremities of the tube.

The relative errors between the reference PWV and the PWV obtained with the
uncoupled transducers for each separating distance (Δx) were calculated, using the
algorithms of Sect. 3.3. The test was repeated for more two times, for a constant DC
pressure of ≈66 mmHg.

3.2 in-Vivo Measurements

Participants and Study Protocol. Seventeen young volunteers aged 22.12 ± 1.96
years were recruited and gave written informed consent prior to recording. Each par-
ticipant was properly weighed and measured and after 5 m of rest of supine position, a
blood pressure measurement was obtained from his right brachial artery, using an
automatic clinically validated sphygmomanometer (MAM Colson BP 3AA1-2 ®;
Colson, Paris). Next, a straight arterial segment of the right common carotid artery was
identified by a skilled operator and a record of approximately 20 s–30 s was obtained
with the probe longitudinally aligned to the artery. Data acquisition was performed
with the dedicated real-time software Cardiocheck GUI and automatically stored in the
Cardiocheck DB. Age, sex, weight, height, waist, systolic blood pressure (SBP) and
diastolic blood pressure (DBP) were also stored in the same database.

All the signals were acquired at a sample rate of 12.5 kHz and were processed
offline in Matlab® 2009a, aiming the extraction of carotid PWV and other hemody-
namic parameters.

3.3 Signal Processing

In the first part of this work (experimental characterization), a set of dedicated algo-
rithms have been developed aiming the estimation of time delay in two main situations:
between the signals of the AP transducers and between the signals of pressure sensors
(test setup II). After a common pre-processing, based on a low-pass filter with a cut-off
frequency of 100 Hz to reduce high frequency noise, four different methods were used
for time delay estimation: (a) maximum of cross-correlation function, (b) maximum
and (c) minimum amplitude identification and (d) zero-crossing detection. The cross
correlation method uses the xcorr function of Matlab’s Signal Processing Toolbox to
determine the peak of cross-correlogram that allows delay estimation by subtracting the
peak time position from the pulse length. The other methods ensure an accurate
detection of some fiducial points of the signal, such as the maximum, the minimum and
the zero. As so, the methods of maximum and minimum amplitude identification use a
6th polynomial fit in the maximum and the minimum region of the signals, while the
zero-crossing method applies a linear fit to the region where the signal crosses the zero.
For all the methods, time delay is estimated between the maxima, minima and zero
points detected in each set of signals.

In the last part of this work, the AP was used to assess PWV and other hemody-
namic parameters in human carotid arteries. Since the acquisitions were constituted by
several cardiac cycles, it was necessary to apply a dedicated segmentation routine,
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based on a minima detection approach to divide the data stream into single periods.
Before applying the segmentation algorithm, the signals were filtered with the afore-
mentioned 100 Hz low pass-filter and then heart rate was determined. For each cardiac
cycle, the maximum of cross-correlation was used for carotid PWV estimation and an
average value was obtained. Besides PWV, it was also possible to determine hemo-
dynamic parameters, such as: LVET, defined as the period of time from the start of the
pulse (aortic valve open) to the dicrotic notch (closure of the aortic valve) and diastole
phase (DP), defined as the period of time from the dicrotic notch to the end of the pulse.
These parameters were extracted based on the conviction that the onsets of the first and
second carotid sounds (S1 and S2) coincide respectively with the onset and with the
dicrotic notch of the carotid pulse waveform [29]. The onsets of carotid sounds S1 and
S2 were identified as the maxima of the second time derivative of the acoustic signal.
LVET and DP were calculated for each cardiac cycle. Data were expressed as
mean ± SD.

4 Results and Discussion

4.1 Experimental Characterization

The first part of probe’s experimental characterization consisted in the evaluation of the
AP output to different waveforms and its repeatability. The response obtained by the
AP for each one of the waveforms is presented in Fig. 5. The AP profiles are similar to
those expected by a differentiator circuit; however it is not possible to precisely recover
the original pressure waveform. When the acoustic signals are integrated there are
noticeable similarities with the input signals, however the RMSE between both signals
is quite high (approximately 13 % for each case). This performance was predictable,
since the sensitivity of the acoustic sensors must be reduced for low frequencies that are
below the microphone’s 3 dB bandwidth (100 Hz–10 kHz). Since low frequencies are
determinant for the precise reconstruction of arterial pressure waveform, the use of
these acoustic sensors limits the possibility of the AP for waveform estimation pur-
poses. Nevertheless, this fact does not disqualify the use of this probe this probe for its
main purpose: local PWV estimation, once the method does not depend on the
waveform accuracy.

The results regarding the repeatability test are shown in Table 1 and Fig. 6.
Although the microphone 2 (0.6198 ± 0.0298) exhibits a better performance than

the microphone 1 (1.1781 ± 0.0345), the RMSE variance values obtained for both
probes are identically low, evidencing the reliability of the system.

The second part of the AP’s characterization intended to study the presence or
absence of crosstalk effect in both transducers. The first results achieved in this study
are illustrated in Fig. 7. The actuated sensors present a good signal-to-noise ratio and a
typical profile when compared with the one obtained previously in the waveform
analysis test (Fig. 5(a)).

The free transducers also present a slight profile but of much lower amplitude.
Although the results suggest the existence of crosstalk effect, this phenomenon was
seen as a mass inertial effect (transducer resistance to conserve its idle state), since the
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Fig. 5. Acoustic sensor responses to different excitation pressure waveforms. (a) Gaussian-like
Pulse. (b) Type A Cardiac-like Pulse. (c) Type B Cardiac-like Pulse. (d) Type C Cardiac-like
Pulse. AP - Acoustic Sensor Signal. ACT - Input Signal. INT - Integrated Sensor Signal.

Table 1. Statistics of the measurements obtained in the repeatability test.

Transducer Mic 1 Mic 2

Nº acquisitions 50 50
Mean (%) 1.1781 0.6198
Std. deviation (%) 0.0345 0.0298
Maximum (%) 1.2849 0.7379
Minimum (%) 1.1174 0.5890

Fig. 6. Graphic representation of the RMSE distribution between the reference signal and the
microphone 2 output, obtained in the repeatability test.
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profile of the free transducer had an inversed shape relatively to the actuated one. This
assumption could not be proven in the present work but it will be aim of futures studies.
Nevertheless, and since the main purpose of this probe is the assessment of local PWV,
it was employed a different approach, in order to determine if this “transmission” might
interfere with the AP’s time delay. For this purpose, both transducers were simulta-
neously actuated with three independent Gaussian waves and time delay was calculated
using different algorithms. The results regarding this experiment are presented in
Table 2 and Fig. 8.

The time delay obtained for each one of the algorithms is very different and actually
surprising. It was not expected to obtain such a variable and elevated time delay values
for maximum, minimum and zero crossing algorithms. In contrast, the cross-correlation
algorithm presented a great performance, where time delay always matched the min-
imum detectable time, limited by the system, i.e.:, the sampling time (1/12500 Hz).
In order to understand the achieved results, the AP’s response was also analysed
(Fig. 8). It is visible that the profiles obtained for each one of the transducers are
identical; however, they present important differences in terms of amplitude and peaks
correspondence. It was expected that the maxima and the minima of both signals were
in agreement, but actually that didn’t happen. These slight profiles difference can
be justified with the experiment level of difficulty. It is extremely important that the
simultaneous actuation of both transducers is made rigorously under the same
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Fig. 7. Crosstalk phenomenon study: average response of both AP’s transducers to fifty
independent pulses. The actuated transducer is microphone 2 and the free transducer is
microphone 1.

Table 2. Time delay values obtained for each algorithm when both transducers are
simultaneously actuated with three independent Gaussian impulses.

N Time delay estimation method
xcorr max min zc

1 8e-5 0.0134 0.0136 0.0037
2 8e-5 0.0109 0.0142 0.0038
3 8e-5 0.0103 0.0140 0.0035
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conditions; otherwise the waveforms of each transducer can be affected. This also
suggests that time delay algorithms that depend only on a fiducial point are more
susceptible to error, especially if the waveforms don’t have exactly the same profile.
Finally and in what concerns to crosstalk effect, it can be concluded that the existence
of a possible transmission between sensors does not affect the time delay, when
the cross-correlation algorithm is used. In order to prove the effectiveness of the other
algorithms, it will be necessary to proceed to additional experiments.

The last test concerning AP’s experimental characterization intended to evaluate its
time resolution. In this test, it was determined the PWV for two uncoupled AP’s in
successively smaller separation distances and the PWV reference obtained using the
pressure sensors PS1 and PS2. The PWV results obtained for each algorithm and the
relative errors between the reference PWV and the PWV obtained with the uncoupled
transducers, for each separating distance and method are presented, respectively, in
Figs. 9 and 10. The statistics of the measurements are synthesized in Table 3.
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Fig. 8. Crosstalk phenomenon study: typical response of both AP’s transducers to a Gauss ian
pulse, simultaneously delivered to them.

Fig. 9. Time resolution study: PWV values of uncoupled acoustic sensors and pressure sensors,
yielded by the four algorithms. Each point is an average of three trials.
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The algorithms with the best and worst general performance are the maximum and
the cross-correlation with an average error less than 3 % and 5 %, respectively.
However, and for the minimum distance achieved (2 cm) the magnitude of the errors is
less than 1 %, when considering cross-correlation and zero-crossing algorithms.

The results obtained for AP time resolution for each algorithm, exhibit a very good
performance suggesting that the AP have enough accuracy to be considered an inter-
esting stand-alone instrument for local PWV/arterial stiffness assessment.

4.2 in-Vivo Measurements

Following the preliminary tests of the probe in the test benches, it was performed a set
of measurements in human carotid arteries, in order to test the AP in in vivo conditions
(Fig. 11). The characteristics of the patients, as also the results of the parameters
assessed by the AP, (heart rate, local PWV, LVET and DP) are given in Table 4.

In order to assess pulse wave velocity, it was only used the cross-correlation
algorithm, since it has presented the best performance both on crosstalk and on time
resolution studies. The range of obtained values for carotid PWV are slightly lower
than the values obtained by other reference studies that also assess the carotid PWV
(≈4 m/s) [22, 30]. However, the number of analysed subjects not only is small as also
include very young people (22.12 ± 1.96 years), which can justify a lower PWV mean
(≈3 m/s), due to the high elasticity of young and healthier arteries. Although the

Fig. 10. Time resolution study: relative errors for each distance and method.

Table 3. Statistics of the measurements obtained in the time resolution test.

Algorithm PWV(m/s) Relative error mean (%)

Pressure sensors (reference) Acoustic sensors

Maximum 13.856 ± 0.037 13.742 ± 0.372 2.083
Xcorr 13.716 ± 0.037 13.308 ± 0.524 4.246
ZC 13.702 ± 0.034 13.592 ± 0.560 2.863
Min 13.540 ± 0.039 13.176 ± 0.547 3.550
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obtained PWV variance is high (N = 17, ≈1 m/s), it is concordant with the PWV
variance obtained in a recent study for a significant number of healthier subjects
(N = 1774, ≈1.64 m/s) [30].

Nevertheless and in order to address more accurate results, it will be necessary to
assess to a higher number of subjects, not only with a broader range of ages but also
with pathologies, such as hypertension or atherosclerosis, where is expected to observe
an increase of local PWV. The use of a reference method is also indispensable to
validate the developed algorithms for AP hemodynamic parameters extraction. Cur-
rently, the probe presented a good performance in acquiring signals with a good
bandwidth and signal-to-noise ratio in human carotid arteries, allowing the application
of various algorithms that extract clinically relevant information.

Regarding the LVET values, we believe that is actually possible to determine this
parameter as the time delay between the main onsets of each carotid sounds, since the
estimated values are generally close to the expected for healthy subjects [31]. This
parameter will be the subject of a further study, to evaluate the robustness of the
algorithm.
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Fig. 11. Preliminary results of the AP acquiring data in a healthy young subject. CS1 - First
Carotid Sound. CS2 - Second Carotid Sound.

Table 4. Main characteristics of the volunteers and AP parameters assessment.

Variable Mean ± SD

Age, years 22.12 ± 1.96
N(Male/Female) 17(6/11)
Height, cm 166.82 ± 11.73
Weight, Kg 66.18 ± 18.87
BMI, Kg/m2 23.50 ± 4.94
Waist, cm 75.35 ± 14.85
Brachial SBP, mmHg 114.35 ± 12.62
Brachial DBP, mmHg 70.94 ± 7.11
Heart Rate, bpm 67 ± 12.09
Local PWV(m/s) 2.96 ± 1.08
LVET (ms) 288.59 ± 21.42
DP (ms) 611.07 ± 148.84
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5 Conclusions

A novel and low-cost doubled headed probe specifically designed to assess local
stiffness, by means of non–invasive PWV measurements in a short segment of carotid
artery, has been developed and characterized in dedicated test bench systems.

The probe demonstrated good performance on the dedicated test setups and results
showed that its signals are repeatable and crosstalk effect do not interfere with its time
resolution when the cross-correlation algorithm for time delay estimation is used.

It is also possible to conclude favorably towards the effectiveness of the AP in the
measurement of local PWV. The maximum amplitude and the cross correlation algo-
rithms exhibited the capability of measuring higher PWV (≈14 m/s) with an error less
than 10 %, for the several separating distances (50 cm–2 cm).

The natural follow-up to this work will be the continuation of the assessment of
local PWV and other hemodynamic parameters in a significant numbers of patients
(healthy and with various pathologies), under medical control. One of these studies
would evaluate the agreement between the PWV values obtained with the AP and the
ones obtained with the current ‘gold-standard’ system (Complior®). In general, lower
values are expected for PWV measured over the carotid artery (local stiffness) than
PWV measured over the carotid-femoral path (regional stiffness), nevertheless a cor-
relation with aging and (cardiovascular) disease must be investigated. Another study
will be designed to compare the experimental and in vivo performance of the AP probe
with an improved version of the double headed piezoelectric probe [24], also developed
in this research group, with the same purpose of local hemodynamics assessment.

Although studies to validate the clinical use of AP are still required, this device
seems to be a valid alternative system, to local PWV stand-alone devices.
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Abstract. In this paper, a novel classification method of two-dimensional
polyacrylamide gel electrophoresis images is presented. Such a method uses
textural features obtained by means of a feature selection process for whose
implementation we compare Genetic Algorithms and Particle Swarm Optimi-
zation. Then, the selected features, among which the most decisive and repre-
sentative ones appear to be those related to the second order co-occurrence
matrix, are used as inputs for a Support Vector Machine. The accuracy of
the proposed method is around 94 %, a statistically better performance than the
classification based on the entire feature set. This classification step can be very
useful for discarding over-segmented areas after a protein segmentation or
identification process.

Keywords: Texture analysis � Feature selection � Electrophoresis � Support �
Vector Machines � Genetic Algorithm � Proteomic imaging

1 Introduction

Proteomics is the study of protein properties in a cell, tissue or serum aimed at
obtaining a global integrated view of disease, physiological and biochemical processes
of cells, and regulatory networks. One of the most powerful techniques, widely used to
analyze complex protein mixtures extracted from cells, tissues, or other biological
samples, is two-dimensional polyacrylamide gel electrophoresis (2D-PAGE). In this
method, proteins are classified by molecular weight (MWt) and iso-electric point (pI)
using a controlled laboratory process and digital imaging equipment.
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Since the beginning of proteomic research, 2D-PAGE has been the main protein
separation technique, even before proteomics became a reality itself. The main
advantages of this approach are its robustness and its unique ability to analyze complete
proteins at high resolution, keeping them intact and being able to isolate them entirely
[1]. However, this method has also several drawbacks like its very low effectiveness in
the analysis of hydrophobic proteins, as well as its high sensitivity to dynamic range
(i.e. the quantitative ratio between the rarest protein expressed in a sample and the most
abundant one) and quantitative distribution issues [2]. The outcome of the process is an
image like the ones showed in [3, 4].

Dealing with this kind of images is a difficult task because there is not a commonly
accepted ground truth [3, 4]. Another aspect that makes the work difficult from a
computer vision point of view is that both protein images and background noise seem
to follow a Gaussian distribution [5]. The inter- and intra-operator variability of the
outcome of manual analysis of these images is also a big drawback [6].

The aim of this paper is to demonstrate that there is enough texture information in
2D-electrophoresis images to discriminate proteins from noise or background. In this
work the most representative group of textural features are selected using two meta-
heuristics, namely Genetic Algorithms [7] and Particle Swarm Optimization [8].

2 Theoretical Background and Related Work

The method proposed in this work intends to assist 2D-PAGE image analysis by
studying the textural information they carry. To do so, a novel combination of meta-
heuristics and Support Vector Machines [9] is presented. In this section, the main
techniques used in our approach are briefly introduced and explained.

2.1 Texture

One of the most important characteristics used for identifying objects or regions of
interest in an image is texture, which is related with the spatial (statistical) distribution
of the grey levels within an image [10]. Texture is a surface’s property and can be
regarded as an almost regular spatial organization of complex patterns, always present
even if they could exist as a non-dominant feature. Different approaches to texture
analysis have been applied which are extensively reviewed in [11, 12].

There are four major issues one can relate with texture: synthesis, classification,
segmentation and shape from texture [12, 13].

• Texture synthesis: this is a subjective process which creates textures in synthetic
images. It is important where the goal is to obtain object surfaces as realistic as
possible [14].

• Texture classification: the goal is to classify regions of interest in the image according
to the kind of texture they embed [15]. This particular issue is widely studied in
medical imaging, quality control and remote sensing among others. Classification
algorithms can rely on a quantitative measure of success. It is necessary to have a
priori knowledge of the possible texture types in order to perform such a task.
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• Texture segmentation: the principal task here is to find the texture boundaries in an
image with a large number of textural types [16]. This is a blind process in the sense
that there is no a priori information available about them or about how many
different textures or types of textures are there.

• Shape from texture: the task is to reconstruct a three-dimensional object from a two-
dimensional image based on textural information. Firstly proposed by Gibson [17].

This paper is focused on texture classification, where texture can be computed from the
variations in the intensities within the image. As said before, there is no textural
information in one pixel, so texture is a contextual property related with gray levels in a
neighborhood. First-order statistics depend only on individual pixel values and can be
computed from the histogram of pixel intensities in the image, but second-order sta-
tistics depend on pairs of grey values, concerning their relative position and spatial
resolution. Commonly used second-order statistics can be derived from the so-called
Grey Level Co-Occurrence Matrix (GLCM), first proposed by Haralick [9]. Common
properties playing an important role with texture definition, as identified by Laws [18],
are: density, coarseness, uniformity, roughness, regularity, linearity, directionality,
direction, frequency, and phase. All these properties are often related [19].

2.2 Metaheuristics

Genetic Algorithms (GAs) are search techniques inspired by Darwinian Evolution and
developed by Holland in the 1970 s [7]. In a GA, an initial population of individuals,
i.e. possible solutions defined within the domain of a fitness function to be optimized, is
evolved by means of genetic operators: selection, crossover and mutation. The selec-
tion operator ensures the survival of the fittest individuals, crossover represents the
mating between individuals, and mutation introduces random modifications into the
population. GAs possess effective capabilities to explore the search space in parallel,
exploiting the information about the quality of the individuals evaluated so far [20].
Using the crossover operator, GAs combine the features of parents to produce new and
better solutions, which preserve the parents’ best characteristics. Using the mutation
operator, new information is introduced in the population in order to explore new areas
of the search space. The strategy known as elitism, which is a variant of the general
process of constructing a new population, allows the best organisms from the current
generation to survive to the next, remaining unaltered. At the end of the process, the
population of solutions is expected to converge to the global optimum of the fitness
function.

Particle Swarm Optimization [8] (PSO) is a bio-inspired optimization algorithm
based on the simulation of the social behavior of bird flocks. In the last fifteen years
PSO has been applied to a very large variety of problems [21] and numerous variants of
the algorithm have been presented [22].

During the execution of PSO a set of particles moves within the function domain
searching for the optimum of the function (best fitness value). The motion of each
particle is driven by the best positions visited so far by the particle itself and by the entire
swarm (gbest PSO) or by some pre-defined neighborhood of the particle (lbest PSO).
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Consequently, each particle relies both on “individual” and on “swarm” intelligence,
and its motion can be described by two simple discrete-time equations which regulate
the particle’s position and velocity.

2.3 Support Vector Machines

Vapnik introduced Support Vector Machines (SVMs) in the late 1970 s on the foun-
dation of statistical learning theory [9]. The basic implementation deals with two-class
problems in which data are separated by a hyperplane defined by a number of support
vectors. This hyperplane separates the positive from the negative examples, maxi-
mizing the distance between the boundary and the nearest data point in each class; the
nearest data points are used to define the margins, known as support vectors [23]. These
classifiers have also proven to be exceptionally efficient in classification problems of
high dimensionality [24, 25], because of their ability to generalize in high-dimensional
spaces, such as the ones spanned by texture patterns. SVMs use different non-linear
kernel functions, like polynomial, sigmoid and radial basis functions, to map the
training samples from the input spaces into a higher-dimensional feature space through
a mapping function [23].

2.4 Related Work

With respect to related work, the authors were not able to find any other work in the
literature dealing with evolutionary computation in combination with texture analysis
in 2D-electrophoresis images, while we did find one article describing a discriminant
partial least squares regression (PLSR) method for spot filtering in 2D-electrophoresis
[26]. The authors use a set of parameters to build a model based on texture, shape and
intensity measurements using image segments from gel segmentation. As regards
texture information, they focus on the descriptors related to the noisy surface texture of
unwanted artifacts and conclude that their textural features allow them to distinguish
noisy features from protein spots. In their work, five out of the eleven second-order
textural features are used, along with five new textural features accounting for intensity
relationships among sets of three pixels. They distinguish proteins in the image by
using shape information, since cracks and artifacts in gel surface deviate from a circular
shape. Besides that, a degree of Gaussian fit is calculated as an indicator of whether the
image segment corresponds to a protein or to an artifact. Textural features are used for
noise and crack detection and as a complement for spot segmentation. Finally, the 17
initial variables are reduced to five PLSR components to account for 85 % of the total
variation with respect to the response factor, and 82 % of the total variation in the data
matrix.

3 Materials

In order to generate the dataset, ten 2D-PAGE images, representative enough of dif-
ferent types of tissues and different experimental conditions, were used. These images
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are similar to the ones used by G.-Z. Yang (Imperial College of Science, Technology
and Medicine, London), and are available for download at the webpage http://
personalpages.manchester.ac.uk/staff/andrew.dowsey/rain/. It is important to notice
that Hunt et al. [27] determined that 7–8 is the minimum acceptable number of samples
for a proteomic study.

For each image, 50 regions of interest (ROIs) representing proteins and 50 repre-
senting non-proteins (noise, black non-protein regions, and background) were selected
to build a training set with 1000 samples in a double-blind process in which two
clinicians selected the fifty ROIs they considered and after that, within which they
selected proteins which were representative of the different possible scenarios (isolated,
overlapped, big, small, darker, etc.). For each ROI, as will be seen later, 296 texture
features are computed.

The ROIs were selected taking into consideration that, for each manually selected
protein, there is an area of influence surrounding it. It means that, once the clinician has
selected a protein, the ROI is slightly larger than the visible dark surface of such a
protein. This assumption is made because texture characterizes not only the darkest
regions but also the lightest ones.

As said before, proteins seem to fit a Gaussian peak, and ideally the center of the
protein is in the darkest zone of that peak. This approach prevents the loss of infor-
mation caused by neglecting the lowest values of the inverted protein (grey levels
closest to white) that also fit the Gaussian peak. This information could be useful to
classify a ROI as including a protein or to discard it.

4 Proposed Method

This paper goes further than related work in texture analysis of 2D-electrophoresis
images, studying the ability of textural features to discriminate not only cracks from
proteins but background and non-protein dark spots as well.

The first step in texture analysis is texture feature extraction from the ROIs. With a
specialized software called Mazda [28], 296 texture features are computed for each
element in the training set. Various approaches have demonstrated the effectiveness of
this software in extracting textural features from different types of medical images
[29–33].

These features [34], reported in Table 1, are based on:

• Image histogram.
• Co-occurrence matrix: information about the grey level value distribution of pairs of

pixels with a preset angle and distance between each other.
• Run-length matrix: information about sequences of pixels with the same grey level

values in a given direction.
• Image gradients: spatial variation of grey level values.
• Autoregressive models: description of texture based on the statistical correlation

between neighboring pixels.
• Wavelet analysis: information about the image frequency content at different scales.
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Thus, within each ROI, texture information was analyzed by extracting first and sec-
ond-order statistics, spatial frequencies, co-occurrence matrices and two other statistical
methods as autoregressive model and wavelet based analysis, preserving the original
gray-level and spatial resolution in all runs. Histogram-related measures conform the
first-order statistics proposed by Haralick [10] but second-order statistics are those
derived from the Grey Level Co-occurrence Matrices (GLCM). Additionally, a group
of features derived from the textural ones is also calculated, such as the area of the ROI,
but cannot be used for texture characterization.

All these feature sets were included in the dataset. The normalization method
applied was the one set by default in Mazda: image intensities were normalized in
the range from 1 to Ng = 2k, where k is the number of bits per pixel used to encode the
image under analysis.

Two solutions are available for decreasing the dimensionality: extraction of new
features derived from the existing ones and selection of relevant features to build robust
models. In order to extract a feature set from the problem data, principal component
analysis (PCA) has been commonly used. In this work, we use GAs to find the smallest
feature subset able to yield a fitness value above a threshold. Besides optimizing the
complexity of the classifier, feature selection may also improve the classifiers’ quality.
In fact, classification accuracy could even improve if noisy or dependent features are
removed.

The use of GAs for feature selection were first proposed by Siedlecki and
Skalansky [35]. Many studies have been done on GAs for feature selection since then
[36], concluding that they are suitable for finding optimal solutions to large problems
with more than 40 features to select from. GAs for feature selection could be used in
combination with a classifier such as SVM, k-nearest neighbor (KNN) or artificial
neural networks (ANN), optimizing its performance. In terms of classification accuracy

Table 1. Textural features extracted and used in this work.

Group Features

Histogram Mean, variance, skewness, kurtosis, percentiles 1 %, 10 %,
50 %, 90 % and 99 %

Absolute
Gradient

Mean, variance, skewness, kurtosis and percentage of pixels
with nonzero gradient

Run-length
Matrix

Run-length non-uniformity, grey-level non-uniformity, long-
run emphasis, short-run emphasis and fraction of image in
runs

Co-ocurrence
Matrix

Angular second moment, contrast, correlation, sum of squares,
inverse difference moment, sum average, sum variance, sum
entropy, entropy, difference variance and difference entropy

Autoregressive
Model

Theta: model parameter vector, four parameters; Sigma:
standard deviation of the driving noise

Wavelet Energy of wavelet coefficients in sub-bands at successive
scales; max four scales, each with four parameters
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with imaging problems, SVMs have shown to yield good performance with textural
features [37–39], but also KNN [40]; hybrid approaches which use a combination
of both classifiers [41] have obtained good results. Other techniques use GAs to
optimize both feature selection and classifier parameters [42, 43].

In our method, based on both GAs and SVMs, there is not a fixed number of
variables. As GAs continuously reduce the number of variables that characterize the
samples, a pruned search is implemented. Each individual in the genetic population is
described by p genes (using binary encoding). The fitness function (1) considers not
only the classification results but also the number of variables used for such a classi-
fication, so it is defined as the sum of two terms, one related to the classification results
and another to the number of variables selected. In (1) the number of genes with a true
binary value (feature selected) is represented by numberActiveFeatures. Regarding
classification results, taking into account the F-measure apparently gives better results
than only using the accuracy obtained with image features [44, 45]. F-measure (2) is a
function made up of the recall (true positives rate or sensitivity: proportion of actual
positives which are correctly identified) and precision (or positive predictive value:
proportion of positive test results that are true positives) measurements.

Fitness ¼ 1� Fð Þ þ numberActiveFeatures
numberTotalFeatures

ð1Þ

F ¼ 2:
precision:recall
precision þ recall

ð2Þ

Therefore individuals with fewer active features (genes) are favored. Once the reduced
feature dataset is generated, a statistical parametric test is made to evaluate the ade-
quacy of the feature selection process.

5 Experimental Results

The test set is composed of ten representative images for the different types of pro-
teomic available images, and for each one of them, 50 protein and 50 non-protein ROIs
have been extracted to generate a dataset with 1000 elements, that was divided ran-
domly in 800 elements, of which 600 elements are used for training and 200 elements
are used for validation (inside the GA feature selection process) and finally, 200
elements for test. Once the GA finishes, the best individual found (the one with lowest
fitness value) is tested, using a 10-fold cross validation (10-fold CV), to calculate the
error of the proposed model using the full and reduced datasets. Then, a test set is used
in order to evaluate the adequacy of the reduction process.

After a preliminary experimental study of the values suggested in the literature, the
parameters used in the feature selection process were empirically set the population size
to 250 individuals, with no elitism, a 95 % crossover probability, a 2 % mutation rate,
with scattered crossover, tournament selection and uniform mutation.

To evaluate the performance of this method, there are several number of well-known
accuracy measures for a two-class classifier in the literature such as: classification rate
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(accuracy), precision, sensitivity, specificity, F-score, Area Under an ROC Curve
(AUC), Youden’s index, Cohen’s kappa, likelihoods, discriminant power, etc. The ROC
curve is a graphical plot of the sensitivity against 1-specificity as the detector threshold,
or a parameter which modifies the balance between sensitivity and specificity. An
experimental comparison of performance measures for classification could be found in
[46]. In [47], the authors proposed that AUC is a better measure in general than accuracy
when comparing classifiers and in general. The most common measures used for their
simplicity and successful application are the classification rate and Cohen’s kappa
measures. Tables 3a and 3b in the appendix shows the results for classification rate
(accuracy), AUC, F-measure, Youden’s and unweighted Cohen’s Kappa for each ker-
nel. For this problem, all the measures consider the same ranking, and the best kernel
function is the linear one. For each kernel, Table 4 in the Appendix section shows the
selected features in their textural membership group.

Among others, Mazda computes the area for each ROI. This feature merely indi-
cates the number of pixels used to compute the textural features and, since it has
nothing to do with the description of textures, it cannot be used for texture charac-
terization. With linear, polynomial (order 3), and RBF (C = 100 and sigma = 10)
kernels, non- textural features are selected for classification. The results obtained seem
to indicate that the textural group with more representatives in 2D-PAGE images is the
Co-occurrence matrix Group (second-order statistics).

As the proposed work intends to evaluate the textural information present in a
2D-PAGE image, the RBF(2) kernel function is selected as the most appropriate for
solving this problem, since only textural features where selected for classification with
this kernel, and it yields the best accuracy.

In order to compare the GA-based feature selection results, a binary Particle Swarm
Optimization implementation for feature selection is used [48]. PSO is an optimization
algorithm inspired by the organized behavior of large groups of simple animals and,
like GAs and other Evolutionary Computation techniques; it is a derivative-free global
optimum solver. Firstly proposed by Kennedy and Eberhart [8] and used optimization
of non-linear functions [49].

The experiments were performed with the same final combination of common
parameters (population size, stall conditions, etc.), and the same elements for training
and validation separated with the same seed in order to reproduce experimental con-
ditions with the RBF(2) kernel function. Results are shown in Table 2.

The results show that GA-based have better results, improving the AUC-ROC score
of the PSO and is able to reduce to 6 features whilst the PSO is only able to reduce to
58 features. Both techniques reach the stall condition in a very close number of
generations.

Table 2. Results for the GA and PSO approaches with RBF(2) kernel.

Accuracy AUC F-Measure Number
of variables

Generations

GA 0.88 0.88 0.89 6 45
PSO 0.83 0.86 0.85 58 44
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We evaluated the reduced textural feature set on the 200 patterns of the validation
dataset using the RBF (2) kernel, by calculating the F-measure and the areas under
the receiver operating characteristic curves and a 10-fold CV, using the Libsvm
classifier implementation [50] in Weka [51] and comparing the results with the same
classifier using the full dataset. Thus, we have obtained samples composed by 10
AUC measures. AUC area can be seen as the capacity to be sensitive and specific at
the same time, in the sense that the larger is the AUC, the more accurate is the model.
We use the RBF kernel with different gamma values (the parameter controls the width
of the kernel) to check if there is a significant improvement when the reduced dataset
is used.

In order to use a parametric test, it is necessary to check the independence, nor-
mality and heteroscedasdicity [52]. In statistics, two events are independent when the
occurrence of one does not modify the probability of the other one. An observation is
normal when its behavior follows a normal or Gaussian distribution with a certain value
of mean and variance. The heteroscedasticity indicates the existence of a violation of
the hypothesis of equality of variances [53].

With respect to the independence condition, we separate the data using 10-fold CV.
We perform a normality analysis using the Shapiro-Wilk test [54] with a level of
confidence alpha = 0.05, for the Null Hypothesis that the data come from a normally
distributed population, and such null hypothesis was rejected. The observed data fulfill
the normality condition, a Bartlett test [55] is performed in order to evaluate the
heteroscedasticity with a level of confidence alpha = 0.05.

A corrected paired Student’s t-test could be performed in Weka [51], with a level of
confidence alpha = 0.05, for the Null Hypothesis that there are no differences between
the average values obtained by both methods. Results in average, with standard
deviation in brackets for AUC-ROC are 0.94 (0.07) for the reduced dataset, and 0.55
(0.34) for the full dataset and the corrected paired Student’s t-test determines that there
is a significant improvement in using the reduced dataset. The reduced dataset has
better accuracy result than the full dataset. Even more, the corrected paired Student’s
t-test evaluates this improvement as significant with an alpha = 0.05.

6 Summary and Conclusions

To the best of our knowledge, this is the first work in which protein classification in
two-dimensional gel electrophoresis images is tackled using Evolutionary Computa-
tion, Support Vector Machines and Textural Analysis. In fact, this paper demonstrates
the existence of enough textural information to discriminate proteins from noise and
background, as well as to show the potential of SVMs in proteomic classification
problems.

A new dataset with six features, starting from the 296 original ones, is created
without loss of accuracy, and the most representative textural group has shown to be
the one related to the Co-occurrence matrix Group (second-order statistics). A proper
statistical test has determined that there is a significant improvement in using this
reduced feature set with respect to the full feature set.
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Appendix

Table 3a. Results with different SVM
Gaussian kernels.

Kernel Type Measure Value

RBF(1) TP 90
FN 10
FP 18
TN 82
Accuracy 0.86
AUC 0.86
F-Measure 0.86
Youden’s 0.72
Kappa 0.72
Nvar 8

RBF(2) TP 94
FN 6
FP 17
TN 83
Accuracy 0.88
AUC 0.88
F-Measure 0.89
Youden’s 0.77
Kappa 0.77
Nvar 6

RBF (100;10) TP 94
FN 6
FP 18
TN 82
Accuracy 0.88
AUC 0.88
F-Measure 0.88
Youden’s 0.76
Kappa 0.76
Nvar 8

Table 3b. Results with different SVM
polynomial kernels.

Kernel Type Measure Value

Linear TP 95
FN 5
FP 11
TN 89
Accuracy 0.92
AUC 0.92
F-Measure 0.92
Youden’s 0.85
Kappa 0.85
Nvar 6

Poli (3) TP 87
FN 13
FP 19
TN 81
Accuracy 0.84
AUC 0.84
F-Measure 0.84
Youden’s 0.68
Kappa
Nvar

0.68
16
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Table 4. Study of texture parameters between best SVM kernels in accuracy.

H
is

to
gr

am
 

A
bs

ol
ut

e 
gr

ad
ie

nt
 

R
un

-le
ng

th
 m

at
rix

 

C
o-

oc
cu

re
nc

e 
m

at
rix

 

W
av

el
et

 

N
on

-te
xt

ur
al

 fe
at

ur
es

 

R
B

F(
1)

 

S(2,0)InvDfMom 
S(0,3)SumAverg 
S(0,3)DifVarnc 
S(4,-4)Contrast 
S(0,5)SumEntrp 
S(0,5)DifEntrp 
S(5,5)SumEntrp 
S(5,-5)Entropy 

R
B

F(
2)

 

Perc.01% 

S(2,-2)DifEntrp 
S(5,0)Correlat 

S(5,0)InvDfMom 
S(0,5)DifVarnc 
S(5,5)SumEntrp 

Li
ne

ar
 

Skewness S(2,2)Correlat 
S(4,0)InvDfMom 

S(5,0)Contrast 

Area_S(0,4) 
Area_S(5,-5) 

Po
li(

3)
 

Kurtosis GrKurtosis 
45dgr_
GLev
NonU 

S(1,-1)Contrast 
S(1,-1)DifEntrp 
S(0,2)DifEntrp 

S(0,4)SumAverg 
S(4,-4)Correlat 

S(4,-4)SumVarnc 
S(5,0)InvDfMom 
S(0,5)SumOfSqs 
S(0,5)InvDfMom 
S(0,5)SumEntrp 

WavEnLH_s-2 
WavEnLH_s-4 

AreaGr 

R
B

F(
10

0;
10

) 

Horzl_
GLev
NonU 

S(2,0)InvDfMom 
S(5,0)InvDfMom 
S(0,5)InvDfMom 
S(5,-5)DifEntrp 

WavEnLH_s-4 
Area_S(0,1) 
Area_S(5,0) 

Texture Classification of Proteins Using Support Vector Machines 127



References

1. Rabilloud, T., Chevallet, M., Luche, S., Lelong, C.: Two-dimensional gel electrophoresis in
proteomics: past, present and future. J. Proteomics 73, 2064–2077 (2010)

2. Zhang, J., Tan, T.: Brief review of invariant texture analysis methods. Pattern Recogn. 35,
735–747 (2002)

3. Marten Lab Proteomics Page. http://www.umbc.edu/proteome/image_analysis.html
4. Center for Cancer Research Nanobiology Program (CCRNP). http://www.ccrnp.ncifcrf.gov/

users/lemkin
5. Tsakanikas, P., Manolakos, E.S.: Improving 2-DE gel image denoising using contourlets.

Proteomics 9, 3877–3888 (2009)
6. Millioni, R., Sbrignadello, S., Tura, A., Iori, E., Murphy, E., Tessari, P.: The inter- and intra-

operator variability in manual spot segmentation and its effect on spot quantitation in
two-dimensional electrophoresis analysis. Electrophoresis 31, 1739–1742 (2010)

7. Holland, J.H.: Adaptation in Natural and Artificial Systems: An Introductory Analysis with
Applications to Biology, Control, and Artificial Intelligence. University of Michigan Press,
Ann Arbor (1975)

8. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: IEEE International Conference
on Neural Networks, Proceedings, vol. 1944, pp. 1942–1948 (1995)

9. Vapnik, V.N.: Estimation of dependences based on empirical data [in Russian]. English
translation Springer Verlang, 1982, Nauka (1979)

10. Haralick, R.M., Shanmugam, K., Dinstein, I.: Textural features for image classification.
IEEE Trans. Syst. Man Cybern. smc 3, 610–621 (1973)

11. Materka, A., Strzelecki, M.: Texture analysis methods-A review. Technical University of
Lodz, Institute of Electronics. COST B11 report (1998)

12. Tuceryan, M., Jain, A.: Texture analysis. Handbook of pattern recognition and computer
vision, vol. 2. World Scientific Publishing Company, Incorporated (1999)

13. Levina, E.: Statistical Issues in Texture Analysis. University of California, Berkeley (2002)
14. Peitgen, H.O., Saupe, D., Barnsley, M.F.: The Science of Fractal Images. Springer-Verlag,

New York (1988)
15. Pietikainen, K.: Texture Analysis in Machine Vision. World Scientific Publishing Company

(Incorporated), River Edge (2000)
16. Mirmedhdi, M., Xie, X., Suri, J.S.: Handbook of Texture Analysis. Imperial College Press,

London (2008)
17. Gibson, J.J.: The Perception of the Visual World. Houghton Mifflin, Boston (1950)
18. Laws, K.I.: Textured Image Segmentation. University of Southern California, Los Angles

(1980)
19. Tomita, F., Tsuji, S.: Computer Analysis of Visual Textures. Kluwer Academic Publishers,

Boston (1990)
20. Goldberg, D.: Genetic Algorithms in Search, Optimization, and Machine Learning.

Addison-Wesley Professional, Upper Saddle River (1989)
21. Poli, R.: Analysis of the publications on the applications of particle swarm optimisation.

J. Artif. Evol. App. 2008, 1–10 (2008)
22. Banks, A., Vincent, J., Anyakoha, C.: A review of particle swarm optimization. Part I:

Backgr. Dev. 6, 467–484 (2007)
23. Burges, C.J.C.: A tutorial on support vector machines for pattern recognition. Data Min.

Knowl. Disc. 2, 121–167 (1998)

128 C. Fernandez-Lozano et al.

http://www.umbc.edu/proteome/image_analysis.html
http://www.ccrnp.ncifcrf.gov/users/lemkin
http://www.ccrnp.ncifcrf.gov/users/lemkin


24. Moulin, L.S., Da Silva, A.P.A., El-Sharkawi, M.A., Marks Ii, R.J.: Support vector machines
for transient stability analysis of large-scale power systems. IEEE Trans. Power Syst. 19,
818–825 (2004)

25. Chapelle, O., Haffner, P., Vapnik, V.N.: Support vector machines for histogram-based image
classification. IEEE Trans. Neural Netw. 10, 1055–1064 (1999)

26. Rye, M.B., Alsberg, B.K.: A multivariate spot filtering model for two-dimensional gel
electrophoresis. Electrophoresis 29, 1369–1381 (2008)

27. Hunt, S.M.N., Thomas, M.R., Sebastian, L.T., Pedersen, S.K., Harcourt, R.L., Sloane, A.J.,
Wilkins, M.R.: Optimal replication and the importance of experimental design for gel-based
quantitative proteomics. J. Proteome Res. 4, 809–819 (2005)

28. Szczypinski, P.M., Strzelecki, M., Materka, A.: MaZda - A software for texture analysis,
pp. 245–249

29. Szymanski, J.J., Jamison, J.T., DeGracia, D.J.: Texture analysis of poly-adenylated mRNA
staining following global brain ischemia and reperfusion. Comput. Methods Programs
Biomed. 105, 81–94 (2012)

30. Harrison, L., Dastidar, P., Eskola, H., Järvenpää, R., Pertovaara, H., Luukkaala, T.,
Kellokumpu-Lehtinen, P.L., Soimakallio, S.: Texture analysis on MRI images of non-
Hodgkin lymphoma. Comput. Biol. Med. 38, 519–524 (2008)

31. Mayerhoefer, M.E., Breitenseher, M.J., Kramer, J., Aigner, N., Hofmann, S., Materka, A.:
Texture analysis for tissue discrimination on T1-weighted MR images of the knee joint in a
multicenter study: Transferability of texture features and comparison of feature selection
methods and classifiers. J. Magn. Reson. Imaging 22, 674–680 (2005)

32. Bonilha, L., Kobayashi, E., Castellano, G., Coelho, G., Tinois, E., Cendes, F., Li, L.M.:
Texture analysis of hippocampal sclerosis. Epilepsia 44, 1546–1550 (2003)

33. Létal, J., Jirák, D., Suderlová, L., Hájek, M.: MRI ‘texture’ analysis of MR images of apples
during ripening and storage. LWT - Food Sci. Technol. 36, 719–727 (2003)

34. Szczypiski, P.M., Strzelecki, M., Materka, A., Klepaczko, A.: MaZda-A software package
for image texture analysis. Comput. Methods Programs Biomed. 94, 66–76 (2009)

35. Siedlecki, W., Sklansky, J.: A note on genetic algorithms for large-scale feature selection.
Pattern Recogn. Lett. 10, 335–347 (1989)

36. Kudo, M., Sklansky, J.: A comparative evaluation of medium- and large-scale feature
selectors for pattern classifiers. Kybernetika 34, 429–434 (1998)

37. Li, S., Kwok, J.T., Zhu, H., Wang, Y.: Texture classification using the support vector
machines. Pattern Recogn. 36, 2883–2893 (2003)

38. Kim, K.I., Jung, K., Park, S.H., Kim, H.J.: Support vector machines for texture
classification. IEEE Trans. Pattern Anal. Mach. Intell. 24, 1542–1550 (2002)

39. Buciu, I., Kotropoulos, C., Pitas, I.: Demonstrating the stability of support vector machines
for classification. Sig. Process. 86, 2364–2380 (2006)

40. Jain, A.: Feature selection: evaluation, application, and small sample performance. IEEE
Trans. Pattern Anal. Mach. Intell. 19, 153–158 (1997)

41. Zhang, H., Berg, A.C., Maire, M., Malik, J.: SVM-KNN: Discriminative nearest neighbor
classification for visual category recognition. pp. 2126–2136. (Year)

42. Huang, C.L., Wang, C.J.: A GA-based feature selection and parameters optimization for
support vector machines. Expert Syst. Appl. 31, 231–240 (2006)

43. Manimala, K., Selvi, K., Ahila, R.: Hybrid soft computing techniques for feature selection
and parameter optimization in power quality data mining. Appl. Soft Comput. J. 11,
5485–5497 (2011)

44. Müller, Meinard, Demuth, Bastian, Rosenhahn, Bodo: An evolutionary approach for
learning motion class patterns. In: Rigoll, Gerhard (ed.) DAGM 2008. LNCS, vol. 5096,
pp. 365–374. Springer, Heidelberg (2008)

Texture Classification of Proteins Using Support Vector Machines 129



45. Tamboli, A.S., Shah, M.A.: A Generic Structure of Object Classification Using Genetic
Programming. In: 2011 International Conference on Communication Systems and Network
Technologies (CSNT), pp. 723–728 (2011)

46. Ferri, C., Hernádez-Orallo, J., Modroiu, R.: An experimental comparison of performance
measures for classification. Pattern Recogn. Lett. 30, 27–38 (2009)

47. Huang, J., Ling, C.X.: Using AUC and accuracy in evaluating learning algorithms. IEEE
Trans. Knowl. Data Eng. 17, 299–310 (2005)

48. Chen, S.: Another Particle Swarm Optimization Toolbox. Ontario (2003)
49. Perez, R.E., Behdinan, K.: Particle swarm approach for structural design optimization.

Comput. Struct. 85, 1579–1588 (2007)
50. Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines. ACM Trans. Intell.

Syst. Technol. 2, 1–27 (2011)
51. Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P., Witten, I.H.: The WEKA

data mining software: an update. SIGKDD Explor. Newsl. 11, 10–18 (2009)
52. Sheskin, D.J.: Handbook of Parametric and Nonparametric Statistical Procedures. Taylor

and Francis, Boca Raton (2011)
53. García, S., Fernández, A., Luengo, J., Herrera, F.: A study of statistical techniques and

performance measures for genetics-based machine learning: accuracy and interpretability.
Soft. Comput. 13, 959–977 (2009)

54. Shapiro, S.S., Wilk, M.B.: An analysis of variance test for normality (complete samples).
Biometrika 52, 591–611 (1965)

55. Bartlett, M.S.: Properties of sufficiency and statistical tests. Proc. R. Soc. Lond. Ser. A Math.
Phys. Sci. 160, 268–282 (1937)

130 C. Fernandez-Lozano et al.



Formal Analysis of Gene Networks Using
Network Motifs

Sohei Ito1(B), Takuma Ichinose2, Masaya Shimakawa2, Naoko Izumi3,
Shigeki Hagihara2, and Naoki Yonezaki2

1 National Fisheries University, Shimonoseki, Japan
ito@fish-u.ac.jp

2 Tokyo Institute of Technology, Tokyo, Japan
3 Jumonji University, Niiza, Japan

Abstract. We developed a theoretical framework to analyse gene reg-
ulatory networks. Our framework is based on the formal methods which
are well-known techniques to analyse software/hardware systems. Behav-
iours of gene networks are abstracted into transition systems which has
discrete time structure. We characterise possible behaviours of given net-
works by linear temporal logic (LTL) formulae. By checking the satis-
fiability of LTL formulae, we analyse whether all/some behaviours of
given networks satisfy given biological properties. Due to the complexity
of LTL satisfiability checking, analyses of large networks are generally
intractable in this method. To mitigate this computational difficulty, we
proposed approximate analysis method using network motifs to circum-
vent the computational difficulty of LTL satisfiability checking. Experi-
ments show that our approximate method is surprisingly efficient.

Keywords: Gene regulatory network · Temporal logic · Formal
methods · Network motif

1 Introduction

Formal methods are useful in analysing and developing software/hardware sys-
tems in which we mathematically model the system, give the property and math-
ematically analyse whether the system satisfies the property. Although formal
methods are mainly studied and applied in computer science, they are also useful
in bioinformatics and systems biology.

We developed a theoretical framework to analyse gene regulatory networks
based on formal methods [1]. Our framework is closely related with verification
of reactive system specifications [2–4] in which the specification of the system is
described in linear temporal logic (LTL) and check properties of it. The spec-
ification of a reactive system is intended to cover all possible behaviours of it.
Based on this method, we characterise possible behaviours of gene networks in
LTL and check whether they satisfy given biological properties.

In our method, behaviours are captured as transition systems using proposi-
tions for gene states (ON or OFF) and thresholds on gene activation/inhibition.
c© Springer-Verlag Berlin Heidelberg 2014
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DOI: 10.1007/978-3-662-44485-6 10



132 S. Ito et al.

We characterise possible behaviours of networks by specifying changes in con-
centration levels of gene products and changes in gene states using LTL. The
constraints are intended to cover all possible behaviours of networks. Expected
biological properties such as reachability, stability and oscillation are also
described in LTL. We check satisfiability of these formulae to verify whether
some or all behaviours satisfy the corresponding biological property.

Our method is purely qualitative. We do not need any quantitative infor-
mation such as kinetic parameters. Thus our method is useful when we do not
have precise kinetic parameters but are interested in checking some qualitative
property, e.g. ‘is a certain gene oscillates’? If such property is computation-
ally possible, biologists are motivated to check whether the property is really
observed.

The bottleneck of our method is the computational difficulty of LTL satisfi-
ability checking which is PSPACE-complete [5]. Known algorithms have expo-
nential time complexity with respect to the length of an input formula. The
length of a formula specifying possible behaviours of a network is proportional
to the size of the network in our method, and thus analyses of large networks
are generally intractable.

To mitigate this computational difficulty, we developed approximate analysis
method to enable analysis of large networks in our framework. We approximate
the set of possible behaviours by simple specifications. It is not trivial to find
approximate specifications for any network. Thus we consider some common
network patterns which can be used for many gene networks and give approxi-
mate specifications for them. Network motifs are such common patterns in gene
networks [6]. The motifs we studied are negative auto-regulation, coherent type
1 feed-forward loops, incoherent type 1 feed-forward loops, single-input modules
and multi-output feed-forward loops. Experimental results show that our approx-
imate analysis method is signifincantly more efficient than the non-approximate
method.

This paper is organised as follows. Section 2 introduces the logical structure
which describes abstract behaviours of gene regulatory networks. In Sect. 3, we
show how networks are qualitatively analysed by satisfiability checking of LTL.
Most part of Sects. 2 and 3 is based on our previous work [1], but we modify some
behaviour descriptions and introduce two manners in behaviour descriptions. In
Sect. 4, we present the approximate analysis method and show some experimental
results. The final section offers some conclusions and discusses future directions.

2 Abstracting Behaviours as Transition Systems

In gene regulation, a regulator is often inefficient below a threshold concentra-
tion, and its effect rapidly increases above this threshold [7]. The sigmoid nature
of gene regulation is shown in Fig. 2, where gene u activates v and inhibits w
(Fig. 1). Each axis represents the concentration of products for each gene.

Important landmark concentration values for u are, (1) the level uv at which
u begins to affect v, and (2) the level uw at which u begins to affect w. In this
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Fig. 1. Gene u activates v and
inhibits w.

Fig. 2. Regulation effect.

case, whether genes are active or not can be specified by the expression levels of
their regulator genes. If the concentration of u exceeds uv then v is active (ON),
and if the concentration of u exceeds uw then w is not active (OFF). We exploit
this switching view of genes to capture behaviours of gene networks in transition
systems.

We now illustrate how we capture behaviours of gene regulatory networks
as transition systems using a simple example network (Fig. 3) in which gene x
activates gene y and gene y activates gene z, and its behaviour depicted in Fig. 4
where xy is the threshold of x for y and yz that of y for z.

Fig. 3. Simple example. Fig. 4. Change of concentrations with time.

To obtain a symbolic representation of behaviours of this network, we intro-
duce logical propositions that represent whether genes are active or not (ON or
OFF) and whether concentrations of products of genes exceed threshold values.
In this network, we introduce the propositions onx, ony, onz, xy and yz. Propo-
sitions onx, ony, onz mean whether or not gene x, y or z is active, xy whether
gene x is expressed beyond the threshold xy

1, and yz whether gene y is expressed
beyond the threshold yz.
1 Note that the symbol xy is used for both the threshold and proposition but we can

clearly distinguish them from the context.
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Using these propositions, we discretise the above behaviour to the sequence
of states (called transition system) shown in Fig. 5, where 0, . . . , 10 are states,
arrows represent state transitions that abstract the temporal evolution of the
system, and the propositions below each state are true in that state.

State 0 represents the interval [0, t0), state 1 represents the interval [t0, t1), . . .
and state 10 represents [t9,∞).

Fig. 5. State transition system corresponding to Fig. 4.

A single state transition can represent any length of time, since the actual
duration of the transition (in real time) is immaterial. Therefore, the difference
between t2 − t0 and t7 − t4, the duration of the input signal to x, in Fig. 4 is
not captured directly. Figure 5 captures whether the concentration of y exceeds
yz; that is, we can infer that the latter duration is sufficiently long for x to
activate y by comparing the propositions in state 1 to 3 and those in state 5
to 9. Moreover, the real values of thresholds are irrelevant. Propositions such as
xy merely represent the fact that the concentration of x is above the level at
which x affects y.

In our abstraction, behaviours are identified with each other if they have the
same transition system. Such logical abstraction preserves essential qualitative
features of the dynamics [7,8].

3 Formal Analysis of Gene Regulatory Networks in LTL

3.1 Linear Temporal Logic (LTL)

Here we introduce LTL which is a logic to reason about linear time structures.
If A is a finite set, Aω denotes the set of all infinite sequences on A. The i-th
element of σ ∈ Aω is denoted by σ[i]. Let AP be a set of propositions. A time
structure is a sequence σ ∈ P(AP)ω where P(AP) is the powerset of AP .

The formulae of LTL is defined as follows. Atomic propositions in AP are
formulae. If φ and ψ are formulae, then ¬φ, φ ∧ ψ, φ ∨ ψ, and φUψ are also
formulae. We introduce the following abbreviations: ⊥ ≡ p∧¬p for some p ∈ AP ,
� ≡ ¬⊥, φ → ψ ≡ ¬φ ∨ ψ, φ ↔ ψ ≡ (φ → ψ) ∧ (ψ → φ), Fφ ≡ �Uφ,
Gφ ≡ ¬F¬φ, and φWψ ≡ (φUψ) ∨ Gφ.

The semantics of LTL are given below. Let σ be a time structure and φ be
a formula. We write σ |= φ for ‘φ is true in σ’. The satisfaction relation |= is
defined inductively as follows:
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σ |= p iff p ∈ σ[0] for p ∈ AP
σ |= ¬φ iff σ �|= φ
σ |= φ ∧ ψ iff σ |= φ and σ |= ψ
σ |= φ ∨ ψ iff σ |= φ or σ |= ψ
σ |= φUψ iff (∃i ≥ 0)(σi |= ψ and ∀j(0 ≤ j < i)σj |= φ)

where σi = σ[i]σ[i + 1] . . . , the i-th suffix of σ.
Intuitively, ¬φ means ‘φ is not true’, φ ∧ ψ ‘both φ and ψ are true’, φ ∨ ψ ‘φ

or ψ is true’, φUψ ‘φ continues to hold until ψ holds’, ⊥ a false proposition, �
a true proposition, Fφ ‘φ holds at some future time’, Gφ ‘φ holds globally’, and
φWψ is the ‘weak until’ operator in that ψ is not obliged to hold, in which case
φ must always hold.

An LTL formula φ is satisfiable if there exists a time structure σ such that
σ |= φ. A time structure σ such that σ |= φ is called a model of φ.

3.2 Analysis of Gene Regulatory Networks by Satisfiability
Checking of LTL

As we can see in Sect. 2, a behaviour of a gene regulatory network can be seen
as a time structure on atomic propositions for the network. Let AP be the set of
propositions for a network. Formally, a behaviour of a network is an element of
P(AP)ω. However, not all of the sequences in P(AP)ω are possible behaviours.
For example, in the network in Fig. 3, y cannot be ON before x becomes ON
when y completely depends on x since y is activated only by x. We characterise
the possible behaviours of a network in LTL2 considering the meaning of gene
activation/inhibition and changes of expression levels of genes.

Assume that we obtain a formula φ which characterises possible behaviours
of a network. We also specify a biological property of interest in LTL and call
it ψ. Then we can check whether some possible behaviour satisfies a given bio-
logical property by checking whether φ∧ψ is satisfiable which means there exists
a behaviour which is possible in the network (satisfying φ) and satisfies a biolog-
ical property (satisfying ψ). Also, we can check whether all possible behaviours
satisfy a given biological property by checking whether φ ∧ ¬ψ is not satisfiable
which means if a sequence σ is possible in the network (satisfying φ), then it is
impossible that σ violates a biological property ψ.

3.3 Specification of Behaviours in LTL

We see how we specify φ for a given network in this section. As in Sect. 2, we
assume that we have the following propositions:

– onu for each gene u in a given network.
– uv for each regulation from gene u to gene v in a given network.
2 This contrasts with the framework in which behaviours are described in ordinary

differential equations.
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Additionally, we may introduce other propositions representing landmark con-
centration values that are not thresholds for other nodes (say, representing ‘low
level’, ‘maximum’ and so on).

The basic idea of specifying possible behaviours of a network is the following
qualitative principle:

– Genes are ON when their activators express over some threshold.
– Genes are OFF when their inhibitors express over some threshold.
– If genes are ON, the concentrations of their products increase.
– If genes are OFF, the concentrations of their products decrease.

Thus we specify the above rules in LTL using the propositions introduced above.
The switching conditions for gene u can be specified by regulators x, y, . . . using
their threshold values xu, yu, . . . . The concentration increase or decrease for some
gene u relates to the propositions uv, uw, . . . , that is, the threshold values that
u has. For this, the total order of threshold values must be fixed.

We show how we specify the above rules in LTL. The specification is written
so that the behaviours that satisfy it are as large as possible.

Conditions for Gene Activation and Inhibition. First we consider the simple case
in which a gene is regulated by a single gene. For example, let gene v be regulated
only by u. If the effect of u on v is positive, then v is turned on when the
concentration of u exceeds the threshold uv. We have two choices for description
in LTL. One is G(uv → onv) and the other is G(uv ↔ onv). The former allows
onv to be true when uv is not, but the latter does not. The former specification
takes hidden activators or external regulation for v into account. The choice of
the specifications depends on the system or the situation. If the effect of u on
v is negative, this case is described by G(uv → ¬onv). Similarly we may write
G(uv ↔ ¬onv) depending on the system or situation.

Now we consider a gene that is regulated by multiple genes. In general, the
multivariate regulation functions of organisms are unknown [6]. Thus we only
describe the trivial facts. For example, we assume that genes u and v activate x
and w inhibits x. In this example, the following two facts hold trivially.

– If u and v exceed ux and vx respectively, and w does not exceed wx, then x
is ON. This is described as G((ux ∧ vx ∧ ¬wx) → onx).

– If u and v do not exceed ux and vx respectively, and w exceeds wx, then x is
OFF. This is described as G((¬ux ∧ ¬vx ∧ wx) → ¬onx).

If we know more information, such as the positive effect of u and v on x is
conjunctive; that is, both u and v need to exceed their thresholds, or the negative
regulation effect of w is dominant and overpowers other positive effects, then we
can reflect these conditions in the specification.

In gene regulation, some genes regulate not genes but the regulation effect
itself (e.g. when some gene’s product intercepts another gene’s product). Let us
consider a case where x inhibits y and z inhibits the regulation effect of x on y. In
this case y is turned OFF when x affects y but z does not affect the regulation.
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To describe this, we introduce a threshold zx above that z inhibits the effect
of x. We can describe this as G((xy ∧ ¬zx) → ¬ony). In this case, zx may not
be a fixed value but a function that takes the concentration of x and returns the
threshold of z. The proposition zx simply says that z influences the regulation
effect of x and the real value of the concentration of z does not matter.

To capture alternative splicing we can use multiple (virtual) genes to repre-
sent one gene with multiple states. If a gene has two states (namely one produces
A and the other B), we use propositions onA and onB and individually have the
switching conditions and concentration changes for them.

Total Order of Threshold Values. We now specify the fixed total order of thresh-
old values. Assume that u regulates x1, x2, . . . , xm and the threshold values for
them are in this order. This order relation can be described in LTL as follows:

∧

1≤i<m

G(uxi+1 → uxi
).

Concentration Changes When Genes are ON. If gene u is ON the concentration
of its product increases with time. We have two kinds of specification on this
principle: a strong one and a weak one.

In what follows, we assume that gene u has threshold values u1, u2, . . . , um

in this order.
First we introduce the strong specification:

G((onu → F (¬onu ∨ u1)) ∧ (1)
((onu ∧ u1) → (u1U(¬onu ∨ u2))) ∧ (2)
((onu ∧ u2) → (u2U(¬onu ∨ u3))) ∧ (3)

...
((onu ∧ um−1) → (um−1U(¬onu ∨ um))) ∧ (4)

((onu ∧ um) → (umW¬onu))). (5)

To see what the above formula says, suppose that u is ON and its concentration
is between u2 and u3 at the beginning. Recall that ui means the concentration
of u exceeds ui. Thus the left-hand sides of (1)–(3) in the above formula hold.
From the total order of threshold values, u3 implies u1 and u2, and u2 implies u1.
Accordingly, (1)–(3) may be summed up as the statement that the concentration
of u is not less than u2 until v is turned OFF, or it exceeds u3. Behaviours that
satisfy this constraint with a starting concentration of u between u2 and u3

is such that in some future state the concentration of u exceeds u3 but until
that time it remains above u2. The exception is that u is turned OFF before
reaching u3, so u may not exceed u3. Behaviours in which u falls below u2 while
being ON are excluded. Moreover, u is not allowed to remain between u2 and
u3 indefinitely although it is ON.

From this observation, we understand that the above formula says that the
concentration of u does not decrease as long as u is ON and must increase (unless
u is greater than um) if u is always ON.
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Next we introduce the weak specification:

G((onu → F (¬onu ∨ u1)) ∧
((onu ∧ u1) → (u1W¬onu)) ∧

...
((onu ∧ um) → (umW¬onu))).

The difference compared with the strong specification is that behaviours in which
u keeps its concentration although it is always ON are allowed; that is, the
concentration does not have to increase strictly. This represents a situation where
generation and degradation are equilibrated.

Concentration ChangesWhenGenes are OFF. This is symmetric to the case when
genes are ON. We again assume that gene u has threshold values u1, u2, . . . , um

in this order. We also have both a strong specification and a weak one which are
shown in Figs. 6 and 7 respectively.

G((¬onu → F (onu ∨ ¬um)) ∧
((¬onu ∧ ¬um) → (¬umU(onu ∨ ¬um−1))) ∧

((¬onu ∧ ¬u2) → (¬u2U(onu ∨ ¬u1))) ∧
((¬onu ∧ ¬u1) → (¬u1Wonu)))

Fig. 6. Strong specification.

G((¬onu → F (onu ∨ ¬um)) ∧
((¬onu ∧ ¬um) → (¬umWonu)) ∧

((¬onu ∧ ¬u1) → (¬u1Wonu)))

Fig. 7. Weak specification

In the strong specification, it is not possible that u keeps its concentration
when it is always OFF but this is possible in the weak specification.

Remark 1. The choice between a strong and weak specification is made for both
the ON and OFF behaviour of each gene. Thus, there are two options (i.e., strong
or weak) for the ON behaviour and two for the OFF behaviour. For example, if
there are two genes, there are 24 = 16 possible combinations of specifications.

3.4 Biological Properties in LTL

Many biologically interesting properties can be described in temporal logic. For
example, the property ‘the system eventually reaches a state in which gene x is
active but gene y is not active’ is a type of reachability described as F (onx ∧
¬ony). The property ‘the concentration of x is always above xy’ is a type of
stability described as Gxy. Oscillation, where ‘some property φ is alternately true
and false indefinitely’, is described as G((φ → F¬φ) ∧ (¬φ → Fφ)). Conditional
properties can also be specified. For example, ‘if gene x is always OFF then
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the property φ holds’ is described as (G¬onx) → φ. These are just examples
of properties expressible in LTL. We can use full LTL to specify properties of
interest.

3.5 Satisfiability of LTL

To check the satisfiability of LTL, we construct a Büchi automaton [9] which is
equivalent to a given LTL formula.

Theorem 1 ([10]). Given an LTL formula φ, one can construct a Büchi automa-
ton Aφ = 〈Q,Σ, δ, qI , F 〉 such that |Q| is in 2O(|φ|), Σ = P(Prop(φ)) and L(Aφ) =
{σ ∈ P(Prop(φ))ω | σ |= φ}.
Corollary 1. An LTL formula φ is satisfiable if and only if L(Aφ) �= ∅.
This corollary says that the problem of LTL satisfiability checking is reduced
to empty-testing of a Büchi automaton. Empty-testing of Büchi automaton
is known to be proportional in the size of automaton. As a result, we have
exponential-time algorithm to check LTL satisfiability. As we can see from
Sect. 3.3, the length of a formula specifying possible behaviours of a network
is proportional to the size of the network, and accordingly, analyses of large net-
works are generally intractable in our method. To tackle this issue, we develop
an approximate analysis which is discussed in the next section.

4 Approximate Analysis

In this section, we describe approximate analysis method and introduce approx-
imate specifications for network motifs. The key of approximation is to reduce
the number of propositions. By omitting some propositions, we approximately
specify the possible behaviours of networks.

To guarantee the correctness of analysis, if approximate specifications are sat-
isfiable or unsatisfiable, so be the original ones. These conditions can be assured
by the fact that the set of behaviours of approximate specifications are smaller
or larger than that of original ones. Thus there are two ways in approximation.

Now we formally state our framework of approximate analysis. Let A and
B be finite sets such that A ⊆ B and suppose σ ∈ P(B)ω. The sequence σ|A
denotes (σ[0] ∩ A)(σ[1] ∩ A) · · · ∈ P(A)ω. Let L ⊆ P(B)ω. The set L|A denotes
{σ|A | σ ∈ L}, the restriction of L to A.

Definition 1. Let φ and ψ be LTL formulae such that Prop(ψ) ⊆ Prop(φ). We
say ψ is a lower approximation of φ just if L(Aψ) ⊆ L(Aφ)|Prop(ψ). We say ψ
is an upper approximation of φ just if L(Aψ) ⊇ L(Aφ)|Prop(ψ).

Note that approximate formulae have less propositions than the original ones.
We have the following theorem about approximations.
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Theorem 2. Let φ and ψ be LTL formulae. We have (i) if ψ is a lower approx-
imation of φ then ψ is satisfiable implies φ is satisfiable, and (ii) if ψ is an upper
approximation of φ then ψ is unsatisfiable implies φ is unsatisfiable.

Proof. (i) Suppose that φ is not satisfiable. By Corollary 1, L(Aφ) = ∅. Then
L(Aφ) |Prop(ψ) = ∅. By Definition 1, L(Aψ) = ∅, that is to say, ψ is not satisfiable.
(ii) Suppose that φ is satisfiable. By Corollary 1, L(Aφ) �= ∅. Thus there exists
σ ∈ L(Aφ). By Definition 1, there exists ρ ∈ L(Aψ) such that σ|Prop(φ) = ρ.
Thus L(Aψ) �= ∅, that is to say, ψ is satisfiable. ��
Now we have the approximate analysis method. Let φ = φ1 ∧ · · · ∧ φn be a
behavioural specification and ψ be a biological property. When we check the
satisfiability of φ ∧ ψ, we replace φi by ψi such that ψi is a lower approximation
of φi and check the satisfiability of ψ1 ∧· · ·∧ψn ∧ψ. If it is satisfiable, then φ∧ψ
is also satisfiable by Theorem 2. When we check the unsatisfiability of φ ∧ ¬ψ,
we replace φi by ψi such that ψi is an upper approximation of φi and check the
unsatisfiability of ψ1 ∧ · · · ∧ ψn ∧ ¬ψ. If it is unsatisfiable, then φ ∧ ¬ψ is also
unsatisfiable by Theorem 2.

It is notable that the correctness of the approximate analysis is theoretically
proved, which is not possible in ordinary differential equation approach.

To find approximate specifications for any network is not a trivial task. How-
ever, there is a small set of recurring regulation patterns, called network motifs
[6], in gene regulatory networks. We, therefore, present approximate specifica-
tions for network motifs since we can apply them in analyses of many gene
networks. In this paper we consider five motifs: negative auto-regulation, coher-
ent type 1 feed-forward loops, incoherent type 1 feed-forward loops, single-input
modules and multi-output feed-forward loops. The reason why we focus on these
five motifs is that they have certain functions. So the approximate specifications
are given by considering their functions.

Remark 2. It is worth noting that the weak specification is an upper approxi-
mation of the strong specification (recall these specifications from Sect. 3.3).

Fig. 8. Negative auto-regulation. Fig. 9. Feed-forward loop.

In the following, lower approximations are given for strong specifications and
upper approximations are given for weak specifications. From the above remark,
lower approximations for strong specifications are also lower approximations for
weak specifications, and upper approximations for weak specifications are also
upper approximations for strong specifications.
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Fig. 10. Single-input module. Fig. 11. Multi-output feed-forward loop.

Negative Auto-Regulation. Negative auto-regulation is depicted in Fig. 8. This
motif has the function of response acceleration. In our abstraction, this function
cannot be described since we cannot refer to an actual response time in LTL;
that is, accelerated behaviours and non-accelerated behaviours cannot be distin-
guished. Therefore, we may ignore negative auto-regulation in our analysis. We
now present the following lower approximation in which negative auto-regulation
of x is ignored:

G( (inx ↔ onx) ∧
(onx → F (xout ∨ ¬onx)) ∧

((onx ∧ xout) → (xoutW¬onx)) ∧
(¬onx → F (¬xout ∨ onx)) ∧

((¬onx ∧ ¬xout) → (¬xoutWonx)) ).

The abstracted proposition is xx. Here for simplicity we assume that there is
one input and one output for x but this is easily generalised.

It is difficult to present a meaningful upper approximation for the weak
specification since the behaviour principles prescribed in Sect. 3.3 will be violated
by weakening the specification.

Coherent Type 1 Feed-Forward Loop. A feed-forward loop (FFL) is a pattern
consisting of three nodes as depicted in Fig. 9. There are 8 patterns in FFL
depending on regulation effects of three edges. The coherent type 1 FFL (C1-
FFL) is the pattern in which all edges represent activation. There are two types
of input function (AND/OR) for z that merge the influence of x and y. For
the AND function, C1-FFL shows a delay after stimulation, but no delay when
stimulation stops. For the OR function, the FFL has the opposite effect to the
AND case; that is, it shows no delay after stimulation but shows a delay when
stimulation stops. These functions are real-time properties and do not make a
difference in our abstraction. For lower approximation, we ignore y and consider
them as simple regulations. Thus the difference between AND and OR does not
occur in the approximate formula. Although the original specifications for this
motif depend on the orderings of the thresholds xy and xz, we can present a single
lower approximation as follows (i.e. the difference of the ordering vanishes):

G( (onx → F (onz ∨ ¬onx)) ∧
((onx ∧ onz) → (onzW¬onx)) ∧



142 S. Ito et al.

(¬onx → F (¬onz ∨ onx)) ∧
((¬onx ∧ ¬onz) → (¬onzWonx)) ).

The abstracted propositions are xy, xz, yz and ony.
It is also difficult to present a consistent upper approximation since that

would allow behaviours violating the behaviour principles. For example, we may
weaken the constraint concerning activation of z and inactivation of z by allowing
z not to be turned ON when x is ON or not to be turned OFF when x is OFF.
However, this amounts to regarding z to be independent of x.

Incoherent Type 1 Feed-Forward Loop. In incoherent type 1 FFL (I1-FFL), x
activates y and z but y inhibits z in Fig. 9. Assume that the threshold of x for z
is higher than that of x for y. When x becomes ON, z will be turned ON. After
some time y becomes ON. At that time y inhibits z, so z becomes OFF. As a
result, this motif generates pulse-like dynamics on z. We specify this pulse-like
dynamics as the following lower approximation.

G( (onx ∧ ¬ony) → F (onz ∨ ¬onx)) ∧
((onx ∧ onz) → (onzUony)) ∧

((onx ∧ ony) → ((ony ∧ ¬onz)W¬onx)) ∧
(¬onx → (¬onz ∧ ¬ony)) ).

The abstracted propositions are xy, xz and yz.
It is difficult to give an upper approximation representing this pulse-like

dynamics since this dynamics is a part of the possible behaviours of I1-FFL.

Single-Input Module. A single-input module is a pattern in which one regulator
(called the master gene) regulates a group of target genes (Fig. 10). All regula-
tions from the master gene are of the same type (positive or negative). We only
consider the positive case but the negative case is similar.

The function of this motif is a last-in first-out (LIFO) temporal order on
expressions of target genes. Assume that the thresholds for z1, z2, . . . , zn occur
in this ascending order. When the master regulator x is ON, the regulated genes
z1, z2, . . . , zn are turned ON in this order. When x is turned OFF, zn, zn−1, . . . z1
are turned OFF in this order.

We first present a lower approximation. For simplicity we set n = 2 but this
is easily generalised:

G( (onz2 → onz1) ∧
(onx → (onxUonz2)) ∧

((onx ∧ onz1) → (onz1W¬onx)) ∧
((onx ∧ onz2) → (onz2W¬onx)) ∧

(¬onx → (¬onxU¬onz1)) ∧
((¬onx ∧ ¬onz2) → (¬onz2Wonx)) ∧
((¬onx ∧ ¬onz1) → (¬onz1Wonx)) ).
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The abstracted propositions are xz1 and xz2 . Behaviours that satisfy this formula
are such that once x is turned ON it remains ON until all target genes become
active, and once x is turned OFF it remains OFF until all target genes become
inactive. Therefore, behaviours such that x is turned OFF before all target genes
become active or x is turned ON before all target genes become inactive are
eliminated from the possible behaviours obtained using the original specification.

We now present an upper approximation:

G( (onz2 → onz1) ∧
((onx ∧ onz1) → (onz1W¬onx)) ∧
((onx ∧ onz2) → (onz2W¬onx)) ∧

((¬onx ∧ ¬onz2) → (¬onz2Wonx)) ∧
((¬onx ∧ ¬onz1) → (¬onz1Wonx)) ).

Propositions xz1 and xz2 are ignored. This upper approximation says that the
temporal order of activation and inactivation of target genes is preserved but
some genes may not be activated when x is turned ON or inactivated when x is
turned OFF. Such behaviours are also allowed in the weak specification but we
can specify the same constraint with less propositions.

Multi-Output Feed-Forward Loop. A multi-output feed-forward loop is a gen-
eralisation of a feed-forward loop with n target genes (Fig. 11). The function
of this motif is interesting when each input function for zi is OR and the
threshold orders for x and y are inverted, that is, xz1 < xz2 < · · · < xzn

and
yz1 > yz2 > · · · > yzn

. In this case this motif can generate a first-in first-out
(FIFO) temporal order on expression of target genes. The activation order is
z1z2 . . . zn and the inactivation order is the opposite. The position of thresh-
old xy does not matter. Focusing on this property we have the following lower
approximation (we set n = 2 but this is easily generalised):

G( (onx → (onz2 → onz1)) ∧
(¬onx → (¬onz2 → ¬onz1)) ∧

((onx → (onxUonz1))) ∧
((onx ∧ onz1) → ((onx ∧ onz1)U(onx ∧ onz2))) ∧

((onx ∧ onz2) → (onz2W¬onx)) ∧
(¬onx → (¬onxU¬onz1)) ∧

((¬onx ∧ ¬onz1) →
((¬onx ∧ ¬onz1)U(¬onx ∧ ¬onz2))) ∧
((¬onx ∧ ¬onz2) → (¬onz2Wonx)) ).

The abstracted propositions are xy, xz1 , xz2 , ony, yz1 , and yz2 . This formula
says that when x is turned ON, z1 and z2 are activated in this order, and when
x is turned OFF, z1 and z2 are inactivated in the opposite order.
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Note that this motif can generate other temporal orders on expressions of
target genes even if the threshold ordering is as assumed. Thus there are many
possible behaviours, and we cannot give an upper approximation without vio-
lating the behaviour principles.

4.1 Experiments

We demonstrate the approximate analysis using networks depicted in Figs. 12,
13 and 14, and compare the approximate specifications for the original specifi-
cations. Lower approximation is used in this experiments.

The first example is the network depicted in Fig. 12. There are two motifs in
Fig. 12, one a negative auto-regulation and the other a single-input module.

Fig. 12. A simple example network. Fig. 13. A network in Arabidopsis.

Fig. 14. The network from E. coli involving the malT gene.

The second example is a network in Arabidopsis thaliana depicted in Fig. 13.
This network is obtained from ReIN3. In this network, we can find a single-input
module which has 18 target genes in the motif. In this network, there are some
genes which have regulators other than master gene. Thus we cannot use the
approximate specification introduced above directly. But the modification is not
difficult. We do not omit propositions xy if y has a regulator other than the

3 http://arabidopsis.med.ohio-state.edu/REIN/

http://arabidopsis.med.ohio-state.edu/REIN/
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master gene x, and specify the conditions for activation and inhibition of y the
same as the original ones.

The third example is a network in Escherichia coli involving the malT gene.
The numbers in the box and the triangle are the numbers of target genes in
each motif. In this network we approximate two negative auto-regulations, one
single-input module and one multi-output feed-forward loop. We show the result
of satisfiability checking of these specifications with our satisfiability checker. We
used our implementation (in OCaml) of the LTL satisfiability checker based on
the algorithm of Aoshima [11]. The results are shown in Table 14.

Table 1. Results of satisfiability checking.

In all cases, the cost of analysis is improved. Especially, in the last case, the
improvement is drastic.

5 Conclusions

In this paper, we have presented a method for analysing the dynamics of gene
regulatory networks using LTL satisfiability checking. To ease analysis of large
networks, we developed the approximate analysis method and showed how it
works well.

We presented approximate specifications for five network motifs. For further
development, it is important to find approximate specifications for more network
patterns. The other direction is to utilise modular analysis method [12] in combi-
nation with approximate method. In modular analysis method, we decompose a
network into a few subnetworks, check them individually, and then integrate
them. The modular analysis method is applicable to arbitrary network. So we
will have no difficulty in utilising approximate method and modular method in
combination, and the efficiency will be improved further.
4 The following computational environment was used: openSUSE 11.0, Intel(R) Pen-

tium(R) D CPU 3.00 GHz and 2 GB of RAM.
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Abstract. The D2 statistic, which counts the number of word matches
between two given sequences, has long been proposed as a measure of
similarity for biological sequences. Much of the mathematically rigorous
work carried out to date on the properties of the D2 statistic has been
restricted to the case of ‘Bernoulli’ sequences composed of identically
and independently distributed letters. Here the properties of the distrib-
ution of this statistic for the biologically more realistic case of Markovian
sequences is studied. The approach is novel in that Markovian depen-
dency is defined for sequences with periodic boundary conditions, and
this enables exact analytic formulae for the mean and variance to be
derived. The formulae are confirmed using numerical simulations, and
asymptotic approximations to the full distribution are tested.

Keywords: Word matches · Biological sequence comparison

1 Introduction

The D2 statistic is defined as the number of exact word matches of pre-specified
length k between two sequences of letters from a finite alphabet A. This statis-
tic [1], and its many variants [2–5] have been proposed as a measures of similarity
between biological sequences in cases where the more commonly used alignment
methods may not be appropriate. The distributional properties of the D2 sta-
tistic under the null hypothesis of sequences composed of independently and
identically distributed (i.i.d.) letters have been studied extensively [1,6–10].

Analysis of the k-mer spectra of the genomes of several species provides
strong evidence that genomic sequences are more appropriately modelled as
having a Markovian dependence [11]. In the current work existing exact ana-
lytic results results for the mean, variance and an empirical distribution of D2

for i.i.d. sequences is extended to the case of Markovian sequences.
A previous study of this problem, with some approximations, has been carried

out by Kantorovitz et al. [12] in the process of developing a method for detecting
regulatory modules in genomic sequences. The current study differs in that we
c© Springer-Verlag Berlin Heidelberg 2014
M. Fernández-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 147–161, 2014.
DOI: 10.1007/978-3-662-44485-6 11
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consider sequences with periodic boundary conditions (PBCs), for which we
introduce a new definition of Markovian sequences. The restriction to periodic
sequences simplifies calculations of the mean and variance, enabling an exact
analytic formula for the variance for first order Markovian sequences which is
rapidly computable to double precision accuracy for arbitrary sequence lengths.
In biological applications of the analogous results for i.i.d. sequences [9,10] we
have found generally that the PBCs are not an impediment, as they can simply
be imposed on the sequences prior to calculating D2 without without seriously
affecting its efficacy as a measure of sequence similarity.

2 Definitions

Definition 1. Consider a sequence x = x1, x2 . . . of letters from an alphabet
A of size d. We say that x has periodic boundary conditions (PBCs) and is of
length m if xi+m = xi for all i = 1, 2, . . ..

A sequence X = X1,X2 . . . of random letters has an θ-th order Markovian
dependence if

Prob ((Xi+θ = b|(Xi, . . . , Xi+θ−1 = (a1, . . . , aθ))
= M(a1, . . . , aθ; b), (1)

for a specified dθ × d matrix M satisfying

0 ≤ M(a1, . . . , aθ; b) ≤ 1;
∑

b∈A
M(a1, . . . , aθ; b) = 1, (2)

for all a1, . . . , aθ, b ∈ A.

As a shorthand notation, we will write a string of length θ in bold italics:

x = (x1, . . . xθ), (3)

and write any substring of X of length θ in a similar fashion, labelled by the
index of the first element:

Xi = (Xi, . . . Xi+θ−1), (4)

Thus (1) is written more compactly as

Prob (Xi+θ = b|Xi = a) = M(a; b). (5)

Following the notation of ref. [13], define a dθ × dθ square matrix M as

M(a, b) =
{

M(a; bθ) if (a2, . . . , aθ) = (b1, . . . bθ−1),
0 otherwise. (6)

Then the Markovian dependency can be written as a first order Markovian
dependency as

Prob (Xi+1 = b|Xi = a) = M(a, b). (7)
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2.1 Markov Sequences with PBCs

Definition 2. Given an order θ Markov transition matrix M , we define a
Markov sequence with PBCs of length n to be a random sequence X = X1,X2

. . . , Xn for which the probability of observing the sequence x = x1, x2 . . . , xn ∈
An is

Prob (X = x) =
M(x1,x2)M(x2,x3) . . .M(xm,x1)

tr (Mm)
, (8)

where M is the equivalent first order transition matrix defined by (6) [14].

It is shown in ref. [10] that the following algorithm gives a practical way of
generating such a sequence

Algorithm 1

Step 1: Generate X1 = X1, . . . Xθ from the uniform distribution Prob (X1 =
x) = 1/dθ for all x ∈ Aθ.

Step 2: Generate Xθ+1, . . . , Xθ+n using (5).
Step 3: If Xn+1 = X1, accept the sequence X = X1,X2 . . . , Xn, otherwise

repeat from Step 1 until an accepted sequence is obtained.

Note that, counter-intuitively, it is important that the initial θ-mer is chosen
from a uniform distribution and not the stationary distribution of the Markov
model in order to generate the correct distribution.

3 Strand Symmetry and the Transition Matrix M

To model genomic DNA sequences, the transition matrix M is generally esti-
mated from observed word counts in a genome or part of a genome via the
asymptotic maximum likelihood estimator for infinitely long sequences

M̂(a; b) =
Nab

Na
(9)

where Nab is the number of occurrences of the (θ +1)-mer (a1 . . . aθb) and Na =∑
c∈A Nac is the number of occurrences of the θ-mer a [13].
Most genomic sequences, when examined on a sufficiently large scale, are

observed to have the property of strand symmetry [15]. That is, the number
of occurrences of any given k-mer is, to a good approximation, equal to the
number of occurrences of its reverse complement. In the interests of reducing the
number of free parameters one would like to build this property into genomic
Markov models.

To give a more mathematical framework to this statement, let us assume
that the alphabet size d is even and each letter a ∈ A has a complement ā
such that ¯̄a = a and ā �= a. In general the alphabet splits into d/2 ‘purines’
and d/2 ‘pyrimidines’. For the usual nucleotide alphabet, A and G are purines,
C and T are pyrimidines and Ā = T , Ḡ = C. We wish to determine what
practical restrictions are placed on the estimate M̂ of the transition matrix by
the strand-symmetry restriction
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Prob ((X1, . . . , Xn) = (x1, . . . , xn)) = Prob ((X1, . . . , Xn) = (x̄n, . . . , x̄1)).
(10)

To this purpose it is more convenient to work with the square matrix M defined
by (6). Define a matrix Nab, a, b ∈ Aθ, from the count matrix N(a, b) in a
manner analogous to (6). Then M is estimated by normalising the rows of N to
add to 1:

M̂(a, b) =
Nab∑

c∈Aθ Nac
. (11)

Now rearrange the order of columns of N to form a new matrix Q so that if the
rows are labelled by the complete set of θ-mers w1,w2, . . . wdθ the columns are
labelled in the order w̄1, w̄2, . . . w̄dθ , where w̄i = (wi1 . . . wiθ) = (w̄iθ . . . w̄i1)
is the reverse complement of the ith θ-mer wi. Strand symmetry implies that Q
will be symmetric because the probability of making the transition (a1 . . . aθ) →
(b1 . . . bθ) will be the same as the probability of making the transition (b̄θ . . . b̄1) →
(āθ . . . ā1).

The problem of determining the most general form of transition matrix is
equivalent to answering the following question: how many independent non-zero
elements does the matrix Q have, given the restrictions

1. Qab = Qb̄ā

2. Qab is zero unless (a2 . . . aθ) = (b̄θ . . . b̄2)?

Consider first any diagonal element Qaa. It will be zero unless (a2 . . . aθ) =
(āθ . . . ā2). If θ is even, this requires aθ/2+1 = āθ/2+1 which is impossible since
no letter of the alphabet is its own complement. If θ is odd this condition can
be satisfied by independently specifying the letters a1, . . . , a(θ+1)/2. Thus the
number of non-zero diagonal elements of Q is

0 if θ is even,
d(θ+1)/2 if θ is odd.

(12)

Now consider the off-diagonal elements of Q. The total number of non-zero
off-diagonal elements is

dθ+1 − 0 if θ is even,
dθ+1 − d(θ+1)/2 if θ is odd.

(13)

Since the matrix is symmetric, exactly half of these are independent:

1
2dθ+1 if θ is even,
1
2d(θ+1)/2(d(θ+1)/2 − 1) if θ is odd.

(14)

Finally, adding the number of independent diagonal elements gives the number
of independent elements of M as

1
2dθ+1 if θ is even,
1
2d(θ+1)/2(d(θ+1)/2 + 1) if θ is odd.

(15)
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Table 1. The number of independent θ + 1-mer word counts Nab needed to estimate
a θ-order strand-symmetric transition matrix for an alphabet of d = 4 letters.

θ # of independent elements of Q # of non-zero elements of M

1 10 16

2 32 64

3 136 256

4 512 1024

5 2080 4096

6 8192 16384

The number of independent elements of Q for an alphabet of size d = 4 is listed
in Table 1.

In order to estimate a strand-symmetric transition matrix from a given
observed sequence, it is sufficient to extend the definition of the count matrix Nab

to include a count of the number of occurrences of the (θ +1)-mer (a1 . . . aθb) in
the sequence plus the number of occurrences of the same (θ+1)-mer in its reverse
complement. Such a matrix will automatically have the same number of inde-
pendent elements as the corresponding Q, and the matrix M̂(a, b) constructed
according to (9) will then have the required symmetry.

4 The D2 Statistic

We now consider statistical properties of the alignment-free sequence similarity
measure known as the D2 statistic. The distributional properties of this statistic
presented here apply to any higher order Markov model with or without the
constraint of strand symmetry.

Definition 3. Given two sequences X and Y with PBCs of length m and n
respectively, the D2 statistic is defined as the number of k-word matches, includ-
ing overlaps, between X and Y:

D2(k,M) =
m∑

i=1

n∑

j=1

Iij , (16)

where Iij is the word match indicator random variable for words length k posi-
tioned at site i in sequence X and site j in sequence Y:

Iij =

{
1 if (Xi, . . . , Xi+k−1) = (Yj , . . . , Yj+k−1),
0 otherwise.

(17)

More specifically, we are interested in the case where the two sequences are
Markovian. From (6) and (7) it is easy to see that any ensemble of pairs of random
sequences (X,Y) generated by an θ-order transition matrix M is in one-to-one
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correspondence with an ensemble of pairs of random sequences (X,Y) of letters
from a dθ-letter alphabet generated by the equivalent sparse dθ × dθ matrix M.
Furthermore, any k-mer match between X and Y corresponds to a (k − θ + 1)-
mer match between X and Y. It follows that the distributional properties of D2

for Markovian sequences can be determined in terms of the properties of D2 for
an equivalent first order system. In particular, for the mean and variance:

E(D2(k,M)) = E(D2(k − θ + 1,M)),
Var (D2(k,M)) = Var (D2(k − θ + 1,M)),

k ≥ θ. (18)

Therefore, to calculate E(D2(k,M)) and Var (D2(k,M)) for any k ≥ θ it is
sufficient to derive formulae for a first order Markov model. These formulae are
given below. An R implementation [16] of the mean and variance for k ≥ θ and
a formula for the mean when k < θ will be published elsewhere [10].

4.1 D2 Mean for θ = 1

The mean of D2 for θ = 1 is

E(D2) =
mn

tr (Mm)tr (Mn)
tr [(Mm−k+1 ◦ Mn−k+1)(M ◦ M)k−1], (19)

where the Hadamard product A ◦ B of two matrices A and B is defined as the
matrix whose (α, β)-th element is

(A ◦ B)αβ = AαβBαβ . (20)

Proof. We have that

E(D2) =
m∑

i=1

n∑

j=1

E(Iij) =
m∑

i=1

n∑

j=1

Prob (Iij = 1), (21)

where

Prob (Iij = 1) =
∑

w∈Ak

Prob (Xi . . . Xi+k−1 = w)Prob (Yj . . . Yj+k−1 = w). (22)

To calculate Prob (Xi . . . Xi+k−1 = w) we sum (8) over all sequences x such that
(xi . . . xi+k−1) = w. Thus

Prob (Xi . . . Xi+k−1 = w) =

Mm−k+1(wk, w1)M(w1, w2) . . . M(wk−1, wk)
tr (Mm)

, (23)

where the factor Mm−k+1(wk, w1) arises from summing over the letters x1, . . . ,
xi−1, xi+k, . . . , xm. Similarly we have

Prob (Yj . . . Yj+k−1 = w) =

Mn−k+1(wk, w1)M(w1, w2) . . . M(wk−1, wk)
tr (Mn)

. (24)
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Fig. 1. Contributions to Var (D2) via the sum in (27). The left-hand diagram shows
the (i′, j′)-plane for a fixed value of (i, j), shown as the black square. The right-hand
diagram is an expanded view of the ‘accordion’ region −k + 1 ≤ s, t ≤ k − 1, where
t = i′ − i and s = j′ − j up to PBCs.

Substituting (23) and (24) into (22) gives

Prob (Iij = 1) =
tr [(Mm−k+1 ◦ Mn−k+1)(M ◦ M)k−1]

tr (Mm)tr (Mn)
. (25)

Equation (21) then gives the required result. �	

4.2 D2 Variance for θ = 1

The exact variance of D2 for Markovian sequences with PBCs requires an exten-
sive calculation. Here we give a summary of the result, which is valid for m,n ≥
2k. Full technical details of the derivation will be published elsewhere [10].

We have
Var (D2) = E(D2

2) − E(D2)2. (26)

The second term can be calculated from (19). The first term is a sum of con-
tributions obtained from (16) by partitioning a sum over words beginning at
positions i and i′ in sequence X and beginning at j and j′ in sequence Y,

E(D2
2) =

m∑

i,i′=1

n∑

j,j′=1

E(IijIi′j′)

=
m∑

i,i′=1

n∑

j,j′=1

Prob (Iij = 1, Ii′j′ = 1)

= V0 + V1 + V2 + V3 + V4. (27)
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The partitioning reflects the degree of overlap between words in each of the two
sequences, and is illustrated in Fig. 1. We assume m,n ≥ 2k, which will almost
certainly be the case in any biological application.

We will write a Hadamard product of q factors, M ◦ . . . ◦ M , using the
shorthand notation M◦q. With this notation, the contributions to the variance
are:

V0 =
mn

tr (Mm)tr (Mn)
×

m−2k∑

r=0

n−2k∑

s=0

tr
[
(Mr+1 ◦ Ms+1)(M ◦ M)k−1 ×

(Mm−2k−r+1 ◦ Mn−2k−s+1)(M ◦ M)k−1
]
,

(28)V1 =
mn

tr (Mm)tr (Mn)
×

{
n−2k∑

s=0

[
tr {[(M ◦ M ◦ M)k−1 ◦ (Ms+1)T ]×

(Mm−k+1 ◦ Mn−2k−s+1)}

+ 2
k−1∑

r=1

tr {(M ◦ M)r×

[(M ◦ M ◦ M)k−r−1 ◦ (Ms+1)T ]×
(M ◦ M)r(Mm−k−r+1 ◦ Mn−2k−s+1)

}]

+ the same with m and n interchanged.

}
, (29)

V2 =
mn

tr (Mm)tr (Mn)
×

{
tr [(Mm−k+1 ◦ Mn−k+1)(M ◦ M)k−1]

+ 2
k−1∑

t=1

tr [(Mm−k−t+1 ◦ Mn−k−t+1)×

(M ◦ M)k+t−1]

}
, (30)

V3 =
2mn

tr (Mm)tr (Mn)
×

k−1∑

t=1

t−1∑

s=0

tr
[
(M ◦ M)sQ(M ◦ M)s×

(Mm−k−t+1 ◦ Mn−k−s+1+

Mn−k−t+1 ◦ Mm−k−s+1)
]
, (31)
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where

Q =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(M◦(2ν+3))ρ−1 ◦ [(M◦(2ν+1))t−s−ρ+1]T

if ρ > 0,

(M◦(2ν+1))t−s−1 ◦ (M◦(2ν−1))T

if ρ = 0,

(32)

and

ν =
⌊

k − s

t − s

⌋
, ρ = (k − s) mod (t − s). (33)

Finally,

V4 =
2mn

tr (Mm)tr (Mn)

k−1∑

r,t=1

tr U, (34)

where

U =
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{
(M◦(2ν+1))t−1 ◦ (Mm−k−t+1)T

}
M◦2ν×{

(M◦(2ν+1))r−1 ◦ (Mn−k−r+1)T
}

M◦2ν

if ζ = 0,{
(M◦(2ν+1))r−ζ+1 ◦ Mm−k−t+1

} ×
(M◦(2ν+2))ζ−1×{

(M◦(2ν+1))t−ζ+1 ◦ Mn−k−r+1
} ×

(M◦(2ν+2))ζ−1

if 0 < ζ ≤ r, t,{
(M◦(2ν+3))ζ−r−1 ◦ (Mm−k−t+1)T

} ×
(M◦(2ν+2))r

{
(M◦(2ν+1))t−ζ+1 ◦ Mn−k−r+1

}

×(M◦(2ν+2))r

if r < ζ ≤ t,

{as above with m and n interchanged
and r and t interchanged}

if t < ζ ≤ r,{
(M◦(2ν+3))ζ−r−1 ◦ (Mm−k−t+1)T

} ×
(M◦(2ν+2))t+r−ζ+1×{

(M◦(2ν+3))ζ−t−1 ◦ (Mn−k−r+1)T
} ×

(M◦(2ν+2))t+r−ζ+1

if r, t < ζ,

and

ν =
⌊

k

r + t

⌋
, ζ = k mod (r + t). (35)
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5 Numerical Simulations

For short sequences and small alphabets the distribution of the D2 statistic
can be computed by enumerating all possible sequences. We have confirmed
the accuracy of the formulae for the mean and variance given in Sect. 4 to 11
significant figures by generating the complete distribution of D2 using double
precision arithmetic for sequences up to length m = n = 9 for k = 3, d = 2
and up to length m = n = 7 for k = 2, D = 3. The Markov matrices M are
generated randomly by choosing each element from a uniform distribution on
the interval [0, 1] and then normalising each row sum to 1. Two examples of
the exact D2 distribution are shown in Fig. 2. Note that the introduction of

0 10 20 30 40 50

0.
00

0.
05

0.
10

0.
15

nA = 7   nB = 7   d = 3   k = 2

x

P
ro

b (
D

2
=

x)

M =
0.338 0.343 0.319
0.349 0.427 0.223
0.258 0.312 0.43

0 10 20 30 40 50

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

x

P
ro

b(
D

2
x)

0 20 40 60 80

0.
00

0.
02

0.
04

0.
06

nA = 9   nB = 9   d = 2   k = 3

x

P
ro

b (
D

2
=

x )

M =
0.758 0.242
0.58 0.42

0 20 40 60 80

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

x

P
ro

b(
D

2
x)

Fig. 2. The exact distribution of the D2 statistic for short sequences of length nA, nB

and words of length k from an alphabet of size d. The Markov matrix M has been
generated randomly in each case. Also shown (dashed curve) is the cumulative distri-
bution of the Pólya-Aeppli distribution with mean and variance set to the theoretical
values using the formulae of Sect. 4.
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Fig. 3. Two examples of empirical cumulative distribution of the D2 statistic estimated
from 10, 000 independently generated random sequences of length m = n = 100 for
words of length k = 4 and an alphabet of size d = 4. The Markov matrix M has been
generated randomly in each case. Also shown are the cumulative distribution of the
normal and Pólya-Aeppli distributions with mean and variance set to the theoretical
values using the formulae of Sect. 4.

random Markov matrices is to enable an efficient check of the above formulae
for a range of M , and is not intended to have any biological meaning. Maximum
likelihood estimates of Markov transition matrices from various genomes have
been published, for instance, by Chor et al. [11], which can be used in biological
applications. We note that the Chor estimates are close to satisfying the strand-
symmetry condition restrictions of Sect. 3 (data not shown).

For longer sequences of realistic biological length, the distribution of D2 can
be estimated from a Monte Carlo ensemble of random sequences generated from
the algorithm described in Sect. 2.1. Examples of cumulative distribution func-
tions for d = 4, k = 4 estimated from ensembles of 10, 000 pairs of independently



158 C. Burden et al.

0 200 400 600 800 1000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

n = 400  k = 4

M =

0.305 0.27 0.171 0.254

0.338 0.308 0.136 0.218

0.152 0.199 0.298 0.351

0.188 0.273 0.253 0.286

D2
Polya−Aeppli
Normal

0 500 1000 1500

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

n = 400  k = 4

M =

0.281 0.382 0.256 0.082

0.201 0.42 0.104 0.275

0.316 0.18 0.27 0.233

0.065 0.435 0.211 0.289

D2
Polya−Aeppli
Normal

Fig. 4. The same as Fig. 3, except m = n = 400.

generated random sequences of length m = n = 100 and 400 are shown in Figs. 3
and 4 respectively. The Markov matrix is again generated randomly, and it is
interesting to note that the mean of the distribution can vary considerably with
M . We have made a number of simulations, and find that in roughly the expected
proportion of times the mean and variance calculated from the formulae of Sect. 4
lie within the 95 % confidence intervals computed from the ensemble.

For the case of sequences composed of i.i.d. letters certain rigorous results are
known for the asymptotic distribution of D2 as the sequence lengths m,n → ∞.
For m = n, it has been shown that the limiting distribution is normal in the regime
k < 1/2 logb n+const. [17] and Pólya-Aeppli in the regime k > 2 logb n+const. [1].
Here b = 1/

∑
a∈A p2a where pa is the probability of occurrence of letter a. A

Pólya-Aeppli random variable is the sum of a Poisson number of geometric ran-
dom variables, and is therefore an example of a compound Poisson random vari-
able. It often arises in the study of random word counts as a Poisson number
of clumps of overlapping words, each clump containing a geometric number of
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k-words [13]. Although the asymptotic results for D2 are not proved for Markovian
sequences, it is a reasonable experiment to compare our numerical simulations
with these distributions as they may potentially provide an accurate estimate of
p-values in biological applications.

One would not expect the asymptotic distributions to be an accurate fit for
the short sequences considered in Fig. 2. Nevertheless we have included the Pólya-
Aeppli distribution function and find it to be surprisingly close for the d = 3
case. Disagreement arises in the tail of the distribution because, for combinatoric
reasons, certain values of D2 within the range 0 to mn do not occur, whereas
the Pólya-Aeppli has support over the whole range (and also out to ∞, albeit
with very low probability).

If one were dealing with i.i.d. sequences with a uniform letter distribution,
then the parameters m = n = 100 or 400, k = 4 used for the simulations in Figs. 3
and 4 would inhabit the region between the normal and Pólya-Aeppli asymptotic
regimes described above. Both asymptotic distributions are superimposed on the
empirical distribution functions in Figs. 3 and 4. We observe that the normal
and Pólya-Aeppli do not differ greatly from one another, though the Pólya-
Aeppli does appear to give a better fit, particularly in the important tail of the
distribution relevant to estimating p-values.

6 Conclusions

This paper introduces the concept of periodic boundary conditions for Markov-
ian sequences as an elegant mathematical construct which avoids the inconve-
nience of boundary effects in analytic calculations. We have demonstrated that
the mean and variance of the D2 word match statistic can be calculated analyt-
ically and readily computed to any desired accuracy through formulae involving
only traces of products of matrices. Calculation of the mean and variance is
fast as powers of Hadamard products need only be calculated once for a given
Markovian model, and only need to be calculated up to the point of convergence.
For biological applications such as measuring sequence similarity or identifying
regions of regulatory motifs, sequences lengths tend to be of at least a few hun-
dred letters. In these cases loss of information about boundary effects is unlikely
to be a serious impediment. For instance, in previous studies of a database of
cis-regulatory modelled as a set of i.i.d. sequences was successfully studied using
the D2 statistics simply by imposing PBCs on the sequences prior to calculating
the D2 [9,18].

The current work is a preliminary study designed to illustrate the computa-
tional effectiveness of imposing periodic boundary conditions when calculating
the D2 statistic. In ongoing work we are testing the agreement between the the-
oretical Markovian distributions studied herein and empirical distributions from
genomic DNA. In general, we find that the empirical distribution tends to have
heavier left and right tails, suggesting the existence of a subset of k-mers which
are over- or under-represented within the genomes studied [10].

Further work also needs to be done on extending the results to more viable
variants of the D2 statistic. It has been argued that a potential shortcoming of
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the D2 statistic is that the signal of sequence similarity one is trying to detect
maybe hidden by its variability due to noise in each of the single sequences,
and that to overcome this problem one should instead calculate a ‘centred’ ver-
sion of D2 in which word count vectors are replaced with those centred about
their mean [1,3]. There also exist ‘standardised’ versions of D2 [4,19] designed
to account for biases arising from the fact that some words are naturally over-
represented, and ‘weighted’ versions [5] designed to account for higher substitu-
tion rates of chemically similar amino acids in protein sequences. Extension of
the mathematical formalisms developed herein to these D2 variants, as well as a
more compete study of the accuracy of approximating p-values with asymptotic
distributions, will be the subject of future work.
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Abstract. The vast majority of the human genome consists of repeti-
tive elements that form many complex but highly-ordered patterns. In
particular, tandem repeats, whose repeat units are placed adjacent to
each other, form highly structured patterns in the human genome when
homologous tandem repeats are close together. Herein, the structure of
the homologous tandem repeat family (HTRF) is assessed using system-
atic analysis. In the proposed system for analyzing HTRF, the original
tandem repeat units are derived using the characteristics of homology
of HTRF, and represented in a diagram in order to show the structure
of HTRF easily. The analysis results of the four HTRFs in the human
genome are shown here and the proposed algorithm may be seen to be
very efficient for analyzing HTRF via the comparison of three conven-
tional algorithms.

Keywords: Repetitive element · Tandem repeat · Homologous tandem
repeat array · Systematic analysis · Human genome

1 Introduction

There are many repeated DNA sequences in the genome of most organisms,
which is called repetitive element. The two major classes of repetitive elements
are interspersed repeats and tandem repeats. Interspersed repeats are usually
present as single copies and distributed widely throughout the genome, whereas
tandem repeats are DNA sequences of which repeat units are placed next to
each other. Although the functions of many repetitive elements have not yet
been known, their impact and importance on genomes is evident. Mobile repeat
elements have been a critical factor in gene evolution [1,2]. Also, some tandem
repeats cause a number of genetic diseases [3] and they have been used as genetic
markers for human identity testing [4]. Therefore, analyzing repetitive elements
is very important and we study tandem repeats especially in this paper.

Tandem repeats are classified into three types, which are satellite, minisatel-
lite, and microsatellite. Satellites form arrays of 1,000 to 10 million repeat units
particularly in the heterochromatin of chromosomes. Minisatellite form arrays
c© Springer-Verlag Berlin Heidelberg 2014
M. Fernndez-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 162–175, 2014.
DOI: 10.1007/978-3-662-44485-6 12
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of several hundred repeat units of 7 to 100 bp in length. They are present every-
where with an increasing concentration toward the telomeres. Microsatellites are
composed of units of one to six nucleotides, repeated up to a length of 100 bp
or more.

Although tandem repeats have been characterized by some features, which
are the position in the genome, sequence, size, number of copies, and presence
or absence of coding regions, there are much more complex tandem repeats in
the human genome. In [5], the authors researched complex pattern structures
of variable length tandem repeat (VLTR) and multi-periodic tandem repeat
(MPTR). Also, our previous studies to find and visualize all repetitive elements
in the genomes showed that the structure of the unknown as well as known
repetitive elements is very complex but highly organized [6,7]. We, here, focus
on the structure of multiple tandem repeats, which is called HTRF (Homologous
Tandem Repeat Family).

HTRFs, which consist of multiple homologous tandem repeats dispersed
throughout specific sequence regions, are abundant in the genomes of human
and mouse [6,7]. Despite of lack of research of HTRF, we expect that HTRF
plays an important role involving biological functions from its abundance and
unique structure. Also, we can easily find a consensus tandem repeat unit of an
HTRF array since two or more tandem repeats are homologous. By getting a
consensus tandem repeat unit, we can find out how much the original HTRF are
broken, which can be used as an evidence of the age of the genome.

We analyze four HTRFs from the human genome, which are chromosome 7
(57,937,500 – 58,056,406 bp), chromosome 8 (46,832,500 – 47,458,334 bp),
chromosome 22 (16,505,625 – 16,627,187 bp), and chromosome Y (25,000 –
117,031 bp). The method for getting a consensus tandem repeat unit that are
proposed in this paper is compared with the three conventional programs or
algorithms, which are TRF (Tandem Repeat Finder) [8], SRF (Spectral Repeat
Finder) [9], and tandem repeat detection using PT (Period Transform) [10,11].
TRF and SRF are the representative program for finding tandem repeat by
using string matching algorithm and signal processing algorithm, respectively.
A perfect HTRF is constructed by using the derived tandem repeat unit, and it
is compared with the original HTRF. Also, the structure of an HTRF is shown
in a diagram representation by using the consensus tandem repeat units.

2 System Modeling and Algorithm

The modeling of HTRF consists of three stages, which are TR Extractor, TR
Analyzer, and MTR Analyzer. Figure 1 shows the system structure for analy-
sis of HTRF. TR Extrator gets each tandem repeat from a given HTRF. The
individual extracted tandem repeat is analyzed by TR Analyzer. The analysis
results of TR Analyzer are the original tandem repeats as well as the properties
of the individual tandem repeats such as repeat unit, number of repeat unit, and
homology. MTR Analyzer, then, analyzes the relationships among the individual
tandem repeats by using the results of TR Analyzer.
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Fig. 1. System structure for analysis of HTRF.

2.1 TR Extractor

There are one or more tandem repeats that are homologous each other in an
HTRF. We assume that there are N tandem repeats in an HTRF and each
tandem repeat has n tandem repeat units whose length is l. Then, we can express
i’th tandem repeat in an HTRF as TRi(n, l). TR Extractor divides each tandem
repeat from an HTRF, which means that it gets all TRi(n, l) for the HTRF.
However, TR Extrator defines tandem repeat when the number and the length
of tandem repeat units is greater than δn and δl, respectively.

2.2 TR Analyzer

TR Analyzer derives a consensus tandem repeat from each tandem repeat in
an HTRF. TR Analyzer consists of TR Aligner, TR Cutter, and TR Multiple-
Aligner. These three sub-stages are iteratively processed for better performances.

TR Aligner. Two DNA sequence blocks which are a reference sequence and
a target sequence are aligned, and the identity of the two sequence blocks are
recorded in TR Aligner. If we assume that the length of the sequence block is B
and a sequence block that begins from i’th nucleotide base of a tandem repeat
is S(i), the reference sequence of the firstly performed TR Aligner is generally
S(1). Also, the target sequence is moved from S(1) to S(x − B + 1) where x is
the length of the tandem repeat.

The alignment of the two DNA sequences is conducted by dynamic algorithm
or greedy algorithm [12]. The identity of the two sequences as a result of the
alignment is recorded to I(i, j) where i is the index of the reference sequence
and j is the index of the target sequence. Since the reference sequence is fixed in
TR Aligner, I(i, j) is a function of variable j. Then, I(i, j) of a perfect tandem
repeat becomes 1 when j = i + l × k and 1 ≤ i, j ≤ x where k is an integer since
same sequence blocks are arranged periodically in a perfect tandem repeat. The
identity may have its peak point even if the tandem repeat is broken because
it still has the attribute of the repetition of the tandem repeat. By using this
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characteristic of the identity of the tandem repeat, we can get the index of each
tandem repeat unit.

TR Cutter. The identity function of a broken tandem repeat is generally fluctu-
ated because its original perfect tandem repeat is randomly broken by biological
phenomena such as insertion, deletion, and substitution. Thus, TR Cutter per-
forms two processes to derive the index of each tandem repeat unit. First, TR
Cutter makes the identity function be smoothed by averaging it locally. That is,
a smoothed version of identity function M(i, j) is defined as follows.

Algorithm 1. Recursive process of three sub-stages of TR Analyzer: TR Aligner,

TR Cutter, and TR Multiple-Aligner.

1: procedure TR Aliner(broken tandem repeat)
2: reference sequence index ← 0
3: consensus unit index ← −1
4: while reference sequence index �= consensus unit index do
5: Calculate identity function � TR Aligner
6: Get all tandem repeat units � TR Cutter
7: Get a consensus unit � TR Multiple-Aligner
8: Substitute the index of the consensus unit to consensus unit index
9: end while

10: return consensus unit index
11: end procedure

M(i, j) =

∑j+�W/2�−1
k=j−�W/2� I(i, k)

W
(1)

where W is the smoothing window size.
The smoothing process removes the fluctuation of the identity function so

that only the start points of real tandem repeat units have their local peak value
of identity. The smaller the window size of the smoothing process is, the more
peak points that are not the start of tandem repeat unit exist. However, too
large window size of the smoothing process may remove the local peak point
of a real tandem repeat unit. Therefore, the proper window size is required to
leave only the local peak points of the real tandem repeat units in the smoothing
process of the identity function.

Then, TR Cutter gets the start index of all the tandem repeat units by dif-
ferentiating the function M(i, j). The differentiated function M ′(i, j) of M(i, j)
is as follows.

M ′(i, j) = M(i, j + 1) − M(i, j). (2)

After calculating M ′(i, j), TR Cutter can find all the tandem repeat units
by recording the points when M ′(i, j) is 0.
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TR Multiple-Aligner. The tandem repeat units that are gotten by TR Cut-
ter are aligned by TR Multiple-Aligner. By using the multiple sequence align-
ment of the tandem repeat units, TR Multiple-Aligner can get the consensus
tandem repeat unit. A direct method of the multiple sequence alignment is the
dynamic programming technique to identify the globally optimal alignment solu-
tion [13,14]. However, computational complexity of the direct method is basi-
cally too high, which takes O(ln) time where l and n are the average length and
the number of tandem repeat units, respectively. Thus, we here use a subopti-
mal method that utilizes pairwise sequence alignment, which is similar to other
suboptimal methods [15,16]. In our method, all pairwise sequence alignments
between each pair of tandem repeat units are performed, and the tandem repeat
unit that has the highest average alignment score with other tandem repeat
units is chosen as the consensus tandem repeat unit. The proposed suboptimal
method for finding the consensus tandem repeat unit takes O((nl)2) time, which
reduces many computations compared with the dynamic programming technique
particularly when l and n are large.

After the consensus tandem repeat unit is chosen, the three sub-stages of TR
Analyzer, which are TR Aligner, TR Cutter, and TR Multiple-Aligner, are re-
performed to get a more accurate consensus tandem repeat unit. The recursive
process of TR Analyzer is conducted until the reference sequence is not changed
in TR Aligner. Algorithm 1 shows the pseudo code of TR Analyzer.

2.3 MTR Analyzer

After TR Extractor divides all tandem repeats from the target HTRF and TR
Analyzer derives the consensus tandem repeats of the individual tandem repeats,
MTR Analyzer derives a consensus tandem repeat unit among all the tandem
repeats. Sine the tandem repeats in an HTRF are highly homologous and are
expected to be an identical tandem repeat originally, the consensus tandem
repeat unit that is gotten from the multiple tandem repeats increases the reli-
ability of the originality. Also, there are many reverse-complement directional
homologous tandem repeats as well as forward directional homologous tandem
repeats. Thus, we should not only consider the forward direction but also the
reverse-complement direction of homology.

The derivation of the consensus tandem repeat unit is performed by multiple
sequence alignment. Thus, we also apply the sub-optimal method of multiple
sequence alignment that is used in TR Multiple-Aligner to the derivation of
the consensus tandem repeat unit of HTRF for the purpose of reducing the
computational complexity.

We can describe an HTRF as a diagram by using the derived consensus
tandem repeat units. Figure 2 shows an example of a diagram of an HTRF. The
HTRF shown in Fig. 2 has two different tandem repeat units and each tandem
repeat appears twice. The tandem repeats made by the first tandem repeat
unit are shown twice in forward and reverse directions, and then the tandem
repeats made by the second tandem repeat unit are shown twice in only forward
direction. Also, a region that is not a tandem repeat exists between the two
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Fig. 2. Example of diagram representation of HTRF.

Fig. 3. Dot plot pattern of repetitive element arrays of the human genome.

tandem repeats made by the second tandem repeat unit. The four elements that
are written above tandem repeat unit in the diagram are order, direction (F is
forward direction and R is reverse direction), number of repetitions, and identity
in percentage. Also, the two elements below None vertex is order and number
of nucleotide bases.
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Table 1. Consensus tandem repeat units of each MTRA.

Human Consensus tandem repeat unit Average

chromosome identity

Chr. Y TR1: TAGGTCTCATTGAGGACAGATAGAGAGCAGA 0.95

CTGTGCAACCTTTAGAGTCTGCATTGGGCC

Chr. 22 TR1: GCAGCAGTGTTCTGGAATCCTATG 0.86

TGAGGGACAAACACTCAGAACCCA

Chr. 7 TR1: TTCAACTCTGTGAGATGAATGCACACATC 0.88

ACAAAGAAGTTTCTCAGAATGCTTCTGTC

TAGTTTTTATGTGAAGATATTTCCTTTTC

CACCATAGGCCTCAAAGTGCTCCAAATG

TCCACTTGCAGATTCTACAAAAAGAGTG

TTTCAAAACTGCTCAATCAAAAGAAAGG

Chr. 8 TR1: CCCACTGAGGCCTATAGTGAAAAACTGAA 0.76

TATCCCATGATAAAAACTAGAAAGAAGCT

ATCTGTGAAACTGCTTTGTGATGTGTGCA

TTCAGCTCACAGAGTTAAACCTTTCTTT

TGATTCAGCAGGTTGGAAACACTCTTTT

TGTAGAATCTGCAAGGGGATATTTGGAG

TR2: CCAAGGAGGCCTCTCCCATCCCAGAAGCCCC

CAGGGCTGTCCCGGGCGGGCTGTAAAGCCCC

AGGCTTTGGAGCAGGGTGCCTGTGTCTCTCG

CAGAAGGCCCCCACAAGCGAAAACGGGGCCG

CAGGGTGGCGTGGGAGGGCCGCAGGGACTCA

GGGGGACGTTGAGGCAGGCAGAGGGGAGAAG

CGGCGAGACTGCAGGGAATGCTGGGAGCCTC

3 Experimental Results

3.1 Analysis of HTRF of the Human Genome

We analyzed four HTRFs of the human genome by using the proposed system
modeling. The analyzed HTRFs are chromosome 7 (57,937,500 – 58,056,406 bp),
chromosome 8 (46,832,500 – 47,458,334 bp), chromosome 22 (16,505,625 – 16,627,
187 bp), and chromosome Y (25,000 – 117,031 bp). The human genome were
obtained from the NCBI (National Center for Biotechnology Information) data-
bases.

We first analyzed the repetitive elements and repetitive element arrays of the
DNA sequences by using our analysis program, REMiner and REMiner Viewer
[6,7]. The dot plot patterns of repetitive elements and repetitive element arrays
of individual DNA sequences are shown in Fig. 3. According to the protocol of
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Fig. 4. Diagram representation of HTRF of the human genome.

dot plot, a square is the pattern of a tandem repeat and a rectangle shows the
relationship between two tandem repeats [6,7,17].

The HTRF of the human chromosome Y in Fig. 3 (a) has two tandem repeats
and they are homologous directly, whereas the two tandem repeats of the HTRF
of the human chromosome 22 are homologous inversely as shown in Fig. 3 (b).
Also, there are many tandem repeats in the HTRF of the human chromosome
7 but they are all homologous directly or inversely as shown in Fig. 3 (c). This
means that the tandem repeats all come from a same tandem repeat. In Fig. 3 (d),
there are much more tandem repeats and they come from two original tandem
repeats.

The consensus tandem repeat units are derived as results of our proposed
analysis tool for HTRF. Table 1 shows the consensus tandem repeat units of the
four target DNA sequences. The average identity is the mean values of the iden-
tity between the perfect tandem repeat that is made by the consensus tandem
repeat unit and individual broken tandem repeat. The average identity shows
the homology of each tandem repeat in the HTRF and the brokenness level of
the HTRF, which can be graphically shown in Fig. 3.
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Table 2. Comparison of consensus tandem repeat unit of proposed scheme and con-
ventional schemes (chromosome Y and 22).

Human Algorithm Consensus tandem repeat unit Average Number

chromosome identity of fails

Chr. Y TR analyzer TAGGTCTCATTGAGGACAGAT 0.95 0/2

AGAGAGCAGACTGTGCAACC

TTTAGAGTCTGCATTGGGCC

TRF TAGGTCTCATTGAGGACAGAT 0.95 0/2

AGAGAGCAGACTGTGCAACC

TTTAGAGTCTGCATTGGGCC

SRF TAGGTCTCATTGAGGACAGAT 0.95 0/2

AGAGAGCAGACTGTGCAACC

TTTAGAGTCTGCATTGGGCC

PTF TAGGTCTCATTGAGGACAGAT 0.95 0/2

AGAGAGCAGACTGTGCAACC

TTTAGAGTCTGCATTGGGCC

Chr. 22 TR analyzer GCAGCAGTGTTCTGGAATCCTATG 0.86 0/2

TGAGGGACAAACACTCAGAACCCA

TRF GCAGCAGTGTTCTGGAATCCTATG 0.86 0/2

TGAGGGACAAACACTCAGAACCCA

SRF GCAGCAGTGTTCTGGAATCCTATG 0.86 0/2

TGAGGGACAAACACTCAGAACCCA

PTF · · 2/2

Based on the consensus tandem repeat units, we describe each HTRF as a
diagram in Fig. 4. By using the new representation of HTRF, we can easily see
the overall structure of HTRF and the relationships among individual tandem
repeats in HTRF. Furthermore, the original perfect tandem repeat array of the
HTRF can be restored and the brokenness level of the HTRF can be calculated
by using the consensus tandem repeat units.

3.2 Proposed Algorithm vs. Conventional Algorithm

There are many conventional algorithms that find tandem repeats although they
did not consider multiple homologous tandem repeats simultaneously. Most of
them can also derive the consensus tandem repeat unit of a tandem repeat. Thus,
the conventional algorithms can be used to derive the consensus tandem repeat
unit of a tandem repeat that is the function of TR Analyzer in our proposed
system for the analysis of HTRF. In this subsection, TR Analyzer is compared
with the representative conventional schemes that derive the consensus tandem
repeat unit, which are TRF (Tandem Repeat Finder) [8], SRF (Spectral Repeat
Finder) [9], and tandem repeat detection using PT (Period Transform) [10,11].

TRF is the representative program of string matching algorithms for finding
tandem repeat. It uses pattern recognition criteria that is constructed statistically
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Table 3. Comparison of consensus tandem repeat unit of proposed scheme and con-
ventional schemes (chromosome 7).

Human Algorithm Consensus tandem repeat unit Average Number

chromosome identity of fails

Chr. 7 TR analyzer TTCAACTCTGTGAGATGAATGC 0.88 0/8

ACACATCACAAAGAAGTTTCTC

AGAATGCTTCTGTCTAGTTTTT

ATGTGAAGATATTTCCTTTTC

CACCATAGGCCTCAAAGTGCT

CCAAATGTCCACTTGCAGATT

CTACAAAAAGAGTGTTTCAAA

ACTGCTCAATCAAAAGAAAGG

TRF TTCAACTCTGTGAGATGAATGC 0.88 0/8

ACACATCACAAAGAAGTTTGT

CAGAATGCTTCTGTCTAGTTT

TTATGTGAAGATATATTCTTT

TCCACCATAGGCCTCAAAGTG

CTCCAAATGTCCACTGCAGAT

TCTACAAAAAGAGTGTTTGAA

ATTGCTCAATCAAAAGAAATG

SRF TTCAACTCTGTGAGATGAATGC 0.79 2/8

ACACATCACAAAGAAGTTTCTC

AGAATGCTTCTGTCTAGTTTT

TATGTGAAGATATTTCCTTTT

CCACCATAGGCCTCAAAGCGC

TCCAAATGTCCACTTGCAGAT

TCTACAAAAAGAGTGTTTAAA

ACTGCTCAATCAAAAGAAAGG

PTF TTCAACTCTGTGAGGTGAATGC 0.80 6/8

ACATATCATAAAGAAGTTTGTC

AGAATGCTTCTGTCTAGTTTT

TATGTGAAGATATATCCTTTT

CCACCATAGGCCCCAAAGTGC

TCCAAATGTCCACTGCAGATT

CTATAAAAATAGTGTTTTAAA

ACTGCTCAATTAAAAGTAATG
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Table 4. Comparison of consensus tandem repeat unit of proposed scheme and con-
ventional schemes (chromosome 8 - TR1).

Human Consensus tandem repeat unit Average Number

chromosome identity of fails

Chr. 8 (TR1) TR analyzer CCCACTGAGGCCTATAGTGAAA 0.77 90/16

AACTGAATATCCCATGATAAAA

ACTAGAAAGAAGCTATCTGTGA

AACTGCTTTGTGATGTGTGCA

TTCAGCTCACAGAGTTAAACC

TTTCTTTTGATTCAGCAGGTT

GGAAACACTCTTTTTGTAGAA

TCTGCAAGGGGATATTTGGAG

TRF CGCTTTGAGGCCTATGGTGGAA 0.78 0/16

AAGGAAATATCTTCACATAAAA

ACTAGACAGAAGCATTCTCAGA

AACTTCTTTGTGATGTGTGCA

TTCAACTCACAGAGTTGAACC

TTCCTTTTGATAGAGCAGTTT

TGAAACACTCTTTTTGTAGAA

TCTGCAAGTGGATATTTGGAG

SRF CGCATTGAGGCCTATAGTGTAA 0.73 0/16

AACTGAATATCCAGTGATAAAA

ACAAGAGAGAAGCTATCTGTGA

ACCTGCTTAGTGATATGTGGAT

TCAGCTCACATAGTTAAACCTT

ACTTTTGATTCAGCTGTTTGTG

GAAACACTCTTTTTGTAAAAT

CTGCCAATAGACATTTCAAAG

PTF CCCCCAAAGGCCAAAAGTCAAA 0.64 15/16

ATCTGAATATCCCGTGAAAAAA

ACTATAAAGAAAATATCTGAGA

AAATACTTTGTGGTGTAAAGA

GTCATCTCAGAGAGTTAAAAC

TTTCTTTTGATAAAACAATTT

GAAAAAACTTTTTTGTAAAAT

CTCTGAAAGGTAATTTTAGAG
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Table 5. Comparison of consensus tandem repeat unit of proposed scheme and con-
ventional schemes (chromosome 8 - TR2).

Human Algorithm Consensus tandem repeat unit Average Number

chromosome identity of fails

Chr. 8 (TR2) TR analyzer CCAAGGAGGCCTCTCCCATCCC 0.76 0/12

AGAAGCCCCCAGGGCTGTCCCG

GGCGGGCTGTAAAGCCCCAGGC

TTTGGAGCAGGGTGCCTGTGTC

TCTCGCAGAAGGCCCCCACAAG

CGAAAACGGGGCCGCAGGGTGG

CGTGGGAGGGCCGCAGGGACTC

AGGGGGACGTTGAGGCAGGCA

GAGGGGAGAAGCGGCGAGACT

GCAGGGAATGCTGGGAGCCTC

TRF CCAAGGAGGCCTCTCCCATCCCAG 0.71 3/12

AAGCCCCAGGGCTGTCCCAGGCAG

GCTGTAAAGCCCCAGGCTTTGGAG

CAGGGTGCCTGTGTCTCTCGCGGA

AGGCCCCACAAGCGAAAACGGGGT

CGCAGGGTGGCGTGGGCGGGTCAC

AGGGACTCAGGGGACATTGAGGCA

GGCAGAGGGGAGAAGCAGCAAGA

CAGCAGGGAATGCTGGGAGCCTC

SRF CCAGGAGGCCTCTCCCATCCCCGA 0.69 2/12

AGCCCTCAGGGCTGTCCCGGACTT

GGTGTAAAGCCCCAGGCTTTGGAG

CAGGGTGACTGTGTCTCTGGCGGA

AGGCCCTGACAAGCGAAAACGGGG

TAGCAGGGTGGCGTGGGCGGGTCA

TGGGGACTCAGCGGGACGTTGAGG

AAGGCCGAGGGGAGAAGCAGCAAG

AAAGCAGGGAGTGCTGGGAGCCTC

PTF TCAAGGAGGCCTCTCCCATTCCAG 0.65 11/12

AAGCCCCCAGGGCTGTTCCTGTTT

GATTGTAACTCTTCAGGCTTTGGA

TTAGGGTACCTGTGTCTCTGGTGG

AAGGGCCCCAAAAGCGAGACCCGG

GGGCAAGGTGGAAGGTGGCGGGGG

CAGGGACCCAGGGGAAAGCTGAGA

CAGGCGGAGGGGAGAAGTGGGAAG

ACCTCAGGCAATGCTGGGAGCCTT
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and it is the most widely used tool for identification of tandem repeat for its
high accuracy. SRF is the representative program of signal processing algorithms
to identify tandem repeat. It finds repetitions by converting the target DNA
sequence from time domain to frequency domain using Fourier transform. The
tandem repeat detection using PT, which is called PTF in this paper, is one of
the algorithms for detecting tandem repeat based on signal processing. However,
it does not use Fourier transforms but uses period transform to find repetitions.

We performed experiments to derive the consensus tandem repeat unit of each
tandem repeat of the human genome by using the conventional schemes. Table 2
through Table 5 compare the results of our proposed scheme with those of three
conventional schemes. Among the conventional schemes, TRF finds the most
exact consensus tandem repeat unit in all the given tandem repeats, whereas
PTF shows poor performance to detect consensus tandem repeat units. The
number of fails in Table 2 through Table 5 means the number of the cases that
a consensus tandem repeat is not detected because the given DNA sequence is
not determined to be a tandem repeat. Thus, PTF is only usable to find the
consensus tandem repeat units of the tandem repeats of human chromosome Y.
This is because PTF does not consider the mutations of insertion and deletion of
nucleotide bases. Although the performance of TRF is similar to TR Analyzer,
TRF is inadequate to find the consensus tandem repeat unit of tandem repeats
that are lengthy and highly broken like TR2 of human chromosome 8 as shown
in Table 5. Therefore, TR Analyzer is the most appropriate tool to derive the
consensus tandem repeat unit to date, though there are many other tools that
can be substituted (Tables 3 and 4).

4 Conclusions and Further Works

We proposed a system model for analyzing HTRF, which derives the consensus
tandem repeat units based on the homology of the multiple tandem repeats and
shows the structure of HTRF though a simple diagram representation. The pro-
posed system model was performed on four HTRFs of the human genome, which
are chromosome 7 (57,937,500 – 58,056,406 bp), chromosome 8 (46,832,500 –
47,458,334 bp), chromosome 22 (16,505,625 – 16,627,187 bp), and chromosome Y
(25,000 – 117,031 bp). The algorithm for deriving a consensus tandem repeat unit
of a tandem repeat in the proposed system model can be substituted
by a conventional scheme that finds tandem repeat. However, in view of deriv-
ing an exact consensus tandem repeat unit, the experimental results showed that
the proposed algorithm is the most appropriate for deriving a consensus tandem
repeat unit to date.

The analysis of HTRF was performed based on the hypothesis that the
homologous tandem repeats of an HTRF are originated from a same tandem
repeat and HTRFs are very important to biological phenomenon. This hypoth-
esis is sufficiently plausible considering the high identity of the homologous tan-
dem repeats of an HTRF and their highly structured unique patterns. However,
since the hypothesis should be verified biologically, we are going to perform the
biological experiments of HTRF with the systematic analysis.
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Abstract. The categorization of different staining patterns in HEp-2
cell slides by means of indirect immunofluorescence (IIF) is important
for the differential diagnosis of autoimmune diseases. The clinical prac-
tice usually relies on the visual evaluation of the slides, which is time-
consuming and subject to the specialist’s experience. Thus, there is a
growing demand for computer-aided solutions capable of automatically
classifying HEp-2 staining patterns. In the attempt to identify the most
suited strategy for this task, in this work we compare two approaches
based on Support Vector Machines and Subclass Discriminant Analysis.
These techniques classify the available samples, characterized through a
limited set of optimal textural attributes that are identified with a fea-
ture selection scheme. Our experimental results show that both strategies
have a good concordance with the diagnosis of the human specialist and
show the better performance of the Subclass Discriminant Analysis (91 %
accuracy) compared to Support Vector Machines (87 % accuracy).

Keywords: Indirect immunofluorescence imaging · HEp-2 staining pat-
tern classification · Support vector machines · Subclass discriminant
analysis · Pattern recognition

1 Introduction

Indirect immunofluorescence (IIF) is an imaging modality detecting abundance
of those molecules that induce an immune response in the sample tissue. This
technique uses the specificity of antibodies to their antigen in order to bind
fluorescent dyes to specific biomolecule targets within a cell. The screening for
anti-nuclear antibodies by IIF is a standard method in the current diagnostic
approach to a number of important autoimmune pathologies such as systemic
rheumatic diseases as well as multiple sclerosis and diabetes [1]. This screening,
c© Springer-Verlag Berlin Heidelberg 2014
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which makes use of a fluorescence microscope, is typically done by visual inspec-
tion on cultured cells of the HEp-2 cell line: the specialist observes the IIF slide
at the microscope (see Fig. 1 for an example), and makes a diagnosis based on
the perceived intensity of the fluorescence signal and on the type of the stain-
ing pattern. Fluorescence intensity evaluation is needed for classifying between
positive, intermediate and negative (i.e. absence of fluorescence) samples. Then,
specific staining patterns on positive and intermediate samples reveal the pres-
ence of different antibodies and, thus, different types of autoimmune diseases.
Therefore, a correct description of staining patterns is fundamental for the dif-
ferential diagnosis of the pathologies. Examples of the six main staining patterns
described by literature (homogeneous, fine speckled, coarse speckled, nucleolar,
cytoplasmic or centromere) are reported in Fig. 2. They are distinguished as
follows:

– Homogeneous: diffuse staining of the entire nucleus, with or without appar-
ent masking of the nucleoli.

– Nucleolar: fluorescent staining of the nucleoli within the nucleus, sharply
separated from the unstained nucleoplasm.

– Coarse/Fine Speckled: fluorescent aggregates throughout the nucleus which
can be very fine to very coarse depending on the type of antibody present.

– Centromere: discrete uniform speckles throughout the nucleus, the number
corresponds to a multiple of the normal chromosome number.

– Cytoplasmic Fluorescence: granular or fibrous fluorescence in the
cytoplasm.

The manual classification of HEp-2 staining pattern suffers from usual prob-
lems in medical imaging, that is (i) the reliability of the results is subject to
the specialist’s experience and expertise, and (ii) the analysis of large volume of
images is a tedious and time-consuming operation, translating into higher costs
for the health system. Studies report very high inter- and intra-laboratory vari-
ability for this type of screening (up-to 10 %), that can be even higher in case of
non-specialized structures [1]. This variability impacts on the reliability of the
obtained results and, most of all, on their reproducibility.

Thus, in the last few years, reliable automatic systems for automating the
whole IIF process have been in great demand and several tools have been pro-
posed [2–6]. Nevertheless, the accurate classification of the staining patterns still
remains a challenge.

Several classification schemes have been applied: among the others, learning
vector quantization [3], decision tree induction algorithms [4,5], and multi-expert
systems [6]. Unfortunately, direct comparison of the results presented by different
works is not possible, since they were obtained on different datasets and on
different classes. However, it is worth noting that textural features are generally
acknowledged for being the most appropriate for staining pattern classification.

In this work, we compare two techniques we implemented that classify the
cells into one of the six staining patterns addressed by literature. The first is
based on Support Vector Machines (SVM). This approach was already intro-
duced in our previous work [7], and it is described again here for the sake of
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completeness. The second technique is a novel procedure based on Subclass Dis-
criminant Analysis (SDA), a recent dimensionality reduction method that has
been proven successful in different problems. SDA aims at improving the clas-
sification of a large number of different data distributions, whether they are
composed by compact sets or not, by describing the underlying distribution of
each class using a mixture of Gaussians. Since some of the staining patterns are
characterized by a relevant within-class variance, SDA appears to be a promising
method to improve their classification accuracy.

In our approach, each cell is initially characterized with a set of features based
on statistical measurements of the grey-level distributions and on frequency-
domain transformations. The dimension of this feature vector is then reduced
applying different procedures, aiming at selecting the subsets of feature variables
that are best suited to the classification with both SVM and SDA.

After a description of the dataset employed for training and testing our meth-
ods, Sect. 2, and a description of the two classification techniques, Sect. 3, this
work presents in Sect. 4 the results of our experiments, aimed at identifying the
best IIF classification technique. Discussion and conclusions are presented in
Sects. 4.3 and 5, respectively.

2 Materials

The dataset used in our experiments contains IIF images that are publicly avail-
able at [8]. It is composed of 14 annotated IIF images acquired using slides of
HEp-2 substrate at the fixed dilution of 1:80, as recommended by the guidelines
in [9]. The images were acquired with a resolution of 1388× 1038 pixels and a
color depth of 24 bits. The acquisition unit consisted of a fluorescence microscope
(40-fold magnification) coupled with a 50 W mercury vapour lamp and with a

Fig. 1. HEp-2 IIF image.
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Fig. 2. Examples of staining patterns that are considered relevant to diagnostic pur-
poses, either with intermediate and positive fluorescence intensity.

Table 1. HEp-2 cell dataset characterization.

Pattern N. of samples Int. Pos.

Homogeneous 150 47 103

Nucleolar 102 46 56

Coarse speckled 109 41 68

Fine speckled 94 48 46

Centromere 208 119 89

Cytoplasmic 58 24 34

Tot. 721 325 396

digital camera (SLIM system by Das srl) having a CCD with square pixel of 6.45
µm side. An example of the available images can be seen in Fig. 1.

From these images, a set of samples of HeP-2 cells have been extracted.
Specialists manually segmented each cell at a workstation monitor, labelling
it with the corresponding fluorescence intensity level (either intermediate or
positive) and staining pattern. The latter can be distinguished in the six classes
described in the introduction.

The dataset contains a total of 721 cells, 325 of which with intermediate
and 396 with positive fluorescence intensity. A full characterization of dataset is
reported in Table 1.

3 Methods

Our approach combines texture analysis and feature selection techniques in order
to obtain a limited set of image features that is optimal for the classification task.
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As already mentioned, for classification we implemented and compared two
different methods, based on SVM and on SDA.

In the following subsections we provide details about all the steps of the
proposed techniques.

3.1 Size and Contrast Normalization

Size and intensity normalisation of the samples is a necessary preprocessing step.
In fact, small differences in the dimensions of the cell images are normal, and
these differences are completely independent from their staining pattern. On the
other hand, there are considerable variations of fluorescence intensity between
intermediate and positive samples. Reducing such variability helps to decrease
the noise in the classification process and avoids as well the necessity of training
two separate classifiers for intermediate and positive samples.

Size normalization was obtained by re-sampling all the cell images to 64× 64
pixels dimension. Contrast normalization consisted in linearly remapping the
intensity values so that 1 % of data is saturated at low and high intensities.

3.2 Feature Extraction

Textural analysis techniques have already been proven successful in HEp-2 cell
staining characterization [7]. In fact, they are able to describe the most rele-
vant image variations occurring in the cell allowing to differentiate between the
staining patterns.

The two major approaches for textural analysis are either based on statistical
methods describing the distribution of grey-levels in the image or on frequency-
domain measurements of image variations. In our work we propose a combination
of both of them in order to extract a comprehensive set of features able to fully
characterize the staining pattern of the cell.

A first set of features was computed based on Gray-Level Co-occurrence
Matrices (GLCM), a well established technique that extracts textural informa-
tion from the spatial relationship between intensity values at specified offsets in
the image. More specifically, textural features are computed from a set of grey-
tone spacial dependence matrices reporting the distribution of co-occurring val-
ues between neighbouring pixels according to different angles and distances [10].
In practice, the (i, j)d,θ element of a GLCM contains the probability for a pair of
pixels located at a neighbourhood distance d and direction θ to have gray levels
i and j, respectively.

In our work, we extracted 44 GLCM textural features reported in Table 2,
based on four 16× 16 GLCMs computed for a fixed unitarian neighbourhood
distance and a varying angle θ = 0o, 45o, 90o, 135o (see [7] for details). The
features are based on well-established statistical measurements whose charac-
terization can be found in [10–12]. The use of 4 different directions is aimed at
making the method less sensitive to rotations in the images.
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Table 2. GLCM features.

N. Feature Ref.

1 Uniformity [10]

2 Entropy [11]

3 Dissimilarity [11]

4 Contrast [10]

5 Inverse difference [12]

6 Correlation [10]

7 Homogeneity [11]

8 Autocorrelation [11]

9 Cluster Shade [11]

10 Cluster Prominence [11]

11 Maximum probability [11]

12 Sum of Squares [10]

13 Sum Average [10]

14 Sum Variance [10]

15 Sum Entropy [10]

16 Difference variance [10]

17 Difference entropy [10]

18 Information measures of correlation (1) [10]

19 Information measures of correlation (2) [10]

20 Maximal correlation coefficient [10]

21 Inverse difference normalized (INN) [12]

22 Inverse difference moment normalized (IDN) [12]

Besides statistical methods, a largely used approach to extract relevant tex-
tural information for image compression and classification is based on frequency-
domain transformations [13]. The underlying concept is the transformation of
the image spatial information into a different space whose coordinate system has
an interpretation that is closely related to the description of image texture.

In our work, we computed the two-dimensional Discrete Cosine Transform
(DCT) [14] of the normalized images and then extracted 328 DCT coefficients
(described in details in our previous work [7]) representing different patterns
of image variation and directional information of the texture. The same app-
roach was already successfully applied for texture classification and pattern
recognition [13].

Combining GLCM and DCT sets, we obtained a total number of 44 + 328 =
372 features to characterize each sample image.
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3.3 Classification Based on Support Vector Machines

The first classification method we implemented was already introduced in our
previous work [7]. It is based on Support Vector Machines (SVM), a well-
established machine learning technique that has been proven successful for clas-
sification and regression purposes in many applications [15].

The classification is based on the implicitmapping of data to ahigh-dimensional
space via a kernel function, and on the identification of the maximum-margin
hyperplane that separates the given training instances in this space.

In our work we used SVM with radial basis kernel, optimizing the kernel
parameters by means of ten-fold cross-validation technique and a grid search, as
suggested in [15].

Feature Selection. Feature selection (FS) strategies were applied in order
to select a limited set of optimal features able to improve the accuracy of the
staining pattern classifier.

SVM are widely acknowledged for their built-in feature selection capability,
as they implicitly map data in a transformed domain where the features that
are crucial to the classification purpose are emphasized [16]. Nevertheless, the
combination of SVM with feature selection strategies, besides improving training
efficiency, can further enhance the accuracy of classification. In fact, although the
presence of irrelevant features does not change the hyperplane margin of SVM,
it may increase the radius of the training data points, impacting on SVM’s
generalization capability and also increasing the probability of over-fitting [17].

In our work we applied feature selection in two sequential steps. The first
is based on minimum-Redundancy-Maximum-Relevance (mRMR) algorithm,
whose better performance over the conventional top-ranking methods has been
widely demonstrated in the literature [18]. The mRMR algorithm sorts the
features that are most relevant for characterizing the classification variable,
pointing at the contemporaneous minimization of their mutual similarity and
maximization of their correlation with the classification variable. The number of
the candidate features selected by mRMR was arbitrarily set to 50.

As for mRMR to work at its best the classification variables have to be cate-
gorical and not continuous, we preventively performed features discretization on
the input data. For this purpose, we applied CAIM (class-attribute interdepen-
dence maximization) algorithm [19], which is best suited to work with supervised
data, as it generates a minimal number of discrete intervals by maximizing the
class-attribute interdependence.

The output of mRMR is a generic candidate feature set, which is indepen-
dent from the classification algorithm [18] and not necessarily optimal for SVM.
Therefore, we applied as second FS step a Sequential Forward Selection (SFS)
scheme in order to iteratively construct the subset of optimal features that is
best suited for SVM classification.

Classical SFS [20] works towards the minimization of the misclassification
error: starting from an initial empty set, at each iteration the feature provid-
ing the greatest classification accuracy improvement is added, until no more
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Fig. 3. Sequential Feature Selection strategy: misclassification error vs. number of
selected features at each iteration. The optimal feature set size is 12.

improvement is obtained. As this implementation tends to be trapped in local
minima, in our approach we proceeded with the iterations until all the available
features were added, and then we selected the feature set with the best classifi-
cation accuracy. The final dimension of this optimal set was found to be 12 (see
Fig. 3).

3.4 Classification Based on Subclass Discriminant Analysis

SDA belongs to family of Discriminant analysis (DA) algorithms, which have
been used for dimensionality reduction and feature extraction in many applica-
tions of computer vision and pattern recognition [21–24]. These algorithms map
a set of samples X = (x1, x2, . . . , xn), associated to a class label ∈ [1, C] and
belonging to a high-dimensional feature space ∈ �D, to a low-dimensional sub-
space ∈ �d, with d�D, where the data can be more easily separated according
to their class-labels. Therefore, DA problem can be generally stated as finding
the transformation matrix V = (v1, v2, . . . , vd), with vi ∈ �D, for mapping a
sample x into the final d -dimensional subspace.

In most DA algorithms, the transformation matrix V is found by maximizing
the so-called Fisher-Rao’s criterion:

J(V ) =

∣∣V T AV
∣∣

|V T BV | (1)

where A and B are symmetric and positive-defined matrices. The solution to
this problem is given by the generalized eigenvalue decomposition:

AV = BV Λ (2)
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Where V is (as above) the desired transformation matrix, and Λ is a diagonal
matrix of its corresponding eigenvalues.

Linear Discriminant Analysis (LDA) is probably the most well-known DA
technique. This method assumes that the C classes the data belong to are
homoscedastic, that is their underlying distributions are Gaussian with com-
mon variance and different means. In (1), LDA uses A = SB , the between-class
matrix, and B = SW , the within-class scatter matrix, defined as:

SB =
C∑

i=1

(μi − μ)(μi − μ)T (3)

SW =
1
n

C∑

i=1

ni∑

j=1

(xij − μi)(xij − μi)T (4)

where C is the number of classes, μi is the sample mean for class i, μ is the
global mean, xij is the jth sample of class i and ni the number of samples in
class i.

LDA provides the (C -1)-dimensional subspace that maximizes the between-
class variance and minimizes the within-class variance in any particular data set.
In other words, it guarantees maximal class separability and, possibly, optimizes
the accuracy in later classification.

However, the assumption of having C homoscedastic classes is the very lim-
itation of this method. LDA works well for linear problems and fails to provide
optimal subspaces for inherently non-linear structures in data. Several exten-
sions of LDA have been introduced in literature to effectively classify data with
non-linearities [25].

To this end, one of the most effective approaches is the Subclass Discriminant
Analysis (SDA), proposed in [26]. The main idea of SDA it is to find a way
to describe a large number of different data distributions, whether they are
composed by compact sets or not, by describing the underlying distribution of
each class using a mixture of Gaussians. This is achieved by dividing the classes
into subclasses. Therefore, the problem to be solved is to find the optimal number
of subclasses maximizing the classification accuracy in the reduced space. In
SDA, the transformation matrix V is found by defining the between-subclass
scatter matrix SB in Eq. (1) as:

SB =

C−1∑

i=1

Hi∑

j=1

C∑

k=i+1

Hk∑

l=1

pijpkl(µij − µkl)(µij − µkl)
T (5)

where Hi is the number of subclasses of class i, μij and pij are the mean and prior
probability of the jth subclass of class i, respectively. The priors are estimated
as pij = nij/n, where nij is the number of samples in the jth subclass of class i.
In the simplest case of SDA with no class subdivisions, this equation reduces to
that of LDA.

In order to select the optimal number of subclasses, in [26], the authors
propose two different methods. The first is based on a stability criterion described
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in [27]. However, as pointed out in [28], when data have a Gaussian homoscedastic
subclass structure, the minimization of the metric used in this criterion is not
guaranteed. Authors in [28] hypothesize that this is likely to happen also for
heteroscedastic classes.

The second selection criterion is based on a Leave-one-object test. In practice,
for each subdivision, a leave-one-out cross validation (LOOCV) is applied, and
the optimal subdivision is the one giving the maximal recognition rate. The
problem with this strategy is that it has very high computational costs, especially
when the dataset to classify is large and the number of classes is high. This is
exactly what is happening in our case, where the initial classes are 6 and the
samples are 721.

Therefore, to overcome these problems, we used a different formulation of the
optimality criterion, similar to the leave-one-object test, but based on a stratified
5-fold cross validation, which optimizes the accuracies obtained with a k -Nearest
Neighbour (kNN) classifier. A value of 8 for k has been heuristically found to
provide good classification results.

Our implementation differs from the original SDA formulation for two other
details. The first concerns the clustering methods used to divide classes into sub-
classes. In [26] data are assigned to subclasses by first sorting the class samples
with a Nearest-Neighbour based algorithm and then dividing the obtained list
into a set of clusters of the same size. However, this method does not allow to
model efficiently the non-linearity present in the data, as in the case of stain-
ing patterns under analysis. Therefore, we used the K -means algorithm, which
partitions the samples into k clusters by minimizing iteratively the sum, over
all clusters, of the within-cluster sums of sample-to-cluster-centroid distances.
Since, in this method, the centroids are initially set at random, different initial-
ization results in different divisions. Hence, we repeated the clustering 20 times
and kept the solution providing the minimal sum of all within-cluster distances.

The second difference is that, instead of increasing the number of subclasses
for each class of the same amount at each iteration, all the possible permutation
of class subdivisions are created by iteratively incrementing by one the number
of subclasses of a single class in a set of nested loops. For a specific class r, the
subdivision process is stopped when the minimal number of samples in the Hr

clusters obtained with K -means drops below a predefined threshold. In order to
reduce the computational times, the clusters created in inner loops are computed
only once and cached for further use.

The classification accuracy of our method is computed as the average accu-
racy of the different CV rounds. It should be underlined that, given the differ-
ences between training and test sets, different optimal subclasses subdivision are
likely to be obtained at each CV iteration.

Feature Selection. As well as for the SVM classifier, we applied FS strategies
to SDA too. In this case, we used only the reduced feature set obtained with
mRMR. This has been done for two reasons.

First, while mRMR is independent from the classification method, SFS relies
on the classifier output, which makes it unfeasible with the computational cost
of SDA.
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Second, it can be easily shown that the rank of matrix SB , and therefore of
the dimensionality d of the reduced subspace obtained from Eq. (2), is given by
min(H −1, rank(SX)), where H is the total number of subclasses and rank(SX)
is equal (or minor) to the number of features characterizing each sample. While
the number of features selected with mRMR (50) is a reasonable upper bound for
d, reducing it further might hamper the possibility to obtain a good classification
accuracy in problems, like the one tackled in this paper, in which the data present
high non-linearities.

4 Results

The two classification methods presented in Sect. 3 were tested on the same
annotated IIF images, using the staining pattern information provided by the
specialists as ground truth for cross-validation.

4.1 SVM Classification

We recall here the experimental results on SVM classification, already reported
in our previous paper [7], for comparison with SDA approach.

As for SVM classification, experiments were run on the following datasets:

dataset I, the initial 372 elements feature set;
dataset II, the 50 elements candidate set selected by mRMR feature selection;
dataset III, the final 12 elements feature vector obtained with combination of

mRMR + SFS.

The accuracy results of the 10-fold cross-validation, grouped by staining pat-
tern, are reported in Table 3. The last row of the table shows the overall accuracy
obtained by SVM in each dataset.

The following initial remarks can be drawn from the analysis of the results
of Table 3:

– SVM classifier obtained an average accuracy of 86.96 % in the six staining
patterns. The maximum and minimum per-class accuracy were 98.17 % (coarse
speckled pattern) and 71.28 % (fine speckled pattern).

– FS significantly improved the classification performances (+9.01 % on the
overall average accuracy). This confirms the considerations drawn in Sect. 3.3
about the weakness of the implicit feature selection ability claimed by SVM.
As it can be seen, mRMR improved the per-class accuracy of all the staining
patterns (see results on dataset II compared to those on dataset I). The com-
bination of mRMR+SFS (dataset III) further improved the average accuracy
of SVM. While per-class accuracies of centromere and cytoplasmic patterns
were slightly decreased (of, respectively, −1.44 % and −3.45 % w.r.t. dataset
II), the fine speckle pattern, that had lowest per-class accuracy, is the class
that obtained the best improvement (+9.58 % w.r.t. dataset II and +25.53 %
w.r.t. dataset I). This non-uniform behaviour is not surprising, since SFS opti-
mized the average classification accuracy in the overall dataset and not the
accuracies of the single classes.
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Table 3. SVM Classification results: accuracy rate (%).

Pattern Dataset

I II III

Homogeneous 78.66 84.00 86.00

Nucleolar 89.22 93.14 93.14

Coarse speckled 92.66 95.41 98.17

Fine speckled 45.75 61.70 71.28

Centromere 84.13 88.46 87.02

Cytoplasmic 58.62 86.21 82.76

Overall 77.95 85.58 86.96

4.2 SDA Classification

Table 4, which is, again, organized by staining class, summarizes the classification
results obtained with SDA. As already explained in Sect. 3.4, SFS strategy was
not applied in combination with SDA classifier. Therefore, the table contains
only results on dataset I (the initial 372 feature set) and dataset II (50 feature
set obtained after mRMR).

LDA results (which are those obtained with SDA with no class subdivisions)
are also provided for comparison, in order to demonstrate the effective capabil-
ities of SDA to better classify datasets with high non-linearities. Finally, in the
last row we show the overall accuracies obtained in the four cases.

Analysing the results, some considerations can be drawn:

– as expected, the overall accuracy of SDA outperforms that of LDA (+7.29 %
on dataset I and +7.13 % on dataset II). Concerning the per-class results,
better results are obtained in most of the cases (except for centromere class for
dataset I, and coarse speckled class for dataset II), with, as best improvements,
a +17.34 % in dataset I for homogeneous class and + 23.51 % in dataset II for
fine speckled class;

– as in the SVM experiments, FS effectively improves the SDA accuracies of all
classes (the best improvement being the +9.71 % of fine speckled). The overall
improvement is +4.75 %

– the best average accuracy obtained is 90.79 %, with dataset II, which outper-
forms the best accuracy obtained by SVM with mRMR+SFS feature selection
(86.96 %, dataset III). The best per-class improvements have been obtained
for fine speckled (+18.14 %) and cytoplasmic class (+17.24 %), while coarse
speckled and centromere class obtained slightly lower accuracies (respectively,
−6.48 % and −4.85 %).

4.3 Discussion

The results presented in Tables 3 and 4 suggest that the proposed algorithm is a
good solution for the automated classification of immunofluorescence cell patterns.
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Table 4. SDA Classification results: accuracy rate (%).

Pattern Dataset

I II

LDA SDA LDA SDA

Homogeneous 63.33 80.67 80.00 85.33

Nucleolar 90.29 94.29 91.19 96.14

Coarse speckled 87.19 88.05 92.55 91.69

Fine speckled 62.87 79.71 65.91 89.42

Centromere 75.96 73.53 80.78 82.17

Cytoplasmic 92.88 100.00 91.52 100.00

Overall 78.75 86.04 83.66 90.79

As a matter of facts, the accuracy rate is comparable to the one obtained by the
specialists, whose inter-laboratory variability is generally assessed around 10 % or
even higher [1]. Besides that, differently from human operators, our technique pro-
vides fully-repeatable results that are based on objective and quantitative features
of the images.

As for the classification techniques, the same results show that SDA tech-
nique, in combination with a proper selection of the most relevant features,
outperforms the best accuracy achievable with SVM on the same dataset (II)
and even with those obtained by SVM on dataset III, specifically optimized for
that technique with a two-step FS process. Therefore, our experiments show
the capabilities of SDA to describe in a more suitable way the underlying dis-
tributions of each of the staining pattern class, improving their classification
accuracies.

5 Conclusions

In this paper we proposed the comparison of two approaches, based on SVM
and SDA, for the automatic classification of staining patterns in HEp-2 cell
IIF images. Texture descriptors based on GLCM and DCT coefficients are first
exploited to extract a 372-size characteristic vector for each cell. Then, a feature
selection algorithm is applied to obtain a reduced candidate feature set that
improves the classification accuracies of the two methods.

Feature selection is based on the mRMR algorithm, which sorts the features
that are most relevant for characterizing the classification variable. The 50 top-
ranked features were selected. In the case of SVM-based method, a two-steps
feature selection procedure, coupling mRMR with SFS algorithm, is implemented
in order to further improve classification accuracies.

The two approaches provide average classification accuracies of about 87 %
and 91 %, respectively. These results are comparable with those of human special-
ists. Conversely, they are completely repeatable since our automated technique
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does not depend on the subjectivity of the operator. Moreover, our experiments
show the effectiveness of SDA into describing more precisely, compared to SVM,
the underlying distributions of each of the staining pattern class.

As future steps, we plan to work on:

(1) a better characterization of cell patterns, which can be insensitive to changes
in size, rotation and intensity;

(2) an improvement of the SDA classifier in terms of computational efficiency.
For this purpose, methods selecting a priori the classes that effectively needs
to be partitioned, like the one described in [29], will be investigated;

Moreover, we plan to develop a pipeline for automatic cells segmentation in
IIF images and to combine it with our pattern classification algorithm in order to
obtain a complete automated approach for the computer-aided diagnosis (CAD)
of autoimmune diseases.
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Abstract. A challenge arising from the ever-increasing volume of bio-
logical data generated by next generation sequencing technologies is the
annotation of this data, e.g. identification of gene structure from the loca-
tion of splice sites, or prediction of protein function/localization. The
annotation can be achieved by using automated classification algorithms.
Supervised classification requires large amounts of labeled data for the
problem at hand. For many problems, labeled data is not available. How-
ever, labeled data might be available for a similar, related problem. To
leverage the labeled data available for the related problem, we propose an
algorithm that builds a näıve Bayes classifier for biological sequences in a
domain adaptation setting. Specifically, it uses the existing large corpus
of labeled data from a source organism, in conjunction with any avail-
able labeled data and lots of unlabeled data from a target organism, thus
alleviating the need to manually label a large number of sequences for a
supervised classifier. When tested on the task of predicting protein local-
ization from the composition of the protein, this algorithm performed
better than the multinomial näıve Bayes classifier. However, on a more
difficult task, of splice site prediction, the results were not satisfactory.

Keywords: Näıve Bayes · Domain adaptation · Supervised learning ·
Semi-supervised learning · Self-training · Biological sequences · Protein
localization

1 Introduction

The widespread use of next generation sequencing (NGS) technologies in the
recent years has resulted in an increase in the volume of biological data generated,
including both DNA sequences and also derived protein sequences. A challenge
arising from the increased volume of data consists of organizing, analyzing, and
interpreting this data, in order to create or improve genome assemblies or genome
annotation, or to predict protein function, structure and localization, among
others. Some of these problems can be framed as biological sequence classification
problems, i.e., assigning one of several labels to a DNA or protein sequence based
on its content (e.g., predicting the presence or absence of an acceptor or donor
splice site in DNA sequences centered around GT or AG dimers; or determining
c© Springer-Verlag Berlin Heidelberg 2014
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where a protein is localized, such as in cytoplasm, inner membrane, periplasm,
outer membrane, or extracellular space, a.k.a., protein localization).

Using machine learning or statistical inference methods allows labeling of bio-
logical data several orders of magnitude faster than it can be done manually, and
with high accuracy. For example, hidden Markov models are currently used in
gene prediction algorithms, and support vector machines have shown promising
results with handwritten digit classification [29], optical character recognition
[16,23] and translation initiation sites classification based on proximity to start
codon within sequence window [16] or based on positional nucleotide incidences
[32], classification into malign or benign of gene expression profiles [18], ab initio
gene prediction [2], classification of DNA sequences into sequences with splice
site at a determined location or not [1,5,10,11,13,20,25,26,28,31], and classify-
ing the function of genes based on gene expression data [3].

However, using a supervised classifier trained on a source domain to predict
data on a different target domain usually results in reduced classification accu-
racy. Instead of using the supervised classifier, an algorithm developed in the
domain adaptation framework can be employed to transfer knowledge from the
source domain to the target domain. Such an algorithm has to take into consid-
eration the fact that some, if not all, of the features have different probabilities in
the target and source domains [12]. In other words, some of the features that are
correlated to a label in the source domain might not be correlated to the same or
any label in the target domain, while, some of the features have the same label
correlations between the source and target domains. The former ones are known
as domain specific features and the latter ones are generalizable features [12].

Domain adaptation algorithms are particularly applicable to many biological
problems for which there is a large corpus of labeled data for some well studied
organisms and much less labeled data for an organism of interest. Thus, when
studying a new organism, it would be preferable if the knowledge from other,
more extensively studied organism(s), could be applied to a lesser studied organ-
ism. This would alleviate the need to manually generate enough labeled data to
use a machine learning algorithm to make predictions on the biological sequences
from the target domain. Instead, we could filter out the domain specific features
from the source domain and use only the generalizable features between the
source and target domains, together with the target specific features, to classify
the data.

Towards this goal, we modified the Adapted Näıve Bayes (ANB) algorithm to
make it suitable for the biological data. We chose this algorithm because Näıve
Bayes based algorithms are faster and require no tuning. In addition, this algo-
rithm was successfully used by Tan et al. [27] on text classification for sentiment
analysis, discussed in Sect. 2. It combines a weighted version of the multinomial
Näıve Bayes classifier with the Expectation-Maximization algorithm. In the max-
imization step, the class probabilities and the conditional feature probabilities
given the class are calculated using a weighted combination between the labeled
data from the source domain and the unlabeled data from the target domain. In
the expectation step, the conditional class probabilities given the instance are
calculated with the probability values from the maximization step using Bayes
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theorem. The two steps are repeated until the probabilities in the expectation
step converge. With each iteration, the weight is shifted from the source data to
the target data. The key modifications we made to this algorithm are the use
of labeled data from the target domain, and the incorporation of self-training
[14,22,30] to make it feasible for biological data, as presented in more detail in
Sect. 3.

We tested the ANB classifier on three biological datasets, as described in
the Sect. 3.4, for classifying localization of proteins, and predicting splice site
locations. The experimental results, Sect. 3.6, show that this classifier achieves
better classification accuracy than a Näıve Bayes classifier trained on the source
domain and tested on the target domain, especially when the two domains are
less related.

2 Related Work

Up to now, most of the work in domain adaptation has been on non-biological
problems. For instance, text classification has received a lot of attention in
the domain classification framework. One example, the Näıve Bayes Transfer
Classification algorithm [4], assumes that the source and target data have dif-
ferent distributions. It trains a classifier on source data and then applies the
Expectation-Maximization (EM) algorithm to fit the classifier for the target
data, using the Kullback-Liebler divergence to determine the trade-off parame-
ters in the EM algorithm. When tested on datasets from Newsgroups, SRAA and
Reuters for the task of top-category classification of text documents this algo-
rithm performed better than support vector machine and Näıve Bayes
classifiers.

Another algorithm derived from the Näıve Bayes classifier that uses domain
adaptation is the Adapted Näıve Bayes classifier [27], which identifies and uses
only the generalizable features from the source domain, and the unlabeled data
with all the features from the target domain to build a classifier for the target
domain. This algorithm was evaluated on transferring the sentiment analysis
classifier from a source domain to several target domains. The prediction rate
was promising, with Micro F1 values between 0.69 and 0.90, and Macro F1 values
between 0.59 and 0.91. However, the classifier did not use any labeled data from
the target domain.

Nigam et al. [17] showed empirically that combining a small labeled dataset
with a large unlabeled dataset from the same or different domains can reduce
the classification error of text documents by up to 30 %. Their algorithm also
uses a combination of Expectation Maximization and the Näıve Bayes classifier
by first learning a classifier on the labeled data which is then used to classify
the unlabeled data. The combination of these datasets trains a new classifier
and iterates until convergence. By augmenting the labeled data with unlabeled
data the number of labeled instances was smaller compared to using only labeled
data.

For biological sequences, most domain adaptation algorithms employed sup-
port vector machines. For example, Sonnenburg et al. [26] used a Support Vector
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Machine with weighted degree kernel to classify DNA sequences into sequences
that have or not have a splice site at the location of interest. Even though
the training data was highly skewed towards the negative class, their classifier
achieved good accuracy.

For more work on domain adaptation and transfer learning, see the survey
by Pan and Yang [19].

3 Methodology

3.1 Identifying and Selecting Generalizable Features from the
Source Domain

To successfully adapt a classifier from the source domain to the target domain,
the classifier has to identify in the source domain the subset of the features that
generalize well and are highly correlated with the label. Then, use a combination
of only these features from the source domain and all the features from the target
domain to predict the labels in the target domain.

We used the feature selection method proposed by Tan et al. [27]. Theo-
retically, the set of features in each domain can be split into four categories,
based on two selection criteria. The first selection criterion is the level of corre-
lation. The features have varying degrees of correlation with the label assigned
to a sequence. Based on the correlation between the feature and the label, the
features can be divided into features that are highly related to the labels, and
features that are less related to the labels. The second selection criterion is the
specificity of the features. Based on this criterion, the features can be divided
into features that are very specific to a domain, and features that generalize well
across related domains.

To select these features from the source domain we rank all the features from
the source domain based on their probabilities. The features that are generaliz-
able would most likely occur frequently in both domains, and should be ranked
higher, as shown in Fig. 1. Moreover, the features that are correlated to the labels
should be ranked higher. Therefore, we use the following measure to rank the
features in the source domain:

f(w) = log
Ps(w) · Pt(w)

|Ps(w) − Pt(w)| + α
(1)

where Ps and Pt are the probability of the feature w in the source and target
domain, respectively. The numerator ranks higher the features that occur fre-
quently in both domains, since the larger both probabilities are the larger the
numerator is, and thus the higher the rank of the feature is. The denominator
ranks higher the features that have similar probabilities (i.e., the generalizable
features), since the closer the probabilities are for a feature in both domains, the
smaller the denominator value is, and thus the higher the rank. The additional
value in the denominator, α, is used to prevent division by zero. The higher its
value is the more influence the numerator has in ranking the features, and vice
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Fig. 1. Ranking of features in the source domain using Eq. (1). The rank of a feature
is higher if it has a high probability or occurs with similar probability in the target
domain. Note: This graph was drawn using Octave [6].

versa. To limit its influence on ranking the features, we chose a small value for
this parameter, 0.0001. The probability of a feature in either domain is

P (w) =
N(w) + β

|D| + 2 · β
(2)

where N is the number of instances in the domain in which the feature w occurs,
D is the total number of instances in the domain and β is a smoothing factor,
which is used to prevent the probability of a feature to be 0 (which would make
the numerator in (1) equal to 0, and the logarithm function is undefined for 0).
We chose a small value for β as well, 0.0001, to limit its influence on the ranking
of features. Note that the values for α and β do not have to be the same, but
they can be, as used by Tan et al. [27] and in our case.

3.2 Multinomial Näıve Bayes (MNB) Classifier

The multinomial näıve Bayes classifier [15] assumes that the sample data used to
train the classifier is representative of the population data on which the classifier
will be used. In addition, it assumes that the frequency of the features deter-
mines the label assigned to an instance, and that the position of a feature is
irrelevant (the näıve Bayes assumption). Thus, using Bayes’ property a classifier
can approximate the posterior probability, i.e., the probability of a class given
an unclassified instance, as being proportional to the product of the prior prob-
ability of the class, and the feature conditional probabilities given an instance
from the sample data:

P (ck | di) ∝ P (ck)
∏

t∈|V |
[P (wt | ck)]

Nt,i (3)
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where the probability of the class is

P (ck) =

∑

i∈|D|
P (ck | di)

|D| (4)

and the conditional probability is

P (wt | ck) =

∑

i∈|D|
Nt,i · P (ck | di) + 1

∑

t∈|V |

∑

i∈|D|
Nt,i · P (ck | di) + |V |

(5)

Here, Nt,i is the number of times feature wt occurs in instance di, |V | is the
number of features, and |D| is the number of instances.

3.3 Adapted Näıve Bayes Classifier for Biological Sequences

One limitation of the MNB classifier is that it can only be trained on one domain,
and when the trained classifier is used on a different domain, in most cases, its
classification accuracy decreases. To address this, we used the Adapted Näıve
Bayes (ANB) classifier proposed by Tan et al. [27], with two modifications: we
used the labeled data from the target domain, and employed the self-training
technique. These will be described in more detail shortly.

The ANB algorithm is a combination of the expectation-maximization (EM )
algorithm and a weighted multinomial Näıve Bayes algorithm. Similar to the
EM algorithm, it has two steps that are iterated until convergence. In the first
step, the M -step, we simultaneously calculate the class probability and the class
conditional probability of a feature. However, unlike the EM algorithm that
uses the data from one domain to calculate these values, this algorithm uses a
weighted combination of the data from the source domain and the target domain.

P (ck) =

(1 − λ)
∑

i∈Ds

P (ck | di) + λ
∑

i∈Dt

P (ck | di)

(1 − λ)|Ds| + λ|Dt| (6)

P (wt | ck) =
(1 − λ)(ηtNs

t,k) + λN t
t,k + 1

(1 − λ)
∑

t∈|V |
ηtN

s
t,k + λ

∑

t∈|V |
N t

t,k + 1
(7)

where Nt,k is the number of times feature wt occurs in a domain in instances
labeled with class k:

Nt,k =
∑

i∈D

Nt,iP (ck | di) (8)

λ is the weight factor between the source and target domains:

λ = min{δ · τ, 1} (9)
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and τ is the iteration number. δ ∈ (0, 1) is a constant that determines how fast
the weight shifts from the source domain to the target domain, and ηt is 1 if
feature t in the source domain is a generalizable feature, 0 otherwise.

Unlike the algorithm proposed by Tan et al. [27], which considers that all the
instances from the target domain are unlabeled and does not use them during
the first iteration (i.e., λ = 0), it is reasonable to assume that there is a small
number of labeled instances in the target domain, and our algorithm uses any
labeled data from the target domain in the first and subsequent iterations. In the
first iteration we use only labeled instances from the source and target domains
to calculate the probability distributions for the class conditional probabilities
given the instance. In subsequent iterations we use the class of the instance
for the labeled data from the source and target domains and the probability
distribution of the class for the unlabeled data from the target domain.

In the second step, the E-step, we estimate the probability of the class for
each instance with the values obtained from the M -step.

P (ck | di) ∝ P (ck)
∏

t∈|V |
[P (wt | ck)]

Nt,i (10)

The second modification we made to the ANB classifier [27], is our use of self-
training, i.e., at each iteration, we select, proportional to the class distribution,
the instances with the top class probability, and consider these to be labeled in
the subsequent iterations. This improves the prediction accuracy of our classifier
because it does not allow the unlabeled data to alter the class distribution from
the target labeled data.

The two steps, E and M , are repeated until the instance conditional proba-
bilities values in (10) converge (or a given number of iterations is reached). The
algorithm is summarized in Algorithm 1.

3.4 Data Sets

We used three data sets to evaluate our classifier, two for the task of protein local-
ization and one for the task of splice site prediction. The first data set, PSORTb
v2.01 [8], was first introduced in [9], and contains proteins from gram-negative
and gram-positive bacteria and their primary localization information: cyto-
plasm, inner membrane, periplasm, outer membrane, and extracellular space.
For our experiments, we identified classes that appear in both datasets, and
used 480 proteins from gram-positive bacteria (194 from cytoplasm, 103 from
inner membrane, and 183 from extracellular space) and 777 proteins from gram-
negative bacteria (278 from cytoplasm, 309 from inner membrane, and 190 from
extracellular space). The second data set, TargetP2, was first introduced in [7],
and contains plant and non-plant proteins and their subcellular localization:
mitochondrial, chloroplast, secretory pathway, and “other.” From this data set
1 Downloaded from http://www.psort.org/dataset/datasetv2.html
2 Downloaded from http://www.cbs.dtu.dk/services/TargetP/datasets/datasets.php

http://www.psort.org/dataset/datasetv2.html
http://www.cbs.dtu.dk/services/TargetP/datasets/datasets.php
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Algorithm 1. Outline of the Adapted Näıve Bayes algorithm for biological sequences.

1: Select generalizable features from the source domain, i.e., the top ranked features
using Equation (1).

2: For each class simultaneously calculate the class probability and the class condi-
tional probability of each feature using Equations (6-7). For the source domain use
all labeled instances, and only the generalizable features. For the target domain
use only labeled instances, and all features.

3: Select, proportional to the class distribution, the target instances with the top class
probability, and consider these to be labeled in the subsequent iterations.

4: while labels assigned to unlabeled data change do
5: M -step: Same as step 2 but use the class for labeled and self-trained instances

from the target domain, and the class distribution for unlabeled instances.
6: Same as step 3.
7: E-step: Calculate the class distribution for unlabeled training instances from

the target domain using Equation (10).
8: end while
9: Use classifier to label new target data.

we used 799 plant proteins (368 mitochondrial, 269 secretory pathway and 162
“other”) and 2,738 non-plant proteins (371 mitochondrial, 715 secretory path-
way and 1652 “other”). Predicting protein localization is an important biological
problem because the function of the proteins is related to their localization. The
third data set3, first introduced in [24], contains DNA sequences of 141 base pairs
centered around the donor splice site dimer AG and the label of whether or not
that AG dimer is a true splice site. The sequences are from five organisms,
C.elegans as the source domain, and C.remanei, P.pacificus, D.melanogaster,
and A.thaliana as target domains. In each dataset there are about 1 % positive
instances. Accurately predicting splice sites is important for genome annotation
[2,21].

3.5 Data Preparation and Experimental Setup

Protein Localization. We represent each sequence as a count of occurrences
of k -mers. We use a sliding window approach to count the k-mer frequencies.
For example, the protein sequence LLRSYRS would be transformed when using
2-mers into 1, 1, 2, 1, 1 which are the counts corresponding to the occurrences
of features LL, LR, RS, SY, YR.

In order to obtain unbiased estimates for classifier performance we use five-
fold cross validation. We use all labeled data from the source domain for training
(tSL) and randomly split the target domain data into 3 sets: 20 % used as labeled
data for training (tTL), 60 % used as unlabeled data for training (tTU), and 20 %
used as test data (TTL), as shown in Fig. 2(a). So, we train our classifier on tSL
+ tTL + tTU and test it on TTL.
3 Downloaded from ftp://ftp.tuebingen.mpg.de/fml/cwidmer/

ftp://ftp.tuebingen.mpg.de/fml/cwidmer/
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We wanted to answer several questions – specifically, how does the perfor-
mance of the classifier vary with:

Q1. Features used (i.e., 3-mers, 2-mers, or 1-mers)?
Q2. Number of features used in the target domain (i.e., keep all features, remove

at most 50 % of the least occurring features)?
Q3. Number of features retained in the source domain after selecting the gen-

eralizable features?
Q4. Variation with the size of the target labeled/unlabeled data set (i.e., train on

100 % tSL + x% tTL + y% tTU, where x ∈ {5, 10, 20} and y ∈ {20, 40, 60})?
Q5. The distance between the source and target domains?
Q6. The choice of the source and target domains?

As baselines, we compared our classifier (ANB) with the multinomial näıve
Bayes classifier trained on all source data (MNB s), the multinomial näıve Bayes
classifier trained on 5 % target data (MNB 5t), and the multinomial näıve Bayes
classifier trained on 80 % target data (MNB 80t). Each classifier was tested on
20 % of target data. The expectation is that the prediction accuracy of our
classifier will be lower bounded by MNB 5t, upper bounded by MNB 80t,
and be better than MNB s.

(a) Protein Localization (b) Splice Site

Fig. 2. Experimental setup. We use 3 datasets to train our algorithm – source domain
labeled (tSL), target domain labeled (tTL), and target domain unlabeled (tTU) – and
1 to test it – target domain labeled (TTL).
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To evaluate our classifier we used the area under the receiver operating char-
acteristic (auROC), as the class distributions are relatively balanced.

Splice Site Prediction. Similar to the protein localization task, we represent
each sequence as a count of occurrences of 8-mers. We use a sliding window
approach to count the 8-mer frequencies.

For the splice site prediction there are 3 folds for each organism. From each
fold we use the dataset with 100,000 instances for the source domain (tSL), the
datasets with 2,500, 6,500, 16,000, and 40,000 instances for the target domain as
labeled (tTL), the 100,000 datasets for the target domain as unlabeled (tTU),
and 20,000 instances to test our algorithm on the target domain (TTL), as shown
in Fig. 2(b). Then we averaged the results over the 3 folds to obtain unbiased
estimates. Just like for protein localization, we train our classifier on tSL + tTL
+ tTU and test it on TTL.

We wanted to answer similar questions to the protein localization task:

Q1. Number of features used in the target domain (i.e., keep all features, remove
at most 50 % of the least occurring features)?

Q2. Number of features retained in the source domain after selecting the gen-
eralizable features?

Q3. Variation with the size of the target labeled data set (i.e., train on 100,000
tSL + z tTL + 100,000 tTU, where z ∈ {2, 500, 6, 500, 16, 000, 40, 000})?

Q4. The distance between the source and target domains?

As baseline, we compared our classifier with the best overall algorithm in [24].
To evaluate our classifier we used the area under precision-recall curve

(auPRC), a metric that is preferred over area under a receiver operating charac-
teristic curve when the class distribution is skewed, which is the case with this
dataset.

3.6 Results

Protein Localization. This section provides empirical evidence that augment-
ing the labeled data from a source domain with labeled and unlabeled data from
the target domain with the ANB algorithm improves the classification accuracy
compared to using only the limited labeled data from the target domain or using
only the data from a source domain with the MNB classifier.

Table 1 shows the average auROC values over the five-fold cross validation
trials for our algorithm and for the baseline algorithms. For our algorithm, we
used different amounts of labeled and unlabeled data from the target domain.
For example, the top-left value is the auROC for our algorithm trained on 5 %
labeled data and 20 % unlabeled data. For each dataset and the features used
the largest auROC value for the ANB is highlighted.

We noted that the performance of the ANB classifier varies, as follows:
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Table 1. A comparison, on the protein localization task, between the Adapted Näıve
Bayes classifier (ANB), the multinomial näıve Bayes classifier trained on all source
data (MNB s), the multinomial näıve Bayes classifier trained on 5 % target data (MNB
5t), and the multinomial näıve Bayes classifier trained on 80 % target data (MNB 80t).
The results are reported as average auROC values over five-fold cross validation trials.
For the ANB classifier, the row headings indicated how much target unlabeled data
was used in training the classifier and the column headings indicate how much target
labeled data was used. The best values for the ANB are highlighted. Note that ANB
is bounded by MNB 5t and MNB 80t, and that ANB predicts more accurately as the
length of k -mers increases.
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A1. The best results were obtained when using 3-mers as features. This makes
sense since longer k-mers capture more information associated with the
relative position of each amino-acid. When using 3-mers, our algorithm
provides between 9.84 % and 34.14 % better classification accuracy when
compared to multinomial näıve Bayes classifier trained on 5 % of the labeled
data from the target domain, and between 0.37 % and 28.2 % when com-
pared to the multinomial näıve Bayes classifier trained on labeled data from
the source domain, except when the plant proteins are the target domain.

A2. When trying to establish how many features from the target domain should
be used we determined that removing any features does not improve the
performance of our algorithm.

A3. When trying to ascertain how many features from the source domain should
be kept after ranking them with Eq. 1, we determined that the best results
were obtained when at least 50 % of the features were kept, i.e., the 50 %
top-ranked features and any other features with the same rank as the last
feature kept.

A4. For most cases, the largest auROC values for our algorithm were obtained
when using the least amount of target unlabeled data. This would suggest
that even though using unlabeled data is beneficial, using too much unla-
beled data is detrimental because the unlabeled instances act as noise and
corrupt the prediction from the target labeled data. In addition, intuitively,
using more labeled data from the target domain should lead to better pre-
diction accuracy. This was indeed the case with our classifier.

A5. When the source and target domains are close the classifier learned is better.
For example, the auROC is higher for the PSORTb datasets than for the
TargetP datasets. Therefore, the closer the target domain is to the source
domain the better the classifier learned.

A6. For the PSORTb dataset, the ANB classifier had better prediction accu-
racy when the gram-negative proteins were used as the source domain than
when the gram-positive proteins were used as the source domain. Similarly,
for the TargetP dataset, we obtained better predictions when using non-
plant proteins as the source domain than when using plant proteins as the
source domain. This is because in both cases there were more gram-negative
instances and more non-plant instances, respectively, than gram-positive
instances and plant instances, respectively.

It is interesting to note that in some instances the multinomial näıve Bayes
classifier trained on the source domain performed better than our algorithm.
This occurred mainly when our algorithm used 5 % or 10 % of the target labeled
data and when the features were 1-mers or 2-mers. However, this is somewhat
expected, as using very little labeled data from the target domain does not
provide a representative sample for the population, and using short k -mers does
not capture the relative position of the amino-acids.

Splice Site Prediction. Although our algorithm works well for the protein
localization task, the results for the third dataset, on the splice site prediction
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Table 2. auPRC values for the 4 target organisms based on the number of labeled
target instances used for training: 2,500, 6,500, 16,000, and 40,000. We show for com-
parison with our algorithm the values for the best overall algorithm in [24], SVMS,T.

task, were very poor, as shown in Table 2. Our algorithm always gravitated
towards classifying each instance as not containing a splice site. We believe that
this is due mainly because the 8-mers indicating a splice site occur with low
frequency and their relative position to the splice site is important. We will
discuss in Sect. 4 how we propose to address this issue in future work.

We noted that the performance of the ANB classifier varies, as follows:

A1. Similar to protein localization task, removing any features does not improve
the performance of our algorithm.

A2. In terms of the number of features from the source domain to keep after
ranking them with Eq. 1, we determined that the best results were obtained
when at least 50 % of the features were kept, i.e., the 50 % top-ranked fea-
tures and any other features with the same rank as the last feature kept.

A3. The auPRC values for our algorithm were very similar regardless of the
amount of target labeled data.

A4. The classification performance of our algorithm did not decrease as the
distance between the source and target domains increased, as we would
have expected.

The last two observations lead us to believe that our features need to take into
consideration the locations of the 8-mers to improve the classification accuracy
of our classifier on the splice site prediction task.

4 Conclusions and Future Work

In this paper, we proposed a domain adaptation classifier for biological sequences.
This algorithm showed promising classification performance in our experiments.
Our analysis indicates that the closer the target domain is to the source domain
the better is the classifier learned. Other conclusions drawn from our observa-
tions: using 2-mers or 3-mers results in better prediction, with small differences
between them; removing features from the target domain reduces the accuracy
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of classifier; having more target labeled data increases the accuracy of classifier;
and adding too much target unlabeled data decreases the accuracy of classifier.

In future work we would like to investigate how would assigning different
weights to the data used for training influence the accuracy prediction of the
algorithm. We would like to assign higher weight to the labeled data from the
target domain since this is more likely to correctly predict the class of the target
test data than the labeled data from the source domain or the unlabeled data
from the target domain.

We would also like to evaluate other methods for selecting the generalizable
features. For example, we would like to investigate if selecting generalizable fea-
tures using the mutual information of the features instead of their probabilities,
in Eq. (1), leads to better classification accuracy.

Another aspect we would like to improve is the accuracy of this classifier
on the splice site dataset, to get accuracy that is similar to state of the art
splice site classifiers, e.g., SVM classifiers. We would like to reduce the number
of motifs with different clustering strategies, and identify more discriminative
motifs using Gibbs sampling or MEME. In addition, we would like to run exper-
iments on smaller splice site datasets to better understand the characteristics of
this problem.
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Abstract. The prediction of unknown protein functions is one of the
main concerns at field of computational biology. This fact is reflected
specifically in the prediction of molecular functions such as catalytic and
binding activities. This, along with the massive amount of information
has made that tools based on machine learning techniques have increase
their popularity in the last years. However, these tools are confronted to
several problems associated to the treated data, one of them is the learn-
ing with large imbalance between their categories. There exist several
techniques to overcomes the class imbalance, but most of them present
many weakness that difficult the obtaining of reliable results. Moreover,
models based on cost sensitive learning seems to be a good choice to
deal with imbalance data, yet, the obtaining of a optimal cost matrix
still remains an open issue. In this paper, a methodology to calculate a
optimal cost matrix for models based on cost sensitive learning is pro-
posed. The results show the superiority of this approach compared with
several techniques in the state of the art regarding to class imbalance.
Tests were applied to prediction of molecular functions in Embryophyta
plants.

Keywords: Molecular functions prediction · Proteins · Cuckoo search ·
Cost sensitive learning · Class imbalance

1 Introduction

Nowadays, modern biology has seen an increasing use of computational tech-
niques for large scale and complex biological data analysis. Several computa-
tional machine learning techniques are applied [16]. For example, to classify
different types of samples in gene expression of microarrays data [2] or mass
spectrometry based proteomics data [1]. In this context, there is a vast number
of problems associated with nature of data. In particular, given that same pro-
tein can be associated to several functional classes, classification problem with
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multiple labels arises. A straightforward way to cope with this issue is the “one-
against-all” strategy, by which a binary classifier is trained per class to take
independent decisions about protein membership. Yet, this approach leads to a
high imbalance between sample number per each class, magnifying an already
present disparity of their sizes, and thereby producing a large bias towards cat-
egory having more information [21].

There are several ways to address class imbalance problems, being the most
representative sampling, boosting, and cost sensitive strategies. Sampling tech-
niques can be divided into oversampling and subsampling. Former techniques
reproduces samples of minority class until they reach the same size as the
majority class, but it induces two major problems: (i) over-training and (ii)
noise addition in training set, affecting reliability of protein localization [12].
Although, subsampling eliminates samples of majority class until reaching the
same size of category having fewer samples (i.e., minority class), this technique
may eliminate useful information if sample selection criteria are not properly
selected [12]. Boosting strategies, in turn, are designed to train a set of indi-
vidually trained classifiers in an iterative way, such that every new classifier
emphasizes on incorrectly learned instances by previous trained classifier [7].
Boosting methods, however, are prone to fail if there is not enough data [20] or
if training data holds too much noise [6]. Finally, models based on cost sensitive
learning assume different costs (or penalties) whenever examples are misclassi-
fied. This process is modelled by a cost matrix that is a numerical representation
of penalty of misclassifying examples from one category to another. Convention-
ally, such models assume that costs are fixed; but since this condition is far for
being matched in real-world applications it posses as an open problem [18].

In this paper, an efficient methodology of obtaining the optimal cost matrix
for a cost sensitive learning model is proposed. This methodology is applied to the
prediction of molecular functions in Embryophyta plants and is compared with
a broad spectrum of class-balance strategies to obtain a comprehensive analysis
of the problem. Results show that cost sensitive models are highly reliable and
can outperform many commonly used balance strategies in the prediction of
molecular functions.

2 Class-Balance Strategies

Generally, class-balance strategies are divided into following explained below
strategies: sampling, boosting, and cost sensitive.

2.1 Sampling Strategies

Synthetic Minority Oversampling Technique (SMOTE). In this case, new
synthetic samples are generated that are addressed to minority class [5]. Further,
these samples are computed by interpolation among several closely spaced real
samples. In this way, the decision boundary of the minority class becomes more
general [11]. Synthetic samples are generated as follows: for each real sample
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under consideration, represented as a feature vector, distance between it and
its nearest neighbors is taken. The result is multiplied by a random number
ranging within interval (0, 1) with uniform probability, and this output is added
to original feature vector. This procedure causes selection of a random point
along the line segment between two neighboring samples.

Subsampling Based on Particle Swarm Optimization (PSO). This tech-
nique is based on search of an optimal sample subset from a given majority class
that maximizes generalization capability of classifier. To this end, Metaheuristic
optimization strategy is used. PSO algorithm creates several subsets of majority
class and evaluates its classification performance. When completion criterion is
accomplished, samples are ranked by their frequency selection. After the fre-
quency listing of selected samples is obtained, a balanced dataset is constructed
by combination of samples, which belong to majority class with major frequency
indexes, and minority class [24], as summarized in Fig. 1.

Fig. 1. Schematic representation of PSO subsampling based on algorithm [24].

2.2 Boosting Strategies

Boosting Algorithm (AdaBoost). Boosting algorithms place iteratively dif-
ferent weights on training data at each iteration, in such a way that boost-
ing increases those weights associated to incorrectly classified examples, but
decreases weights related to correctly classified examples. Thus, training system
is forced to focus on rare items. AdaBoost is the most representative boost-
ing technique, which generates a set of classifiers to be further combined using
the weighted majority voting [19]. Basically, a weak classifier is trained using
instances drawn from an iteratively updated distribution of training data. Intro-
duced distribution update ensures that instances misclassified by previous clas-
sifier are more likely to be included in training data of the next classifier. To
make final decision, each classifier has a different power of decision depending
on its performance during training procedure.
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2.3 Cost Sensitive Strategies

Cost Sensitive Learning. This strategy attempts to minimize costs associated
to their decisions rather than simply reaching high precision. Given a cost speci-
fication for either correct or incorrect predictions, sample can be assigned to that
class that leads to lower expected cost, where the expected value is computed
using conditional probability of each class for a given sample. So, assuming cij

as inputs associated to a cost matrix C holding cost to predict a class i when
the true class is j. If i = j, prediction is assumed as correct, whereas if i �= j,
prediction is incorrect. Given a sample x, optimal prediction for each i is a class
that minimizes:

L(x, i) =
∑

j
P (j|x)cij (1)

where L(x, i) is the sum over alternative possibilities for true class of sample
x. In this framework, the goal of algorithm is to produce a classifier estimating
probability P (j|x). So, for a given x, prediction can be carried out as if i were
the true class. As quoted in [9], the main idea behind decision-making based on
cost sensitivity learning is that it may be optimal to act as if one class were true
even when other class looks like more probable. In the biclass case, the optimal
prediction is the class 1, if and only if, expected cost of prediction is less than
or equal to the one predicting class 0, i.e.:

P (j = 0|x)c10 + P (j = 1|x)c11 < P (j = 0|x)c00 + P (j = 1|x)c01 (2a)
(1 − p)c10 + pc11 < (1 − p)c00 + pc01, (2b)

where p = P (j = 1|x). Therefore, threshold for optimal decision making is as
follows:

p∗ =
c10 − c00

c10 − c00 + c01 − c11
(3)

MetaCost. This technique assumes an unaltered classifier, but adjusts learning
according to a given cost matrix. Initially, training set is taken to constitute
multiple subsets via bootstrap, where each obtained subset is used to build an
classifier ensemble making the final decision [8]. Classifiers are combined through
a majority vote rule to determine the probability of each data object x belonging
to each class label. Next, each data object of training data is relabeled based on
evaluation provided for an introduced conditional risk function, as follows:

R(i|x) =
∑

j
P (j|x)cij (4)

Lastly, the classification algorithm makes the decision over relabeled training
data.

3 Proposed Optimal Cost Matrix Based on CuckooCost
Search

The Cuckoo Search is based on parasitic behavior exposed by some species of
Cuckoo birds that has as natural strategy to leave eggs in host nest created by
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Table 1. Scaled cost matrix.

Actual negative Actual positive

Predicted negative c00 = 0 c01 = k+/k−

Predicted positive c10 = 1 c11 = 0

other birds. This eggs presents the particularity to have a big similitude with
host eggs, so, the more similar they are, the greater your chance of survival.

Based on this statement, Cuckoo Search uses three hypothesized rules:

– Each cuckoo lays one egg at a time, but dumps it in a randomly chosen nest.
– The best nests with high quality of eggs (solutions) should carry over to the

next generations.
– The number of available host nests is fixed, and a host can discover an alien

egg with a probability pa ∈ [0, 1]. In this case, the host bird can either throw
the egg away or abandon the nest so as to build a completely new nest in a
new location.

For simplicity, the last assumption can be approximated by a fraction pa of
the n nests being replaced by new nests (with new random solutions at new
locations). For a maximization problem, the quality or fitness of a solution can
simply be proportional to the objective function. Given a solution at timet, noted
as xt

i, thus, generation of new solutions along the time t is defined as:

x
(t+1)
i = xt

i + α ⊕ Lévy(λ) (5)

where α is a scale parameter while λ is the step size of the Cuckoo Search
optimization. Notation ⊕ stands for a direct summation operator.

In bi-class problems, the minority class (i.e., the category with less samples)
is assumed to have higher misclassification cost k+ (usually, this samples relate
to category of interest). Due to big amount of data, likewise, category with
more samples must have lower misclassification cost k−. From the above, if a
cost matrix is given, the optimal decisions remain unchanged if their cost (in
this case the inputs of the cost matrix) are multiplied by a scaling factor [17].
This normalization allows to change the baseline in which costs are measured.
Therefore, if each element of the cost matrix that is multiplied by 1/k−, can be
expressed as shown in Table 1.

Since costs are normalized to the unchanged optimal decision, value k− can
always be set to 1. Therefore k+/k− must be bigger than 1 [9]. This relationship
is termed cost-sensitive rescale ratio or cost ratio [17]. In order to deal with class-
imbalance using rescaling, different costs are to be incurred for different classes.
So, the optimal rescale ratio (imbalance rescale ratio) of positive class to negative
class, r, is defined as rI = n−/n+. Therefore, to handle unequal misclassification
and class-imbalance at the same time, both the cost-sensitive rescale ratio rC and
the imbalance rescale ratio rI should be taken under consideration [17]. Merging
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both scale factors, cost ratio of the cost matrix can obtained as ϕ = rCrI , where
ϕ ≥ rI .

Suggested cost using Cuckoo Search, termed CuckooCost, accomplishes opti-
mal parameter values to achieve the best possible classification performance.
Each nest represents a solution set in the searching space, i.e., each egg on the
nest represents a parameter to be used in the model optimization. In this case,
the cost ratio and classifier parameters are handled to improve the performance
of cost sensitive learning.

It is worth noting that in Cuckoo Search, both parameters pa and α are to
explore efficiently over searching space and allow to find together globally and
locally improved solutions. Additionally, these parameters directly influence the
convergence rate of used optimization algorithm. For instance, if value pa tends
to be small and α value is large, the algorithm tends to increment the iteration
number to converge to an optimal value. On the other hand, if pa is large but α
is small, the algorithm convergence speed tends to be very high but it is more
likely to converge to a local optimum. In this work, an improvement to Cuckoo
Search proposed in [23] is used that consists in restraining range of pa and α;
within this values search may change dynamically during each iteration, through
the following equations:

c =
1

NT
ln

(
αmin

αmax

)
, lα ∈ [αmin, αmax] (6a)

pa = pmax − NI

NT
(pmax − pmin), pa ∈ [pmin, pmax] (6b)

α = αmax exp(c NI) (6c)

where NT is the total number of iterations present in the optimization, NI is
the current iteration in the algorithm,

The best nest is the one holding the optimal parameters to induce a depend-
able cost sensitive model.

4 Experimental Setup

4.1 Database

Used database that is a subset of the one constructed in [15] holds 1098 pro-
teins belonging to Embryophyta taxonomy of the Uniprot [14], with at least one
annotation in the molecular function ontology of the Gene Ontology Annota-
tion project [3]. Sequences predicted by computational tools and with no real
experimental evidence are discarded. Proteins are associated to one or more
of the seven categories that are shown in Table 2. The dataset does not contain
protein sequences with a sequence identity superior to 40% in order to avoid nei-
ther bias nor overtraining in the training dataset. All the proteins are mapped
into feature vectors enclosing several statistical and physical-chemical attributes
(see Table 3).
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Table 2. Dataset description.

Class Biological name Samples Imbalance ratio

GO 0003677 DNA binding 143 1 : 7.68

GO 0003700 Sequence-specific DNA binding
transcription factor activity

102 1 : 10.76

GO 0003824 Catalytic activity 401 1 : 2.74

GO 0005215 Transporter activity 133 1 : 8.26

GO 0016787 Hydrolase activity 237 1 : 4.63

GO 0030234 Enzyme regulator activity 46 1 : 23.87

GO 0030528 Transcription regulator activity 152 1 : 7.22

Table 3. Description of the feature space (taken from [15]).

Feature Description Number

Chemical-physical Length of the sequences 1

Molecular weight 1

Percentage of positively charged residues (%) 1

Percentage of negatively charged residues (%) 1

Isoelectric point 1

GRAVY - hydropathic index 1

Primary structure Frequency of each aminoacids 20

Frequency of each dimers 400

Secundary structure Frequency of structures 3

Frequency of dimers in structures 9

TOTAL 438

4.2 Fitness Function Approach

Performance of CuckooCost depends largely on a function that can properly
guide searching process of the optimal hyperparameters. For this purpose, we
propose the following fitness function that combines two variables that directly
influence the classification process: area under ROC curve, �, and the total cost,
ς, as follows:

Θ(�, ς) = λ(�) + (1 − λ)(ς) (7)

The aim of proposed fitness function is to maximize the overall classification
performance as well as to minimize the cost associated with the wrong classified
samples. Optimal value of free parameter of the fitness function is searched
within a range interval [0, 1.] Heuristically, the best value is fixed at λ = [0.1].
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4.3 Class Imbalance and Classification Schemes

To mitigate the effect generated by multi-label samples in the dataset, as well
as to reduce classification complexity and to obtain a better interpretation
of results, against-vs-all learning strategy is used. Nevertheless, the usage of
this strategy leads to additional problems such as highly class imbalance on
data space. To overcomes this issue, the following class balance strategies are
considered: AdaBoost (Ada), SMOTE, Subsampling based on particle swarm
optimization (SPSO), and cost sensitive learning (CS). Also, the proposed Meta-
Cost (MC) is considered in two versions: (i) without matrix cost optimization
via CuckooCost (MC), (ii) Cost sensitive learning and MetaCost within Cuck-
ooCost (MCCu). During classification testing, support vector machines (SVM)
with Gaussian Kernel is used, except the test with AdaBoost, for which Naive
Bayes is employed as weak classifier and twenty iterations for Boosting technique.
Parameter tuning needed in SVM and Gaussian Kernel (penalty constant C and
dispersion γ) are carried out by using particle swarm optimization. However,
PSO is not accomplished in cost sensitive learning strategies (CS and Meta-
Cost), mainly, since the optimization based on Cuckoo Search turns to be more
effective that PSO. So, CuckooCost takes γ and penalty constant C as hyperpa-
rameters in the optimization problem. To evaluate the performance of molecular
function classification, cross-validation is used over ten folds. Besides, chosen a
priori search parameter ranges of CuckooCost are the following:

1 ≤ ϕ ≤ 1.5Rd

0.00030518 ≤ C ≤ 4096
0.000030518 ≤ γ ≤ 32

where ϕ is the cost ratio extracted from cost matrix, and Rd is the imbalance
ratio.

4.4 Evaluation Metrics

Performance measures non-susceptible to unbalance data phenomena are used
to obtain a reliably evaluation of accomplished classification. Measures such as
sensitivity, specificity, geometric mean, and ROC area (AUC) are used, which
are defined as:

Sensitivity : Se =
TP

TP + FN
(8a)

Specificity : Sp =
TN

TN + FP
(8b)

Geometric mean : μG =
√

SeSp (8c)

ROC area : � =
1 + T

′
P − F

′
P

2
(8d)
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where TP , TN , FN , and FP are the true positive, true negative, false negative,
and false positive values obtained from confusion matrix, respectively; T

′
P is the

true positive rate, F
′
P is the false positive rate.

Additionally, a metric measuring the classification bias degree, termed rela-
tive sensitivity, is used that is defined as rS = Se/Sp, as given in [22].

Data Complexity Measures. Degree of data imbalance is not the only factor
leading to a biased learning. Elements associated with data complexity may
also influence learning models. Particularly, data complexity can be related to
difficulties inherent in data, shortcomings in classification algorithms, and the
low representation present in the data space [4,12]. The following measures are
used to quantify data complexity:

(i) Overlap Measures: They explore both range and distribution of values in
each category, and verify the overlap between them. The measures following
overlap measures are used:
• Volume of Overlap Region (VOR): For a given feature set, {fi}, VOR mea-

sures the amount of overlap in boundary region between two categories,
ci : i = (1, 2), and is defined as [4,13]:

V OR =
∏

i

min(max(fi, c1),max(fi, c2)) − max(min(fi, c1),min(fi, c2))
max(max(fi, c1),max(fi, c2)) − min(min(fi, c1),min(fi, c2))

(9)
• Fisher’s Discriminant Ratio: For a multidimensional problem, all features

not necessarily have to contribute to class discrimination. As long as there
exists one discriminating feature, the problem is suitable. Therefore, we
use the maximum f over all the feature dimensions to describe a problem
[4,13]. This measure also serves as indicator of quality in the dataset
representation, i.e., if its value tends to be low, there is little contribution
in the overall discrimination of the dataset, which may indicate a weak
representation of the data. Fisher’s discriminant ratio is defined as:

κ = max
(μ1 − μ2)2

σ2
1 + σ2

2

(10)

where μ1 and μ2 are the feature mean of the classes 1 and 2, while σ1 and
σ2 are the feature variance of same classes, respectively.

• Scatter Matrix of Difference between inter/intra Classes: It mea-
sures the distance between the class distribution and indicates on improved
separability as its value is greater [10]. Being complementary to VOR and
κ, this metric is described as:

J4 = tr {Sb − Sw} (11)

where, Sw =
∑C

i=1
ni

n Σ̂i and Sb =
∑C

i=1
ni

n (mi − m)(mi − m)�, being Σ̂i

covariance matrix of i-th class, mi is the sample mean of i-th class and
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Fig. 2. Molecular function prediction results.

m the sample mean of the whole dataset. Notation tr stands for matrix
trace, C is the number of classes, and n is the number of samples in whole
dataset.

(ii) Measures of Geometry, Topology, and Density of Manifolds: These
metrics give indirect information about separation between categories. It is
assumed that a category is composed by a collection of one or more man-
ifolds, forming the support of the probability distribution of a given class.
The shape, position and interconnectivity of manifolds give a hint of its over-
lap [4,13]. To evaluate the complexity of manifolds, the leave-one-out error
for a one-nearest-neighbour classifier, Δ, is used.

5 Results and Discussion

Figure 2 summarizes obtained classification results that are displayed by bars and
lines at different color scales. Each subfigure holds information about behavior of
the geometric mean (drawn in red color), area under ROC curve (AUC) (green),
sensitivity (light blue), and specificity (light cyan). Each row depicts each one
considered class-balance strategies, which are ranked in ascending order accord-
ing to used balance strategy, that is, oversampling (SMOTE), subsampling
(SPSO), cost-sensitive learning without any optimized parameters and the same
strategy using CuckooCost as well (CS, CSCu, MC, MCCU), and Boosting
(AdaBoost). On the right side of the graph, mean values of boxplots are also
shown regarding classifier dispersions obtained by each balance technique.

Table 4 that includes information concerning data complexity involved in cat-
egories describes measurements determining overlap and separability between
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Table 4. Table of data complexity measurements in the datasets.

Categories κ VOR J4 Δ (%) Imbalance

GO 0003677 1,162564308 1,518414e-45 366,65 42 1:7,68

GO 0003700 1,258898151 8,325292e-43 153,09 54,7 1:10,76

GO 0003824 0,095424389 1,503915e-39 114,67 41,3 1:2,74

GO 0005215 1,275657636 1,974715e-67 3045,37 19,4 1:8,26

GO 0016787 0,004254501 6,654359e-07 -0,472 53,9 1:4,63

GO 0030234 0,265168845 1,247835e-26 14,712 79,3 1:23,87

GO 0030528 0,954652410 1,125151e-37 255,43 37,6 1:7,22

classes (V OR, J4, κ). Also included measurements of nonlinearity in the classi-
fiers (Δ) are compared to information of imbalance level for each used dataset.
This comparison is intended to provide information about difficulty to induce
reliable learning models in each biclass problem.

Measures such as J4 and κ tend to be favorable as they increase in value,
indicating a greater separability, otherwise VOR tends to be better as its value
approaches zero, indicating a smaller area of overlap. According to the values
given in Table 4, the most complex space is the set belonging to Hydrolase activ-
ity (GO 0016787), showing a low value at J4 and V OR highest compared to
values achieved by other classes. This fact is proved by the results obtained
for this class, as seen in Fig. 2(a), where all techniques show poor performance
balance. This suggests that a very poor data representation is present in this
class.

Also, as seen from values listed in Table 4, level of imbalance is not as signif-
icant as compared with the values of overlap between the data. Then, one can
infer that data complexity may deteriorate more severely the learning process in
protein prediction compared to the class imbalance. But this happens only when
level of overlap and separability is to big compared with imbalance ratio itself.
Therefore, it is convenient to use complexity measures as a complement to the
imbalance degree to be certain about problem complexity.

Despite observed complexity, the best behavior for Hydrolase activity is
obtained by SPSO that provides a value of geometric mean (GM) and ROC
area (AUC) just over 50%, but with very low dispersion in the prediction. Yet,
obtained difference is not representative if compared to the performance of CSCu
method. In datasets with higher imbalance between categories (such as Enzyme
regulator activity and Sequence-specific DNA binding transcription factor activ-
ity (GO 0030234 and GO 0003700)), it is worth noting that CSCu performs con-
siderable superiority over other compared techniques. In fact, its performance
overcomes in five of the seven categories (GO 0003677, GO 0003700, GO 0003824,
GO 0030234 and GO 0030528), while for the remaining 2 sets (GO 0005215 and
GO 0016787), it is one of the highest performing prediction techniques, as seen
in Table 5.
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Table 5. Prediction performances with several balancing strategies.

Categories SMOTE SPSO CS CSCu MC MCCu Ada

AUC GM AUC GM AUC GM AUC GM AUC GM AUC GM AUC GM

GO 0003677 0,693 0,668 0,708 0,707 0,615 0,519 0.797 0.796 0,684 0,659 0,718 0,713 0,766 0,747

GO 0003700 0,654 0,599 0,721 0,721 0,679 0,629 0.815 0.810 0,617 0,566 0,668 0,655 0,773 0,744

GO 0003824 0,664 0,658 0,667 0,667 0,53 0,292 0.671 0.671 0,618 0,592 0,661 0,654 0,599 0,536

GO 0005215 0,778 0,752 0,811 0,81 0,643 0,562 0.815 0.810 0,803 0,788 0,839 0,835 0,812 0,766

GO 0016787 0,505 0,405 0,516 0,513 0,497 0,188 0.491 0.473 0,499 0,395 0,499 0,443 0,485 0,128

GO 0030234 0,568 0,429 0,663 0,642 0,618 0,613 0.696 0.683 0,515 0,205 0,617 0,518 0,675 0,502

GO 0030528 0,659 0,621 0,717 0,714 0,595 0,493 0.784 0.783 0,68 0,662 0,676 0,66 0,723 0,691

Total 0,646 0,59 0,686 0,682 0,596 0,47 0.724 0.718 0,63 0,552 0,668 0,64 0,69 0,588

On the other hand, both AdaBoost and SMOTE techniques obtain the worst
prediction results, especially, in Hidrolase activity, Enzyme regulator activity,
and Transcription regulator activity (GO 0016787, GO 0030234, and GO 0030528).
Since there is a high probability of inducing extra noise during training set when
synthetic samples are added, therefore, we may infer that in the presence of sets
with high overlap, oversampling technique is not an option making unreliable the
model for prediction of molecular functions. In case of AdaBoost, a high overlap
may decrease considerably the generalization capability of used classifier, which
mostly is forced to have complex decision boundaries.

As shown in Fig. 2 and Table 5, the use of CuckooCost improves the
performance of considered methods based on cost sensitive learning (CS, MC,
CSCu, MCCu). Moreover, it clearly shows a substantial improvement in Meta-
Cost and cost sensitive learning in overall performance (increased GM and AUC),
as well as the reliability of the results by decreasing the classification dispersion
in every category. Although MetaCost tends to improve when using CuckooCost
strategy in transporter activity (GO 0005215), still there is a slight increase in
terms of the variability of the results. MetaCost accomplishes the resampling
procedure using Bootstrap strategy, when taking a portion of the training set to
create a subset in each iteration. Further, each subset is taken by a number of
base classifiers equal to the number of iterations for the algorithm selected and
the final classification decision is made in committee by a vote of each classifier.
So, if the number of iterations in MetaCost is not adequate and additionally the
dataset has a substantial degree of imbalance, as it is in this case, the number
of samples of interest, i.e., the samples belonging to this category used for each
base classifier might not be enough. As a result, the variability of performance
increases.

For all considered categories, generally, there exist cases where some bal-
ance techniques show very similar values of μG compared with their � values,
mainly, in SPSO and CSCu. It happens, particularly, when the numeric differ-
ence between sensitivity and specificity becomes too close.
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Assuming ξ = Se − Sp, then, it holds that:

T
′
P =

TP

TP + FN
= Se

F
′
P =

FP

TN + FP

However, FP /(TN + FP ) = 1 − TN/(TN + FP ) = 1 − Sp. Moreover, taking
into account that the ROC curves shows a comparison between T

′
P vs F

′
P , then,

�(T
′
P , F

′
P ) = (1 + T

′
P − F

′
P )/2. So, � (AUC) can be expressed in terms of Se

and Sp, as follows:

�(Se, Sp) =
1 + Se − (1 − Sp)

2

=
Se + Sp

2

Therefore expressing the sensitivity in terms of specificity, i.e., Se = Sp + ξ,
one can infer that if the numeric distance between sensitivity and specificity is
shortened, that is, ξ → 0, then:

lim
ξ→0

�(Se, Sp) = lim
ξ→0

Se + Sp

2

= lim
ξ→0

Sp + Sp + ξ

2
= Sp

Now, if considering the geometric mean, the following holds:

lim
ξ→0

μG(Se, Sp) = lim
ξ→0

√
Se Sp

= lim
ξ→0

√
(Sp + ξ)Sp = Sp

So, the above expressions indicate that if ξ tends to be much smaller, both
� and μG tend increasingly to the same value.

The case when � = μG also takes place when the balancing techniques have
very little classification bias. This fact can be corroborated using the relative
sensitivity (RS) [22]: If RS → 1, then, Se/Sp → 1, in turn, Se = Sp.

The RS values for each technique are shown in Table 6. As seen, SPSO and
CSCu techniques show less bias in their classification performance having values
more close to one. That is, both classifiers tend to get a trade-off between sensi-
bility and specificity values, as shown with the points in Fig. 2, for which � = μG.
On contrast, SMOTE tends to get more specificity, although sampling techniques
try to become more sensitive to increase distribution of samples in those cate-
gories having lower representation. Lastly, it must be quoted that both CS and
MC carry out quite a substantial improvement when they use CuckooCost to
optimize their parameters. Initially, CS is to sensitive but it has a small speci-
ficity, contrary case to MC, which has a big specificity. When CuckooCost is
used, both strategies accomplish similar performance, specially, in terms of CS.
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Table 6. Table of relative sensitivity.

Categories SMOTE SPSO CS CSCu MC MCCu Ada

GO 0003677 0,582 0,996 3,301 1.129 0,582 0,796 1,572

GO 0003700 0,427 1,067 2,185 1.239 0,433 0,676 1,701

GO 0003824 0,766 0,973 11,057 1.045 0,555 0,755 0,406

GO 0005215 0,593 1,002 2,885 0.794 0,688 0,842 0,762

GO 0016787 0,251 1,234 25,892 0.576 0,241 0,371 0,017

GO 0030234 0,208 1,652 0,783 0.684 0,044 0,297 0,269

GO 0030528 0,503 1,203 3,541 1.120 0,631 0,651 1,824

6 Conclusions and Future Work

A method to optimize free parameters associated to cost sensitive learning, which
is applied to prediction of molecular functions in embryophita plants, is proposed.
The method is devoted to rule directly sensitivity and specificity on classifier
performance (related to the costs involved misclassifying samples belonging to
each category). The optimization is carried out over cost matrix elements, which
are tuned by adapting those elements outside the main diagonal, in order to
build the cost ratio. The variation of the cost ratio, along with the classification
parameters are used as hyperparameters in the optimization problem, since the
metric intrinsically modifies the fitness function. To this purpose, a metaheuris-
tic optimization technique called Cuckoo Search is suggested. The methodology
takes as fitness function both the maximization of ROC area (AUC) and mini-
mization of total cost; being both variables important in the classification model.
This work shows that the use of models based on cost sensitivity learning are
competitive, reliable, and even superior to other balance techniques in the state
of the art, specially, in applications related to bioinformatics. As future work,
the approach of new fitness functions that lead to better classification results is
to be considered.
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Abstract. Over 500 million people suffer from allergic rhinitis around the
world. This huge problem causes, in addition to individual impacts, a substantial
economic burden to societies. There is a lack of an objective measurement
method producing a reliable, accurate and continuous measurement data about
the dynamic changes in nasal function. Here, a method to assess the nasal
airflow resistance as a continuous signal is proposed and used to compute
resistance values during the birch pollen provocation test. The required pressure
recording is measured using a nasopharyngeal catheter and the flow recording is
measured using respiratory effort belts calibrated with the new method. Ten
birch pollen allergic and eleven non-allergic volunteers were challenged with
control solution and allergen solution. Continuous nasal airflow resistance sig-
nals were computed and analyzed for the dynamic changes in the nasal airflow
resistance. The derived signals show in great detail the intensity and timing
differences in subjects’ reactions. Quantitative results of resistance changes
indicate that allergic and non-allergic subjects can be differentiated in a statis-
tically significant degree using the proposed method. The method opens entirely
new possibilities to research accurately the dynamic changes in non-stationary
nasal function and could increase the reliability and accuracy of diagnostics and
assessment of the effect of nasal treatments.

Keywords: Allergy � Challenge � Nasal resistance � Provocation test �
Respiration � Polygraphic recorder � Spirometer

1 Introduction

Allergic rhinitis is a major global health problem due to its prevalence, impact on
quality of life, along with the impact on work/school performance and productivity.
It is also a substantial economic burden to societies. Allergic rhinitis is a systemic
inflammatory condition which is inheritable and links with other illnesses like asthma
[1–3]. Patients from all countries, ethnic groups and ages suffer from allergic rhinitis,
and the prevalence is increasing in most countries of the world to the extent that in
some countries over 50 % of adolescents are reporting such symptoms [4]. Using a
conservative estimate, over 500 million people suffer from allergic rhinitis around the

© Springer-Verlag Berlin Heidelberg 2014
M. Fernández-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 225–239, 2014.
DOI: 10.1007/978-3-662-44485-6_16



world. Therefore, specific guidelines and programs on the problem have been released,
for example by European Union and World Health Organization [5–7].

Allergic rhinitis is diagnosed when the patient has allergic symptoms and specific
antigens are detected in the blood. Typical symptoms include nasal obstruction, rhi-
norrhea, nasal itching, sneezing and eye irritation [6]. The presence of the allergy can
also be verified by nasal provocation tests in which subjects are challenged with the
suspected allergen. After provocation, changes in their subjective feelings of symptoms
are recorded and the amount of secretions and the respiratory function of the nose are
measured. Visual Analogue Scale (VAS) is commonly used as a method to measure
subjective feelings of nasal obstruction [6]. Nasal provocation tests are done for
example in the diagnosis of chronic rhinitis, at the beginning of desensitization and in
the diagnosis of work-related respiratory diseases (occupational asthma, occupational
rhinitis). To rule out non-specific nasal hyper-reactivity, the nasal mucosa is usually
challenged with a control solution before the actual allergen solution.

Nasal function is difficult to quantify directly by clinical examination, which calls
for objective measurement methods. Examples of these include peak inspiratory flow
measurement (PNIF), acoustic rhinometry and rhinomanometry [8, 9]. PNIF is a
noninvasive method that measures the nasal airflow during maximal forced nasal
inspiration. Acoustic rhinometry, in its turn, assesses nasal geometry by measuring
cross-sectional area of the nose as a function of the distance from the nostril. Rhino-
manometer involves the simultaneous measurement of pressure and airflow from the
values of which nasal airflow resistance is determined [10]. The resistance is charac-
teristically described as a number that derives from one or more breathing cycles of
data. In nasal provocation tests, the major response to measure is the rise in nasal
airflow resistance. The rise is rapid (seconds or minutes) and the timing differs in
different individuals. This makes it difficult to be detected with a rhinomanometer. One
possibility is to determine the resistance with the rhinomanometer in certain time-
intervals, but this has been indicated to give inconsistent and variable results with low
reproducibility [11–13].

There is thus clearly a demand for a measurement method giving a reliable,
accurate and continuous measurement data about the nasal airflow resistance. This kind
of measurement could provide much more information about the fast changes in nasal
function for instance during provocation tests.

In this paper, a new method to assess nasal function is proposed that produces nasal
airflow resistance as a continuous signal at any sampling frequency allowing for
analysis of dynamic changes in the resistance. The method is used to study nasal
responses of test subjects from birch pollen allergic group and control group.

2 Methods

2.1 Study Subjects

The study protocol was approved by the institutional Ethics Committee of Oulu
University Hospital. In Finland, the birch pollen is a common cause of the allergic
symptoms such as intermittent seasonal allergic rhinitis for which reason it was chosen
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as a substance for provocation tests. Ten (seven males) birch pollen allergic and eleven
(eight males) non birch pollen allergic adult volunteers were recruited. They gave
written informed consent and their background information was gathered using a
questionnaire. The mean (SD) age of the allergic and non-allergic subjects was 24 (1)
and 24 (3) years, respectively. The subjects had to be free of heart diseases, brain
circulatory disorders and surgical operations of nose. Pregnant ones were rejected as
well. The subjects were not allowed to be under medication that affects the function of
their nose during a specific time period before the measurement. Additionally, they had
to be free of any acute respiratory symptoms during the prior two weeks to the mea-
surements. Before measurement, they were not allowed to have a smoke for four hours
and heavy meal, caffeine or other stimulants for two hours.

Measurements were carried out in the spring time before the birch pollen season.
An ear, nose and throat specialist examined all the subjects. Before measurements, the
total IgE and the specific IgE for birch pollen were determined from blood to verify their
allergy or non-allergy status (Table 1). Allergen specific IgE value under 0.35 kU/l means
negative result for allergen. Values 0.35–0.69 kU/l, 0.70–3.49 kU/l, 3.50–17.4 kU/l and
values above 17.5 kU/l represent the low level, the moderate level, the high level and
the very high level of allergen specific IgE, respectively. As can be seen from Table 1,
allergic subjects had different levels of allergy.

2.2 Measurement Devices

The pressure and respiratory effort belt signals were recorded with a polygraphic
recorder (TrackIt, Lifelines Ltd, Hampshire, UK) with the sampling frequency of
100 Hz. The pressure recording was measured with a 1-mm diameter nasopharyngeal
catheter (CH 06, Unomedical A/S, Denmark). The differential pressure sensor (Brae-
bon Ultima Dual Airflow Pressure Transducer) referenced to the atmospheric pressure
was connected to the catheter. A sterile filter (Minisart, Sartorius Ltd, Epsom, Uk) was
used for protection in between the catheter and the pressure sensor. The pressure data

Table 1. Total IgE and specific IgE for birch pollen values [kU/l] for both groups.

Allergic
subject

Total
IgE

Specific
IgE

Non-allergic
subject

Total
IgE

Specific
IgE

1 119 1.58 1 12 0.00
2 143 55.70 2 6 0.00
3 504 66.00 3 9 0.00
4 59 26.20 4 9 0.02
5 68 51.20 5 27 0.00
6 128 13.20 6 13 0.00
7 95 16.50 7 19 0.18
8 24 3.23 8 3 0.00
9 60 2.18 9 8 0.00
10 165 57.40 10 24 0.00

11 9 0.00
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of the recorder was calibrated to physical units (Pascal). Respiratory effort belts (Ultima
SmartBelt, Braebon Medical Corp., Ogdensburg, NY, USA) were attached to the
subjects’ rib cage and abdomen. For calibrating the signals from respiratory effort belts,
simultaneous respiratory airflow signal was recorded with a spirometer (SpiroStar
USB, Medikro Oy, Kuopio, Finland).

2.3 Challenge Protocol

An immunologically standardized, water-based commercial 1:10 000 SQU/ml extract
of birch (Allergologisk Laboratorium A/S, Copenhagen, Denmark) was used in the
nasal provocation test. The diluent solution of the allergen extract was used as a control
solution (ALK, A/S, Copenhagen, Denmark). Both solutions were administered into
the nasal cavities (bilateral challenge) by pump spray.

At first, the rib cage belt was placed on the xyphoid process and the abdominal belt
near the umbilicus. Then, the subjects sat peacefully for a period of 30 min prior to the
measurement to adapt themselves to the environment. They were instructed to sit in
back upright position avoiding movements and speaking during all measurements.
First, flow and respiratory effort belt signals were recorded for one minute with the
spirometer and polygraphic recorder, respectively (Fig. 1). The data was used for
calibrating the respiratory effort belt signals to flow signal as described in Sect. 2.4. The
respiratory effort belts were kept on during the whole measurement protocol.

Next, the spirometer was removed from the subject. A nasopharyngeal catheter was
inserted 8 cm deep along the floor of nasal cavity into the nasopharynx, the tip of the
catheter lying 1 cm anterior from the back wall of the nasopharynx. Air was blown with
the syringe through the catheter to inhibit the nasal secrete blocking it. This was done
before each protocol phase and every time that the catheter blocking was detected.
Measurement setup of the signals needed for the computation of the nasal airflow
resistance is depicted in Fig. 2.

At the first protocol phase, the baseline was recorded for 10 min. At the second protocol
phase, to rule out nonspecific nasal hyper-reactivity, the nasal mucosa was challenged with
a control solution sprayed carefully on the anterior nasal mucosa of both nasal cavities.
After that, pressure and airflow were recorded for 5 min. At the third protocol phase, the
allergen solution was inserted carefully on the anterior nasal mucosa of both nasal cavities,
after which pressure and airflow were recorded for 20 min. After inserting the solution, the

Fig. 1. Measurement of airflow and respiratory effort belt signals for belt calibration
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recording was started as soon as possible but first waiting for the reactions such as sneezing
to settle. After every phase, the subjects were asked about their worst sensation of
obstruction in VAS scale during the phase. The VAS scale was from zero (totally open) to
seven (totally obstructed). Finally, the nasopharyngeal catheter was removed and the
calibration data collection was repeated with the spirometer.

After recording, all the signals were validated manually by using specially-made
visualization software. All detected disturbances, originated for example from sneez-
ing, snuffling, mouth opening and moving, were deleted from signals before analysis.
Specific care was taken to maintain the correct synchrony between the signals.

2.4 Calibration Method of the Respiratory Effort Belts

A prediction of the respiratory airflow ŷ is commonly calculated from the dimensional
changes of the respiratory effort belt signals by applying the method of multiple linear
regression [14]. The conventional model is established by fitting the following model to
the time-synchronized signals:

y ¼ b1x1 þ b2x2 þ e; ð1Þ

where the respiratory effort belt signals x1 and x2 from the rib cage and abdomen,
respectively, are the predictor variables, parameters b1 and b2 are regression coeffi-
cients and e is a zero-mean Gaussian error. In this model, one sample of each predictor
variable is used at a time to predict the response variable y.

In this study, we use our previously published calibration method [15], which is
based on the MISO (Multiple-Input Single-Output) system model consisting of a
polynomial FIR (Finite Impulse Response) filter bank and a delay element, see Fig. 3.

This method extends the conventional one in an important way: it uses a number of
N consecutive signal samples and linear filtering for each prediction. In the model repre-
sentation, vector notation (bold letter type) is used below to denote that N consecutive signal
samples of each predictor variable are included as components, and that the parameters are
now vectors of dimension N. The calibration model can be established as follows:

y ¼ bT1x1 þ bT2x2 þ e; ð2Þ

Fig. 2. Measurement of the nasal pressure and respiratory effort belt signals for the nasal airflow
resistance computation.
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where bT1 and bT2 denote the N tap coefficients of filters FIR1 and FIR2 on Fig. 3,
respectively. x1 and x2 are vectors including N consecutive samples from the rib cage
signal and abdomen signal, respectively: x1 ¼ ½x11; x12; . . .; x1N �T and x2 ¼ ½x21;
x22; . . .; x2N �T . Superscript T denotes matrix transpose in the formula.

The spirometer signal and simultaneous respiratory effort belt signals are input to
the regression analysis which yields optimal tap coefficients (bT1 and bT2 ) and minimal
prediction error for both filters. During the calibration, tap coefficients are estimated
with the method of least-squares.

There is always a delay between the spirometer signal and the respiratory effort belt
signals due to two reasons. Firstly, spirometer measures airflow from mouth and
respiratory effort belts signals are measured from the rib cage and abdomen. A delay
occurs due to the time it takes for the airflow to propagate from the mouth to the lungs
and vice versa. Secondly, each measuring device has internal delays. For these reason,
the delay element z−D is included at the output, see Fig. 3. The filter tap coefficients
were solved for each feasible delay candidate as described above. The minimum error ε
in the respiratory airflow prediction determined the optimal delay value.

In our previous study [15], the 0.3 s time window of FIR filters was found to
produce the best respiratory airflow prediction. Thus, we used the same window size
for FIR filters in this study as well.

2.5 Calculation of Continuous Nasal Airway Resistance Values

Our present measurement system acquires the pressure signal by using a small naso-
pharyngeal catheter and the flow signal from the calibrated respiratory effort belts
[16–19]. As the pressure signal is measured from inside the nose and the flow estimate
signal from the rib cage and abdomen, a small lag between the signals occurs. The
cross-correlation function between the signals with a predefined range of lag values is
calculated and the maximum peak is found for correcting the misalignment.

In principle, the resistance R is defined by Ohm’s law as R = P / Y, where P and
Y denote pressure difference and flow, respectively. In rhinomanometry, the resistance
is read out at a certain reference pressure value such as 75 Pa or 150 Pa. Mathematical
models, such as Broms [20], offer parametric means to describe the nonlinear pressure/
flow relationship. In this work, we adopted the model of Broms, see Fig. 4.

Fig. 3. Extended respiratory effort belt calibration method as a MISO system.
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In the model, the pressure/flow relationship is considered to follow the equation

vr ¼ v0 þ cr; ð3Þ

where vr is the angle when radius is r, v0 is the angle in the origin and c is a constant
describing the curvature of the trace. The resistance in radius r, indicated by Rr, is
given by

Rr ¼ x tan vr; ð4Þ

where x is a normalization factor depending on the data in hand. It was set to 10 by
Broms, because it was best suited for their data [20]. In our study, we adapt x to signal
variability (as explained below) and set

x ¼ rP
rY

: ð5Þ

The pressure values can be several orders of magnitude smaller than the flow values.
This often makes calculations unstable with noisy data, because the constant c and the
angle vr vary in a relative small range. Therefore, before calculations, we first nor-
malize the pressure and flow values by dividing them with the corresponding standard
deviations rP and rY of the signals. The normalized data are used in the calculations
and the original units are finally restored by using (5) in (4).

The Broms model is applied such that all the measurement data are used for
identifying the model parameters in order to calculate a resistance value. Thus, the
model expects the data to be stationary, while the nasal system is not stationary.
We propose an extension to the Broms model such that it can be used for calculating a
continuous nasal airflow resistance value through model adaptation to varying signal
statistics.

We use the least-mean-square (LMS) algorithm to adaptively adjust the parameters
v0 and c in time. The normalized pressure signal P’ and the flow estimate signal Y’ are

Fig. 4. A diagram of Broms model.
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the filter inputs. The filter length of only one time sample was found to be sufficient.
The update formulas of v0 and c are

v0 k þ 1ð Þ ¼ v0 kð Þ þ l kð Þ vr kð Þ � v0 kð Þ þ c kð Þr kð Þ½ �f g ð6Þ

c k þ 1ð Þ ¼ c kð Þ þ l kð ÞrðkÞ vr kð Þ � v0 kð Þ þ c kð Þr kð Þ½ �f g; ð7Þ

where

r kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P02 kð Þ þ Y 02 kð Þ

q
ð8Þ

vr kð Þ ¼ tan�1 P
0
kð Þ

Y 0 kð Þ ð9Þ

The initial values for v0 0ð Þ and c 0ð Þ were set as π/4 and 0.1, respectively. Then, the
LMS filter was run with data samples in reversed order to initialize filter coefficients
properly. The learning rate parameter l kð Þ was defined as

l kð Þ ¼ 10�3

1þ e4�10r kð Þþ2r2ðkÞ : ð10Þ

The learning rate parameter was formulated to dampen the parts of signals, which could
potentially produce noisy results. More details can be found in our previous paper [16].

Instantaneous resistance values are calculated over the whole measurement data and
shown as dynamic plots over time.

2.6 Statistics

Statistical significance of resistance changes in the test subjects was assessed by
Wilcoxon signed-rank test. Statistical significance between the subject groups, in its
turn, was assessed by Wilcoxon rank-sum test (Mann-Whitney test). The null-hypoth-
esis for statistical tests was that there are no differences in the medians of given data sets.
Statistical dependence between variables of the subject groups was assessed by calcu-
lating the Spearman’s correlation coefficient. It is a measure of statistical dependence
between two variables.

3 Results and Discussion

3.1 Dynamic Changes in Nasal Airflow Resistance

Pressure and respiratory effort belt signals were recorded 10 min in baseline, 5 min
after the control challenge and 20 min after the allergen challenge. At first, the
respiratory effort belts were calibrated from the first 1 min calibration recording. Then,
continuous nasal airflow resistance signals were computed from the pressure and
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respiratory effort belt signals. Small gaps in the signals can be seen in the figures due to
removing of the artifacts during manual validation.

An example case of the continuous resistance signals of birch pollen allergic
subject is shown in Fig. 5. The subject shows a non-specific response after having been
challenged with the control solution. After the reaction in the beginning, the resistance
curve returns approximately to the same level as it was at the baseline (about 60 Pa/
dm3/s). After having been challenged with the allergen, a significant allergic reaction
occurs. The resistance curve rises immediately and continues rising still about 8 min-
utes before settling down at about the level of 550 Pa/dm3/s.

An example of continuous resistance signal from another birch pollen allergic
subject is shown in Fig. 6. After the birch challenge, there is a much slower rise in the
resistance than in the previous case (Fig. 5). The resistance rises about 11 min from the
level of 150 Pa/dm3/s in the baseline and after control challenge to the level of about
500 Pa/dm3/s.

Fig. 5. Resistance curve for allergic subject with a short non-specific response to the control
solution and fast and significant reaction to the birch challenge. Each pair of vertical bars marks
the period of a challenge.

Fig. 6. Resistance curve for allergic subject with a slower significant reaction to the birch
challenge.
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In this study, we had a unique opportunity to assess also the rise times of resistance
and relative rise of resistance after the challenge because we had accurate continuous
resistance curves at our disposal. In the group of birch pollen allergic subjects, the
median rise time of resistance before it settled to the stable level after the allergen
challenge was 9 min. Median of relative rise of resistance after the birch challenge was
76 % and the rise varied from 17 % to 511 %. There was only weak correlation between
the rise time and relative rise of resistance after the birch challenge (R = 0.318) con-
firming the fact that subjects react differently in intensity and in timing to the challenge.

Next, two cases of resistance curves from non-allergic subjects is presented.
In Fig. 7, no reaction to either of the challenge solution is detected, but the resistance
stays in about 200 Pa/dm3/s during the whole measurement protocol. In Fig. 8, a short
initial reaction in the resistance curve is obvious immediately after the control chal-
lenge and the allergen challenge. After the reactions, stable resistance curves follow.
These reactions can be non-specific reactions: the nose reacts immediately to any
manipulation.

3.2 Resistance Level Changes Between Protocol Phases

First, the respiratory effort belts were calibrated from the first 1 min calibration
recording. The continuous nasal airflow resistance was then computed for the last two
minutes of all phases: baseline, after control challenge and after allergen challenge.
The last two minutes was chosen to get stable parts of the data and also to exclude the
short-term non-specific reactions from the analysis. Tables 2 and 3 present the VAS
values and mean nasal airflow resistances for each birch pollen allergic subject and
non-allergic subject in the three phases, respectively. Group medians instead of means
are given because data size is small and non-normal.

In the group of birch pollen allergic subjects, there was a statistically significant
change in the resistance values between the baseline and after allergen challenge

Fig. 7. Resistance curve for non-allergic subject with no reactions during the measurement.
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(p = 0.005) and in the resistance values between the after control challenge and after
allergen challenge phases (p = 0.005). There was no statistically significant change
in the resistance values between the baseline and after control challenge phases
(p = 0.202). Respectively, in the group of non-allergic subjects, there was no statisti-
cally significant change in the resistance values between the baseline and after allergen
challenge (p = 0.068) and in the resistance values between the after control challenge
and after allergen challenge (p = 0.248). However, there was a statistically significant
change in the resistance values between the baseline and after control challenge phases
(p = 0.005). Both groups included subjects for whom resistance values increased
transiently after control challenge: 50 % in the allergic group and 70 % in the control

Fig. 8. Resistance curve for non-allergic subject with short non-specific responses after control
challenge and after allergen challenge.

Table 2. VAS and nasal airflow resistance values for allergic subjects.

Subject Baseline After control challenge After allergen
challenge

VAS Resistance
[Pa/dm3/s]

VAS Resistance
[Pa/dm3/s]

VAS Resistance
[Pa/dm3/s]

1 1 151 1 131 3 194
2 2 68 2 60 5 177
3 1 138 1 154 3.5 511
4 2 163 2 205 4 407
5 1 63 1 88 3 545
6 1 146 1 156 4 478
7 2 337 2 535 5 653
8 1 87 1 103 2 168
9 2 131 3 111 3 142
10 1 172 1 179 3 279
Median 1 142 1 143 3.3 343
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group, respectively. These individuals may have non-specific reactions to any nasal
manipulations. With this small group size, a statistically significant resistance change in
the group mean can easily occur due to random variation which may explain the result
with the control group. To summarize the most important finding, the allergic group
showed a large change in absolute resistance values during the provocation test, while
the non-allergic group did not.

In the baseline, the median resistance was 142 Pa/dm3/s and 131 Pa/dm3/s for the
allergic and non-allergic group, respectively. There was no statistically significant
difference in the resistance between the two groups (p = 0.756). After control chal-
lenge, the median resistance was 143 Pa/dm3/s and 176 Pa/dm3/s for the allergic and
non-allergic group, respectively. There was no statistically significant difference in the
resistance between the two groups (p = 0.512). After allergen challenge, the median
resistance was 343 Pa/dm3/s and 150 Pa/dm3/s for the allergic and non-allergic group,
respectively. In this case, there was a statistically significant difference in the resistance
between the two groups (p = 0.020). To summarize, the two study groups differ only in
the responses to the allergen challenge.

Next, resistance changes of individual subjects are considered. The median change
in the subjects’ resistance between the baseline and after allergen challenge was
177 Pa/dm3/s and 17 Pa/dm3/s for the allergic and non-allergic group, respectively.
There was a statistically significant difference in the resistance change between the two
groups (p = 0.000). The median change in the subjects’ resistance between the after
control challenge and after allergen challenge was 118 Pa/dm3/s and −15 Pa/dm3/s for
the allergic and non-allergic group, respectively. There was a statistically significant
difference in the resistance change between the two groups (p = 0.001). The median
change in the subjects’ resistance between the baseline and after control challenge was
13 Pa/dm3/s and 19 Pa/dm3/s for the allergic and non-allergic group, respectively.

Table 3. VAS and nasal airflow resistance values for non-allergic subjects.

Subject Baseline After control
challenge

After allergen
challenge

VAS Resistance
[Pa/dm3/s]

VAS Resistance
[Pa/dm3/s]

VAS Resistance
[Pa/dm3/s]

1 1 402 1 462 1 374
2 1 70 1 80 1 92
3 1 131 2 150 1 130
4 1 128 1.5 134 1 124
5 1 178 1 314 1 299
6 1 212 1 214 1 235
7 1 76 1 89 1 108
8 1 114 1 176 1 150
9 1 187 1 211 1 193
10 1 54 3 54 4 71
11 2 216 2 277 1.5 217
Median 1 131 1 176 1 150
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There was no statistically significant difference in the resistance change between the
two groups (p = 0.349). To summarize, the individual subjects of the allergic group
showed large changes in the absolute resistance values during allergen challenge, while
individuals from the non-allergic group did not.

The median of relative change in the subjects’ resistance between the baseline and
after allergen challenge was 122 % and 11 % for the allergic and non-allergic group,
respectively. There was a statistically significant difference in the relative resistance
change between the two groups (p = 0.002). The median of relative change in the
subjects’ resistance between the after control challenge and after allergen challenge
was 81 % and −7 % for the allergic and non-allergic group, respectively. There was a
statistically significant difference in the relative resistance change between the two
groups (p = 0.000). The median of relative change in the subjects’ resistance between
the baseline and after control challenge was 9 % and 15 % for the allergic and non-
allergic group, respectively. There was no statistically significant difference in the
relative resistance change between the two groups (p = 0.426). To summarize, large
relative changes in the individual resistance values occurred only with the allergic
group and in the allergen challenge phase.

There was no statistically significant difference in the VAS values of the baseline
and after control challenge between the two groups (p = 0.251 and p = 0.809,
respectively). Instead, there was a statistically significant difference between the groups
in the VAS values of the after allergen challenge (p = 0.0003). When the change in
VAS values between the two phases were studied, no statistically significant difference
was found between the two groups in VAS change from baseline to after control
challenge (p = 0.468) and statistically significant difference in VAS change from
baseline to after allergen challenge (p = 0.0006) and from after control solution to
after allergen solution (p = 0.00007). In the group of allergic subjects, a strong cor-
relation was found between the S-IgE value and VAS change from baseline to after
allergen challenge (R = 0.735, p = 0.016) and also between the S-IgE value and VAS
change from after control challenge to after allergen challenge (R = 0.735, p = 0.016).

4 Conclusions

Here, a method to assess nasal function was proposed that produces nasal airflow
resistance as a continuous signal at any sampling frequency allowing for analysis of
dynamic changes in the resistance. The method uses pressure signal from nasopha-
ryngeal catheter and calibrated respiratory effort signals from rib cage and abdomen.
An LMS filter extension to the Broms model was presented that computes continuous
resistance and adapts to the time-varying characteristics of the non-stationary nasal
functioning.

Continuous nasal airflow resistance curves were presented from selected subjects of
two subject groups – birch pollen allergic and non-allergic subjects. These curves
demonstrate the dynamic changes in the subjects’ nasal airflow resistance during the
challenge. From the figures, the timing and intensity of the reactions can be seen in
great detail. To our knowledge, this is the first time that it is possible to estimate
accurately from the nasal airflow resistance: (1) how fast and strong the allergic
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response occurs, (2) how long it takes the reaction to settle, and (3) whether short non-
specific hyper-reactive responses occur with test subjects.

Quantitative results of nasal airflow resistance changes were presented for two
subject groups to demonstrate their reactivity to the birch challenge. The allergic group
showed a large change in absolute resistance values during the provocation test, while
the non-allergic group did not. The two study groups differ only in the responses to the
allergen challenge. The individual subjects of the allergic group showed large changes
in the absolute resistance values during allergen challenge, whereas individuals from
the non-allergic group did not. It should be noted that large relative changes in the
individual resistance values occurred only with the allergic group and in the allergen
challenge phase. As a conclusion, allergic and non-allergic subjects can be differenti-
ated with statistically significant difference using the presented method.

The proposed method opens entirely new opportunities to research accurately
dynamic changes in non-stationary nasal function. It could increase the reliability and
accuracy of diagnostics and assessment of the effect of nasal treatments.
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Abstract. We propose a biometric method for identifying athletes based
on information extracted from the gait style and the electrocardiographic
(ECG) waveform. The required signals are recorded within a non-clinical
acquisition setup using a wireless body sensor attached to a chest strap
with integrated textile electrodes. Our method combines both sources of
information to allow identification despite severe intra-subjects variations
in the gait patterns (walking and jogging) and motion related artefacts
in the ECG patterns. For identification we use features extracted in time
and frequency domain and a standard classifier. Within a treadmill exper-
iment with 22 subjects we obtained an accuracy of 98.1 % for velocities
from 3 to 9 km/h. On a second data set consisting of 9 subjects and two
sessions of recording, our method achieved 93.8 % despite variations in
the patterns due to reapplying the body sensor and an increased velocity
(up to 11 km/h).

Keywords: Human identification · Accelerometer · Electrocardiograph
(ECG) · Wireless body sensor (WBS) · Pattern recognition

1 Introduction

The identification of humans is important for various applications such as sur-
veillance systems, authorization checks at doors or electronic devices (e.g. com-
puter, smartphone). A variety of biometric characteristics have been investigated
such as information from fingerprint, iris and retina, human face, voice, gait or
electrocardiograph.

Previous work has shown that discerning, reproducible information on the
human is found in the ECG waveform, especially around the QRS complex
[7,11]. Moreover, biomechanical differences between the gait style of humans
have been investigated and used for identification within video and acceleration
sensor based applications [12,18].

We propose a biometric measure combining both sources of information:
characteristics in the electrocardiograph (ECG) waveform and the gait style.
c© Springer-Verlag Berlin Heidelberg 2014
M. Fernández-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 240–257, 2014.
DOI: 10.1007/978-3-662-44485-6 17
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Fig. 1. Our self-made wireless body sensor (WBS) and its integration into a chest
strap. The WBS can measure a person’s electrocardiograph (ECG) and accelerations
of the body along three orthogonal axes.

Unlike other applications, our approach focuses on the identification of athletes
during physical exercise using a compact wireless body sensor (WBS) which
is worn around the chest (see Fig. 1). The WBS is typically used to measure
the heart-rate and the body accelerations of athletes. Our identification method
additionally utilizes the sensor measurements to identify the athlete, enabling
an automatic annotation of sensor data with the subject’s identity. Our goal is
to overcome the drawbacks of a manual annotation of measurements for applica-
tions in sports medicine and athlete training research. Furthermore, recognizing
the subject allows to automatically load personal settings on the WBS or the
sport equipment for a customized training. Our identification method is in par-
ticular interesting for a WBS which is used with several athletes of a mid-sized
group.

Our identification method uses features in time and frequency domain to
extract characteristics on the subject which are used as input to a classifier for
identification. By combining information from gait and ECG we can successfully
identify subjects despite of artefacts in the ECG caused by a slipping of the
ECG electrodes and severe variations in the gait patterns between walking and
jogging.

Previous work in this field focused on the identification of humans from
either gait or ECG waveform characteristics. Mainly ECGs were used which were
recorded at rest or with a clinical acquisition setup. The gait based identification
was carried out for walking velocities.

Rong et al. proposed a method which uses measurements recorded during
walking with an accelerometer located at the subject’s waist [19]. The method
utilises a segmentation into gait cycles to extract gait patterns. Dynamic time
warping is applied to compensate natural changes in walking speed. The actual
gait segment is then compared with a reference pattern of the subject and a
1-nearest neighbour classifier is used to recognize the subject. Ailisto et al. eval-
uated an accelerometer based identification based on similarities between gait
segments to protect portable devices [2]. Mäntyjärvi et al. evaluated a gait based
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Fig. 2. Vertical acceleration data of a subject walking and jogging at velocities from
3 to 9 km/h. Each stride is represented by two consecutive peaks which correspond
to the heel strike (square) and the toe strike (triangle). These peaks are marked for
9 km/h (red) and for 3 km/h (black). Velocity can be increased with either longer strides
(increase in signal amplitude) or a higher step frequency (color figure online).

identification for different walking velocities using correlation coefficients derived
from a template comparison, frequency coefficients and a histogram based com-
parison [16]. Gafurov et al. proposed two methods based on histogram similarity
and gait cycle length to distinguish acceleration measurements recorded at the
lower leg [12].

Several methods have been proposed to identify a human based on ECG
measurements. Biel et al. used data from a standard 12-lead ECG recorded
during rest to identify subjects using multivariate analysis [4]. Furthermore,
the study showed that identification is possible with even one-lead ECGs. Shen
et al. also utilises data from one-lead ECGs to distinguish subjects using a tem-
plate matching and a decision-based neural network [21]. Chan et al. identifies
subjects based on ECGs recorded within a non-clinical acquisition setup where
the subjects were holding two electrodes on the pads of their thumbs [7]. For
classification, three qualitative measures were used: percent residual difference,
correlation coefficient, and a novel distance measure based on wavelet transform.

This paper is organized as follows: Sect. 2 describes the identification of
a subject based on acceleration and ECG measurements. Information on pre-
processing, feature extraction and used classifiers is given. Section 3 explains the
conducted experiments for data collection. Section 4 presents the experimental
results of our identification method. The results are summarised and discussed
in Sect. 5 and a prospect on our future work is given.

2 Identification of a Subject

This section describes the identification of a subject based on gait style and
ECG waveform characteristics. We describe the preprocessing of the signals, the
feature extraction and the classifiers used for identification.
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Fig. 3. Alignment of 100 consecutive strides of four subjects jogging at 9 km/h. The
vertical acceleration signals were automatically segmented into strides and cross-
correlation was used to align the strides. The peaks related to the heel strikes (square)
and toe strikes (triangle) significantly differ in shape between the subjects.

2.1 Gait Analysis for Identification

Previous work has shown that gait differs between humans and that the gait style
is fairly stable for a subject [3,18]. Bianchi et al. stated that the variability across
humans depends on different kinematic strategies rather than on biomechanical
characteristics [3]. Their study showed that subjects are different in the ability of
minimising energy oscillations of their body segments for transferring mechanical
energy.

In order to measure these inter-subject differences, severe intra-subject
variations in the gait patterns between walking and jogging have to be taken into
account. The intra-subject variations are a result of an adaptation of the gait
to achieve different velocities. The velocity of a person is described by stride
length and stride frequency. According to Weyand et al., longer strides are
achieved by applying greater support forces to the ground which significantly
increases the amplitude of the vertical acceleration signal, whereas the step fre-
quency changes frequency components of the signal [24].

Samples of vertical acceleration data of one subject walking and jogging at
different velocities on a treadmill are shown in Fig. 2. Strides are presented by two
consecutive peaks corresponding to the heel and toe strikes. Significant changes
in amplitude and an almost doubling of the step frequency can be observed
between walking at 3 km/h and jogging at 9 km/h.
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Fig. 4. Comparison of heartbeat segments of six subjects (different colours). The DC-
offset was removed and the heartbeat segments were aligned using cross-correlation.
We use inter-subject variations in the ECG waveform to identify subjects (color figure
online).

Despite this intra-subject variability in the gait patterns, we observed inter-
subject variations in acceleration signals recorded during walking and jogging [10].
In particular, heel and toe strikes differ in the vertical acceleration signal’s shape
between subjects (see Fig. 3). The peak acceleration of the heel strikes varies
between the four subjects about 2 m/s2.

2.2 ECG Analysis for Identification

Inter-subject variability is also found in the ECG’s waveform. The variations
depend on position, size and anatomy of the heart, age, sex, relative body
weight, chest configuration and various other factors [13,22]. Figure 4 shows
sample heartbeat segments from six subjects recorded with our WBS. The ECG
reflects the electrical activity of the heart and consists of the P wave followed by
the QRS complex and the T wave [11, chap. 2]. Discerning information on the
subjects is found in the QRS complex, the P and the T wave.

Chan et al. observed a high degree of reproducibility of information extracted
from the QRS complex of a person through several sessions of recording [7].
Furthermore, a higher identification accuracy was determined for the P wave
than the T wave.

During physical exercise these characteristics can be superposed by motion
related artefacts. These artefacts are caused by a slipping of the ECG electrodes
and variations in the contact resistance during body movements [9]. Figure 7
shows disturbances in the ECGs of two subjects recorded during jogging on a
treadmill.

2.3 Preprocessing of Acceleration and ECG Signals

ECGs recorded with our WBSs showed hardware-related differences in the DC-
offset making an ECG associable to a WBS. Furthermore, using textile ECG
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(a) ADC output and preprocessed ECG of subject 1.

(b) ADC output and preprocessed ECG of subject 2.

(c) Magnitude of the acceleration vector ||a|| and the result
of the offset reduction by the high-pass filter.

Fig. 5. The 12 bit analog-to-digital converter (ADC) output and the preprocessed ECG
in comparison. An offset of 300 between the ADC output of the two different subjects
was removed by the preprocessing. In Fig. 5c the offset due to the static acceleration
of gravity and a sensor-related zero-g-level offset are reduced after preprocessing.

electrodes, the skin contact resistance decreases over time because of an increased
transpiration which results in changes in the DC-offset. In order to avoid classifi-
cation errors, we removed the DC-offset using a 4th-order high-pass butterworth
filter with a cutoff frequency of fc = 0.67Hz. Additionally, we applied a low-pass
filter with a cutoff frequency of fc = 40Hz to remove noise in the ECG signal.

With a decrease in skin contact resistance after a few minutes of exercise,
we observed an increase in the ECG signal’s amplitude which improved the
signal-to-noise ratio. We normalised the signal’s amplitude to assure that ECG
segments are comparable. The results of the ECG preprocessing are shown in
Figs. 5a and b.

For the frequency analysis of the acceleration measurements, we approxi-
mated the dynamic accelerations by applying a 4th-order butterworth high-pass
filter with a cutoff frequency of fc = 0.1Hz to the magnitude of the accelera-
tion vector a = (aAP , aML, aV ); aAP denotes anteroposterior accelerations, aML
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Fig. 6. Visualisation of time domain features extracted from mediolateral accelerations
aML of ten subjects at 9 km/h. Clusters are observable for the different subjects. In
our feature selection we obtained a good identification performance based on the mean,
the variance, the amplitude and the root-mean-square (RMS) features (see Table 3).

mediolateral accelerations and aV vertical (up-down) accelerations. The high-
pass filter reduced the impact of the static acceleration due to gravity and a
sensor-related offset (zero-g level offset). The results of this preprocessing step
are shown in Fig. 5c.

2.4 Feature Extraction for Identification

In order to access characteristics of a subject in the acceleration and ECG mea-
surements, we extracted features in the time and the frequency domain.

The features were calculated within a sliding window with no overlap and
length N . Each window at time t consists of N measurements x(t : t+N −1) =
x(t), x(t+1), ..., x(t+N −1). We empirically determined an appropriate window
length of two seconds (N = 300).

2.5 Time Domain Features

In the time-domain we calculated the variance, amplitude, mean and root mean
square (RMS) along the three orthogonal axes aAP , aML and aV of the windowed
acceleration signals. The variance, mean and amplitude of aML are visualised in
Fig. 6. Discriminative clusters can be observed for the different subjects.

From the ECG signal we calculated a feature measuring the closeness of an
unknown heartbeat segment to five reference patterns stored for each subject.
This step requires a segmentation of the ECG signal into heartbeats. We used
a QRS detection based on the algorithm of [1] in its implementation of Schloegl
in the BioSig toolbox [23]. The five reference heartbeat segments were chosen
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Fig. 7. Alignment of 20 heartbeat segments of four subjects recorded during jogging
on a treadmill. A correct placement of the chest strap is important for an identification
based on a similarity measure between heartbeat segments. Motion related artefacts
and poor skin contact can disturb the ECG-signal (see subjects 5 and 13).

randomly from the ECG data of each subject. However, we assured that only
heartbeat segments without severe disturbances were chosen. For identification,
an unknown segment x was aligned to each reference segment y using cross-
correlation:

Rxy(m) =
1
N

N−m−1∑

j=0

y(j+m)x(j) (1)

where N is the length of a segment and m the offset with m = 0, 1, ..., 2N − 1.
We calculated the Pearson’s correlation coefficient as a measure of similarity
between the two segments. The Pearson’s correlation coefficient is defined as the
covariance (cov) of the two segments divided by the product of their standard
deviation σ:

r(x, y) =
cov(x, y)

σxσy
(2)

Figure 7 shows the alignment of 20 heartbeat segments of four subjects. The
QRS-detection and the alignment are sensitive to motion-related artefacts (see
subjects 5 and 13).

For heartbeat segments without major disturbances the alignment centred
the segments around the QRS complex. The discerning information in this region
of the ECG is fairly stable in relation to morphology changes in the ECG wave-
form during effort.



248 P. Christ and U. Rückert

Fig. 8. The FFT amplitude spectra of the ECG signals of three subjects during walk-
ing (3 km/h) and jogging (9 km/h). The amplitude spectra show differences between
the subjects but also vary with the velocity.

2.6 Frequency Domain Features

In the frequency domain we use the discrete Fourier transform (DFT) to extract
frequency components of each window. The DFT is defined as:

X(k) =
t+K−1∑

j=t

x(j)e−i2πk j
K , k = 0, ...,K−1 (3)

where K is the number of outputs X(k). We used a 512-point fast Fourier trans-
form (FFT) algorithm to compute the DFT efficiently for our windows of the
length N = 300. Therefore, each window x(t : t+N−1) was padded with trailing
zeros to the length of K = 512. Before calculating the FFT, a Hamming window
function was applied to each window to reduce the spectral leakage.

Figure 8 shows the FFT amplitude spectra of ECGs of three subjects recorded
during walking (3 km/h) and jogging (9 km/h). Despite velocity related varia-
tions in the amplitude spectra, differences can be observed between the three
subjects.

We calculated additional frequency domain features from the amplitude spec-
trum (FFT features): the variance, the mean, the Fourier coefficient with the
highest amplitude and the Shannon entropy SE:

SE = −
K−1∑

k=0

|X(k)|log2(|X(k)|) (4)

where X(k) is the output of the DFT of length K.
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2.7 Methods for Classification

We used a standard classifier to identify the subject based on the extracted fea-
tures. The identification performance was determined by evaluating three differ-
ent classifiers: artificial neural network (ANN), support vector machine (SVM),
and random forest (RF).

2.8 Artificial Neural Network (ANN)

We used a feed-forward ANN with 25 neurons with tangent sigmoid activa-
tion functions in one hidden layer to associate the extracted features with the
subjects’ identities. The ANN was trained using back-propagation which is a
supervised learning method [14]. During training the prediction of the network
is compared to the known target value (subject’s identity) and the weights are
modified to minimize the mean square error. These errors propagate backwards
from the output layer to the hidden layer [14]. The network was trained using
the scaled conjugate gradient algorithm described in [17]. The weights and bias
values of the neurons were updated using a gradient descent with momentum.

2.9 Support Vector Machine (SVM)

We used a ν-SVM [20] with a sigmoid kernel in its implementation in the LIB-
SVM1 [8]. SVMs are fundamentally a two-class classifier. Various methods have
been proposed how to use SVMs for multi-class problems [5, chap. 7]. We used
a one-against-one method which constructs n(n − 1)/2 classifiers where n is the
number of classes to distinguish. Each classifier is trained on tuples from two
classes. A voting strategy is then applied to determine the winning class [15].

2.10 Random Forest (RF)

A random forest is a classifier consisting of a combination of tree predictors. The
growth of each tree is governed by independently and identically distributed
random vectors [6]. Each tree votes for one class and the class which occurs
most frequently is the output of the classifier. RF classifiers are fast in the
training phase and the training time is linear to the number of trees used. The
testing of an unknown tuple is performed on each tree independently and is
therefore parallelisable. We used a RF consisting of 100 trees, with each tree
being constructed of ten randomly chosen features.

3 Subjects and Data Collection

For the evaluation of our identification method, we recorded data within two
experiments of subjects who volunteered to participate in the study. The subjects
1 LIBSVM: library for support vector machines.
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Table 1. Characteristics of the subjects who participated in the two experiments.

were informed verbally and in writing in advance and signed an informed consent
document.

In the first experiment 22 healthy subjects participated (see Table 1(a)). The
data was collected using the treadmills in the gymnasium of our university. Veloc-
ities between 3 to 9 km/h were chosen to cover slow, normal, and fast walking as
well as jogging. The treadmill was set to no incline and the velocity was manu-
ally increased by 2 km/h every two minutes. This procedure was repeated twice
for each subject (total: 16 min per subject).

In order to estimate the impact of variations in the gait and ECG patterns
resulting from reapplying the body sensor (electrode placement and conductance,
acceleration sensor orientation), we repeated the experiment with a smaller group
of nine male subjects from which data was collected within two independent
sessions of recording (see Table 1(b)). Both sessions, which were one week apart,
covered data at velocities from 3 to 11 km/h (total: 20 min per subject).

The accelerations of the upper body and the ECG were recorded with a
self-made WBS (see Fig. 1). The WBS measures accelerations within a range of
±6m/s2 along three orthogonally oriented axes using a commercial off-the-shelf
accelerometer (ST LIS3LV02DL). The ECG is digitized using the analog-to-
digital converter of a TI MSP430 microcontroller. Body accelerations and ECG
were measured with a 150 Hz sampling rate and a 12 bit resolution (range 0 to
4095). The measurements were sent wirelessly to a nearby receiver for recording.

The subjects were given an explanation on how to place the chest strap with
the WBS tightly around the chest. However, we didn’t verify the correct place-
ment of the WBS to assure real world conditions. Furthermore, no instructions
were given on how to perform the exercise.

4 Results

This section describes the evaluation of the athlete identification on the data
collected during walking and jogging on the treadmills.

4.1 Evaluation Methods

All features were calculated on windows of acceleration and ECG measurements
of two seconds. No overlap of the windows was chosen to ensure fully discrim-
inative training and testing data. We concatenated features of two consecutive
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Table 2. Accuracy (ACC) and overall specificity (S) of the identification of the 22
subjects. The results were determined with three different classifiers on a feature space
combining acceleration and ECG features (combination C8, see Table 3).

Classifier ACC S

ANN 94.2 % 99.8 %

SVM 90.4 % 99.5 %

RF 98.1 % 99.9 %

windows to have samples of four seconds of data to identify the subject. For the
data of the first experiment with 22 subjects, we determined the identification
performance using a ten-fold cross-validation. The two sessions of recording from
the second experiment with 9 subjects were used for training the classifier (first
session) and for evaluation of the resulting model (second session).

For the evaluation, we used three statistical measures: sensitivity, specificity
and accuracy. In order to calculate the statistics we obtained the number of true
positive samples TPi, true negative samples TNi, false positive samples FPi,
and false negative samples FNi from the classifier’s output. For a class i the
sensitivity Ri is defined as:

Ri =
TPi

TPi + FNi
∗ 100 (5)

The sensitivity (also referred to as recall) measures the percentage of correctly
classified positive samples in relation to all positive samples. For negative samples
the specificity Si is defined as:

Si =
TNi

TNi + FPi
∗ 100 (6)

We calculated the overall sensitivity R and the overall specificity S as a class-
based weighted average. For our multi-class problem we refer to the overall sen-
sitivity as the accuracy of the classifier:

ACC = R =

n∑

i=1

piRi (7)

where n denotes the number of classes and pi the probability of the occurrence of
the class in the test data. In our data from the two experiments the samples are
equally distributed for the n = 22 and n = 9 subjects (pi = 1/n,∀i). The overall
specificity S is calculated accordingly. The optimum of the statistical measures
is 100 %.

4.2 Results of the Athlete Identification

The following results were obtained for the data from the first experiment with
the 22 subjects. We determined the identification performance for three standard
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Fig. 9. Class-specific sensitivity (stars) and specificity (squares) results of the identifi-
cation of the 22 subjects (RF classifier, feature combination C8). The sensitivity varied
between 94.6 to 99.5 %. The specificity was over 99.7 % for all subjects.

classifiers: ANN, SVM and RF. The classifiers and their parametrization are
described in Sect. 2.7. We achieved up to 98.1 % accuracy (see Table 2) with
the RF classifier using a feature space combining acceleration and ECG based
features. The lowest accuracy of 90.4 % was obtained with the SVM. For all three
classifiers, we obtained an overall specificity S of more than 99 %.

The class-specific sensitivity (see Eq. 5) of the identification varied between
94.6 to 99.5 % for the different subjects (RF classifier, see Fig. 9). We observed
only low deviations in the identification’s specificity between the 22 subjects.
A class-specific specificity (see Eq. 6) of more than 99.7 % was achieved for all
subjects.

We performed a feature selection using the ANN classifier to determine the
impact of the different features and to identify combinations C with a high classi-
fication performance (see Table 3). We obtained a similar identification accuracy
based on acceleration (86.6 %, C6) and ECG (84.8 %, C4) features. In combina-
tion, the accuracy improved to 94.2 % (C8).

The ECG contained more information on the subject in the frequency domain
than the acceleration measurements (12.3 % higher accuracy). Frequencies of
up to 10 Hz contained the most discriminant information of the acceleration
measurements. A reduction of the frequency band from 40 to 10 Hz reduced the
identification accuracy by only 3.8 %. For the ECG measurements, a reduction
from 40 Hz to 15 Hz resulted in a 8.8 % lower accuracy. Overall, we obtained an
accuracy of 72.4 % (C1) for features extracted from the ECG in the frequency
domain.

We found that correlation coefficients describing the similarity between heart-
beat segments provide useful insights to identify subjects (80.3 % accuracy, C2).
To reduce the dimensionality of the feature space, we averaged the correlation
coefficients corresponding to the five reference segments per subject. This aver-
aging resulted in a 7.7 % lower accuracy. However, in combination with other
features this difference was negligible (0.4 % for C8).
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Table 3. Identification accuracy for the 22 subjects using different feature combi-
nations C. We obtained a similar accuracy with acceleration and ECG based fea-
tures (see C4, C6). Combining both improved the accuracy (see C8). The feature
selection was performed using the ANN classifier. * denotes the use of the average over
the five correlation coefficients per subject.

C Acceleration feat. ECG feat. ACC

Time FFT FFT FFT FFT Corr.

dom. coef. feat. coef. feat. coef.

C1 - - - x x - 72.4 %

C2 - - - - - x 80.3 %

C3 x - - - - - 83.3 %

C4 - - - x x x 84.8 %

C5 x - - - x - 86.5 %

C6 x x x - - - 86.6 %

C7 x - - - - x 93.6 %

C8 x x x x x x* 94.2 %

The time domain features calculated from the acceleration signals showed a
good accuracy (83.3 %, C3). Additional information on the gait in the frequency
domain improved the identification accuracy to 86.6 % (C6).

By combining the time domain features of the acceleration data with the
correlation coefficients derived from the ECG, we achieved a high accuracy
of 93.6 % (C7), which is only 0.6 % less than using the full feature set (C8).

For the time domain features extracted from the acceleration signals, we
analysed the impact of the different acceleration axes on the subject’s identi-
fication accuracy. The highest accuracy was obtained for the anteroposterior
accelerations (aAP ). The mediolateral accelerations (aML) showed a 4.4 % and
the vertical accelerations (aV ) a 16.2 % lower accuracy.

We additionally evaluated our approach using a hold-out validation for which
the data set was split into 66 % training data and 34 % testing data. A hold-
out validation avoids temporal proximity between training and testing data and
allows therefore a more accurate estimation of the generalization performance.
We noted only a slight decrease in accuracy by 0.9 % for the RF classifier.

To estimate the impact of the number of subjects in the data set on the
identification performance, we randomly selected eleven out of the twenty-two
subjects and repeated the evaluation. With the smaller group of athletes to
distinguish, the overall accuracy improved by 1.2 % (RF classifier).

The above results were obtained for the data from the first experiment with
one session of recording per subject. However, reapplying the body sensor can
change the waveform of the signals due to a different position of the ECG elec-
trodes in relation to the heart, differences in the conductance of the electrodes
or alternations in the acceleration sensor’s orientation. In order to estimate the
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Table 4. Equal error ratio (ERR) and accuracy (ACC) of other gait and ECG based
identification methods. For comparison, our results on the data sets from the first and
second experiment are listed below. N denotes the number of subjects who participated
in the experiments.

Type Velocities N ERR ACC

Mäntyjärvi et al.
(2005)

Gait slow, normal and fast walking 36 7.0 % -

Ailisto et al. (2005) Gait normal walking 36 6.4 % -

Gafurov et al.
(2006)

Gait normal walking 21 5.0 % -

Rong et al. (2007) Gait normal walking 21 5.6 % -

Chan et al. (2008) ECG - 50 - 89.0 %

First experiment
(1 session)

Gait & ECG 3, 5, 7 and 9 km/h 22 1.1 % 98.1 %

Second experiment
(2 sessions)

Gait & ECG 3, 5, 7, 9 and 11 km/h 9 2.5 % 93.8 %

impact of this variability in the gait and ECG patterns, we evaluated the iden-
tification method on the two independent sessions of recording from the second
experiment. The first session was used to train the RF classifier and the sec-
ond session functioned as an independent test set. We obtained an accuracy of
93.8 % with a class-specific sensitivity between 83.6 to 89.7 % for three subjects
and above 94.5 % for the other six subjects; the highest sensitivity was 99.4 %.
The overall specificity was 99.2 % showing only minor variations between the
nine subjects (range: 97.4 to 99.9 %). In comparison to the results from the first
experiment, the overall accuracy decreased by 4.3 % (22 subjects) and 5.5 %
(reduced subset of 11 subjects) mainly because of the outlying results of the
three subjects. However, the results showed that identification is possible with a
good accuracy despite reapplying the body sensors and an increased velocity of
up to 11 km/h. Furthermore, the second evaluation points out that the identifi-
cation method is stable for short-term physiological variations in the ECG and
alternations in the gait patterns.

In order to compare our results with existing work, we additionally calculated
the equal error rate (ERR) of the RF classifier on feature combination C8.
The ERR is the rate at which both accept and reject errors are equal.
For our data set from the first experiment (22 subjects), we obtained an ERR
of 1.1 % and for the evaluation on the data from the second session of the second
experiment (9 subjects) the ERR was 2.5 %. Compared to other approaches, which
are based on only gait characteristics, our achieved ERR is lower (see Table 4). For
a comparison of our approach with an ECG based identification we have
chosen the method of Chan et al. because the results are also based on data from
non-clinical ECGs [7]. With 98.1 % our accuracy is higher than Chan et al.
results (89 %). However, with an identification on ECG characteristics only,
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we obtained a lower accuracy (84.8 %, C4). Overall, our high performance is achi-
eved by combining ECG and gait characteristics. We believe that motion related
artefacts in the ECG, and a high variability in the gait patterns between changing
from slow walking to jogging, reduce the identification performance when we use
only one source of information.

5 Discussion and Conclusions

This paper is concerned with the identification of humans during walking and
jogging using a single wireless body sensor module attached to a chest strap.
Our approach focuses on recognising a human using a biometric measure based
on the characteristics in the gait style and the ECG of the human and is hence
independent of the used hardware. Thus, our system overcomes the drawbacks of
an identification based on the WBS’s serial number or an radio-frequency based
identification (RFID) which recognises the hardware but not the subject itself.

We have collected data from 22 subjects on a treadmill at velocities from 3 to
9 km/h using a WBS attached to a chest strap. To assure real world conditions,
no advice was given on how to perform the exercise and the correct placement of
the chest strap was not verified. Despite severe variations in the gait patterns and
motion-related artefacts in the ECG, which occur due to real world conditions
and physical exercise, our method achieves up to 98 % accuracy.

In order to estimate the impact of variations in the ECG and gait patterns
resulting from reapplying the body sensor and short-term physiological alter-
nations, we repeated the experiment with nine subjects with two sessions of
recoding per subject which were one week apart. The first session was used for
training the classifier and the second session served as test data. With 93.8 % the
accuracy of the identification is still high considering also the extended range of
velocity classes (3 to 11 km/h).

Our feature selection showed a good identification accuracy for time domain
features extracted from the acceleration signals. By using simple and low-
dimensional features on the acceleration signal our method can potentially be
implemented on computationally constrained platforms, such as a microcon-
troller on a WBS.

Our identification method can presumably not be extended to an unlimited
number of subjects. The individual characteristics in the subject’s ECG and gait
patterns are extremely difficult to capture and may change over time because
of an adaptation to physical exercise. However, we believe our method is well
suited to provide an automatic annotation of sensor measurements from several
WBSs with the subject’s identity for use in sports medicine and athletic training
research. Moreover, our method helps to customize a training session by loading
personal settings of the recognized athlete on the WBS or other sport equipment.

Our future work includes the evaluation of the identification method within
team sports. In particular, we want to recognize handball players in order to
support a real-time vision-based tracking of these players.

Acknowledgements. This research was supported by the DFG CoE 277: Cognitive
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Abstract. We have recently proposed a statistical AV node model
defined by a set of parameters characterizing the arrival rate of atrial
impulses, the probability of an impulse passing through the fast or the
slow pathway, the refractory periods of the pathways, and the prolon-
gation of refractory periods. All parameters are estimated from the RR
interval series using maximum likelihood (ML) estimation, except for
the mean arrival rate of atrial impulses which is estimated by the AF
frequency derived from the f-waves. In this chapter, we compare four
different methods, based either on the Poincaré plot or ML estimation,
for determining the refractory period of the slow pathway. Simulation
results show better performance of the ML estimator, especially in the
presence of artifacts due to premature ventricular beats or misdetected
beats. The performance was also evaluated on ECG data acquired from
26 AF patients during rest and head-up tilt test. During tilt, the AF
frequency increased (6.08 ± 1.03 Hz vs. 6.20 ± 0.99 Hz, p < 0.05, rest vs.
tilt) and the refractory periods of both pathways decreased (slow path-
way: 0.43 ± 0.12 s vs. 0.38 ± 0.12 s, p = 0.001, rest vs. tilt; fast pathway:
0.55 ± 0.14 s vs. 0.47 ± 0.11 s, p < 0.05, rest vs. tilt). These results show
that AV node characteristics can be assessed non-invasively to quantify
changes induced by autonomic stimulation.

Keywords: Atrial fibrillation · Atrioventricular node · Statistical mod-
eling · Maximum likelihood estimation

1 Introduction

During atrial fibrillation (AF), atrial impulses cause summation and/or cancel-
lation of wavefronts in the AV node, which in turn causes disorganization of the
c© Springer-Verlag Berlin Heidelberg 2014
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penetrating impulses so that the ventricular rhythm is more irregular than dur-
ing sinus rhythm. Although AV nodal properties such as refractoriness and con-
cealed conduction determine the characteristics of the ventricular response [1],
no evaluation is performed on a routine basis in clinical practice due to the lack
of suitable noninvasive methodology.

Various nonparametric approaches to the analysis of AV coupling during AF
have recently been proposed, e.g., [2–4]. The Poincaré surface profile is a histo-
graphic variant of the well-known Poincaré plot introduced to filter part of the
AV node memory effects, with the overall aim to detect preferential AV nodal
conductions [2]. The AV synchrogram was introduced for beat-to-beat assess-
ment of AV coupling during AF, as well as for other atrial tachyarrhythmias.
This technique involves a stroboscopic observation of the ventricular phase at
times triggered by atrial activations [4]. The synchrogram was found useful for
tracking the time course of AV coupling and for partially reconstructing the
dynamics of AV response during AF.

A number of AV node models have been proposed during the last decade
where it is assumed that the atrial electrogram is available, e.g., recorded during
electrophysiological studies [5,6]. Thus, these models are less suitable for use
in clinical routine where it is preferable to estimate all model parameters from
the surface ECG. Simulation models represent another type of model which
are useful for investigating certain AV nodal characteristics [7] or the effect
of pacing [8,9]. These models offer detailed characterization of the underlying
electrophysiological dynamics, but do not lend themselves to analysis of real
data since the number of parameters is much too large to produce estimates
with sufficient accuracy.

In a recent paper [10], we have shown that statistical model-based analysis,
relying entirely on information derived from the surface ECG, can be employed
for evaluating essential AV nodal characteristics during AF. The model is defined
by a parsimonious set of parameters which characterizes the arrival rate of atrial
impulses, the probability of an impulse passing through the fast or the slow path-
way, the refractory periods of the pathways, and the prolongation of refractory
periods. Maximum likelihood (ML) estimation was considered for estimating the
parameters from the observed RR interval series, except for the shorter refrac-
tory period, estimated from the Poincaré plot of successive RR intervals, and
the mean arrival rate of atrial impulses, estimated by the AF frequency derived
from the f-waves of the ECG [11]. The results, determined from a total of 2004
30-min ECG segments, selected from 36 AF patients, showed that 88 % of the
segments could be accurately modeled when the estimated probability density
function (PDF) and an empirical PDF were at least 80 % in agreement. The
study suggested that atrial activity is an important determinant of ventricular
rhythm during AF.

In a subsequent paper, we have improved the AV node model to offer a more
detailed characterization of the dual pathways [12]. The estimation procedure
was also improved to become more robust with respect to artifacts in the RR
interval series. The results for the improved model showed a significantly better



260 V.D.A. Corino et al.

fit between the estimated and the empirical PDF than previously reported for
the original model in [10].

The goal of the present study is to compare different techniques for estimat-
ing the refractory period of the slow pathway. In particular, we compare three
methods based on the Poincaré plot and one where the refractory period is esti-
mated jointly with the ML estimation. The best-performing method (according
to simulation results) is then studied on an ECG dataset recorded during rest
and tilt testing.

2 Methods

2.1 AV Node Model

The AV node is treated as a lumped structure which accounts for concealed con-
duction, relative refractoriness, and dual AV nodal pathways [12]. Atrial impulses
are assumed to arrive to the AV node according to a Poisson process with mean
arrival rate λ. We assume that each arriving impulse is suprathreshold, i.e., the
impulse results in ventricular activation unless blocked by a refractory AV node.
The probability of an atrial impulse passing through the AV node depends on
the time elapsed since the previous ventricular activation. The length of the
refractory period is defined by a deterministic part τ and a stochastic part τp.
The latter part models prolongation due to concealed conduction and/or rela-
tive refractoriness, and is assumed to be uniformly distributed in the interval
[0, τp]. Hence, all atrial impulses arriving to the AV node before the end of the
refractory period τ are blocked. Then follows an interval [τ, τ + τp] with linearly
increasing likelihood of penetration into the AV node. Finally, no impulses can
be blocked if they arrive after the end of the maximally prolonged refractory
period τ + τp. The mathematical characterization of refractoriness of the i:th
pathway (i = 1, 2) is thus defined by the positive-valued function βi(t),

βi(t) =

⎧
⎪⎨

⎪⎩

0, 0 < t < τi
t − τi
τp,i

, τi ≤ t < τi + τp,i

1, t ≥ τi + τp,i,

(1)

where t denotes the time elapsed since the preceding ventricular activation.
The probability of an atrial impulse to pass through the pathway with the

shorter refractory period τ1 is equal to α, and accordingly the other pathway
is taken with probability (1 − α). For this model, the time intervals xi between
consecutive ventricular activations, i.e., corresponding to the RR intervals, are
independent. It can be shown that the joint PDF is given by [10]

px(x1, x2, . . . , xM ) =
M∏

m=1

(αpx,1(xm) + (1 − α)px,2(xm)), (2)
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where M is the total number of intervals, and px,i(xm), i = 1, 2, is given by

px,i(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x < τi

λyi

τp,i
exp

{−λy2
i

2τp,i

}
, τi ≤ x < τi + τp,i

λ exp
{−λτp,i

2 − λ(yi − τp,i)
}

, x ≥ τi + τp,i.

(3)

where yi = x − τi.

2.2 Model Parameter Estimation

Interdependence of Consecutive RR Intervals. Since the property of sta-
tistical independence is not fully valid for RR intervals, a simple functional
dependence of the refractory periods related to the previous RR interval is
explored. The interdependence of consecutive RR intervals can be reduced by
preprocessing the original RR interval series, denoted x′

m, with the linear trans-
formation,

xm = x′
m − ŝτx′

m−1, (4)

where ŝτ is determined from the line that defines the lower envelope of the
Poincaré plot.

Alternatively, the autocorrelation function of the RR intervals can be used for
determining ŝτ [13]. During AF, the first lag of the autocorrelation is significant,
whereas it is negligible for larger lags. Hence, decorrelation of the RR interval
series is accomplished by (4), where ŝτ is taken as the smallest value in the
interval [0, 0.5] that makes the first lag negative.

Estimation of λ. The atrial impulses were assumed to arrive to the AV node
according to a Poisson process at a rate λ. An estimate of λ is obtained by

λ =
λAF

1 − δλAF
, (5)

where λAF is the dominant AF frequency estimated from the ECG (indepen-
dently of the AV node parameters), and δ is minimum time interval between
successive impulses arriving to the AV node. Equation (5) derives from the
assumption that atrial impulses do not arrive to the AV node closer to each
other than at a minimum interval δ.

Estimation of Dual Pathway Parameters. The model parameters related
to the dual AV nodal pathways and the refractory period prolongation, except
τmin
1 , are estimated by maximizing the log-likelihood function Λ(θ) with respect

to the vector θ that contains the unknown parameters [12],

θ̂ = arg max
θ

Λ(θ), (6)
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where
θ =

[
α τmin

2 τp,1 τp,2

]T
. (7)

The parameter(s) defining both a single pathway model, i.e., θ = τp,1, and a dual
pathway model, i.e., the vector θ in (7), are estimated. The Bayes information
criterion is used to determine which of these two models is the most appropriate
one.

Since no closed-form solution can be found for the ML estimator, combined
with the fact that the gradient is discontinuous, multi-swarm particle swarm
optimization (MPSO) is employed for the maximization in (6). Briefly, a multi-
initialization with N concurrent swarms is employed in MPSO [14,15]. Each
swarm is moved within a search area to find the optimal solution. After a certain
number of optimization epochs, particles are exchanged between swarms to avoid
local maxima.

Estimation of τmin
1 . Four techniques for estimating the refractory period τmin

1

of the slow AV pathway are compared, of which the first three methods explore
the Poincaré plot in which each RR interval is plotted versus the preceding
interval [16]. The resulting pattern may be used to distinguish AF from other
supraventricular tachycardias such as atrial flutter with its much more regular
ventricular response [17]. During AF, the irregularity of RR intervals results in a
widely scattered distribution which is representative of disorganized atrial activ-
ity combined with atrioventricular conduction properties. The four techniques
are now briefly described.

Linear fitting (LF) has been explored by plotting 512 points and dividing the
horizontal axis into adjacent bins of 64 points [18]. The lower envelope results
from a linear fit to the shortest RR intervals of all bins.

Modified linear fitting extends linear fitting by shifting the intercept of the
fitted line until no points are below. This technique is motivated by the obser-
vation that the lower envelope represents the minimal refractory period.

The Hough transform is a technique for detecting straight lines in an image.
Its application to the Poincaré plot in AF analysis was first pointed out in [19],
see also [20]. Briefly, this plot is discretized (bin size of 20 ms) and edges are
extracted using the Sobel approximation of the derivative. In the Hough space,
a straight line is represented as a point, and the maximum value in this space
corresponds to the most represented line in the input image. To find the lower
envelope, the slope is constrained to 0–0.5 and the intercept to be positive.
Among the lines satisfying these criteria, the one that is closest, in the mean
square error sense, to the minimum points of the edge image is chosen.

Joint ML estimation of τmin
1 and θ was recently proposed [13]. Since the

estimate of τmin
1 is closely related to the shortest interval of the RR series, cf. the

definition of px,i(x) in (3), the handling of artifacts is important. The following
iterative procedure is adopted to reduce the influence of artifactual intervals.
Initially, 1 % of the shortest RR intervals are removed from the decorrelated RR
interval series x, after which ML estimation is performed on the truncated series,



Statistical Modeling of Atrioventricular Nodal Function 263

denoted x̃0. Since x̃0 is assumed to be free of incorrect RR intervals, the initial
estimate

θ̃0 =
[
α(0) τmin

1 (0) τmin
2 (0) τp,1(0) τp,2(0)

]T (8)

can serve as a reference. The removed RR intervals are then brought back to
the truncated series one by one in order of size so that x̃i =

[
x̃i−1 x(i)

]
, where

x(i) is the longest interval removed from x̃i−1; ML estimation is performed for
each x̃i. The estimates corresponding to the maximum value of the log-likelihood
function are chosen as the final ones.

3 Data

3.1 Simulated Data

Simulated 10-min RR interval series were generated, using the AV node model
introduced in [12], to test the different methods for estimating τmin

1 . We used 5
different parameter settings (100 runs per setting), see Table 1. To test whether
the estimation of τmin

1 is robust to the presence of artifacts, we introduced a
fixed percentage of artifacts (0, 0.3, 0.6, and 0.9 % of the RR series length).
The occurrence time was evenly distributed in the range 0.2 s–τmin

1 . The AF
frequency λ was assumed to be known.

Table 1. Simulations parameter setting.

Sim1 Sim2 Sim3 Sim4 Sim5

λ 6 Hz 6.5 Hz 5 Hz 6 Hz 8 Hz

α 0.8 0.5 0.4 0.3 0.7

τmin
1 0.28 s 0.30 s 0.28 s 0.32 s 0.34 s

τmin
2 0.35 s 0.37 s 0.40 s 0.40 s 0.43 s

τp,1 0.10 s 0.20 s 0.05 s 0.10 s 0.10 s

τp,2 0.15 s 0.10 s 0.05 s 0.15 s 0.10 s

3.2 Real Data

We analyzed 25 consecutive patients with persistent AF (67 ± 7 years, 16 females)
who underwent electrical cardioversion, according to the international guidelines,
at the Cardiology department of San Paolo Hospital, Milan, Italy. Recordings
were acquired at rest and during a passive orthostatic stimulus (75◦ tilting). One
patient was excluded from analysis due to poor ECG quality which prevented
the estimation of AF frequency. Hence, the results presented below are based on
24 patients.
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The ECG was recorded at rest for 10 min and, when applicable, followed by
tilting, using three orthogonal leads and a sampling rate of 1 kHz. All record-
ings were performed in the morning in a quiet environment following 15 min of
adaptation. The study was approved by the Ethics Committee, and all patients
gave their written informed consent to participate.

4 Results

4.1 Simulated Data

Figure 1 shows the mean and standard deviation of τ̂min
1 obtained with the four

methods. It can be noted that the larger the percentage of inserted artifacts, the
worse perform the methods based on the Poincaré plot. On the other hand, the
estimates obtained by ML estimation remain quite stable and close to the true
value.
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Fig. 1. Mean and standard deviation of τ̂1
min, computed for 100 RR series, for different

percentages of inserted artifacts; the true value is indicated by the dashed line. The
following model parameter values were used: λ = 6 Hz, τmin

1 = 0.28 s, τmin
2 = 0.35 s,

α = 0.8, τp,1 = 0.1 s, and τp,2 = 0.15 s.

Figure 2 shows the mean normalized absolute error between τ̂min
1 and the

true value τmin
1 averaged on the five simulation settings using the four analyzed

methods. When estimating τmin
1 using the ML estimation, it is observed that

the error is well below 5 % even in the presence of a high percentage of artifacts.
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Fig. 2. The mean normalized absolute error between τ̂min
1 and the true value using the

four methods.

4.2 Real Data

To assess whether the model parameters can capture changes due to increased
sympathetic tone, e.g., observed during a tilt test, the parameter estimates
obtained during rest were compared to those during tilt. Table 2 compares the
model parameter estimates obtained at rest and during tilt, with significant
changes due to sympathetic activation in both τ̂min

1 and τ̂min
2 . The AF fre-

quency was found to increase significantly during tilt. The probability of an atrial
impulse to chose either pathway is almost equal during rest and tilt (α = 0.5),
although α spans the range from 0.05 to 1 in individual patients, thus making
the involvement of the pathway with slower refractory period (α < 0.5) in about
half of all recordings. The refractory periods of both pathways are significantly
shortened during tilt, whereas their prolongation remains almost unchanged.

Both the mean and standard deviation of RR intervals are significantly short-
ened during tilt due to sympathetic activation. The mean RR interval length was
763±149 ms vs. 697±135 ms (rest vs. tilt, p < 0.0001), and the related standard
deviation was 161 ± 48 ms vs. 141 ± 32 ms (rest vs. tilt, p < 0.0001).
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Table 2. Comparison of rest and tilt parameters (*p < 0.05, **p = 0.001).

Rest Tilt

α̂ 0.53 ± 0.31 0.47 ± 0.33

τ̂min
1 (s) 0.43 ± 0.12 0.38 ± 0.12 **

τ̂min
2 (s) 0.55 ± 0.14 0.47 ± 0.11 *

τ̂p,1 (s) 0.38 ± 0.32 0.31 ± 0.25

τ̂p,2 (s) 0.22 ± 0.31 0.30 ± 0.20

λ̂ (Hz) 6.08 ± 1.03 6.20 ± 0.99 *

5 Discussion and Conclusions

In this study we have compared four different methods for estimating the refrac-
tory period of the slow pathway in the presence of artifacts. As the most problem-
atic artifacts are the ones shorter than the refractory period itself, we inserted
only this type in the simulated RR series. The results showed that the esti-
mation of refractory period of the slow pathway obtained jointly with the ML
estimation offers better accuracy than the ones obtained from the Poincaré plot,
independently of the ML estimation.

It is clearly desirable to include the AF frequency λ as well in the ML esti-
mation procedure. However, the point process model is not easily extended from
being entirely RR interval related to also account for information on f-waves
because the f-waves need to be extracted from the ECG.

We described an AV node model defined by parameters characterizing the
arrival rate of atrial impulses, the probability of an impulse choosing either one
of the dual AV nodal pathways, the refractory periods of the pathways, and the
prolongation of refractory periods. After the comparison made in this study, all
model parameters are estimated from the RR interval series using ML estimation,
except for the mean arrival rate of atrial impulses which is estimated by the AF
frequency derived from the f-waves.

Considering the physiological aspects, our results indicate that tilting is asso-
ciated with significant changes in AV conduction that are well-described by the
model and reflected by shortening of both τmin

1 and τmin
2 during adrenergic acti-

vation. Thus, the present AV node model is adequate for studying and describing
the functional characteristics of AV conduction in AF patients, e.g., to assess
drug effect.
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A.: Poincaré surface profiles of RR intervals: a novel noninvasive method for the
evaluation of preferential AV nodal conduction during atrial fibrillation. IEEE
Trans. Biomed. Eng. 56, 433–442 (2009)

3. Climent, A., Guillem, M., Husser, D., Castells, F., Millet, J., Bollmann, A.: Role
of atrial rate as a factor modulating ventricular response during atrial fibrillation.
PACE 15, 1–8 (2010)
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Abstract. The assessment of the cardiovascular system condition based on
multiple parameters allows a more precise and accurate diagnosis of the heart
and arterial tree condition. For this reason, the interest in non-invasive
devices has presently increased in importance. In this work, an optical probe
was tested in order to validate this technology for measuring multiple
parameters such as Pulse Wave Velocity (PWV) or Augmentation Index
(AIx), amongst others. The PWV measured by the optical probe was previ-
ously compared with the values obtained with the gold-standard system.
Another analysis was performed in 131 young subjects to establish carotid
PWV reference values as well as other hemodynamic parameters and to find
correlations between these and the population characteristics. The results
allowed us to conclude that this new technique is a reliable method to
determine these parameters. The range of the obtained values for local PWV
are in agreement with the values obtained by other studies, and significant
correlations with age and smoking status were found. The AIx varied
between −6.15 % and 11.46 % and exhibit a negative correlation with heart
rate, and dP/dtmax shows a significant decrease with age.

Keywords: Optical probe �Waveform distension � Hemodynamic parameters �
Pulse wave velocity � Pulse waveform analysis

1 Introduction

The interest in non-invasive assessment of cardiovascular function has increased
over the recent times, particularly around solutions able to perform multi parameter
assessment for monitoring and early diagnosis of cardiovascular pathologies [1–4].

The pulse wave velocity and the parameters extracted from pulse waveform
analysis (PWA) are widely used tools in the evaluation of the function of large arteries
and cardiac activity, which have been shown to predict cardiovascular diseases [5].

The assessment of the cardiovascular system condition based on multi parameters
allows more precise and accurate diagnosis of the heart and arterial tree condition. Risk
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indicators that can be assessed from the distension waveforms acquired through the
hereby presented system, can be determined from the main parameters extracted from
measured and analysed waveform, as well as its time characteristics and the pulse wave
velocity.

The PWV is defined as the speed at which the pulse pressure propagates along the
arterial tree. It is known that PWV increases with age, blood pressure (BP) and arterial
stiffness [5, 6]. The reference value for regional PWV in healthy young population is
6.2 m s−1 (range of 4.7–7.6 m s−1) [6] and is usually measured from signals acquired in
the femoral and carotid arteries. The time delay, or pulse transit time (PTT) between the
two signals is determined through different algorithms depending on the commercial
system used, while the distance (D) between the two arteries is externally measured.
However, the large heterogeneity of the structure of the arterial walls at different sites
constitutes an important limitation of PWV regional measurement [7]. In fact, the
Expert Consensus Document in Arterial Stiffness states that the PWV increases from
4–5 m s−1 in the ascending aorta to 5–6 m s−1 in the abdominal aorta and 8–9 m s−1 in
the iliac and femoral arteries [8]. A local PWV measurement technique is hence
preferred.

Some studies [9] explored an ultrasound method for local PWV assessment in the
carotid artery and obtained estimated PWV in the range of 4–9 m s−1. In 2008 [10] an
experimental method for the local determination of PWV in the carotid artery obtained
values for PWV of 3–4 m s−1.

The pulse wave analysis allows the non-invasive determination of main indices of
cardiovascular function: Augmentation Index (AIx), Subendocardial Viability Ratio
(SEVR), Maximum Rate of Pressure Change (dP/dtmax) and Ejection Time Index
(ETI). The most important points of the pulse pressure waveform are presented in
Fig. 1.

Fig. 1. Typical pressure waveform of a healthy subject and its main features used to compute the
indices of cardiovascular function: pulse pressure (PP), systolic peak (SP), reflection point (RP),
dicrotic notch (DN), dicrotic peak (DP), systolic duration (SD), total duration (TD) and pressure
in the reflection point (Pi).
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The clinical definition for the referred parameters and the mathematical expressions
for their determination are summarized in Table 1.

If the backward wave arrives before the systolic peak, the AIx parameter, by
definition, has a positive value due to the contribution of the increased systolic pres-
sure. If the backward wave arrives later, it does not contribute to the increased pressure,
turning the AIx value negative.

Taking into account the currently available commercial devices, a new solution
based on optical technology was developed and demonstrably benefits by a non-contact
and more accurate measure and multi parameter assessment ability [14].

The PWV assessment from the commercial systems consists always on a regional
measurement, between two peripheral arteries as already described. With this work a
local measure of PWV is proposed, where two measurements are taken at the carotid
artery, simultaneously and separated by a 20 mm distance [15].

Table 1. Main parameters from pulse waveform analysis.

Parameter Definition Formula Reference values

AIx Describes the increase of
systolic blood pressure due
to an early backward wave,
produced by the reflection
of the forward systolic
wave on the peripheral
arterial tree structure.

� Pi
PP � 100 - 22 to 40 (%) [11]

SEVR Parameter that estimates the
myocardial oxygen supply-
demand relative to the
cardiac workload. It is an
indicator of subendocardial
ischaemia.

RDiastoleðtÞdt
RSystoleðtÞdt � 100 119 to 254 (%) [11]

dP/dtmax The ventricular contractility
can be evaluated by the
maximum rate of pressure
change, which gives
information about the
initial velocity of the
myocardial contraction,
which is also an index of
myocardial performance.

dP=dt 772 ± 229 (mmHg/s) [12]

ETI Ventricular systolic ejection
time between the aortic
valve opening and closing.
It is an important
component on the
evaluation of the left
ventricular performance.

SD=TD 30 to 42 (%) [13]

PWV The velocity at which the
pulse wave propagates
along a length of artery.

PTT=D 6.2 (4.7 to 7.6) (m s−1) [6]
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The carotid artery is the natural probing site for pulse waveform measurement, due
to the heart proximity and because it is easily accessible due to its proximity to the skin
surface.

The purpose of this study was to validate the optical system for PWV and PWA
measurements. Firstly, it was intended to assess the values for local PWV, to establish
its reference values for the carotid artery in a young and healthy population and validate
the technology for hemodynamic parameters assessment from the pulse pressure
waveform. The study also aimed to find correlations between hemodynamic parameters
with the population characteristics such as age, gender, smoking, body mass index,
blood pressure or heart rate: main characteristics described in the literature and that
have significant impact in the cardiovascular system evaluation.

2 Technology

The pressure wave, generated by the contraction of the left ventricle, originates a
distension wave that propagates through the aorta and other proximal elastic arterial
walls. The distensibility is determined as the ratio between the variation of volume
from diastole to systole and the variation of pressure that origins that distension in the
arterial wall [8].

Previous studies on comparison between pressure and distension waveforms have
shown that these waves can be used interchangeably for many analysis due to their
similar wave contour [8, 16–18].

The proposed probes were developed to measure the arterial pulse wave profile at
the carotid site and are based on the reflectance fluctuations of the skin surface during
the underlying pulse wave propagation. The propagation of the pulse pressure wave-
form causes distension in the artery wall. This distension, known as distension wave,
changes the optical reflectance angle of the wall which produces a change in the
reflection characteristics of skin, causing an amplitude modulation of the light. This
effect can be used to generate an optical signal that correlates with the passing pressure
wave.

The illumination source is provided by local, high brightness, 635 nm mono-
chromatic light emitting diodes (LEDs) and the light detection is performed by two
photodetectors, placed at a precise distance of 20 mm apart. This guarantees the local
pulse wave profile assessment at two distinct spots, providing the precise local deter-
mination of pulse transit time (PTT) and thus of the local PWV. The probe structure is
enclosed in a plastic box with an ergonomic configuration, comfortable to the patient
and simple to use by the operator (Fig. 2).

The plastic case contacts with the patient skin although neither the LEDs nor the
photodetectors do. The electronic components remain at a fixed distance, few milli-
metres from the skin ensuring a totally non-contact and non-invasive local PWV
assessment.

Previous bench tests had shown that the optical probe is capable of accurately
measure PTT as short as 1 ms with less than 1 % of error, one can guarantee the
capability of the probes in truthfully determining local PWV [19].
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The comparison tests to evaluate the capability of the developed device in accu-
rately detect the pulse waveform were carried out using an ultrasound imaging system,
as source of reference data. When compared with ultrasound system, the optical sensors
allow the reproduction of the arterial waveform with a much higher time resolution,
adequate to feed feature extraction algorithms [14].

The signals from the photodetectors were digitized with a 16-bit resolution data
acquisition system (National Instruments, USB6210®) with a sampling rate of 20 kHz
and stored for offline analysis. All the algorithms were developed using Matlab® 7.8.0
(R2009a).

3 Preliminary Validation Study

In order to validate the data obtained by the developed optical system, a number of
volunteers were previously submitted to a signal acquisition procedure, using simul-
taneously the proposed optical device and a gold-standard in the PWV assessment, a
Complior Analyse® device. This preliminary study was undertaken in 14 healthy
subjects (9 females, average age 23.2 ± 5.5 years).

The results showed a great consistency between the PWV obtained with the two
devices. In spite of this comparison, it is worth to note that the nature of the PWV
determination is different between the optical system, that is based on local assessment
(carotid artery measure) and the Complior® system, which is based on a regional
assessment (carotid-femoral measures).

Using a non-parametric correlation analysis between the values obtained from the
two systems, the Pearson correlation value is 0.819, which is a strong correlation and
significant at the 0.01 level (2-tailed).

The agreement between the PWV values obtained by the Complior® and the optical
probe is shown in Fig. 3 (top). The values of PWV obtained by the two systems are
correlated (r2 = 0.67). The average difference between the two systems, Complior® and
Optical probe, was −1.8557 m s−1with a SD of 0.5744 m s−1 as shown in a Bland-
Altman plot in Fig. 2 (bottom). As one can observe in Fig. 3 (top), there is a tendency
to have systematic lower values from the optical probe device than Complior®. Again,

Photodetector

LEDs

Fig. 2. Structure of the optical probe with photodetector and visible light sources (LEDs), inside
an ergonomic plastic box.
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it is important to bear in mind that the values obtained using both devices correspond to
different PWV determination processes (local vs. regional) and lower values are
expected for PWV in the carotid (local) than the PWV in a carotid-femoral measure-
ment (regional). This issue could explain the associated deviate of final values.

Taken together, these results allow the use of this proposed optical system as a
reliable method to determine local carotid PWV.

4 Study Protocol

The central purpose of these tests is to assess the main hemodynamic parameters
extractable from the pressure waveform features and pulse wave velocity, in a young
and healthy population using the optical system.
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Fig. 3. Correlation between the two systems (Complior® and Optical probe) for PWV
determination (a). Bland-Altman plot (b) displaying the difference between the two systems
(Complior® and Optical probe) as a function of the average of the determined PWV.
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The complete study database contains 131 subjects constituting a representative
cohort of 18–35 year old subjects randomly sampled. The study protocol was approved
by the ethical committee of the Centro Hospitalar e Universitário de Coimbra, EPE
Portugal. All the subjects were volunteers and gave a written informed consent.

Measurements were performed after a rest period in a temperature-controlled
environment. Each exam procedure consisted in the acquisition of a set of cardiac cycles
at the carotid artery during few minutes, with the patient lying in supine position.

The assessment of the arterial blood pressure (ABP) by conventional measurement
using an automated digital oscillometric sphygmomanometer (Omron Matsusaka Co.,
Ltd., Japan) was performed prior and after the exam for reference purposes. The
diastolic and systolic pressures of arm blood pressure were used to calibrate the system.

5 Signal Processing

The stored signal data were processed offline in order to parameterize the arterial pulse
waveform and to calculate the corresponding cardiovascular performance indexes.
A set of dedicated pre-processing algorithms were developed to segment the data
stream in single cycles, generate an average pulse and identify the corresponding
remarkable points in the waveform profile. Following this stage, the signal streams
underwent the full processing sequence to determine all the significant APW features
and indexes along with the local PWV.

The pulse wave velocity was determined by a cross-correlation method, based on
the property of the peak of the cross correlogram, from which time delays can be
calculated by subtracting the peak time position from the pulse length.

The pulse wave analysis is based on differential calculus, and uses zero-crossing of
the three first derivatives. The remarkable points were found by means of an iterative
third-order derivative method, with which the consecutive zero-crossing of the first,
second and third derivatives are used to detect inflection points that correspond to the
clinically interesting features of the waveform.

An assessment of ABP by conventional measurement using a sphygmomanometer
was conducted prior and after the exam for calibration purposes. Both brachial diastolic
(DBP) and mean arterial pressure (MAP) values were used to calibrate the system.
Studies have reported that MAP is relatively constant along the arterial tree and that DBP
do not vary considerably between the carotid and brachial arteries, whereas systolic blood
pressure (SBP) increases along the arterial tree [7, 20]. Thus, we made the assumption
that brachial DBP andMAP are approximately the same as carotid DBP andMAP. These
values were used to calibrate the carotid pressure waveform as recommended and
according to the calibration method proposed by Kelly and Fitchett [8, 21, 22].

6 Results

The characteristics of the volunteers are presented in Table 2. The group consisted of
131 subjects (62 men and 69 women), normotensive and with no documented history
of cardiovascular disorders or diabetes, with mean (± SD) age of 22.6 ± 5.3 years old.
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The results for the parameters that were assessed by the optical probe are presented
in the next sections. Data are reported as mean values (± SD) or 95 % confidence
intervals, with P < 0.05 considered significant unless stated otherwise. The Shapiro-
Wilk test of normality was used to assess the normality of the variables distribution.
Mean differences between variables were assessed using ANOVA. The strength of the
association between two variables was assessed using Pearson Correlation, for normal
distributions, unless stated otherwise.

All statistical analyses were performed with Analytics Software Statistics 18.0.0
(SPSS, Inc, Chicago, IL).

6.1 Carotid PWV Results

In a total of 131 subjects the mean value for PWV is 3.33 ± 0.72 m s−1 (range of 2.00-
5.13 m s−1). The results obtained for PWV approximated a normal distribution.
Statistically negligible differences between genders were found. For females the mean
of PWV is 3.31 ± 0.64 m s−1 and for males is 3.35 ± 0.81 m s−1.

It is well documented in other studies that PWV tends to increase with age [6].
Since the population under study is young we categorized it in three groups: under 20
years (22 subjects), 21–29 years (93 subjects) and over 30 years old (16 subjects).

The correlation between PWV and age is weak (0.244) but significant with a
2-tailed significance value of 0.008 (p < 0.01). The comparison of PWV mean values
among the different age categories using ANOVA shown this statistically significant
difference, with a significance value = 0.024 (p < 0.05). The PWV mean value (± SD)
for each age category is 2.96 ± 0.52 m/s for the less than 20 years old group,
3.38 ± 0.7 m/s for the 20–29 years group and 3.58 ± 0.7 m/s for subjects above 30 years
old (Fig. 4).

Table 2. Main characteristics of the volunteers.

Characteristics

n, Males/Females 131 (62/69)
Age, year 22.6 ± 5.3
Height, cm 169.2 ± 0.1
Weight, kg 64.5 ± 13.2
BMI, kg/m2 22.4 ± 3.2
Brachial SBP*, mmHg 113.3 ± 14.5
Brachial DBP*, mmHg 72.7 ± 9.9
Brachial MAP*, mmHg 86.2 ± 10.4
Estimated Carotid SBP**, mmHg 99.1 ± 12.2
Heart Rate*, bpm 69.0 ± 11.7

Values are numbers or means ±SD.
BMI indicates body mass index; SBP, systolic blood pressure;
DBP, diastolic blood pressure.
*Measure in brachial, with commercial sphygmomanometer
(blood pressure cuff).
**Determined using the calibration method.
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It was hypothesized whether there is statistically significant difference for PWV,
between smoker and non-smoker subjects. The data analysis shows that smoking
influences significantly the PWV.

These results show a small but significant correlation between PWV and smoking
with a 2-tailed significance value of 0.016 (p < 0.05). Non-smoker subjects presented a
PWV mean value (± SD) of 3.29 ± 0.72 m s−1 while smoker subjects showed a mean
PWV value of 3.81 ± 0.6 m s−1, represented in Fig. 5.

The comparison of PWV mean values among these two groups using ANOVA
confirms the statistically significant difference between the obtained PWV for smokers
and non-smokers, with a significance value = 0.021 (p < 0.05).

Fig. 4. PWV by age category. The continuous line connects mean values; error bars indicate the
95 % confidence interval of the sample mean.

Fig. 5. Bar plot of PWV by smoking status. The error bars indicate the 95 % confidence interval
of the sample mean.
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The data suggests that, in spite of having a young population, smoking would
significantly influence the arterial stiffness, thus leading to increased PWV. Similar
findings have been reported by N. Jatoi et al., [23].

Contrary to expectations, no significant correlation between blood pressure and PWV
was found. This contrasts with other studies where this correlation is verified [6, 24].

6.2 AIx Results

For the total of the subjects in study, the mean value for AIx is −6.151 ± 11.46 %
(range −44.31 % to 24.26 %).

Small differences between genders were verified, as the female mean of AIx
is −5.59 ± 1.36 % and the male is −6.93 ± 1.59 %. However, this difference did not
reach the statistical significance threshold (P > 0.05).

Also for this parameter, as well as for PWV, statistically differences between smoker
and non-smoker subjects were found. AIx is higher for smokers (−4.33 ± 4.42 %) than
for non-smokers (−6.35 ± 1.04 %), this shows that for smokers the reflected wave
arrives earlier in time, which is consistent with a slight higher the arterial stiffness.

The negative correlation between the AIx and the heart rate was described in other
tests [4, 25] and was confirmed in this study (Fig. 6). The results of Person-Correlation
test were compatible with a significant negative correlation, between heart rate (HR)
and AIx at a 0.05 level (2-tailed). Nevertheless, the strength of the relationship found
between these two variables is medium, since the Pearson Correlation is significant
with a 2-tailed significance value of −0.226 (p < 0.05). The comparison of AIx mean
values among these three groups using ANOVA confirms a statistically significant
difference, with a significance value = 0.024 (p < 0.05).

Fig. 6. The continuous line connects plots of AIx mean by heart rate category, with error bars
representing the 95 % confidence interval of the sample mean.
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The negative correlation between these two parameters is explained due to the early
return of the reflected wave in systole when HR is lower, and the long period of heart
contraction.

6.3 Other Hemodynamic Parameter Results

The Ejection Time Index, Subendocardial Viability Ratio and Maximum Rate of
Pressure Change are other hemodynamic parameters assessed by the optical system,
and the results for the population in study are shown in Table 3.

It is remarkable that the mean values of SEVR and ETI stay within the range
presented by other studies (Table 1) even though it is clear that they show a wide
variation. For the SEVR parameter it was also verified a decrease with the heart rate
(Fig. 7) with a significant variance (ANOVA, P = 0.01) and a significant Pearson
correlation at 0.01 level (2-tailed).

The derived values for dP/dtmax differ substantially from the ones presented by
other studies, a wider range than the expected and a smaller mean value is evident
probably originated by the differences in the calibration method used. However, a
relation between dP/dtmax. and gender, was found, since the Pearson Correlation is -
0.408. The female subjects showed lower values for this parameter, which are
represented in Fig. 8.

Table 3. Hemodynamic Parameters obtained with the Optical System.

Min. Max. Mean SD

SEVR (%) 86.41 412.25 176.86 53.44
dP/dtmax. (mmHg/s) 212.59 953.33 443.92 151.68
ETI (%) 14.33 47.17 33.96 6.37

Fig. 7. Box plot of data from the determined SEVR versus heart rate categories.
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The dP/dtmax values decrease significantly with subjects’ age, this allows the
inferring that with the increasing age the velocity of the myocardial contraction is
lower, meaning that there is a decrease in the myocardial performance.

For the ETI parameter there were verified slight differences between gender, the
mean vales for the females is 36.80 ± 0.72 % and for males 33.60 ± 0.85 %. This
suggests that there is a shorter systole during cardiac cycle in males than in females.
Also for this parameter, a significance correlation with heart rate was found since the
Pearson Correlation is −0.408.

7 Conclusions

These trial tests were carried out in a large group of young and healthy subjects. This
study has attempted to validate the proposed optical system as a reliable method to
assess non-invasively local PWV in the carotid artery, to establish reference values of
the local PWV as well as other mentioned parameters in this type of population.

Previously, this new system had also proved to be reliable in reproducing the
arterial waveform with a higher resolution, adequate to feed feature extraction algo-
rithms, when compared to an ultrasound image system that was used as a reference for
comparison.

Besides of the ability of the optical system in acquiring non-invasively a carotid
distension waveform with high definition, the presented optical system shows other
advantages over the actual commercial devices.

One advantage of this optical approach relies on being a non-contact technique that
avoids the drawback of pressure application as happens with piezoelectric transducers
that could result in the distortion of the signal of interest.

Another benefit is the possibility of local PWV assessment, in a single arterial
segment, avoiding coarse approximations of the distance between test points consti-
tuting an important advance in the PWV assessment.

Fig. 8. Error plots of dP/dtmax mean values according to gender. The error bars represent the
95 % confidence interval of the sample mean.
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The validation test, in which the obtained values using the optical probes were
compared with those obtained with a commercial device are supported by all the
previous bench test results and allowed to consider this technique as a valid method to
assess PWV and analyse PWA parameters.

The range of the obtained values for local CA PWV are in agreement with the
values obtained by other studies that also assessed the carotid local PWV. The expected
and obtained lower values of the carotid PWV assessment when compared to those
obtained with Complior® device are due to the different PWV determination processes
(local vs. regional). The lack of compatibility between methods limits the inferences
that can be made and thus, more studies of repeatability, comparing the local PWV
obtained by the optical system with the values estimated by ultrasound data, are
necessary to ensure accuracy of the proposed system.

The PWV measured by the optical probe confirmed a significant increase of PWV
with age. Even though the sample consists of young subjects with a relatively narrow
age distribution, this result generally agrees with those obtained in other studies.

The PWA parameters revealed the important relations between some characteristics
of the population and the arterial system status. The negative correlation between the
AIx and the heart rate were verified in this study, and differences between gender and
smokers/non-smokers were found.

For SEVR parameter was also verified a decrease with heart rate. The dP/dtmax.

analysis showed a difference with gender, with lower values for female subjects, and
this parameter decreased significantly with age.

All the correlations obtained in this study showed that age contributes to the arterial
stiffness as reflected in the values found for various parameters. Smokers appear to
have higher arterial age, and therefore increased cardiovascular risk.

The optical system under study proved to be a good choice for determination of
hemodynamic parameters in a non-invasive and non-contact assessment, which allows
a better knowledge about the cardiovascular condition and management of many dis-
ease states. Further studies must compare the non-invasive measurement of distension
waveform in carotid artery with the invasive profile of the pulse pressure acquired by
an intra-arterial catheter in ascending aorta, in patients who have undergone cardiac
catheterization.

Another study should be designed to evaluate the behaviour of the carotid artery in
atherosclerosis. In this case the comparison between invasive data (catheter) and
Ecodoppler signals will be important to prove the agreement with non-invasive signals
acquired by the optical probe in this particular disease.

Although this method provides a set of parameters strongly related to pulse
waveform morphology it needs a proper and extensive gold standard comparison with
an invasive system.

Finally, it is worth mentioning that, in spite of its lack of maturity (meaning that
many engineering aspects of the probe can still be improved), the proposed method
exhibits a very high patient hit success. In fact, for 119 out of 131 patients (90 %) it
took around 1 to 2 mins to start acquiring reasonable quality signals, each take lasting
for 30 seconds. Although some training is required, the method is much less demanding
on the operator skills as compared to ultrasound, Complior® or tonometer.
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Abstract. The paper presents an iris aging analysis based on compar-
ison results obtained for four different iris matchers. We collected an
iris aging database of samples captured even eight years apart. To our
best knowledge, this is the only database worldwide of iris images col-
lected with such a large time distance between capture sessions. We
evaluated the influence of the intra- vs. inter-session accuracy of the iris
recognition, as well as the accuracy between the short term (up to two
years) vs. long term comparisons (from 5 to 9 years). The average gen-
uine scores revealed statistically significant differences with respect to
the time distance between examined samples (up to 14 % of degradation
in the average genuine scores is observed). These results may suggest that
the iris pattern ages to some extent, and thus appropriate countermea-
sures should be deployed in application assuming large time distances
between iris template replacements (or adaptations).

Keywords: Biometric template aging · Iris recognition · Biometrics.

1 Introduction

The statement of a high temporal stability of iris features, in the context of
personal identification, appeared as early as in the Flom’s and Safir’s US patent
granted in 1987 [1]. A claim, drawn from a clinical evidence, said that ‘significant
features of the iris remain extremely stable and do not change over a period of
many years’. Although these ‘significant features’ were not clearly specified in the
patent, its context (i.e., recognition of one’s identify) suggests that said features
should relate to all the iris characteristics having a power to individualize a
human within a population. The pioneering work by John Daugman [2] includes
more precise suggestion and relates to the high stability of the iris trabecular
pattern (as the iris texture is used directly to calculate an iris code). The stability
of the iris meshwork is put in contrast to possible changes of other characteristics
of the eye, not commonly used in iris recognition, e.g., a melanin concentration
c© Springer-Verlag Berlin Heidelberg 2014
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responsible for an eye color. Flom’s and Daugman’s statements are thus very
often cited in the iris recognition literature, fueling a common belief that iris
templates, ones determined, are useful for unspecified, yet very long time periods.

Recently this highly desired attribute of biometrics seems to be undermined
for iris modality by experimental results revealing an increasing deterioration
of a recognition accuracy when the time distance between capturing the gallery
and probe images extends significantly, e.g., to a few years. This suggests that
the initial claim related to the stability of iris texture might be inaccurate.

However, one should aware that the stability of iris texture only partially
contributes to the stability of the iris templates, and many factors may influence
the template lifespan. Iris is not exposed to the external environment and it is
covered by a transparent fluid (an aqueous humor) that fills the space (an ante-
rior chamber) between the cornea and the iris. Hence, capturing the iris image
relies on registering this complicated, three-dimensional structure constituting
the frontal, visible part of the eye. Although an iris is the most apparent element
of this structure, the aging related to the aqueous humor or the cornea may also
influence the aging of iris templates, even if the iris tissue is immune to a flow of
time. Moreover, the equipment flux should be considered as an influential element
of the template aging phenomenon. This may relate to replacement of the camera
between the gallery and probe image capture, or wearing the camera components
out. Next, the consequences of the template aging should be distinguished from
effects related to inter- and intra-session matching scores. Intra-session compar-
ison scores will typically exhibit a better match among images when compared
to the corresponding inter-session results. However, the inter-session changes in
imaging conditions, e.g., environmental parameters or subject’s interaction with
the equipment, usually blur more subtle aging effects related to the eye biology.
From the technological point of view, the iris biometric features, not images,
are used to finally judge on the extent to which the aging occurs, as we are
interested in how this phenomenon transforms from the image space (possible
to inspect visually) to the feature space (natural for biometric matching). How-
ever, the transformation between these spaces is always proprietary to an iris
coding method, and the strength of the template aging effect may depend on
the feature extraction methodology. Last but not least, we have no guarantee
that the aging effect will be evenly observed across the subjects of different pop-
ulations. Experiment results obtained with a particular database of images may
be a weak predictor of this phenomenon for people of different race, health or
dietary culture.

The expected stability of the iris pattern may also be regarded (in a broader
sense) as a demand for stationarity. Stationary time series is characterized by
temporal stability of its statistical properties. However, stability of one property
(e.g., the average value) does not guarantee the stationarity, as other properties
(e.g., sample variance) may still vary over time. This makes the research of the
aging phenomenon even more complicated, as the judgment should not be based
solely on properties of a single statistics (e.g. monotonic behavior of the average
matching score).
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Above aspects related to discovering the truth about the iris aging urgently
call for experiments carried out for different populations across the world,
performed in different environments, for as many feature extraction methods as
possible and for the longest possible time lapse between measurements. Answer-
ing this call, we present the iris aging analysis based on comparison results
obtained for four iris matchers and the biometric samples captured even eight
years apart. To our best knowledge, eight years is the longest time interval char-
acterizing samples used in the iris aging analysis up to date worldwide.

2 Related Work

Iris recognition is relatively young discipline, and thus there is still a shortage
of data-bases of iris images collected with adequate time intervals to observe
the template aging phenomenon. This is why the literature devoted to the iris
template aging is still limited.

Gonzalez et al. first addressed a possibility of influence of the time lapse onto
iris recognition accuracy [3]. They estimated coding method parameters using
a part of the multimodal BioSec database, containing samples of 200 subjects.
Final results were generated with the use of the BioSecurID database contain-
ing iris images captured for more than 250 volunteers. Although the databases
used were reasonably large, the time lapse between image captures in the test
database was very short (one to four weeks). As the observation of the aging
effects in such a short time period may be difficult, the authors focused on
inter- vs. intra-session recognition accuracy analysis. According to the expecta-
tions, the genuine intra-session comparisons revealed a better match (e.g. FNMR
∈ (0.085, 0.113) @FMR = 0.01)1 when compared to the inter-session results (e.g.
FNMR ∈ (0.224, 0.258) @FMR = 0.01). No significant differences in comparison
scores can be observed for inter-session results with respect to these very short
time intervals. Thus any conclusions on the iris aging cannot be drawn based on
this work, yet it supports the intuition related to the importance of the enroll-
ment procedure that should produce the enrollment samples predicting, to the
maximum possible extent, the inter-session variations.

The intra- vs. inter-session variations in iris matching scores were also studied
by Rankin et al., who used a database of images captured for 238 subjects [4].
The sessions were separated by three and six months time periods. Results are
presented separately for irises grouped in classes depending on the iris texture
density, and support a claim on the increase of false rejections when time interval
between samples increases. However, this study lies slightly next to the main
course of biometrics technology, as the images were captured in visible, not
near-infrared light and by a specialized biomicroscope, not typically used in iris
recognition.
1 FNMR (False Non-Match Rate) is an empirical estimate of the recognition method

error relying on falsely rejecting a genuine sample; FMR (False Match Rate) is an
empirical estimate of the recognition method error relying on falsely accepting an
impostor sample.
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Baker et al. presents the first known to us analysis of the iris aging under long,
four-year time lapse [5]. A small database consisted of images captured for 13
volunteers was used in the analysis with the iris segmentation inspected manually
(this excludes the segmentation errors from the source of matching score dete-
rioration). As opposed to Gonzalez et al., they eliminated intra-session scores,
and the analysis was focused on comparison between short-time-lapse matches
(i.e., for images taken a few months apart) and long-time-lapse-matches (i.e.,
for images taken four years apart). The authors found a statistically significant
difference in the average comparison scores between short-time-lapse matches
and long-time-lapse matches, namely the genuine comparison scores (based on
the Hamming Distance) increased by 3–4 % for long-time-lapse-matches, and the
simultaneous change in the impostor scores was not observed. Bowyer et al. con-
tinue Baker’s work presenting the results for slightly enlarged database of iris
images captured for 26 subjects [6]. Again, the comparisons between short-time-
lapse matches (i.e. for images separated by less than 100 days) and long-time-
lapse-matches (i.e. for images taken at least 1000 days apart) are analyzed, and
statistically significant deterioration in the genuine comparison scores is reported
(increase of the Hamming Distance by approximately 4 %). Later, Baker et al.
expand their initial work by the use of additional matcher submitted by the
University of Cambridge to the Iris Challenge Evaluation 2006 [7]. The authors
report an increase in false rejection rate for longer time lapse between images,
supporting an evidence of an iris template aging effect. Simultaneously, they
concluded that pupil dilation, contact lenses and amount of iris occlusions were
not significant factors influencing the aging-related results.

Fenker and Bowyer [8] presented the first study based on comparison results
obtained by more than one coding method, with one being a well-recognized
commercial product (VeriEye; used also in this paper). The database, consisted of
images separated by two years interval, was built for 43 volunteers. The authors,
similarly to the previous studies, generated short-time-lapse (from 5 to 51 days)
comparisons and long-time-lapse (from 665 to 737 days) comparisons, and the
aging effect is studied through observation of the increase of false rejections as a
function of time interval. Although we expected an increase of FNMR when the
time interval grows, the reported numbers are surprisingly large and alarming.
Namely, FNMR increased by 157 % to 305 % for the authors’ matcher, and by
195 % to 457 % for a commercial matcher, depending on the acceptance threshold
set optimally for short-time-lapse comparison scores. The authors created data
subsets with images presenting homogeneous pupil dilation and captured for eyes
not wearing contact lenses, yet the results obtained for these data subsets did not
show a clear evidence of the significant influence that these factors might have
onto the original conclusions. The same authors have broadened their research
and used images separated by one-, two- and three-year time intervals captured
for 322 subjects [9]. They evaluated four different matchers to select the most
accurate one, used finally in their evaluations. Similarly to the prior work, the
reduction in the recognition accuracy was observed, as the average false non-
match rate increased by 27 %, 82 % and 153 % for one-, two- and three-year
intervals between compared samples, respectively.



288 A. Czajka

Current literature delivers also a claim that the iris aging – if exists – is of a
negligible significance [10]. However, one should be careful as the linear regression
models used in this work explain only partially possible sources and nature of
matching scores non-stationarity, as they try to find monotonic deterioration in
the selected statistical property (the average matching score). The lack of linear
trend in one statistics does not guarantee the statistical stationarity, as still
the remaining (and important) statistical properties (e.g. score variance) may
vary. Moreover, non-monotonic changes of statistical properties may also be a
consequence of aging and might be interesting to the biometric community.

3 Aging Database

3.1 Database Summary

BioBase-Aging-Iris database prepared for this work is a part of a larger set –
BioBase. The BioBase contains biometric samples of five characteristics collected
for the same persons, namely: iris, fingerprints, hand geometry and face images,
as well as on-line handwritten signatures registered on the graphical tablet. The
BioBase was collected mostly in 2003 and 2004 for more than 200 volunteers.
We had repeated in 2010 and 2011 the data collection process for all biometric
characteristics a few times for 31 individuals, who agreed to participate in the
re-enrollment, building five BioBase-Aging datasets, separately for each biomet-
ric characteristics. Certainly, we had frozen our database collection environment
to use exactly the same equipment and the software, configured identically to
minimize the influence of environmental factors onto the biology-related aging
effects. To capture samples for all five characteristics, a single measurement ses-
sion lasted approximately 30 min. In particular, during each session, we realized
three iris capture attempts, and each attempt consisted of as many presentations
as it was necessary to capture two iris images (per eye). We intentionally did not
capture the iris images in immediate series, to introduce some between-attempt
variability in intra-session samples. This scenario yields to six iris images for
each eye obtained in each measurement session.

The iris images were captured for both subject’s eyes. To minimize the influ-
ence of poor image quality on the aging-related conclusions, we decided to man-
ually remove poor quality samples, e.g. those showing less than 50 % unoccluded
iris texture. Hence, the BioBase-Aging-Iris contains 571 iris images for 58 differ-
ent eyes. The shortest time interval between sessions is 30 days while the longest
is 2960 days (i.e., more than 8 years). The resolution of the resulting iris images
is 768×576 pixels, and the image quality highly exceeds minimum requirements
suggested by the ISO/IEC 19794-6:2011 and ISO/IEC 29794-6 standards, Fig. 1.

3.2 Equipment Used

Limited availability of commercial cameras offering raw iris images in 2003, when
the experiment was initiated, encouraged us to construct a complete hardware
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Fig. 1. Example iris images captured in 2003 (left) and the corresponding images of
the same eyes captured in 2011 (right). Visual inspection of the upper samples reveal
no serious differences within the iris pattern, yet the bottom samples show slight differ-
ences in the iris size and in the distribution of illumination. These possible differences
may also influence the matching scores, incorrectly obscuring an aging phenomenon
resulted from the biology. Images originate from BioBase-Aging-Iris database.

setup for the iris capture: the IrisCUBE camera. This prototype equipment cap-
tures the iris from a convenient distance of approximately 30 cm with the desired
speed and quality. The camera was equipped with optics that actively compen-
sates for small depth-of-field, typical in iris recognition systems, through an auto-
matic focus adjustment. Two illuminants of near infrared light (with maximum
power set at 850 nm) are placed horizontally and equidistantly to the lens, what
guarantees consistent and sufficient scene illumination. IrisCUBE uses TheImag-
ingSource DMK 4002-IR B/W camera that embeds SONY ICX249AL 1/2” CCD
interline sensor with enlarged sensitivity to infrared light. Camera parameters
such as shutter speed and gain may be adjusted manually or automatically.

During lifespan of the database collection project, new equipment with iris
capture capability emerged on the market, and nowadays we may select among
dozen of iris capture devices. However, due to high quality of the images captured
by the constructed camera and due to the aim of guarantying homogeneous data
collection environment, we used IrisCUBE to capture all the images in BioBase-
Aging-Iris, thus also in 2010 and 2011 re-captures.

3.3 Database Variants

We observed that iris images captured after a few years might have different iris
diameters when compared to these captured at the beginning of this project.
Although each recognition methodology should be iris-diameter agnostic and
normalize its size prior to feature extraction, we prepare a second variant of the



290 A. Czajka

Fig. 2. Examples of raw database images (left) and the corresponding size normal-
ization results (right) after an increase (top) and a decrease (bottom) of the image
resolution through bicubic interpolation. We may observe the effects of cropping and
filling up with neighboring elements when changing the image resolution. Normaliza-
tion is performed to center the iris within the image, what should help the matchers
in correct data segmentation.

database with iris diameters normalized to the intra-class average using bicubic
interpolation.

Images with iris diameter smaller that the intra-class average diameter are
enlarged and cropped to the original resolution (768 × 576 pixels). If the iris
diameter is larger that the average, the image resolution is decreased and the
missing parts at the image borders are filled up with a mirror copy of the neigh-
boring parts, again to keep the original resolution. We use the iris segmentation
parameters which were calculated at this stage, and the cropping or filling up
the image are realized to to center the iris within the image (Fig. 2). Further in
the paper we refer to these two variants as the raw and resampled versions.

4 Iris Coding Methods

We use four different, commercially or publicly available iris matchers in this
work, namely Neurotechnology VeriEye [11], Monro Iris Recognition Library –
MIRLIN [12], Open Source for IRIS – OSIRIS [13], as well as the BiomIrisSDK,
which is based on the methodology developed by this author [14]. In the following
paragraphs we briefly characterize all four methods and provide rationale for
their employment.

Neurotechnology VeriEye employs a proprietary and not published iris cod-
ing methodology. The manufacturer claims a correct off-axis iris segmentation
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with the use of active shape modeling, in contrast to typical circular approxi-
mation of the iris boundaries. VeriEye was tested for a few standard iris image
databases, it was used in the NIST IREX project and presents pretty good accu-
racy. It is also the only – known to us – commercial matcher available for free
(for a month period). The resulting score corresponds to the similarity of sam-
ples, i.e. a higher score denotes a better match. For the sake of simplicity, we
use further the NT acronym for the VeriEye matcher.

MIRLIN derives the iris features from the zero-crossings of the differences
between Discrete Cosine Transform (DCT) calculated in rectangular iris image
subregions [15]. The coding method yields to binary iris codes, thus the compar-
ison requires to calculate a Hamming Distance (a lower score denotes a smaller
distance between samples, i.e. a better match). The ML acronym is used for the
MIRLIN matcher further in the paper.

BiomIrisSDK employs the Zak-Gabor wavelet packets and the binary iris fea-
ture vectors are derived by one-bit coding of the Zak-Gabor transform coeffi-
cients’ signs. The uniqueness of this method relies on the fact, that it does not
employ image filtering, popular in iris recognition, and produces iris features
that reveal global character with respect to the iris regions used in coding. As
for the MIRLIN matcher, a Hamming Distance is used to calculate the match-
ing score. We use the ZG acronym further in the paper when referring to the
Zak-Gabor-based matcher.

OSIRIS implements Daugman’s iris recognition idea of using 2D Gabor filtering
to calculate a binary feature vector (iris code). Pairs of bits code one of the
four phase quadrants, thus roughly approximating the signal phase information.
A Hamming Distance, normalized by the number of non-occluded code bits, is
used to calculate the dissimilarity between irises. A few programming bugs had
to be fixed prior to the OSIRIS application, and after these improvements it
finally offers a good reliability.

This is noteworthy that we had a full control over the ZG and OS methods.
This allows to separate segmentation and coding processes, and in consequence to
feed the matchers by images correctly segmented. This possibility is highly ben-
eficial, as the results depend only on the properties of iris pattern fluctuations,
and not on segmentation errors. We thus manually inspected the segmentation
results achieved by ZG method for all samples in BioBase-Aging-Iris, and – if
needed – corrected positions of the pupil, iris and sector positions used in ZG
to generate the feature vector. For OS matcher, we transformed all iris images
to the polar coordinates applying Daugman’s rubber sheet model [2], and man-
ually corrected occlusion masks. As the OS matcher employs normalized images
expressed in polar coordinate, there is no use to examine its performance for
resampled database variant, thus only raw subset was used for this method.

We had however no chance to separate the segmentation and the coding
procedures in the commercial matchers (NT and ML), thus this part of the aging
assessment encompasses the entire performance of the methods (i.e., eventual
segmentation errors and changes in the iris tissue).
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Fig. 3. Numbers of possible genuine pairs that can be constructed with the images of
BioBase-Aging-Iris database plotted as a function of time lapse between the samples
(gathered in quarters, i.e., three-month periods). Different-session pairs are marked
with dark blue color, and the light blue color shows the number of pairs including
same-session ones. Segmentation of pairs into three groups (SG-0, SG-2 and SG-9)
is also shown, where SG-0 contains all the scores for intra-session comparisons, SG-2
groups all the scores generated for time lapse not greater than 2 year (excluding the
intra-session scores) and SG-9 gathers all the scores calculated for samples distant by
at least 5 years.

5 Results

5.1 Matching Score Generation

We inspected the BioBase-Aging-Iris database to construct a distribution of all
possible pairs of the same-eye images with respect to the time lapse between
image captures, Fig. 3. The number of possible genuine comparisons is equal to
twice the number of possible iris image pairs, as the matchers may not return a
symmetrical scores (i.e., the score between the iris image A and the iris image B
may be unequal to the score between B and A). We may generate 3 244 image
pairs in BioBase-Aging-Iris, thus the total number of all genuine comparison is
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6 488. Among these comparisons, we have 2 468 results of comparing the iris
images captured in the same session, and 4 020 scores of matching inter-session
images. BioBase-Aging-Iris allows to construct 51 654 impostor comparisons for
all the time intervals observed during genuine comparison generation.

NT, ZG and OS matchers allow to generate all the above mentioned genuine
and impostor scores for both database variants (raw and resampled). The ML
matcher generated a smaller number of scores (5 948 and 44 514 of genuine
and impostor scores, respectively) due to the template generation errors, yet the
numbers of scores for resampled database is slightly greater (6 328 and 49 162 of
genuine and impostor scores, respectively), what may mean that normalization
of the iris size increases the accuracy of the ML matcher for this database.

5.2 Matching Score Grouping

It was impossible to encourage all volunteers to participate in the experiment
on each day we organized the re-capture, thus the number of sample pairs with
respect to the time interval is uneven, Fig. 3, yielding highly uneven numbers
of comparison scores possible to be generated in short periods. To obtain sta-
tistically significant results, we decided to gather comparison scores into three
groups that can be identified when observing the distribution of sample pairs
shown in Fig. 3. The first score group, denoted by SG-0, contains all the genuine
and impostor scores for intra-session comparisons. The second – inter-session –
subset, denoted by SG-2, groups all the scores generated for the samples with
time lapse not greater than 2 year, certainly excluding the intra-session scores.
The third subset, referred to as SG-9, gathers all the scores calculated for sam-
ples distant by at least 5 years and up to 2960 days, i.e. more than eight years.
Table 1 details the numbers of genuine and impostor scores obtained for all the
matchers used in this work with respect to all three score groups.

5.3 Evaluation Results

To answer the question related to the existence of aging effects in iris recogni-
tion, we present the average genuine and impostor scores calculated for each score
group: SG-0, SG-2 and SG-9. Note that the conclusions related to aging should be
based solely on inter-session comparisons (i.e. scores classified as SG-2 and SG-
9), and the intra-session results are presented only for a completeness to show the
potential influence of intra- vs. inter-session captures on the recognition accuracy.

The NT matcher was the most accurate for images in BioBase-Aging-Iris as
it reached zero EER2 for samples of raw database variant, and only for one time
period a non-zero EER was observed after resampling the data. We may clearly
observe a deterioration in the average genuine scores within the SG-2 and SG-
9 subsets, Fig. 4 on the left. The genuine scores are approximately 14 % lower
when the time lapse between samples starts from 5 years and reaches more than
2 EER (Equal Error Rate) is the value of FNMR (or FMR) at the operating point of

Receiver Operating Curve yielding equal values of FMR and FNMR.
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Table 1. Number of genuine ξg and impostor ξi scores in score groups (SG-0, SG-2
and SG-9) for four iris recognition methods used in this work, namely VeriEye (NT),
Zak-Gabor-based (ZG), MIRLIN (ML) and OSIRIS (OS). As the latter matcher (ML)
behaves differently for raw and resampled data, numbers for ML are presented sepa-
rately for these database variants.

Score group → Same ≤ 2 From 5

Coding session years to 9 years

method ↓ (SG-0) (SG-2) (SG-9)

||ξg|| NT, ZG &OS 2468 1588 2432

for each DB

ML for 2292 1548 2108

raw DB

ML for re- 2394 1588 2346

sampled DB

||ξi|| NT, ZG &OS 7988 10 186 33 480

for each DB

ML for 7188 9362 27 964

raw DB

ML for re- 7690 9646 31 826

sampled DB

Fig. 4. Average and median scores (in brackets) for raw (circles, black color) and resam-
pled (rectangles, blue color) database variants, shown with respect to the score groups
for NT matcher. The whiskers show the 95 % boundaries of the sample distributions
in each combination of the SG and database variant. Result for genuine and impostor
scores are shown on the left and right, respectively. A higher score denotes a better
match.

8 years, and this observation is supported by the outcome of one-way unbalanced
analysis of variance (ANOVA). Namely, we cannot accept the null hypothesis
that all samples in SG-2 and SG-9 subsets are drawn from populations with the
same mean, as they obtained p-value is near to zero (p < 10−47 for raw database



Influence of Iris Template Aging on Recognition Reliability 295

Fig. 5. Same as in Fig. 4 for the ZG matcher. A lower score denotes a better match.

variant and p < 10−37 for resampled database variant). When comparing the
intra- vs. inter-session scores, we encounter even higher accuracy deterioration,
namely 25 % decrease of average score in SG-2 when compared to the SG-0
average, and a decrease by 35 % of SG-9 scores when compared to the SG-0
average. Certainly, also in these cases the analysis of variance casts doubt on
the null hypothesis, as the obtained p-values are below machine accuracy when
compared SG-0 vs. SG-2 and SG-0 vs. SG-9 scores for both variants of the
database. Note that resampling of the iris images has a little influence on the
average genuine scores, what may suggest that NT matcher is iris-size agnostic
and the aging of the NT templates seems to occur independently of this factor.

Analogously to the presentation of the NT matcher results, we show the
average genuine scores for ZG method, Fig. 5 on the left. The intra- vs. inter-
session scores show 16 % and 19 % increase in the average Hamming Distance for
raw datasets (20 % and 22 % increase for resampled datasets) when compared
SG-0 average score with the SG-2 and SG-9 averages, respectively. These changes
are statistically significant, as obtained p-values are below machine accuracy (for
all combinations of a database variant and a time period). Comparing SG-2 and
SG-9 scores show only 3 % of the average score increase, yet still p < 10−8 that
suggests rejecting of the null hypothesis on equal means. We may observe that
the ZG matcher is robust to the absolute iris size, as the genuine scores for raw
and resampled database variants do not differ significantly.

The ML matcher average genuine scores are presented in Fig. 6 on the left. As
for NT and ZG methods, we may encounter statistically significant differences
when comparing average intra- vs. inter-session comparison scores (p-value not
exceeding 10−10 for all combinations of SG and a database variant), namely the
decrease reaches 27 % and even 45 % when compared SG-0 vs. SG-2 and SG-0 vs.
SG-9 average scores, respectively. However, when compared the average scores
between SG-2 and SG-9 we obtain a low p-value (p < 10−15) only for the raw
database variant, and p = 0.19 for the resampled data, although the increase of
the average score in the latter case reaches 4 %. This may suggest, that the aging
effect related to the ML templates is somehow compensated by the unifying of
the iris diameters inside the iris classes (but in a sense of statistical significance
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Fig. 6. Same as in Fig. 4 for the ML matcher. As for ZG matcher, a lower score denotes
a better match.

Fig. 7. Same as in Fig. 4 for the OS matcher. As for ZG and ML matchers, a lower
score denotes a better match.

of the ANOVA test). One, however, should note that resampling allowed for a
better accuracy of the ML matcher, manifesting by a greater number of correctly
calculated templates and a lower average of the genuine scores in each score
subgroup.

As for all the matchers presented above, also the OS matcher presents sta-
tistically significant differences in average genuine scores when comparing intra-
and inter-session results (p-value near zero). The genuine average scores increases
by about 25 % in both cases, i.e. SG-0 vs. SG-2 and SG-0 vs. SG-9). However,
unexpectedly the OS method seems to be resistant to aging effects as the average
of inter-session genuine scores (i.e. SG-2 vs. SG-9) slightly decreases by 1.5 %
(opposite to the expectations), yet the median slightly increases by 0.5 % (sug-
gesting aging effect), Fig. 7 on the left. These changes are statistically significant
as p < 0.0064. To investigate this result in more details, we plot cumulative dis-
tributions of the genuine scores, Fig. 8. We can see, that the OS matcher behaves
differently in regions of higher and lower similarity of iris images. Namely, the
stronger is the comparison score (higher similarity between images), the more
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Fig. 8. Cumulative distribution of genuine scores for OS matcher. Regions of weaker
and higher similarities between images are intentionally shown to highlight different
behavior related to the sensitivity of the OS matcher to aging effects.

aging effect is visible. However, if the images are not matched well (image sim-
ilarity is lower), then the order of average comparison score is opposite to the
expectation: average SG-2 result is greater than average SG-9 score. This sug-
gests that more accurate matching present the aging effect to the more extent,
and supports the observation related to the most accurate (on this DB) NT
matcher, presenting the highest sensitivity to the time lapse.

As of now we discussed the genuine scores only, and now we turn toward the
matching between impostor samples. Figures 4, 5, 6 and 7 on the right present
the average impostor scores for NT, ZG and ML matchers, respectively. As it
was already suggested in the literature related to the iris aging effect, we may
observe lower differences in average scores in groups when compared to the
result of genuine comparisons. Namely, the changes range from 0.5 % for ZG and
OS matchers (intra- vs. inter-session averages for raw samples) to 22 % for NT
matcher (inter-session averages for resampled images). The ANOVA test casts
doubt on accepting the hypothesis that investigated sample subsets are drawn
from populations with the same mean (p < 0.021 for all combinations of SG
and database variant). We may also see that iris absolute diameter size has no
influence on the impostor scores.

6 Discussion

Average values of the genuine scores obtained for all the tested matchers may
suggest that iris templates age, what partially supports earlier findings
determined for different matchers and different databases, yet collecting sam-
ples with a shorter time lapse between captures than in this work. The extent
to which the template aging phenomenon is observed is however uneven across
different matchers, in particular we observe a higher influence of the time flow
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for more accurate methods. This observation may be explained in two ways.
On the one hand, less accurate matcher may encounter a higher number of seg-
mentation errors, or improper iris image mapping, when comparing irises with
different pupil dilation, iris diameter or occlusion extent. These factors may be
classified as ‘aging factors’ (as the resulting template ‘ages’, independently of
the ‘aging’ source), yet we rather would like to answer the question if the aging
relates also (or first of all) to the iris texture, i.e. a direct donor of the biometric
features. If the answer is affirmative, then assessment to what extent it tackles
the elements of the complicated iris tissue would be of a great value. So, on
the other hand, we may assume that high accuracy of the matcher relates to
a higher accuracy of the segmentation process. If so, more comparison scores
result from an appropriate matching of the iris patterns (with occlusions appro-
priately removed and iris texture appropriately mapped), which – according to
the experimental results – exhibits significantly different nature after a few year
time lapse. Note that the aim of each coding method is to be sensitive for iris
features which guarantee individualization of subjects (e.g., frequency bands in
wavelet-based coding routines). Collecting these thoughts, we would hazard a
guess that the iris aging relates also to the iris characteristics that are responsi-
ble for our individual biometric features, i.e. the iris pattern. Simultaneously, we
stress again that difference in average comparison scores is only one indicator of
the inter-session variability, suggesting the non-stationarity in iris recognition.

The fact of iris aging, if finally confirmed by a series of additional experi-
ments exploiting a large number of matchers and big, heterogeneous datasets,
should under no circumstances devalue the strength of the iris recognition. Next
research step should be focused on the assessment of the extent to which the
aging phenomenon deteriorates the accuracy of this modality, allowing for intro-
ducing precise rules of template usage, in particular adequate time periods which
call for re-enrollment, what may only increase an accuracy of this prominent and
very accurate authentication technology.
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Abstract. An electromygraphic (EMG) Silent Speech Interface is a sys-
tem which recognizes speech by capturing the electric potentials of the
human articulatory muscles, thus enabling the user to communicate
silently. This study deals with the introduction of multi-channel elec-
trode arrays to the EMG recording system, which requires meticulous
dealing with the resulting high-dimensional data. As a first application
of the technology, Independent Component Analysis (ICA) is applied for
automated artifact detection and removal. Without the artifact removal
component, the system achieves optimal average Word Error Rates of
40.1 % for 40 training sentences and 10.9 % for 160 training sentences on
EMG signals of audible speech. On a subset of the corpus, we evaluate
the ICA artifact removal method, improving the Word Error Rate by
10.7 % relative.

Keywords: Electromyography · EMG · Silent speech interface · Elec-
trode array · Emg-based speech recognition

1 Introduction

Speech is the most convenient and natural way of human communication and
interaction. However all but 150 years ago, the lack of technical devices for ampli-
fying, processing, transmitting, or storing acoustic signals limited spoken com-
munication to face-to-face talk or speeches in front of at most medium-sized
audiences.

Nowadays, mobile phone technology has made speech a wide-range, ubiq-
uitous means of communication, and talking to any person, worldwide, has
become a reality. Furthermore, many speech-controlled devices and services have
been developed, including telephone-based information retrieval systems, voice-
operated car navigation systems, and large-vocabulary dictation and translation
assistants.

c© Springer-Verlag Berlin Heidelberg 2014
M. Fernández-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 300–312, 2014.
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Unfortunately, voice-based communication and interaction suffers from sev-
eral challenges which arise from the fact that the speech needs to be clearly audi-
ble and cannot be masked, including lack of robustness in noisy environments,
disturbance for bystanders, privacy issues, and exclusion of speech-disabled peo-
ple. These challenges may be alleviated by Silent Speech Interfaces, which are
systems enabling speech communication to take place without the necessity of
emitting an audible acoustic signal, or when an acoustic signal is unavailable [1].

Over the past few years, we have developed a Silent Speech Interface based on
surface electromyography (EMG): When a muscle fiber contracts, small electrical
currents in form of ion flows are generated. EMG electrodes attached to the
subject’s face capture the potential differences arising from these ion flows, which
are then used to retrace the corresponding speech. This allows speech to be
recognized even when it is produced silently, i.e. mouthed without any vocal
effort.

Many EMG-based speech recognizers rely on small sets of less than 10 EMG
electrodes attached to the speaker’s face [2–6]. This setup is based on standard
Ag-AgCl gelled electrodes as used in medical applications and imposes some lim-
itations, for example, small shifts in the electrode positioning between recordings
are difficult to compensate, and it is impossible to separate superimposed signal
sources, thus single active muscles or motor units cannot be discriminated.

In this study we present experiments on using electrode arrays for the record-
ing of EMG signals of speech. In a first step, we establish that our existing
EMG-based continuous speech recognizer [2] is able to deal with the increased
number of signal channels. This requires extending standard Linear Discrimi-
nant Analysis with a prior Principal Component Analysis step. Secondly, we
present a first application of the EMG array methodology, namely, we show that
Independent Component Analysis (ICA) can be used to remove artifacts from
the multi-channel EMG signal.

This article is organized as follows: In the following Sect. 2, we describe our
new recording system, and Sect. 3 contains a description of the underlying recog-
nizer. Section 4 establishes the multi-channel recording system and presents our
experiments on artifact detection and removal. The final Sect. 5 concludes the
article.

2 Recording System Setup and Corpus

EMG signals were recorded with the multi-channel biosignal amplifier EMG-
USB2, which is produced and distributed by OT Bioelettronica, Torino, Italy
http://www.otbioelettronica.it. The EMG-USB2 device allows to record and
process up to 256 EMG channels, supporting a selectable gain of 100 - 10.000
V/V and a recording bandwidth of 3 Hz - 4400 Hz. For line interference reduction,
we used the integrated DRL circuit [7]. The electrode arrays were acquired from
OT Bioelettronica as well. Electrolyte cream was applied to the EMG arrays in
order to reduce the electrode/skin impedance.

We used two different EMG array configurations for our experiments, see
Fig. 1. In setup A, we unipolarly recorded 16 EMG channels with two EMG

http://www.otbioelettronica.it
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Fig. 1. EMG array positioning for setup A (left) and setup B (right).

arrays each featuring a single row of 8 electrodes, with 5 mm inter-electrode
distance (IED). One of the arrays was attached to the subject’s cheek, capturing
several major articulatory muscles [3], the other one was attached to the subject’s
chin, in particular recording signals from the tongue. A reference electrode was
placed on the subject’s neck.

In setup B, we replaced the cheek array with a larger array containing four
rows of 8 electrodes, with 10 mm IED. The chin array remained in its place. In
this setup, we achieved a cleaner signal by using a bipolar configuration, where
the potential difference between two adjacent channels in a row is measured.
This means that out of 4 · 8 cheek electrodes and 8 chin electrodes, we obtained
(4+1) ·7 = 35 signal channels. For both setups, we chose an amplification factor
of 1000, a high-pass filter with a cutoff frequency of 3 Hz and a low-pass filter
with a cutoff frequency of 900 Hz, and a sampling frequency of 2048 Hz. The
audio signal was parallely recorded with a standard close-talking microphone.
We used an analog marker system to synchronize the EMG and audio recordings,
and according to [8], we delayed the EMG signal by 50ms compared to the audio
signal.

The text corpus which we recorded is based on [2]. We used two different text
corpora for our recordings: Each session contains a set of ten “BASE” sentences
which is used for testing and kept fixed across sessions. Furthermore, each session
contains 40 training sentences, which vary across sessions. For reference, we call
this basic text corpus “Set 1”. A subset of our sessions has been extended to 160
different training sentences and 20 test sentences, where the 20 test sentences
consist of the BASE set repeated twice. This enlarged text corpus is called
“Set 2”.

The recording proceeded as follows: In a quiet room, the speaker read English
sentences in normal, audible speech. Note that we also recorded silently mouthed
speech, which was not used in this study. The set of sentences was taken from
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the Broadcast News Domain. The recording was supervised by a member of
the research team in order to detect errors (e.g. detached electrodes) and to
assure a consistent pronunciation. The training and test sentences were always
recorded in randomized order. Thus we finally have four setups to investigate,
namely, setups A-1 and A-2 (with 16 EMG channels) and B-1 and B-2 (with
35 EMG channels). The suffixes “1” and “2” refer to the recorded text corpus,
e.g. the A-1 sessions consist of 40 + 10 sentences, the A-2 sessions consist of
160 + 20 sentences, etc. At this point we remark that the results on the four
setups are not directly comparable, since the number of training sentences, the
set of speakers and the number of sessions per speaker differ. Also, our experience
indicates that even for one single speaker, the recognition performance may vary
drastically between sessions, possibly due to variations in electrode positioning,
skin properties, etc. However, it is certainly plausible to compare the effects of
different feature extraction methods on the recognition performance of each of
the setups. Note that the test sets of the four setups consist of identical sentence
lists, so their characteristics in terms of perplexity and vocabulary are the same.

The following table summarizes the properties of our corpus.

Setup # of Speakers / Sessions Average data length in sec.

Training Test Total

A-1 3 / 6 144 37 181

A-2 2 / 2 528 74 602

B-1 6 / 7 149 42 191

B-2 4 / 4 570 83 653

3 Feature Extraction, Training and Decoding

The feature extraction is based on time-domain features [8]. We first split the
incoming EMG signal channels into a high-frequency and a low-frequency part,
after this, we perform framing and compute the features. The whole feature
extraction proceeds as follows.

For any given feature f , f̄ is its frame-based time-domain mean, Pf is its
frame-based power, and zf is its frame-based zero-crossing rate. S(f , n) is the
stacking of adjacent frames of feature f in the size of 2n + 1 (−n to n) frames.

For an EMG signal with normalized mean x[n], the nine-point double-averaged
signal w[n] is defined as

w[n] =
1
9

4∑

k=−4

v[n + k], where v[n] =
1
9

4∑

k=−4

x[n + k].

The high-frequency signal is p[n] = x[n]−w[n], and the rectified high-frequency
signal is r[n] = |p[n]|. Mathematically, the computation of w[n] from x[n] is an
application of a weighted moving average filter.
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The final feature TDn is defined as follows:

Frame size and frame shift are set to 27 ms respective 10 ms.
The TD0 feature is the most basic feature used in this study, consisting of

a channel-wise combination of five standard time-domain features, which are
computed frame by frame. In the final step defined by Eq. a stacking of
adjacent feature vectors with context width 2 · n+ 1 is performed, with varying
n. This process is performed for each channel, and the combination of all channel-
wise feature vectors yields the final TDn feature vector. For the stacking context
widths, different n have been used in prior work, e.g. [8] uses a context width of
5, however on a different corpus, [9] shows that increasing the context width to
15 frames, i.e. 150 ms per side, yields improved results.

In all cases, we apply Linear Discriminant Analysis (LDA) on the TDn fea-
ture. The LDA matrix is computed by dividing the training data into 136 classes
corresponding to the begin, middle, and end parts of 45 English phonemes, plus
one silence phoneme. From the 135 discriminant dimensions which are yielded
by the LDA algorithm, we always retain 32 dimensions. As shown in Sect. 4.2,
it may be necessary to perform Principal Component Analysis (PCA) before
computing the LDA matrix, see Sect. 4.2 for further details. In the experiments
described in Sect. 4.3, Independent Component Analysis (ICA) and possible arti-
fact suppression is applied before the feature extraction step, on the raw EMG
data.

The recognizer is based on three-state left-to-right fully continuous Hidden-
Markov-Models. All experiments use bundled phonetic features (BDPFs) [2] for
training and decoding. In order to obtain phonetic time-alignments as a reference
for training, the parallely recorded acoustic signal is forced-aligned with an Eng-
lish Broadcast News (BN) speech recognizer. Based on these time-alignments,
the HMM states are initialized by a merge-and-split training step [10], followed
by four iterations of Viterbi training.

For decoding, we use the trained acoustic model together with a trigram
Broadcast News language model. The test set perplexity is 24.24. The decoding
vocabulary is restricted to the words appearing in the test set, which results in
a test vocabulary of 108 words. Note that we do not use lattice rescoring for our
experiments.

Further information can be found in [2], the recognizer presented therein
serves as the baseline for this study.

4 Experiments and Results

In this section we first present results on applying our baseline system towards
the new, high-dimensional signals. Subsequently, we present our ICA-based auto-
mated artifact removal method, and evaluate its performance.
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4.1 Baseline Recognition System

In the first experiment, we use our baseline recognizer, as described in Sect. 3,
and feed it with the EMG features from the array recording system. Figure 2
shows the Word Error Rates for different stacking widths, averaged over all
sessions of each setup.

Fig. 2. Word Error Rates for the baseline system with different stacking context widths.
PCA or ICA were not applied.

We consider the optimal context widths for the four setups. Our observations
for the four distinct setups are very different: For setup A-1, with 16 channels
and 40 training sentences, the Word Error Rate (WER) varies between 46.3 %
and 53.2 %, with the optimum reached at a context width of 5 (i.e.TD5). For the
B-1 setup, with 35 channels but the same amount of training data, the optimal
context width appears to be TD2 with a WER of 50.5 %, widening the context
causes deteriorating results, the worst WER is 87.6 % for the TD15 stacking.

For the setups with 160 training sentences, the recognition performance is
consistently better due to the increased training data amount. With respect to
context widths, we observe a behavior which vastly differs from the results above:
For 16 EMG channels (setup A-2), the optimal context width is 15, with a WER
of only 13.2 %. For setup B-2, TD5 stacking is optimal, with a WER of 10.6 %.

The behavior described in this section is quite consistent across recording
sessions. The variation in optimal stacking width indicates a deep inconsistency
between our setups, which leads us to the series of experiments described in the
following section.
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4.2 PCA Preprocessing to Avoid LDA Sparsity

Machine learning tasks frequently exhibit a challenge known as the “Curse of
Dimensionality”, which means that high-dimensional input data, relative to the
amount of training data, causes undertraining, diminishes the effectiveness of
machine learning algorithms, and reduces in particular the generalization capa-
bility of the generated models. The maximal feature space dimension which
allows robust training depends on the amount of available training data.

The dimensionality of the feature space in our experiments depends on the
number of EMG channels and the stacking width in the feature extraction. From
the results of Sect. 4.1, we observe

– that for both setups A and B, increasing the amount of training data increases
the optimal context width

– and that for both the 40-sentence training corpus (set 1) and the 160-sentence
training corpus (set 2), the optimal context width with setup B is lower than
the optimum for setup A.

This strongly suggests that the “Curse of Dimensionality” is the cause of the
discrepancy we observed. However, since the LDA algorithm always reduces
the feature space dimensionality to 32 channels, the GMM training itself is not
affected by varying feature dimensionalities.

We propose that the deterioration of recognition accuracy for small amounts
of training data and high feature space dimensionalities is caused by the LDA
computation step. It has been shown that when the amount of training data
is small relative to the sample dimensionality, the LDA within-scatter matrix
becomes sparse, which reduces the effectivity of the LDA algorithm [11]. This
may be the case in our setup, since with only a few minutes of training data, we
may have a sample dimensionality before LDA of up to 35 · 5 · 31 = 5425 for the
35-channel system with a TD15 stacking.

The following set of experiments deals with coping with the LDA sparsity
problem. We expect an improved recognition accuracy and, in particular, a more
consistent result regarding the optimal feature stacking width. Our method is to
apply an additional PCA dimension reduction step before the LDA computation,
as advocated for visual face recognition [12]. This step should allow an improved
LDA estimation, however, if the PCA cutoff dimension is chosen too low, one
will lose information which is important for discrimination.

The computation works as follows: On the training data set, we first compute
a PCA transformation matrix. We apply PCA and keep a certain number of
components from the resulting transformed signal, where the components are,
as usual, sorted by decreasing variance. Then we compute an LDA matrix of the
PCA-transformed training data set, finally keeping 32 dimensions. The resulting
PCA + LDA preprocessing is now applied to the entire corpus, normal HMM
training and testing is performed, and we use the Word Error Rate as a measure
for the quality of our preprocessing.

Figure 3 plots the Word Error Rates of the recognizer for setups A and B
and different stacking widths versus the number of retained dimensions after the
PCA step. In all cases, we jointly plot the WERs for training data sets 1 and 2.
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Fig. 3. Word Error Rates for different PCA dimension reductions. Observe that the
feature space dimension before the PCA step increases from left to right and from top
to bottom.
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The figures show that the PCA step indeed helps to overcome LDA spar-
sity. For example, in the A-1 setup, the optimal context width without PCA
application is 5, yielding a WER of 46.3 %. With PCA application, the optimal
number of retained PCA dimensions for the TD5 context width is 700, yield-
ing a WER of 44.8 %. However, we can still do better: With a vastly increased
context width of 15, we get the best WER of 40.1 %, at a dimensionality of 900
after PCA application.

This is also true for the other four setups, see table 1 for an overview. In all
cases, we obtain WER reductions of more than 10 % relative, and also, in all
cases the optimal context width increases.

Table 1. Optimal Results and Parameters with and without PCA.

Setup A-1 A-2 B-1 B-2

Best Result without PCA (“Baseline”) 46.3 % 17.0 % 50.5 % 13.4 %

Optimal Stacking Width without PCA 5 15 2 5

Optimal Number of Dimensions without PCA 880 2480 875 1925

Best Result with PCA 40.1 % 13.9 % 44.9 % 10.9 %

Optimal Stacking Width with PCA 15 15 5 10

Optimal Number of Dimensions with PCA 900 2480 500 1500

Relative Improvement by PCA Application 13.4 % 18.2 % 11.1 % 18.7 %

So far, we have found the optimal context width for the EMG speech classifi-
cation task to lie around 10 to 15 frames on each side, which makes a context of
around 200-300 ms. It may be possible to try even wider contexts, however, close
examination of the results in Fig. 3 show that between the context widths of 10
and 15, the respective WERs with optimal PCA dimensionality are rather close
for each of the four setups, so it may be assumed that increasing the context
width beyond around 15 frames will not yield further improvements.

4.3 ICA Application

Having established a baseline recognizer for array recordings of EMG, we now
consider applications of this technology. One well-established means of identify-
ing signal sources in multi-channel signals is Independent Component Analysis
(ICA) [13]. ICA is a linear transformation which is used to obtain independent
components within a multi-channel signal; the underlying idea is that the sta-
tistical independence between the estimated components is maximized. We use
the Infomax ICA algorithm according to [14], as implemented in the Matlab
EEGLAB toolbox [15].

In this study, we apply ICA for artifact removal. For this purpose, we inter-
pret ICA as a method of (blind) source separation: We run ICA on the raw EMG
signal, obtaining a set of 16 resp. 35 ICA components. The ICA decomposition
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matrix is computed separately for the two arrays. We then develop a heuristical
measure to determine whether any detected component should be considered an
artifact or a “target” EMG signal component. This method has been presented
in detail in [16]. For our experiments, we choose the B-1 setup with 40 training
sentences.

Fig. 4. EMG signals of the chin array before ICA processing (left) and after ICA
processing (right). The ICA decomposition shows visibly distinct EMG signal compo-
nents and artifact noise.

As an example, Fig. 4 shows a short extract of EMG signals recorded with
the chin array, together with their ICA decomposition. The example shows that
artifact components may be vastly different from target components: the 7 orig-
inal EMG channels of the chin array of one utterance (left) are decomposed into
three “target” components which look like EMG signals, and four “noise” com-
ponents. Therefore we expect that the removal of the noise channels improves
the recognition results. In [16] we present two strategies:

– Direct Method: We take the ICA components, identify and remove artifact
components, and then compute the EMG features on the remaining compo-
nents.

– Backprojection: We take the ICA components, identify and remove artifact
components as before, and then back-project these components to the original
signal. Mathematically, this can be described as applying the ICA decompo-
sition, setting the artifact ICA components to zero, and then multiplying the
altered set of ICA components with the inverse of the ICA matrix.

In [16], it is shown that the direct method yields better results than backpro-
jection. Therefore in this article we present results on artifact removal with the
direct method, i.e. we compute EMG features on the remaining ICA components.
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Artifact components are identified by the following three measures, which
are computed on the ICA decomposition:

– Autocorrelation Measure: This method typically identifies very regular (peri-
odic) artifacts, like power line noise. We compute the autocorrelation sequence
of the input component and then take the value of the first maximum after
the first zero of the sequence. If this value is greater than 0.5, this component
is deemed an artifact.

– High-frequency noise detection: The surface EMG signal has a frequency range
of 0 Hz - 500 Hz [17]. Therefore a component with distinct high-frequency parts
is considered an artifact. We compute the discrete-time Fourier transform of
the input component and divide the frequency axis into two intervals: The
“signal” interval from 0 Hz to 500 Hz, and the “noise” interval from 500 Hz to
1024 Hz (the Nyquist frequency). We then compute the areas of the amplitude
of the Fourier transform over the two intervals and divide the “signal” area by
the “noise” area. If the quotient is smaller than 1.3, this component is deemed
an artifact.

– EMG signal range: The main energy of the EMG signal is found between
50 Hz and 150 Hz [17]. As before, we divide the frequency axis into two parts:
A “signal” interval from 50 Hz to 150 Hz, and “noise” part from 0 Hz to 50 Hz
and from 150 Hz to 1024 Hz. Then we divide the “signal” area by the “noise”
area. If the quotient is below 0.25, we deem this component an artifact. For
this measure, we found that the power spectral density yielded slightly more
robust estimates than a standard Fourier transformation.

Our measures are first computed on each ICA component of each utterance of
the training data set. In a second step, we combine the results: For a component
to be considered an artifact, we require that at least one of the three methods
considers this component an artifact on a minimum percentage of (training)
utterances. This “threshold percentage” is varied between 10 % and 50 %, where
a lower value causes more components to be removed. We observed that the
threshold makes a difference when components vary across utterances, e.g. when
the contact between electrode and skin deteriorates over time.

For our experiments, we used the optimal setup of the B-1 corpus, namely
TD5 stacking with PCA dimensionality reduction to 500. Figure 5 shows Word
Error Rates for this experiment with different strategies: The baseline is attained
without ICA application, here we obtain 44.9 % WER. ICA increases the WER
to 50.6 %—this result is in line with [18], where it is shown that direct ICA
application may cause both improvement or deterioration of the WER. With a
slightly different preprocessing, in [16] we obtained an insignificant improvement
with direct ICA application.

Using our noise removal strategies clearly improves the WER: With a thresh-
old percentage of 50 %, we obtain 44.9 % WER, about as much as without ICA.
But we can still improve this result: The best WER is achieved with a 10 % noise
threshold, where the WER is reduced to 40.1 %. Compared with the baseline,
this is a relative improvement of 10.7 %.
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Fig. 5. Results for ICA with noise removal with different noise threshold percentages
on the B-1 setup. See text for details.

5 Conclusions

In this study we introduced a new EMG-based speech recognition technology,
based on electrode arrays instead of single electrodes. We presented two basic
recording setups and evaluated their potential on data sets with different amount
of training data. An unexpected inconsistency with respect to the optimal feature
stacking width led us to the introduction of a PCA preprocessing step before the
LDA matrix is computed, which gives us consistent relative Word Error Rate
improvements between 11 % to 19 %, even for small training data sets of only
40 sentences. As a first application of the new array technology, we showed that
Independent Component Analysis (ICA) can be applied for artifact detection
and removal, improving the Word Error Rate by 10.7 % relative. However, we
observed that application of ICA without the noise detection heuristics did not
improve our result.
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Abstract. In this paper electroencephalogram (EEG) signals are stud-
ied to extract biometric traits for identification of users. Different record-
ing sessions separated in time are considered in order to infer about
usability of EEG biometrics in real life applications. The aim of this
work is to provide a representation of the data and a classification app-
roach which would show repeatability of the EEG features employed in
the proposed framework. The brain electrical activity has already shown
some potentials to allow automatic user recognition, but an extensive
analysis of EEG data aiming at retain stable and distinctive features is
still missing. In this contribution we test the invariance over time of the
discriminant power of the employed EEG features, which is a relevant
property for a biometric identifier to be employed in real life applica-
tions. The enrolled healthy subjects performed resting state recordings
on two different days. Combinations of different electrodes and spectral
subbands have been analyzed to infer about the distinctiveness of differ-
ent topographic traits and oscillatory activities. Autoregressive statisti-
cal modeling using reflection coefficients has been adopted and a linear
classifier has been tested. The observed results show that a high degree
of accuracy can be achieved considering different acquisition sessions for
the enrollment and the testing stage. Moreover, a proper information
fusion at the match score level showed to improve performance while
reducing the sample size used for the testing stage.

Keywords: EEG · Biometrics · Repeatability · Resting · Fusion

1 Introduction

EEG signals have been widely studied since the beginning of the last century,
mainly for clinical applications, to investigate brain diseases like Alzheimer,
epilepsy, Parkinson and many others. Specifically, EEG signals, acquired by
means of scalp electrodes, sense the electrical activity related to the firing of spe-
cific collections of neurons during a variety of cognitive tasks such as response to
audio or visual stimuli, real or imagined body movements, imagined speech, etc.
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Table 1. State of the art on EEG biometrics using a resting state protocol.

Paper Protocol # Subj # Ch. Features

[4] CE 4 1 AR (6th)

[5] CE 48 3 AR (6th)

[6] CE, OE 40 1 AR (21th)

[7] CE 5 6 AR (6th)

[8] CE 10 1 AR (6th) + PSD

[9] CE, OE 10 4 AR (21th)

[10] OE 10 2-3 AR (11th)

[11] CE 23 1 FFT

The most relevant cerebral activity falls in the range of [0.5, 40] Hz. In details five
wave categories have been identified, each associated to a specific bandwidth and
to specific cognitive tasks: delta waves (δ) [0.5,4] Hz which are primarily associ-
ated with deep sleep, loss of body awareness, and may be present in the waking
state; theta waves (θ) [4, 8]Hz which are associated with deep meditation and
creative inspiration; alpha waves (α) [8, 13]Hz which indicate either a relaxed
awareness without any attention or concentration; beta waves (β) [13, 30]Hz usu-
ally associated to active thinking; gamma waves (γ) [30, 40]Hz usually used to
locate right and left side movements.

In the last decades, the brain activity, registered by means of EEG, has been
heavily employed in brain computer interfaces (BCI) [1] and more recently in
brain machine interface (BMI) [2] for prosthetic devices. In the last few years
EEG signals have also been proposed to be used in biometric based recognition
systems [3].

EEG signals present some peculiarities, which are not shared by the most
commonly used biometrics, like face, iris, and fingerprints. Specifically, brain
signals generated on the cortex are not exposed like face, iris, and fingerprints,
therefore they are more privacy compliant than other biometrics since they are
“secret” by their nature, being impossible to capture them at a distance. This
property makes EEG biometrics also robust against the spoofing attack at the
sensor since an attacker would not be able to collect and feed the EEG signals.
Moreover, being brain signals the result of cognitive processes, they cannot be
synthetically generated and fed to a sensor, which also addresses the problem of
liveness detection. Also, the level of universality of brain signals is very high. In
fact people with some physical disabilities, preventing the use of biometrics like
fingerprint or iris, would be able to get access to the required service using EEG
biometrics.

However, the level of understanding of the physiological mechanisms behind
the generation of electric currents in the brain, not yet fully got, makes EEG a
biometrics at its embryonic stage. Nevertheless, some preliminary, but promis-
ing, results have already been obtained in the recent literature, see for example
[4,5,12–14] where a review on the state of the art of EEG biometrics is also given,
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and [15]. Due to the early stage of research dealing with EEG as biometrics, cur-
rently, the deployment of convenient and accurate EEG based applications in
real world are limited with respect to well established biometrics like finger-
prints, iris, and face. However the brain electrical activity has already shown
some potentials to allow automatic user recognition. Answers to practical and
theoretical questions addressed for the development of a usable system can be
found in [16] where promising results are obtained from the implementation
of a portable EEG biometric framework for applications in real world scenarios.
Improvements in EEG signal acquisition and technological advances in the use of
wireless and dry sensors, easy to wear and robust with respect to noise [17] could
represent the cue for outlining guidelines for practical systems implementation.

In Table 1, an extensive although not exhaustive list of research studies which
have already been published using a resting state acquisition protocol, either
closed eyes (CE) or open eyes (OE), is provided. It is evident that the data-
base dimension is quite limited in almost all of these contributions. This is also
due to the lack of a public EEG database suitably collected for the biometric
recognition purpose, where acquisitions and protocols would be designed accord-
ing to the specific requirements. In fact most of the works in this field test the
implemented techniques on datasets recorded in BCI contexts. Moreover the
issue of the repeatability of EEG biometrics in different acquisition sessions has
never been systematically addressed in any of the aforementioned contributions
and it has never received the required attention from the scientific community.
Nevertheless, its understanding is propaedeutic towards the deployment of EEG
biometrics in real life. Although in some referred works different acquisition ses-
sions have been provided, they were considered to assort a single dataset where
randomly selected EEG segments were used for training or testing a classifi-
cation algorithm for the recognition purpose. On the other hand, in [12] the
session-to-session variability was tested on a dataset of 6 subjects performing
imagined speech. The entire set of 128 channels was used to extract features,
and results show a decreasing performance when considering sessions tempo-
rally apart, which led to assess that the imagined speech EEG does not show
to have a reliable degree of repeatability. Therefore, in this paper we further
speculate on the use of EEG as a biometric characteristic by focusing on the
analysis of repeatability of its features, thus starting filling a gap in the existing
literature. More in details, we rely on two simple acquisition protocols, namely
“resting states with eyes open” and “resting states with eyes closed” to acquire
data from nine healthy subjects in two acquisition sessions separated in time.
Different configurations for the number of electrodes employed and for their spa-
tial placement have been taken into account. Specifically, sets of three and five
electrodes have been considered to acquire the signals, and several frequency
bands have been analyzes. The so acquired signals, after proper preprocessing,
are then modeled using autoregressive stochastic modeling in the feature extrac-
tion stage. Linear classification is then performed. The paper is organized as
follows. The acquisition protocol is detailed in Sect. 2.1, and in Sect. 2.2 the
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template extraction procedure is described. In Sect. 3 classification is performed,
while experimental results are given in Sect. 4. Finally conclusions are drawn in
Sect. 5.

2 Experimental Setup

2.1 EEG Data

Nine healthy volunteers have been recruited for this experiment. Informed con-
sent was obtained from each subject after the explanation of the study, which
was approved by the local institutional ethical committee. During the experi-
ment, the participants were comfortably seated in a reclining chair with both
arms resting on a pillow in a dimly lit room properly designed minimizing exter-
nal sounds and noise in order not to interfere with the attention and the relaxed
state of subjects. The subjects were asked to perform one minute of “resting
state with eyes open” and one minute of “resting state with eyes closed” [18] in
two temporally separated sessions, from 1 to 3 weeks distant from each other,
depending on the subject.
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Fig. 1. Scalp electrodes positioning in the employed protocol according to an extension
of the standard 10-20 montage.

Brain activity has been recorded using a BrainAmp EEG recording system
operating at a sampling rate of 200 Hz. The EEG was continuously recorder from
54 sites positioned according to the International 10-20 system as shown in Fig. 1.
Such configuration is not meant to be a user convenient solution, but allows to
investigate about a proper electrode placement, able to catch distinctive features
according to the employed protocol. Before starting the recording session, the
electrical impedance of each electrode was kept lower than 10 kOhm through
a dedicated gel maximizing the skin contact and allowing for a low-resistance
recording through the skin. After the EEG recording sessions, the EEG signals
have been band pass filtered in the band [0.5, 30] Hz, before further analysis.
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2.2 Methods

The template is generated by considering the signals acquired by a properly
chosen set of electrodes. We have tested different acquisition configurations.
Specifically, sets of three and five electrodes have been employed in our tests
to understand, at a first stage, the proper number of electrodes to employ, lim-
iting it, and at a later stage, the proper electrodes positioning to use in order
to capture repeatable and stable features, if present. The signals so acquired
are preprocessed as described in Sect. 2.2 in order to perform denoising and to
select the proper subbands. Then, the EEG signals in the selected subbands
are AR modeled as described in Sect. 2.2. The template is obtained by concate-
nating the reflection coefficients vectors related to the different channels in the
sets under analysis. Specific brain rhythms are mainly predominant in certain
scalp regions during different mental states. Therefore, we expected a certain
variability of recognition performance spanning the entire scalp through specific
configurations of electrodes, and considering the closed or open eyes condition,
being different the capability to catch distinctive features.

Preprocessing. Before performing feature extraction, each acquired raw EEG
signal has been processed as described in the following. Neural activity reflected
in resting state EEG signals shows to contain frequency elements mainly below
30 Hz. Hence, a decimation factor has been applied to the collected raw signals,
after filtering them through an anti-aliasing FIR filter. A sampling rate of Sr =
60 Hz was selected to retain spectral information present in the four major EEG
subbands referring to the resting state (δ [0.5, 4] Hz, θ [4, 8] Hz, α [8, 13] Hz and
β [13, 30] Hz). The γ subband [30, 40] Hz is not considered, given that it is known
not to be relevant in a resting condition. A further stage of zero-phase frequency
filtering was applied to discriminate the different EEG rhythms. The single δ, θ, α
and β subbands and their combinations (frequency components from 0.5 Hz up to
30 Hz, and from 0.5 Hz up to 14 Hz) have been considered in our experiments.

A spatial filter has been then applied to the acquired signals. When suffi-
ciently large numbers of electrodes are employed, potential at each location may
be measured with respect to the average of all potentials, approximating an inac-
tive reference. Specifically, a common average referencing (CAR) filter has been
employed in the herein proposed analysis by subtracting the mean of the entire
CT = 54 electrodes montage (i.e. the common average) from the channel c of
interest, with c = 1, 2, · · · , CT , at any one instant, according to the formula:

CARV c
u [n] = V c

u [n] − 1
CT

CT∑

j=1

V j
u [n], (1)

where V j
u [n] is the potential between the j-th electrode and the reference elec-

trode, for the user u, with u = 1, 2, · · · , U . CAR filtering has been employed to
reduce artifacts related to inappropriate reference choices in monopolar record-
ings [19] or not expected reference variations, as well as to provide measures as
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Fig. 2. Classification results in % obtained for the best performing set of three (P7-
Pz-P8) and five channels (Cz-CP5-CPz-CP6-Pz), considering AR order Q = 10 and
different values of frame length (Tf ).

independent as possible from the recording session. This results in an increased
signal-to-noise ratio, since artifacts related to a single reference electrode are bet-
ter controlled, as showed in [20], where authors compared spatial filter methods
with a conventional ear reference in an EEG-based system.

A set of instances to be used for the training and the testing stages has
been obtained from the signal segmentation. A range from 1 up to 3 seconds of
EEG frame length has been spanned stepwise, in order to best characterize each
user brain signal for the identification purpose. The one second frame length has
been experimentally selected as it has shown to best catch distinctive features of
users’ EEG segments for the recognition purpose. This can be observed in Fig. 2,
where best performance is achieved both for sets of three and five electrodes,
considering one second EEG segments, in the band δ ∪ θ ∪ α ∪ β = [0.5, 30]Hz
shown to be the best performing. These results refer to 10 order AR modeling
and best sets of three and five channels, and show averaged performance obtained
training the classifier on each acquisition session and testing it on the other one.
Such framework has been employed to increase the number of trials used to
study the repeatability of EEG biometrics in terms of recognition performance
over the investigated period.

In this stage an overlap interval between adjacent frames was set to increase
the sample size. Overlapping percentages of 25 %, 50 % and 75 % have been
tested. Subsequently the DC component jointly to the linear trend has been
removed from each EEG segment. The so obtained data-set have been fur-
ther processed to extract the distinctive features from each user brain signal,
as described below.

Modeling and Feature Extraction. After the preprocessing stage, detailed
in Sect. 2.2, each acquired signal is modeled as a realization of an AR stochastic
process. A realization x[n] of an AR process, of order Q, can be expressed as:
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x[n] = −
Q∑

q=1

aQ,q · x[n − q] + w[n] (2)

where w[n] is a realization of a white noise process of variance σ2
Q, and aQ,q

are the autoregressive coefficients. The well known Yule-Walker equations [21],
which allow calculating the Q coefficients, can be solved recursively, employing
the Levinson algorithm and introducing the concept of reflection coefficients.
Specifically:

{
aQ,q = aQ−1,q + KQ · aQ−1,Q−q, q = 1, · · · , Q − 1
σ2

Q = σ2
Q−1

(
1 − K2

Q

)
,

(3)

where the factor KQ is the so-called reflection coefficient of order Q which is
calculated as follows [21]:

KQ = −
(

Rx[Q] +
Q−1∑

q=1

Rx[q] · aQ−1,Q−q

)
/σ2

Q−1 (4)

where the generic Rx[m] is the signal autocorrelation function, defined as
Rx[m] = E {x[n]x[n − m]}, for all m ≥ 0.

Among the possible estimation approaches, the Burg method [21] estimates
the reflection coefficients Kq, for q = 1, . . . , Q, operating directly on the observed
data x[n] rather than estimating the autocorrelation samples Rx[m]. Therefore,
the Burg’s reflection coefficients, which have been shown in [5] to achieve bet-
ter performance than the most commonly employed AR coefficients, are here
employed.

Given the generic user u, and the generic channel c, let us indicate with ζ(u,c)

the vector, of length Q, composed by the AR model reflection coefficients Kq,
for q = 1, . . . , Q, using the Burg method:

ζ(u,c) = [K(u,c)
1 ,K

(u,c)
2 , · · · ,K

(u,c)
Q ]T . (5)

The model order Q has been selected according to the Akaike Information Crite-
rion (AIC) to minimize the information loss in fitting the data. It can be observed
in Fig. 3(a), that the AIC(Q) function, averaged among subjects and channels,
reaches minimum plateau zone for values of Q from 6 to 12. The feature vector
x for the user u is obtained by concatenating the AR coefficients vectors related
to the signals obtained from the channels in the set under analysis. The 10 AR
order has been experimentally selected since it has shown to best fit the EEG
data for the recognition purpose, as it can be observed in Fig. 3(b), where correct
classification percentage is reported considering one second EEG segmentation.
Averaged results are shown, obtained training on each session and testing on
the remaining one, and considering the best performing sets of three and five
channels.
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Fig. 3. (a) AIC function, averaged on all subjects and channels, for the frequency
band [0.5, 30] Hz. (b) Classification results in % obtained for the best performing set of
three (P7-Pz-P8) and five channels (Cz-CP5-CPz-CP6-Pz), considering Tf = 1s and
different AR orders Q.

3 Classification

The classifier we propose estimates the class (user identity) to which the observed
feature vector x belongs to by means of a linear transformation ŷT(G) = xTG,
where the transformation matrix G is obtained by minimizing the mean square
error (MMSE) thus obtaining:

G = arg min
Γ

N∑

i=1

Pi · Ex|Hi

{
[yi−ŷ(Γ )]T[yi−ŷ(Γ )]

}
(6)

where Hi indicates the hypothesis x belongs to the i-th class, with i = 1, 2, · · · , N .
Here, assuming the hypothesis Hi holds, the vector yi = [0, . . . , 0, 1, 0, . . . , 0] with
the unique one in the i-th position, indicates the class i x belongs to, while ŷT(G)
represents its estimation. Pi denotes the prior probability that x belongs to the
i-th class. It can be easily shown that the employed optimization criterion given
in (6) brings to the normal equations:

Rx · G = Rxy (7)

where Rx = E {xxT} is the auto-correlation matrix for the elements of the
feature vector x, while Rxy=

∑N
i=1 Pi · Ex|Hi

{x} · yT
i turns out to be the matrix

whose columns are the probabilistically averaged conditional mean values of the
observations x.

Dataset. As pointed out in Sect. 2.2, different sets of Nc = 3, 5 channels, to
acquire the signals from which the feature vectors x is extracted, have been
considered for both the employed protocols. Given a chosen set of channels,
each of the signals so acquired has been pre-processed, as described in Sect. 2.2,
segmented into Nf frames, and modeled by resorting to the reflection coefficients
of an AR model of order Q. Therefore, considering, for each user, EEG signals of
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duration of 60 s, segmented into frames of 1, 2 and 3 s, with an overlap factor of
75 %, a number of Nf = 237, 117 and 77 frames has been obtained respectively,
each of which is represented by the feature vector x of Q × Nc elements.

Such a set of feature vectors has been collected for each of the two tempo-
rally separated recording sessions, 1-3 weeks distant from each other, and each
protocol, i.e. closed and open eyes resting conditions. It is worth pointing out
that the vectors used in the training stage and in the recognition stage have been
obtained from the two different acquisition sessions in order to infer about the
repeatability over the considered interval of the EEG features for the acquired
dataset and the employed acquisition protocols. Hence, we applied the classifi-
cation algorithm selecting the train and the test datasets without shuffling the
EEG frames belonging to different sessions, as performed in other works with
user recognition aims. In order to achieve our goal, each one of the two sessions
has been sequentially considered for the training dataset while the remaining
session has been used to obtain the test dataset, thus obtaining two couples
of temporally separated datasets, (training set, recognition set) to train and
test the classifier. This kind of validation framework has been provided just to
encrease the statistical significance of the results. They show that we can’t assess
a perfect symmetry of changes over time, but that the features keep stable over
the considered interval (1-3 weeks). Some of the results of each test are shown
in subsequent columns of Table 2 where each set has been acquired at a different
time.

3.1 Training

The training stage consists in the estimation of the matrix G in (7) computed
as G = R̂−1

x · R̂xy, where the matrices Rx and Rxy are estimated through
MonteCarlo runs, considering equal prior probabilities Pi for all the classes (users
identities) to distinguish between. The estimation was obtained performing the
following two sample averages:

R̂x =
1

NM

N∑

i=1

M∑

m=1

xm,ixT
m,i

R̂xy =
1

NM

N∑

i=1

M∑

m=1

xm,iyT
i ,

(8)

where xm,i is the m-th observed feature vector belonging to the i-th class, with M
being the number of instances of x for each class, and yi = [0, . . . , 0, 1, 0, . . . , 0]T ,
with the unique 1 in the i-th position. The considered matrices can be simply
upgraded in case of enrollment of N ′ new users, summing the related matrices
xm,ixT

m,i to Rx, and adding new columns i to Rxy given by N
M(N+N ′)

∑M
m=1 xm,i,

where i = N + 1, . . . , N + N ′. To avoid failures and to control accuracy in the
estimation of R−1

x , the singular value decomposition based pseudoinversion has
been used for the matrix inversion.
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Table 2. Classification results in % for CE protocol, obtained using the acquisition
session t for training and the acquisition session r for recognition, with t, r = S1, S2

and t �= r, for the subband δ ∪ θ ∪ α ∪ β = [0.5, 30] Hz, for sets of three electrodes. For
each test t → r 2 results are provided, considering 75 % of the training dataset while
25 % (first column) and 75 % (second column) of the test dataset.

Closed eyes

Spatial filtering (CAR) No spatial filtering

Electrodes S1 → S2 S2 → S1 S1 → S2 S2 → S1

Fp1 Fpz Fp2 51.66 57.57 65.03 69.43 59.87 70.18 65.31 73.42

AF3 AFz AF4 63.43 65.40 66.15 70.79 76.89 91.00 79.23 87.15

F7 Fz F8 50.54 57.76 73.89 82.09 70.32 71.26 78.86 88.65

F3 Fz F4 53.26 59.54 66.34 67.84 59.45 65.54 66.71 69.39

F1 Fz F2 60.81 66.43 74.03 82.56 73.14 85.98 72.95 76.14

FC3 FCz FC4 73.61 81.15 80.45 91.09 77.12 91.14 84.29 94.05

T7 Cz T8 68.26 74.59 70.56 77.12 65.64 59.77 63.90 69.29

C3 Cz C4 78.15 82.51 74.82 85.56 78.57 93.48 84.29 87.39

C1 Cz C2 78.43 88.98 81.81 94.19 80.78 87.01 92.50 99.91

TP7 CPz TP8 65.78 75.34 62.82 57.01 75.06 79.75 80.97 85.61

CP3 CPz CP4 63.62 66.85 59.12 72.95 69.25 71.26 80.03 87.25

P7 Pz P8 93.44 100 94.56 99.62 95.50 100 97.47 100

P5 Pz P6 89.69 99.62 93.25 99.06 80.54 87.01 92.31 100

P3 Pz P4 79.00 79.89 86.08 89.22 67.84 67.93 70.84 78.48

P1 Pz P2 65.07 70.60 62.82 70.79 63.90 63.85 63.06 69.48

PO3 POz PO4 70.98 69.06 77.64 80.87 68.07 81.20 74.07 85.51

O1 POz O2 69.57 74.82 70.70 67.79 69.67 78.43 66.24 70.75

3.2 Recognition

In the recognition stage, a linear transformation is applied to each of the M ×
N observations from the test dataset. For the i-th user a score vector ŷi was
obtained for each instance of xi in the dataset applying the discrimination matrix
G to xm,i:

ŷm,i = G · xm,i (9)

with m = 1, . . . , M . Subsequently, the M score vectors related to each tested
user were summed together to reduce the misclassification error, obtaining

ŷi =
M∑

m=1

ŷm,i. (10)

Finally the estimation of the index representing the user identity is obtained
locating the maximum of the score vector ŷi = [ŷi(1), . . . , ŷi(N)]T according to
the criterion

î = argl max yi(l). (11)
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As previously pointed out, to solve the classification problem we separately con-
sidered different symmetrical sets of sensors and different brain rhythms for the
template extraction. In order to improve accuracy, an information fusion inte-
grating multiple sensors distributions and brain rhythms was then performed at
the match score level, which is the most common approach in multibiometric
systems [22]. The aim was to determine the best sets of channels configura-
tions and frequency bands that could optimally combine the decisions rendered
individually by each of them. The basic hypothesis was that different represen-
tations of brain rhythms show different distinctive traits, which may increase
variability between-subjects if efficiently combined together. In this regard the
proper level for information fusion in the multibiometric approach is an impor-
tant issue to dramatically improve the classification performance. We observed
that different subjects showed advantagious scores for different sets of channels
and different rhythms, that is each of them presented particular spactral distrib-
ution and topography of distinctive traits (Table 4). Hence, for each tested user
the proposed score fusion was obtained through the sum

1
NBNCh

B∑

b

S∑

Ch

b
Chŷi (12)

of scores vectors ŷi related to specific NB bands b ∈ B and NS selected sets
Ch ∈ S composed of three electrodes. All tests performed and obtained results
are reported in the next Section.

4 Experimental Results

The results of the performed analysis are reported for all the experiments carried
out. The aim of the study was to test the repeatability of the considered EEG
features, needed to recognize users previously enrolled in a biometric system.
Repeatability and stability represent properties of paramount importance for
the use of EEG biometrics in real life systems. For this purpose we have selected
two simple tasks to be performed by a set of users, and a classification problem
has been set up, where the training set and the one to be used in the recognition
stage have been chosen belonging to temporally separated sessions 1-3 weeks
distant from each other.

More in detail, given the “resting state” acquisition protocols here consid-
ered and the 54 employed channels shown in Fig. 1, we have selected different
subsets of them in order to find the best performing spatial arrangements of the
electrodes while minimizing their number. Although the considered acquisition
technique doesn’t result user convenient, not being this the focus of the paper, in
a preliminary study, as this is, it allows to detect on the scalp the brain rhythms
which provide the best distinctive features, according to the employed protocol.
In order to achieve this goal we have considered sets of three and five electrodes,
the former listed in Table 2. An information fusion approach combining match
scores obtained for the selected distributions of sensors and the selected brain
rhythms is also proposed to improve performance.
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Table 3. Classification results in % for OE protocol. See caption of Table 2 for descrip-
tion.

Open eyes

Spatial filtering (CAR) No spatial filtering

Electrodes S1 → S2 S2 → S1 S1 → S2 S2 → S1

Fp1 Fpz Fp2 57.48 68.03 67.65 64.65 43.46 49.79 55.41 56.59

AF3 AFz AF4 56.12 56.96 47.12 56.17 53.87 59.21 69.39 73.98

F7 Fz F8 63.57 63.48 67.28 70.18 62.17 67.14 69.67 74.54

F3 Fz F4 66.10 68.17 72.25 70.28 65.78 73.00 60.76 69.01

F1 Fz F2 66.01 66.67 67.23 70.98 54.62 58.37 67.28 69.10

FC3 FCz FC4 83.97 87.15 78.57 87.11 66.99 68.45 67.56 65.96

T7 Cz T8 87.06 83.68 84.11 89.59 76.79 77.03 75.25 80.97

C3 Cz C4 80.08 90.53 78.20 80.87 76.84 81.58 69.48 77.92

C1 Cz C2 72.39 73.65 73.65 82.37 65.45 65.17 69.85 81.20

TP7 CPz TP8 53.26 53.91 58.74 66.29 52.23 55.09 58.09 62.59

CP3 CPz CP4 63.24 72.53 62.96 65.17 75.43 82.00 60.29 63.90

P7 Pz P8 55.32 56.54 59.82 64.70 59.17 60.85 51.24 47.30

P5 Pz P6 53.21 54.99 62.59 64.32 65.07 66.67 53.59 54.71

P3 Pz P4 53.73 57.99 68.59 76.32 79.93 85.33 67.74 76.65

P1 Pz P2 55.79 51.34 59.45 66.76 68.40 74.87 56.82 60.29

PO3 POz PO4 51.76 49.41 55.37 52.23 56.02 63.01 56.26 60.76

O1 POz O2 52.13 48.76 54.85 54.15 54.81 56.02 56.49 61.46

Template extraction has been performed as described in Sect. 2.2, by first
preprocessing the EEG signals, which includes decimation with sampling rates
Sr = 60 Hz, CAR spatial filtering, segmentation into frames of Tf s with an
overlapping factor Of between consecutive frames, and eventually band pass
filtering in order to analyze the subbands δ, θ, α and β, which are the ones
interested by the “resting state” protocols, and some of their combinations. A
value of Of = 75% has been here employed since we have experimentally proven
it is able to guarantee good performance as it provides an adequate sample size
to assort the training and recognition datasets. Then the so obtained frames are
modeled using an AR model, whose tested orders Q = {6, 8, 10, 12} have been
estimated by means of the AIC function (see Fig. 3(a)). Value of Tf = 1 s and
Q = 10 have been selected as they showed to best characterize the users’ EEG
for the recognition task (see Fig. 2).

The template is then obtained by concatenating the reflection coefficients of
the signals acquired by means of the electrode set under analysis, thus gener-
ating feature vectors of length 3Q, 5Q for the sets of three, and five electrodes
respectively.
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Table 4. Classification results in % of correct identification reported for each subject
Ii in the cross validation framework (averages over 237 runs). Results refer to CE
condition, when training on session S1 (75 % of frames) and performing identification
tests on S2 (25 % of frames).

Subjects

Electrodes I1 I2 I3 I4 I5 I6 I7 I8 I9

Fp1 Fpz Fp2 78.06 75.53 27.00 85.23 100 91.56 33.76 47.68 0

AF3 AFz AF4 100 70.46 48.95 84.39 86.50 69.62 76.37 55.70 100

F7 Fz F8 100 9.70 13.50 80.17 34.60 100 100 94.94 100

F3 Fz F4 100 3.38 0 74.26 20.25 100 79.32 57.81 100

F1 Fz F2 73.84 72.57 0 79.75 100 100 74.26 58.65 99.16

FC3 FCz FC4 98.31 48.52 32.07 60.76 100 100 75.53 79.75 99.16

T7 Cz T8 7.59 100 100 100 0.00 100 34.60 96.62 51.90

C3 Cz C4 48.10 40.08 100 94.94 90.72 100 58.65 80.59 94.09

C1 Cz C2 37.97 81.43 94.94 100 100 100 27.00 85.65 100

TP7 CPz TP8 26.58 74.26 100 91.56 83.12 100 100 100 0

CP3 CPz CP4 23.63 36.29 100 100 49.37 100 35.86 87.34 90.72

P7 Pz P8 100 100 97.47 100 100 100 100 100 62.03

P5 Pz P6 100 48.95 100 97.47 100 100 37.13 100 41.35

P3 Pz P4 35.44 37.13 100 100 98.31 100 38.82 68.35 32.49

P1 Pz P2 42.19 0 100 100 64.56 100 62.45 85.65 20.25

PO3 POz PO4 100 39.66 65.40 85.65 82.28 100 4.22 64.98 70.46

O1 POz O2 100 12.66 64.56 78.06 100 100 37.97 81.86 51.90

In Tables 2 and 3 the results obtained for sets of three electrodes when using
the MMSE classifier, described in Sect. 3, are given for both employed protocols
CE and OE. It is worth pointing out that the signals employed to obtain the
templates to be used in both the training and the recognition stage are disjoint
in time. Therefore two different combinations of training (t) and recognition (r)
sessions, (t, r) with t, r ∈ {S1, S2} and t �= r, have been tested. Such kind of tests
varying the sequence of sessions in the recognition framework are provided to
validate the results about repeatability of the considered EEG features over the
interval under analysis, for a real usability of an EEG-based biometric system.
The results for the different tests performed are reported separately, not expect-
ing to make assumptions on symmetry of changes over time. Moreover, from the
analysis of different spatial configurations of electrodes we could observe that
triplets of channels allow achieving about same performance then configurations
employing sets of five channels. This is due to a good spatial localization achieved
by configurations of only three sensors, which allow to well capture the underly-
ing phenomena, reducing the problem dimensionality. Moreover, in Tables 2 and
3 results are shown considering the band F = δ ∪θ∪α∪β = [0.5, 30] Hz which is
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Fig. 4. Improvement of the correct recognition rate obtained performing subsequent
score fusions (see Sect. 4), within the CE condition. Curves refer to the combination of
different electrodes sets (x-axis). Labels in the x-axes refer to the score added at each
subsequent step. Results refer to the training on S1 and test on S2.

Table 5. Classification results in % for both CE and OE protocols, obtained using
the same acquisition session S for training and for recognition, with S = S1, S2, for
the subband δ ∪ θ ∪ α ∪ β = [0.5, 30] Hz, for the best performing sets of three and five
electrodes. Results are provided considering 75 % of the dataset for training while 25 %
of the dataset for recognition.

Closed eyes Open eyes

Spatial filt. (CAR) No spatial filt. Spatial filt. (CAR) No spatial filt.

Electrodes S1 → S1 S2 → S2 S1 → S1 S2 → S2 S1 → S1 S2 → S2 S1 → S1 S2 → S2

P7 Pz P8 96.81 100 98.03 100 95.22 96.11 94.56 93.25

Cz CP5 CPz 98.87 100 100 100 100 100 97.00 91.80

CP6 Pz

the one that allows obtaining the best results, and considering a preprocessing
including CAR filtering or not.

Provided performance refers to a cross-validation framework, obtained select-
ing for each user 75% of feature vectors x related to cyclically subsequent frames
from the training dataset, while 25% and 75% from the test dataset, as reported
in subsequent columns of Tables 2 and 3. Numerical results are obtained averag-
ing over 237 independent cross-validation runs to improve the statistical analy-
sis. As previously pointed out, recognition tests have been carried out keeping
independency between the training and the test datasets, acquired in different
sessions, for the classification purpose. This aspect is highlighted in Tables 2 and
3 denoting with Si → Sj the result achieved training on Si and testing on Sj .
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It should be noticed that applying the CAR filter in the preprocessing stage
doesn’t yield a general improvement in the performance for all employed sets of
channels and protocols, while it appears to provide best results for some selected
channels (FC3-FCz-FC4, C3-Cz-C4, T7-Cz-T8) for sets of 3 channels in the OE
protocol. This is likely to be due to artifacts which more affected the open-eyes
condition, removed by the spatial filtering. As regards differences between the
two employed protocols it is evident, by observing the reported results, that
in this experiment the CE protocol provides best performance considering the
adopted EEG feature extraction for the recognition task. In fact, within the
CE condition 100% of correct classification is achieved for instance employing
channels P7-Pz-P8 and 75% of the test feature vectors for each user in the
cross-validation framework. This has been observed to be due both to being the
open-eyes signal more affected by the eyes movement artifacts, and to distinctive
traits contained in the α rhythm which is mainly detected on the posterior head
when resting with eyes closed. In this regard is was noticed that the combination
of channels affected in a different way the recognition results for CE and OE
protocols. In fact, referring to sets of three channels the parietal region has
proven to best perform in CE condition, while the central region achieved best
results in OE condition. Moreover it has been observed, individually analyzing
the extracted brain rhythms, that in CE the α band most contributed to the
best performance obtained combining all bands ([0.5, 30]Hz). The results just
pointed out are in agreement with the fact that in resting state with eyes closed
the dominant brain rhythm α can be detected mainly in the posterior area of
the scalp, while it is attenuated when opening eyes.

Repeatability over the considered interval of the analyzed EEG features can
be inferred by observing that users enrolled in a session have been recognized
in a different one, disjoint in time from 1 to 3 weeks. Besides, it is also evident
that by swapping the training and recognition roles of the session datasets, that
is by considering (t, r) or (r, t), quite coherent performance are obtained.

Table 5 shows results obtained training and testing the classifier on the same
session. It should be noticed that very high correct recognition rate is achieved
considering just 25% of the test dataset (100% for CE and S2), while a greater
number of feature vectors for each user are needed in the inter-sessions frame-
work. This evidence proves the importance of speculating about the stability and
repeatability over time of EEG features for biometric systems. The performance
significantly decreases for the case of disjoint training and test datasets when
considering just few frames for the identification test (25% of the test dataset).
On the other hand, the match score fusion obtained as discussed in Sect. 3.2
has led to a dramatic increase of the recognition accuracy, especially for the
otherwise poorly performing case just mentioned, as observed in Fig. 4 where
the CE condition is analyzed. Same improvements are observed within the OE
condition, not reported in here due to space limitations, still remaining the CE
condition the best performant one. For the selection of the electrodes configura-
tions to combine, the best combination of rhythms was considered, and subse-
quent score fusions were performed. To this aim the electrode sets were sorted in
descending order of performance achieved individually (see Table 2), and sequen-
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tially combined within a forward-backward stepwise approach, retaining in the
information fusion only those sets which improved the correct classification.
Results reported in Fig. 4 showed that a significant improvement was obtained
combining rhythms and sets of channels. Within the multi-session framework a
perfect recognition percentage of 100% could be achieved when the sets of three
inter-hemispheric channels P7 − Pz − P8, C1 − Cz − C2, C3 − Cz − C4, FC3 −
FCz−FC4, AF3−AFz−AF4, and the rhythms [0.5, 30], δ, θ, α containing most
information, were combined into the match score fusion. It should be noticed
that the selected channels result located all over the head, showing that antero-
posterior differences could be distinctive as well as iter-hemispheric asymmetry.
Figure 4 reports the improvements obtained across the subsequent steps of the
information fusion, when considering 75% of training frames from S1 and just
25% of test frames from S2, for the CE condition. Accordingly, this approach
allows to obtain high accuracy while significantly reducing the recording time
needed for the recognition tests.

5 Conclusions

In this paper the problem of repeatability over time of EEG biometrics, for the
same user, within the framework of EEG based recognition, has been addressed.
Simple “resting state” protocols have been employed to acquire a database of
nine people in two different sessions separated in time from 1 to 3 weeks, depend-
ing on the user. Although the dimension of the database employed is contained,
we would like to stress out that this contribution represents the first systematic
analysis on the repeatability issue in EEG biometrics. As such, this contribution
paves the road to more refined analysis which would include more sessions sep-
arated in time as well as different acquisition protocols. Extensive simulations
have been performed by considering different sets of electrodes both with respect
to their positioning and number. A combination of match scores obtained from
different analysis have shown to significantly reduce the frames needed for test,
still maintaining high recognition accuracy. In summary in our analysis a very
high degree of repeatability over the considered interval has been achieved with
a proper number of electrodes, their adequate positioning and by considering
appropriate subband related to the employed acquisition protocol.
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Abstract. We introduce a novel Assistive Technology for Cognition.
The TEBRA system assists persons with cognitive disabilities in brush-
ing teeth by prompting the user. We develop the system based on an
analysis of the task using qualitative data analysis. We recognize differ-
ent substeps using a recognition component based on a Bayesian network.
The user’s progress in the task is monitored using a Finite State Machine
and a dynamic timing model which allows for different velocities of task
execution. We evaluate the TEBRA system in a first study with regular
users and analyze the timing behavior of the system in detail. We found
that the system is able to provide appropriate prompts in terms of tim-
ing and modality to assist a user through the complex task of brushing
teeth.

Keywords: Cognitive assistive technology · Task analysis · Bayesian
network · Dynamic timing model · User study

1 Introduction

Assistive Technology for Cognition (ATC) aims at developing systems which
support persons with cognitive disabilities in the execution of activities of daily
living (ADLs). These persons mostly have problems in accomplishing ADLs on
their own and need assistance by a human caregiver to perform such tasks suc-
cessfully. ATC can provide assistance by automatically prompting the users,
and keep elderly people or persons with cognitive disabilities further in their
own homes which leads to an increase of independence of the persons and a
relief of caregiver burden.

The execution of ADLs is very complex: ADLs like washing hands, brush-
ing teeth, or preparing meal contain several substeps which can be combined
in a flexible manner. Furthermore, the execution of substeps differs significantly
between persons based on their individual abilities. A key paradigm in the devel-
opment of automatic prompting systems for complex ADLs is to deliver prompts
to the user when necessary in order to foster the user’s independence. A prompt
is necessary if the user forgets a step or gets stuck in a substep during task
execution. Users with cognitive disabilities, but also regular users, show a huge
variance in spatial and temporal execution of the task: one user may take the
c© Springer-Verlag Berlin Heidelberg 2014
M. Fernández-Chimeno et al. (Eds.): BIOSTEC 2013, CCIS 452, pp. 333–353, 2014.
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brush with the left hand while another user takes the right hand and performs
completely different movements at different velocities. An ATC system needs to
deal with the spatial and temporal variances to deliver appropriate prompts in
terms of timing and modality.

In this paper, we introduce a novel ATC system: the TEBRA (TEeth
BRushing Assistance) system which assists in brushing teeth as an important
ADL. We develop the TEBRA system based on a systematic analysis of the
task. We apply Interaction Unit (IU) analysis proposed in [1] as a method for
qualitative data analysis. The results of IU analysis are utilized for different
design decisions. Results are (1) the decomposition of the task into substeps we
aim to recognize, (2) the extraction of environmental conditions associated with
substeps and task progress, (3) preconditions and effect of substeps.

In order to deal with the variance in spatial execution, we abstract from
the recognition of specific movements by tracking objects or the user’s hands.
Instead, we classify substeps based on environmental configurations in a hier-
archical recognition component. We cope with the temporal variance in task
execution by using a Finite State Machine and a dynamic timing model allowing
for different user velocities. We learn the timing parameters for different veloc-
ities of users (fast, medium and slow) and switch the parameters dynamically
during a trial based on the velocity of the user. We choose appropriate system
prompts using a search in an ordering constraint graph (OCG). An OCG mod-
els temporal relations between substeps in terms of preconditions and effects
obtained in the IU analysis.

We evaluate the first prototype of the TEBRA system in a study with regular
users. Evaluating our system with regular users is suitable. Regular persons show
individual ways of task execution which may not coincide with the system’s
framework of action. The system prompts the user who in turn has to react
to the prompts and adapt his/her behavior to successfully execute the task
from a system’s point of view. Hence, we provoke similar phenomena in terms
of prompting and reaction behavior with both regular users and persons with
cognitive disabilities. We consider the target group in the development of the
TEBRA system because IU analysis is conducted on videos of persons with
cognitive disabilities in a residential home setting. The aim of the study with
regular users is two-fold: firstly, we evaluate the technical correctness of the
system with regard to recognition of substeps, monitoring the user’s progress and
timing of prompts. Secondly, we determine whether the prompts are appropriate
in terms of duration and modality.

The remainder of the paper is structured as follows: Sect. 2 gives an overview
of relevant related work. In Sect. 3, we give an overview of the TEBRA system.
Section 4 describes IU analysis and the integration of the results in the system
design. The main components of the TEBRA system are described in detail in
Sect. 5. Section 6 shows the results of the user study, followed by a conclusion in
Sect. 7.
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2 Related Work

Assistive Technology for Cognition (ATC) is developed for special user groups
like elderly or persons with cognitive disabilities in a number of different ADLs:
the COACH system [2] assists persons with dementia in the handwashing task,
Archipel [3] supports persons with cognitive disabilities in meal preparation.
ADLs are complex tasks in terms of spatial execution which makes the recogni-
tion of behaviors challenging. Much work is done on recognizing behaviors based
on movement trajectories of objects or the user’s hands [4–6]. However, user
behaviors with similar appearance are hard to distinguish based on movement
trajectories only. In this work, we classify behaviors based on environmental
states of objects involved in the brushing task.

Users perform behaviors at different velocities due to individual abilities. In
the TEBRA system, we explicitly model timing parameters of user behaviors.
We use a Finite State Machine and a dynamic timing model to allow for differ-
ent velocities of the user’s movements. In the Autominder system [7], persons
with memory impairments are assisted in scheduling daily activities. Automin-
der models durations of events and reasons on temporal constraints to provide
appropriate reminders. The PEAT system [8] schedules user’s activities by apply-
ing reactive planning to restructure the schedule when events take more time
than expected.

Monitoring the user’s progress in the task is a key aspect to provide appropri-
ate prompting. The COACH system uses a Partially Observable Markov Decision
Process (POMDP). A belief state models the user’s abilities and monitors the
progress in the task. Whenever the belief state changes persistently due to sen-
sor observations, the belief state is updated and a system action (prompt/no
prompt) is triggered.

The Activity Compass assists disoriented users finding a destination by using
a hierarchical Markov model to track the location of the user [9]. The spec-
ification process of probabilistic models like POMDPs is very hard in terms
of determining the probabilities of dependent variables in the model. In the
TEBRA system, we monitor the user’s progress by utilizing a set of environ-
mental variables which we deterministically update based on the occurrence of
user behaviors. We find appropriate prompts using a search procedure on an
ordering constraint graph (OCG). An OCG models temporal relations between
substeps in terms of a partial ordering of substeps. We don’t model every pos-
sible way of executing the task as done in the Archipel system [10] which uses
a full hierarchical representation of the task. Instead, we use the OCG to model
the constraints under which the execution of user behaviors is appropriate.

Most ATC systems are modeled using common-sense knowledge without fur-
ther analyzing the task. Here, we apply a structured approach of retrieving
relevant information on which we develop the TEBRA system. We use Interac-
tion Unit (IU) analysis proposed in [1] as a method for qualitative data analysis
to obtain relevant information about the brushing task. IU analysis was used
in a similar context in [11] in order to facilitate the specification process of an
automatic prompting system using a POMDP.
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3 TEBRA Overview

Figure 1 depicts an overview of the TEBRA system. We built a washstand setup
which we equipped with sensor technology. The sensor data is passed to a hier-
archical recognition component which computes the current most probable user
behavior. The main problem in the recognition component is the huge spatial
variance in task execution. We tackle the problem by abstracting from tracking
the user’s hands or objects. Instead, we infer the user’s behavior based on an
environmental configuration which is expressed by states of objects manipulated
during a behavior: we preprocess the sensor data into discrete features represent-
ing object states which are fed into a Bayesian network classification scheme.
A Bayesian filtering step outputs a belief (conditional probability distribution)
over the user behaviors.

The most probable user behavior is calculated each time new sensor data
is obtained. A temporal integration mechanism accumulates the user behaviors
over time and provides the duration of the behavior in seconds.

Fig. 1. Overview of the TEBRA system.

A key aspect is the huge variance in temporal execution of the task. One
user, for example, is able to perform a substep very quickly while another user
takes much longer. We use a Finite State Machine (FSM) to model timing of
behaviors. The states of the FSM model different phases during a user behavior:
we validate a user behavior and perform a consistency check on the validated
behavior with respect to the user’s progress in task execution. If the validated
behavior is consistent, the system won’t prompt, but will instead start a new
iteration cycle receiving sensor data. If the validated behavior is inconsistent, the
system will search for a consistent behavior to prompt: we use an online search
procedure in an ordering constraint graph. An ordering constraint graph models
partial orderings between user behaviors in the brushing task and is computed
offline using a partial order planner. The consistent behavior found is displayed
to the user by an audio-visual prompt delivered via a TFT display at the setup.
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In the design of the TEBRA system, we focus on an iterative design process
using a method of qualitative data analysis which is described in the following
section.

4 Design Process

Developing an ATC system for an everyday task like brushing teeth is a challeng-
ing problem. The task consists of several substeps which can be combined in a
flexible way during task execution. The analysis of the task and substeps as well
as the possible ways of task execution are important steps in the development of
an assistance system. We conduct Interaction Unit (IU) analysis which models
interaction by describing the conjunction of cognitive and environmental pre-
and postconditions for individual actions as described in [1]. We apply IU analy-
sis on 23 videos recorded at our cooperation partner Haus Bersaba, a residential
home where persons with cognitive disabilities such as dementia, Autistic Spec-
trum Disorder, intellectual disabilities, etc. permanently live. Each video shows
a single trial of a user brushing teeth while being observed and supported by a
caregiver.

We are interested in three aspects of IU analysis: (1) decomposition of the
task into substeps which we will call user behaviors in the following, (2) envi-
ronmental conditions associated with user behaviors and task progress, (3) pre-
conditions and effects of behaviors. Table 1 shows the results of the IU analysis
for brushing teeth.

The brushing task is decomposed into seven user behaviors as described
in column UB : paste on brush, fill mug, rinse mouth, brush teeth, clean mug,
clean brush and use towel. Each user behavior is further subdivided into sin-
gle steps described in column UB steps. rinse mouth for example consists of
three steps: mug is moved to the face, the user rinses the mouth and moves the
mug away from the face. Column Current environment shows the environmental
configuration as a precondition of single user behavior steps. Performing the step
changes the environmental state, for example in the first step of paste on brush:
the toothpaste tube is on the counter and taking the tube changes the toothpaste
location to ‘in hand’.

We utilize the environmental configuration obtained in IU analysis. We
extract environmental states in terms of discrete variables as depicted in Table 2.
We distinguish between behavior and progress variables: we apply behavior vari-
ables to recognize user behaviors in a hierarchical recognition component. The
progress variables are hard to observe directly due to reasons of robustness: for
example, it is very error-prone to visually detect whether the brush condition is
dirty or clean. A specialized sensor at the brushing head is not desirable due
to hygienic reasons. We utilize progress variables to monitor the user’s progress
during the task.

We abstract from the recognition of single behavior steps as given in column
UB steps in Table 1. Instead, we infer the user’s behavior based on the behavior
variables which express states of objects manipulated during a behavior. From col-
umn Current environment, we extract five behavior variables describing important
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Table 1. Results of the IU analysis for
brushing teeth. Column “UB” describes
the different substeps involved in the
brushing task. Column “UB steps” lists
the ideal steps to execute the according
substep. Column “Current environment”
shows the environmental configuration in
terms of states of objects involved in a
particular step. TT = toothpaste tube.

Table 2. Behavior and progress variables
extracted from the environmental config-
uration in Table 1.

Table 3. Preconditions and effects of user
behaviors extracted from the environmen-
tal configuration in Table 1.
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object states: mug position, towel position, paste movement, brush movement and
tap condition. The upper part of Table 2 shows the five variables and their accord-
ing discrete values. For brush movement, we have the states no, yes sink and
yes face. The latter ones are important to discriminate between the user behaviors
paste on brush and brush teeth based on the movement of the brush. The values
of the variables mug position and towel position are the different regions iden-
tified in column Current environment where the mug and towel appear during
task execution. No hyp is used if no hypothesis about the mug/towel position is
available.

We utilize progress variables to monitor the user’s progress in the task. At
each time in task execution, the user’s progress is modeled by the set of six
progress variables which we will denote progress state space in the following.
The lower part of Table 2 shows the variables of the progress state space and
their according discrete values.

The occurrence of a user behavior during the execution of the task leads to an
update of the progress state space: we define necessary preconditions and effects
of user behaviors in terms of progress variables. When a user behavior occurs,
we check whether the preconditions are met and, if so, update the progress
state space with the effects of the current behavior. Table 3 shows the precondi-
tions and effects for user behaviors in terms of progress variables extracted dur-
ing IU analysis. We distinguish between rinse mouth wet and rinse mouth clean
because the steps have different meanings during task execution: the IU analysis
is based on videos recorded at Haus Bersaba. The videos showed that wetting the
mouth with water using the mug (before brushing the teeth) is a common step
as part of the regular daily routine. This step is described as rinse mouth wet
whereas cleaning the mouth after the brushing task is rinse mouth clean.

The results of the IU analysis described in this section are integrated into
the TEBRA system: the decomposition of the task into user behaviors and the
behavior variables are utilized in the hierarchical recognition component. The
progress state space and the preconditions and effects of user behaviors are
integrated into the planning and decision making component. Both components
are described in more detail in the following section.

5 System Components

We built a washstand setup as depicted on the left in Fig. 1 which we equipped
with a set of sensors for environmental perception. We use a combination of
unobtrusive sensors installed in the environment and tools. We don’t attach any
wearable sensors to the user directly, because we don’t want to disturb in task
execution. The washstand setup is equipped with two 2D cameras observing the
scene from an overhead and a frontal perspective. A flow sensor installed at
the water pipe measures whether the water flow is on or off. The toothbrush is
equipped with a 9-dof1 sensor module including accelerometer, gyroscope and
magnetometer in 3 axis each. We extract a set of features from the sensors which
1 Degree of freedom.
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Fig. 2. Overview of the hierarchical recognition component. See text for a detailed
description.

we feed into the hierarchical recognition component described in the following
subsection.

5.1 Hierarchical Recognition Component

The IU analysis decomposes a task into different user behaviors. Each user behav-
ior is further subdivided into single steps which are described in terms of envi-
ronmental states. Hence, the IU analysis structures the task into a hierarchy of
user behaviors and combines semantic information about the user behavior with
environmental states. In our approach, we make use of the hierarchical structure
obtained in the IU analysis: we use a two-layered framework for user behavior
recognition modeling the hierarchical structure as shown in Fig. 2. A detailed
description of the recognition component can be found in [12]. We extract ten
features (f1...f10) from the sensory information: from the camera images, we
extract the position of the mug, towel and paste using a detector based on color
distribution which provides the center positions of the object’s bounding boxes.
The flow sensor returns a binary feature indicating water flow. For brush move-
ment detection, it is sufficient to extract only the 3-dimensional gyroscope data
which measures the angular velocity of the change in orientation in x, y and z
direction.

The features f1...f10 are discretized into the behavior variables O1...O5 given
in the upper part of Table 2. O1...O5 are obtained from the IU analysis and
encode the environmental configuration of user behaviors. O1...O5 correspond
to the variables mug position, towel position, paste movement, brush movement
and tap condition. The position of the mug and towel as well as the movement of
the toothpaste are calculated by comparing the bounding box hypotheses of the
object detectors to pre-defined image regions like counter or tap. The movement
of the brush is computed using the gyroscope data obtained by the sensor module
in the toothbrush. The condition of the tap is set according to the flow sensor.

In our framework, we aim to recognize the user behaviors obtained from the
IU analysis in Table 1. We subsume the user behaviors fill mug and clean mug
to a common user behavior rinse mug because the behavior variables as well as
the according states are nearly identical for both user behaviors. In a regular
trial, user behaviors don’t follow exactly on each other, but mostly alternate
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with transition behaviors, for example the user’s hand approaches or leaves a
manipulated object. We consider these transition behaviors by adding a user
behavior nothing which we treat as any other user behavior in our recognition
model.

In this work, we use a Bayesian network (BN) to classify user behaviors
based on the observations O1...O5. A BN is ideally suited to model the structural
relations between user behaviors denoted by the random variable S and behavior
variables O1...O5. We use a BN with a Naive Bayes structure as depicted in
Fig. 2. Each observation variable Oi is conditionally independent given the user
behavior. The BN with Naive Bayes structure has the ability to deal with small
training sets since the probability of each Oi depends only on the user behavior S.
This is important in our work, because some user behaviors like clean brush are
rare compared to other behaviors and the acquisition of data in our scenario is
very hard. The result of the BN classification scheme is a belief b(s), a probability
distribution over user behaviors. The BN is prone to faulty observations which
happen occasionally in the discretization of features into observation variables.
Faulty observations lead to rapid changes in the belief b from one time step to
the next. This is not desirable in our scenario, because transitions between user
behaviors are rather smooth due to the nature of the task. Hence, we extend
our component with a transition model which takes into account the belief of
the preceding time step. This results in a Bayesian filtering approach similar to
the forward algorithm in a Hidden Markov Model. The belief b is updated to a
consecutive belief b′ using

b′(s′) =
O(s′,o) · ∑

s∈S T (s′, s) · b(s)
C

(1)

with the normalization term C =
∑

s′∈S O(s′,o) ·∑s∈S T (s′, s) · b(s). O(s′,o) =∏5
i=1 P (Oi|s′) is the probability of making observation o when the user behavior

is s′. The observation model O(s′,o) and transition model T (s′, s) are learned on
manually annotated training data using Maximum Likelihood (ML) estimation.
The transition model in Eq. 1 leads to smooth state transitions between user
behaviors because single faulty observations can’t rapidly change the entire belief
from one time step to the next. The maximum a posteriori hypothesis of b′ - the
user behavior s′ with the highest probability - is fed into the temporal integration
mechanism.

5.2 Planning and Decision Making

The planning and decision making component determines whether to prompt the
user during task execution and chooses a prompt as appropriate. The main para-
digm in our system is that a prompt should only be given to the user when neces-
sary in order to foster the independence of the user. A prompt is necessary when
the user gets stuck in task execution or performs a step which is not appropriate
at that time. In order to check whether a user behavior is appropriate, we main-
tain the user’s progress in the task utilizing the progress state space described
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in Sect. 4. We update the progress state space based on the occurrence of user
behaviors: when a behavior is recognized by the system, the progress state space
is deterministically updated with the effects of the user behavior. For example, if
paste on brush is recognized, the variables brush content and brush condition of
the progress state space are set to paste and dirty, respectively, according to the
effects in Table 3. All other variables remain unchanged. Monitoring the user’s
progress in the task is a very challenging problem due to the huge temporal
variance in behavior execution. For example, one user may successfully perform
paste on brush much slower compared to another user. Furthermore, the execu-
tion time of a single person may vary from day to day, especially for persons with
cognitive disabilities. We cope with the huge intra- and inter-personal variance
in a generalized timing model as described in the following subsection.

Timing Model. The hierarchical recognition component works in a frame-
wise manner: the sensors in our setup are synchronized to a rate of 15 Hz. For
each set of sensor data, the recognition component calculates the behavior s
which has the maximum a posteriori probability in b(s). The planning com-
ponent works on a coarser scale: durations of user behaviors are measured in
seconds. Hence, we apply a temporal integration mechanism between recogni-
tion and planning component: we maintain a local history, a list of user behaviors
to which the behavior s is added. For each s, we calculate the occurrence os of s
in the history. As long as os ≥ 0.8, the duration of the current behavior is mea-
sured in seconds. If os < 0.8, we reset the current behavior time to 0. With a
threshold of 0.8, we allow for misperceptions in the hierarchical recognition com-
ponent without resetting the current behavior duration in case of single sensor
errors. The temporal integration mechanism provides the duration of the current
user behavior in seconds which is fed into a Finite State Machine (FSM). The
FSM depicted in Fig. 3 models the timing behavior in our planning component.
A FSM is suitable to model the different phases during a behavior: we validate a
user behavior over a certain period of time (validation state) before we check the
consistency (check consistency state). We refer to this time as validation time tsv
based on the average duration of the behavior. We compare the duration ts of the
current behavior s to tsv. If ts ≥ tsv, the FSM transits to state consistency check.
The consistency of s is checked by comparing the preconditions of s with the
progress state space. If the preconditions are not fulfilled, s is inconsistent which
means that ub is not an appropriate behavior at that time. Hence, a prompt is
delivered to the user. We describe the selection process of a prompt in detail
in Sect. 5.2. If the preconditions are fulfilled, s is consistent. If the consistency
check occurs too early, the user might feel patronized by the system. If the check
is too late, the behavior effects might have been erroneously occurred already
although the behavior is inconsistent. If ub is consistent, the FSM transits to
state pre effect. The effects of a user behavior occur after a minimum duration
of the behavior which we call effect time tse. State pre effect denotes that the
duration of s is too short for the effects to occur because tse is not reached. If
tse ≥ ts, we update the progress state space by applying the effects of s. The
FSM transits to state post effect. For any user behavior (except for nothing),
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Fig. 3. Finite State Machine used to
model the different phases in user behav-
ior timing.

Fig. 4. Ordering constraint graph
depicting partial orderings of user
behaviors in the brushing task. We
depict the preconditions and effects of
paste on brush, exemplarily.

a timeout tst may occur in the post effect state. A timeout tst denotes that the
user might be stuck in task execution. If the duration ts ≥ tst , a timeout prompt
will be selected and delivered to the user. After a prompt, the FSM transits to
a state wait for a fixed time tw = 5s in order to wait for the user to receive the
prompt and react properly.

We maintain a different set of timing parameters tsv tse and tst for each user
behavior in order to cope with the huge variance in temporal execution of indi-
vidual behaviors. For example, the duration of rinse mouth is usually much
shorter compared to brush teeth. Hence, the effect time tse and timeout tst of the
behaviors are completely different. The validation time tsv can be set higher for
longer behaviors to avoid a misdetection of the behavior due to perception errors.
In addition to the different durations of user behaviors, we cope with different
velocities of users by maintaining a set of timing parameters for three different
user velocities: tsvi

tsei and tsti where i = {f,m, s} corresponding to fast, medium
and slow execution velocity chosen manually by the authors. The parameters are
estimated using an unsupervised learning mechanism: we apply a k-means algo-
rithm to user behavior durations which we recorded in 18 test trials. We cluster
the durations of each user behavior into k = 3 classes corresponding to fast,
medium and slow execution velocity. We fit a Gaussian distribution N s

i(μ, σ2)
over the members of each cluster. We calculate the timing parameters tsvi

tsei and
tsti using the inverse cumulative distribution function (invCDF) of N s

i(μ, σ2). For
a given probability p, invCDF returns the duration at which the cumulative dis-
tribution function (CDF) is p. We calculate the validation time tsvi

based on the
average length of s in velocity model i:

tsvi
= hv · μs

i (2)
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where μs
i is the mean duration of s in velocity model i and hv = 0.3. tsvi

denotes
that we validate behavior s in velocity model i for a duration of 0.3 times the
mean duration of s in i. The effect time and timeout are set with respect to
invCDF:

tsei = invCDF(pe) (3)

tsti = ht · invCDF(pt) (4)

with pe = 0.3, pt = 0.9, ht = 2.5, invCDF(x) = μs
i + σs

i · (−1) · √
2 · erfcInv(2x)

and erfcInv is the inverse complementary error function. tsei denotes that the
effects of behavior s in velocity model i occur after a duration of invCDF(pe).
We chose a small parameter pe = 0.3 in the calculation of the effect time of
a behavior due to the following reason: missing a successful behavior and an
update of the progress state space due to a large effect time is not desirable
because it leads to an incorrect progress state space. Setting the effects of a
behavior earlier than necessary is not critical since we already validated the user
behavior. The description of tsti is analogue to tsei . We have a total of N = 72
timing parameters: for each of the eight user behaviors given in Table 3, we have
three velocities with three timing parameters each. We calculate the parameters
based on four meta-parameters manually set to hv = 0.3, ht = 2.5 pe = 0.3 and
pt = 0.9 used in Eqs. 2, 3 and 4.

In order to cope with the intra-personal variance in temporal execution of
user behaviors, we use the learned parameters in a dynamic timing model: when
a user behavior s switches to a successor behavior s′, we determine the duration
of s. We categorize the duration into one of the velocity classes fast, medium and
slow. We maintain a discrete probability distribution over the velocity classes.
We determine the current user velocity by applying a winner-takes-all method on
the probability distribution which chooses the velocity occurring most frequently
during the trial so far. The timing parameters of the FSM are set according to
the user’s velocity.

The FSM models the timing behavior of the TEBRA system. The selection
mechanism of an appropriate prompt is described in the following subsection.

Prompt Selection. The prompt selection mechanism determines the content
and modality of prompts given to the user. The content of a prompt is a hint
on a user behavior and denotes an appropriate next step in task execution. The
modality describes the sensory channel on which the prompt is delivered to the
user. In the TEBRA system, we apply two types of visual prompts accompanying
a verbal command: (1) pictograms and (2) real-time videos. The real-time videos
are prerecorded showing a human actor performing the desired behavior. In a
preliminary study using a Wizard of Oz paradigm with persons with cognitive
disabilities [13], some users didn’t react to audio prompts and were not able
to proceed in task execution. Hence, we implemented an escalation hierarchy
to provide prompts with different levels of information to the user: the type of
prompt preferred by the system is a pictogram prompt. If the user doesn’t react
to the prompt, we escalate in the prompting hierarchy and deliver a video prompt
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where the behavior is depicted in more detail. We conducted interviews with
the caregivers at Haus Bersaba about appropriate prompting modalities. The
caregivers named pictogram and video prompts paired with a verbal command
as the preferred modalities. Amongst the choices were pure audio prompts, visual
prompts showing objects to use next and cartoon-like prompts. We have a total
of 15 prompts: for each user behavior, we have a pictogram and a video prompt
plus an additional pictogram showing that the user has reached the final state
of the task.

The prompt selection mechanism is triggered in two cases: firstly, when a
timeout of a user behavior occurs. Secondly, when the current user behavior is
inconsistent with the progress state space. Inconsistent means that there are open
preconditions of the current user behavior which are not fulfilled in the progress
state space. In both situations, an appropriate prompt to the user addresses
the following requirements: the prompt needs to (1) be consistent with the cur-
rent progress state space, (2) push forward the user’s progress in the task, and
(3) provide at least one open precondition of the current behavior as an effect.
The latter requirement arises because we want to assist the user in his way of
executing the task as far as possible. Hence, we aim to find a prompt which sup-
plies the open precondition and allows the user to re-perform the desired behav-
ior after correctly performing the prompted behavior. For example, assume the
user has successfully performed brush teeth and performs use towel afterwards.
use towel is inconsistent because precondition mouth cond=wet is not fulfilled
(mouth cond=foam). In this situation, two prompts are appropriate: clean brush
and rinse mouth clean. The prompt selection mechanism would then decide for
rinse mouth clean because it provides the open precondition mouth cond=wet as
an effect. If the user performs rinse mouth clean, he/she can go on performing
use towel as desired which would not be the case with clean brush.

Our prompt selection mechanism performs a search on an ordering constraint
graph (OCG) to find an appropriate prompt. An OCG is a visualization of a
set of ordering constraints which are calculated using a partial order planner:
given an initial state I, a goal state G and a set of STRIPS-like actions A with
preconditions and effects, the partial order planner calculates a plan to transit
from the initial to the goal state. A plan consists of a set of actions A, a set
of ordering constraints O (action a before b), a set of causal links C (action a
provides condition x for b) and a set of variable bindings B (variable v = c where
c is a constant).

In this work, we use a partial order planner to obtain an OCG for the task
of brushing teeth. The user behaviors and according preconditions and effects
identified in the IU analysis as given in Table 3 form the set of possible actions
A. The initial and goal states are extracted from the IU analysis in Table 1
in terms of progress variables: G = [mug content = empty,mug condition =
clean,mouth condition = dry, brush content = no paste, brush condition =
clean, teeth condition = clean] The initial state differs only in the variable
teeth condition = dirty. From the ordering constraints O and the causal links
C, we manually construct a directed OCG as depicted in Fig. 4. An arrow
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in the OCG describes that the source behavior provides necessary precondi-
tions for the target behavior. For example, rinse mug fill provides the effect
mug content = water which is a precondition of rinse mouth wet. The OCG
depicts no strict execution plan of the task which the user has to follow, but
models the ordering between behaviors in the overall task: the behavior sequence
rinse mug fill, paste on brush, rinse mug fill e.g. is consistent with respect to
the partial ordering given in Fig. 4.

We search for an appropriate prompt in the OCG as described in Algorithm 1:
We determine the open preconditions of the inconsistent user behavior s. We
process each open precondition as described in Algorithm 2: we search for a
user behavior s′ which is a predecessor of s in OCG and provides the open
precondition. If s′ exists, we check the consistency with regard to the progress
state space. If s′ is consistent, s′ is an appropriate prompt. If s′ is also inconsistent
due to open preconditions, we recursively call selectPrompt with s′ in order to
find a behavior resolving the open preconditions of s′. By recursively calling
selectPrompt, we resolve chains of open preconditions over several user behaviors
by iterating backwards through the OCG. If no predecessor of s providing the
open precondition is found, we search for a consistent behavior by iterating
backwards through the OCG starting at the finish node. By starting at the
finish node, we ensure to find a consistent behavior which is most closely to the
desired goal state. In case of a timeout, the prompt selection mechanism directly
searches for a consistent user behavior starting at the finish node.

We evaluate the technical correctness of the planning component in a user
study described in the following section.

Algorithm 1. Select appropriate prompt.

1: function selectPrompt(s)
2: o ← getOpenPreconditions(s)
3: for all o do
4: s′ ← processPrecondition(s,o[i])
5: add s′ to lists′ prompts
6: end for
7: if |lists′ | ≥ 2 then
8: prompt ← getClosestToGoal(lists′ )
9: return s′

10: else
11: return lists′ [0]
12: end if
13: end function

Algorithm 2. Process precondition.

function processPrecondition(s,o)
2: s′ ← findSupplyUB(s, o)

if s′ is empty then
4: ŝ ← findConsistentPred(finish)

return ŝ
6: else

checkConsistency(s′)
8: if s′ is consistent then

return s′

10: else
return selectPrompt(s′)

12: end if
end if

14: end function

6 User Study and Results

We evaluate the first prototype of the TEBRA system in a study with 26 trials.
Each trial is a single brushing task performed by a regular user. A study with
regular users is suitable since regular persons show individual ways in the execu-
tion of the task which may not coincide with the system’s framework of action.
The system prompts the user who has to adapt to the prompts to successfully



TEBRA: Automatic Task Assistance 347

execute the task from a system’s point of view. Hence, we provoke similar phe-
nomena in terms of prompting and reaction behavior in a study with regular
users compared to a study with persons with cognitive disabilities. However, we
aim to conduct a study with persons with cognitive disabilities in the future. The
goal of the study described here is two-fold: we aim to evaluate (1) the technical
correctness of the system and (2) the user’s reaction to system prompts. The
reaction of regular users to system prompts is a measure whether the prompts
are semantically reasonable to a minimum degree: if regular users have problems
understanding the prompts, they might most likely be inappropriate for persons
with cognitive disabilities. The 26 trials were performed by 13 users. Each user
performed a single trial in each of two different scenarios: in the free scenario,
users received the instruction to brush teeth as they would regularly do. The
system generates prompts if necessary according to the user’s task execution. In
the collaborative scenario, the user is instructed to perform the brushing task in
collaboration with the system: the user ought to follow the prompts whenever
they are appropriate.

6.1 Technical Correctness and System Improvement

The technical correctness of the TEBRA system is highly dependent on
the performance of the recognition component and the planning and deci-
sion making component. In the recognition component, we can’t distinguish
between rinse mouth clean and rinse mouth wet because the behavior vari-
ables are nearly identical for both behaviors. In the planning component,
we need to distinguish between rinse mouth clean and rinse mouth wet since
the behaviors are different in terms of preconditions and effects as given in
Table 3. Rinse mouth wet describes taking water before brushing the teeth and
rinse mouth clean is performed after the brushing step. We apply a systematic
heuristic: when rinse mouth is classified by the recognition component, it will
be set to rinse mouth wet if brush teeth has already been recognized in the trial
because brush teeth is the only behavior which provides the open preconditions of
behavior rinse mouth wet. Hence, brush teeth serves as a logical border between
rinse mouth clean and rinse mouth wet during a trial. If we brush teeth has not
been recognized in a trial, rinse mouth will be set to rinse mouth clean. We apply
the same heuristic for rinse mug fill (before brush teeth) and rinse mug clean
(after brush teeth) which are subsumed to a common behavior rinse mug in
the recognition component. Table 4 shows the classification rates of the user
behaviors: The classification rates of rinse mug fill, paste on brush, clean brush
and use towel are very good with 86 %, 99.2 %, 85.4 % and 87.1 %, respectively.
However, the rate of rinse mouth clean is very low with 42 %. The heuristic is
highly dependent on the recognition of brush teeth which has a classification rate
of 70 %. The recognition of brush teeth is challenging: the gyroscope in the brush
sensor module measures the angular velocity of the change in orientation. The
changes are integrated over time to obtain the absolute orientation on which
the behavior variable brush movement is set. In the integration process, small
errors are accumulated. For a behavior like brush teeth which usually has a long
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Table 4. Classification rates of user behaviors. RMgC - rinse mug clean, RMgF -
rinse mug fill, UT - use towel, PB - paste on brush, RMC - rinse mouth clean, RMW
- rinse mouth wet, BT - brush teeth, CB - clean brush, N - nothing.

RMW RMC RMgF RMgC BT PB CB UT N

RMW 79.5 0.0 0.0 0.0 0.0 0.6 0.0 0.0 19.9

RMC 32.5 42.0 2.4 1.6 0.0 0.1 9.9 0.0 11.5

RMgF 1.9 0.8 86.0 4.4 0.0 0.0 3.9 0.0 3.0

RMgC 0.0 6.2 0.0 78.8 0.0 0.0 0.5 8.0 6.6

BT 0.6 0.0 0.1 0.0 70.0 25.6 0.3 1.0 2.4

PB 0.0 0.0 0.0 0.0 0.5 99.2 0.0 0.0 0.3

CB 0.8 0.0 0.2 1.8 1.9 6.6 85.4 0.1 3.2

UT 0.0 0.0 0.0 0.2 0.1 0.6 0.0 87.1 12.1

N 3.9 2.4 1.3 1.4 2.8 22.8 2.0 9.8 53.7

duration compared to other behaviors, the accumulation of errors leads to mis-
classifications: brush teeth was mixed up with paste on brush in 25.6 % of the
cases. However, the average classification rate of 75.7 % over all user behaviors
is a very good result with regard to the huge variance in task execution.

6.2 System Performance

The performance of the TEBRA system in the collaborative scenario is excellent
as depicted in column FSR(%) in Table 5:

Table 5. Coll - collaborative scenario, #Prompts - number of prompts, avg #Prompts
- average nr of prompts, SC - ratio of semantically correct prompts, C - ratio of correct
reactions to a prompt, CSC - ratio of correct reaction to a semantically correct prompt,
dur - minimum (maximum) duration, FSR - final state reached.

#Prompts avg #Prompts SC(%) C(%) CSC(%) dur FSR(%)

free 87 6.7 59 10 10 63 (184) 8

coll 117 9 66 75 85 142 (292) 100

Each of the 13 users reached the final state in this scenario where users ought
to follow the prompts when appropriate. In the free scenario, only a single user
reached the final state: regular users have an individual way of executing the task
which may not coincide with the system’s framework of action. In order to reach
the final state, users have to adapt to the system prompts. In the free scenario,
users were not explicitly encouraged to react to prompts, but were instructed
to brush their teeth as they would regularly do. Since all users were capable
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Fig. 5. Section of a trial of user 5 showing the state of the Finite State Machine (black
line), the estimate of the user’s behavior according to the recognition component (blue
line), the estimate of the velocity (thick red line), and the ground truth annotation of
behaviors (thin red line). The vertical blue line denotes the update of the state space
by applying the effects of the current user behavior which is rinse mug fill here (Color
figure online).

of brushing their teeth independently, all users except one didn’t follow system
prompts which leads to the rate of 8 %.

However, the excellent results in the collaborative scenario show that the
system is able to assist a user in trials which differ significantly in duration: the
minimum (maximum) duration in seconds are 63 (184) seconds in the free and
142 (292) in the collaborative scenario. The trials not only differ in the overall
durations, but also in the durations of single user behaviors. We cope with the
different behavior durations using the dynamic timing model as described in
Sect. 5.2. Exemplarily, we show the advantage of the dynamic timing model in
two situations.

Figure 5 visualizes the state of the FSM (black line), the estimate of the users
behavior according to the recognition component (blue line), the estimate of the
users velocity (thick red line), and the ground truth annotation of behaviors (thin
red line). The visualization covers an interval of about six seconds in a trial of
user 5. User 5 finishes paste on brush at about 40.3 s. Due to the duration of
paste on brush and the velocities of the preceding behaviors, the velocity model
is updated from medium to fast at 40.5 s. At 41.8 s, the user starts rinse mug fill
which is performed for 2.2 s. Due to velocity model fast, the effects of the behav-
ior occur after 1.6 s which is depicted by the vertical blue line at 43.4 s. With
the model for medium velocity, rinse mug fill would not have been recognized
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Fig. 6. Section of a trial of user 2. For a description of the lines, see Fig. 5.

correctly since the effect time of 3.3 s would not have been reached. Hence, the
effects of rinse mug fill would not have been applied to the progress state space
leading to erroneous prompts in the remainder of task execution.

A second situation is depicted in Fig. 6 showing a section of a trial of user
2. The velocity model of the user is medium. Nothing and brush teeth are erro-
neously classified as rinse mouth wet for 4.7 s. Using the velocity model fast,
which is the initial model of a trial, a timeout would have been reached after
4.4s. Hence, an erroneous prompt would have been issued based on the percep-
tion error. By adapting the velocity model to medium during the course of the
trial, the dynamic timing model avoided the delivery of an erroneous prompt.

6.3 Appropriate Prompting

An important measure of the performance of our system is the number of
prompts which are semantically correct. Semantically correct means that the
type of prompt is appropriate with regard to the user’s progress in the task so
far: we determine the semantical correctness by using a ground truth annotation
of the behaviors in the task which was done by the first author of the paper. In
the collaborative scenario, 66 % of the total number of 117 prompts were seman-
tically correct as depicted in Table 5. The 34 % of semantically incorrect prompts
contain follow-up prompts arising from perception errors: when a user behav-
ior was successfully performed, but not recognized correctly, the system delivers
follow-up prompts which are semantically incorrect. If we only regard the first
prompts of the system in each trial, the number of semantically correct prompts
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increases to 92 % which is a very good rate with regard to the complexity of
the task.

The users’ reactions to prompts indicate whether the prompts are meaning-
ful to the user. The reaction of the user is correct when he/she updates the
behavior to what was prompted by the system. We found 75 % of correct reac-
tions in the collaborative scenario including semantically correct and incorrect
prompts. Correct reactions to semantically correct prompts are much higher with
85 %. A major challenge in enhancing the TEBRA system will be the increase
of semantically correct prompts which depends highly on the performance of
the hierarchical recognition component. The system performance is very good
measured in terms of correct reactions to prompts which are appropriate for
the user. Additionally to the appropriateness of prompts in terms of timing and
meaning, we asked the users to judge the modality of the prompts in terms of
prompt duration and understandability in a questionnaire. Prompt duration and
understandability were evaluated with a score of 5.5 and 6.1 of 7, respectively.
A value of 1 denotes insufficient and 7 denotes perfectly good. This result under-
lines that the prompts are understandable at least to regular persons. We will
evaluate in a future study whether persons with cognitive disabilities are also
able to follow the prompts. We are optimistic, because the prompting modali-
ties were selected as a result of interviews with caregivers of Haus Bersaba who
found the modalities of prompting to be appropriate for the target group.

The results show that the TEBRA system is able to deal with the huge
variance in spatial and temporal execution of the task: the system mostly gives
semantically correct prompts and is able to assist users through the entire task
of brushing teeth.

7 Conclusions

In this paper, we describe a novel Assistive Technology for Cognition: the
TEBRA system aims to assist users with cognitive disabilities in the complex
task of brushing teeth. We use a structured approach based on IU analysis by
utilizing the results in the development of the TEBRA system. We tackle the
huge variance in spatial and temporal execution of the task: in the hierarchical
recognition component, we abstract from tracking objects or the user’s hands.
Instead, we infer behaviors based on the environmental state of objects. We deal
with the temporal variance in task execution in our planning component: we
apply a Finite State Machine and a dynamic timing model to allow for different
velocities of users. We showed in a study with regular users that the TEBRA
system is able to monitor the user’s progress in the task and provide appropri-
ate prompts to the user if necessary. The user’s reactions show that prompting
modalities are meaningful to a minimum degree with regard to regular users.
Due to the structured approach using IU analysis, the TEBRA system can be
easily extended to different tasks.

Future work includes technical enhancements of the system: we aim to recog-
nize user behaviors more robustly by improving the classification mechanisms.
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We will enhance the dynamic timing model by learning the parameters on a
larger set of training data. We aim to evaluate the TEBRA system with persons
with cognitive disabilities in the near future.
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11. Hoey, J., Plötz, T., Jackson, D., Monk, A., Pham, C., Olivier, P.: Rapid spec-
ification and automated generation of prompting systems to assist people with
dementia. Pervasive Mob. Comput. 7, 299–318 (2011)



TEBRA: Automatic Task Assistance 353

12. Peters, C., Hermann, T., Wachsmuth, S.: User behavior recognition for an auto-
matic prompting system - a structured approach based on task analysis. In: Interna-
tional Conference on Pattern Recognition Applications and Methods, ICPRAM’12,
pp. 162–171 (2012)

13. Peters, C., Hermann, T., Wachsmuth, S.: Prototyping of an automatic prompting
system for a residential home. In: RESNA/ICTA 2011 Conference Proceedings
(online) (2011)



Integration of Smart Home Health Data
in the Clinical Decision Making Process

Axel Helmer1(&), Frerk Müller1, Okko Lohmann1, Andreas Thiel1,
Friedrich Kretschmer2, Marco Eichelberg1, and Andreas Hein1

1 R&D Division Health, OFFIS Institute for Information Technology,
Escherweg 2, 26121 Oldenburg, Germany

axel.helmer.job@gmail.com, {frerk.mueller,

andreas.thiel,marco.eichelberg,andreas.hein}@offis.de,

okko.lohmann@web.de
2 NIH/NEI/NNRL, 6 Center Drive, Bethesda, MD 20892-0610, USA

frierich@kretschmer.de

Abstract. Patients suffering from COPD benefit from the performance of any
kind of physical activity. The 3D layer context (3DLC) model characterizes data
from smart home environments in relation to their relevance for the clinical
decision making process. We have used this model to show how data from an
ambient activity system in the domestic environment can be used to provide a
more informed and thereby better treatment management for COPD patients.
We set up an experiment to calculate an individual intensity relation between
household activities and telerehabilitation training on a bicycle ergometer.
We have extracted features from the power data of devices, which are used
during the performance of two example every day activities to calculate the
energy expenditure for the performance of these activities.

Keywords: Telemedicine � Physiological modeling � Knowledge management �
Electronic health records

1 Introduction

1.1 Background

Chronic Obstructive Pulmonary Disease (COPD) is a collective term for different
diseases affecting the respiratory system. The World Health Organization estimates that
COPD affects 210 million people worldwide [1]. The illness is the third leading cause
of death in the United States, where the yearly direct/indirect costs are estimated with
29.9/49.5 billion USD.

National and international clinical guidelines, which summarize large randomized
controlled trials (RCT), show that the performance of rehabilitation training with rel-
ative high intensity provides many benefits for COPD patients e.g. an improved
exercise tolerance, less exacerbations and an improvement in the quality of life [2, 3].
Typically, a patient will begin the rehabilitation after he/she had an exacerbation, which
often leads to a stationary hospital stay. After the patient has been stabilized, a number
of clinical assessments such as a physical exercise tolerance test will be performed to
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determine the individual functional capacity. This data is the basis for the medical staff
to create a training schedule, which is then used to perform a supervised ambulatory or
inpatient training in a rehabilitation clinic.

The current versions of the relevant clinical guidelines emphasize that the training
has to be continued at home to preserve the positive effects of the clinical rehabilitation.
Several systems were developed to implement a supervised or automatically controlled
COPD related telerehabilitation training at home [4, 5].

The goal of the clinical or home-based rehabilitation training is that the patient
performs a specific amount of physical activity over time. This amount is defined by
frequency, duration, and intensity of performed activities and can be measured as
energy expenditure. However, the rehabilitation training with its high intensity is only
one specific activity of many that a patient will perform in his/her everyday life. Studies
show that also activities with moderate intensity like walking or household activities
are able to preserve the benefits that were reached during the clinical rehabilitation [6].
This data could also be relevant for follow-up examinations. For example, a trend that
shows a reduction in the performance of physical activity could indicate that the health
state of a patient becomes worse. This could be a hint towards an upcoming exacer-
bation or indicate the need of a medication change.

The detection of household activities for COPD patients is a good example that
shows how data from the domestic domain can be used by clinicians to derive more
informed and potentially better diagnoses or prognoses. One general problem that
prevents the usage of this information is the difficulty to decide which of this col-
lectable information is of real relevance to the clinical decision making process.

Fig. 1. The three dimensional layer context (3DLC) model (Color figure online).
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The currently increasing number of assistive systems at home and approaches to
connect user-centered IT systems like Personal Health Records (PHRs) with profes-
sional Electronic Health Records (EHRs) reinforces the need for a structured approach
to clarify this question.

1.2 Related Work

The professional and the domestic domain have been strictly separated in the past when
it comes to data sharing. Little research has been done concerning the combination of
data from both domains. Most of the work concentrates on the clinical decision making
process and data quality in the professional environment e.g. for clinical trials, but does
not regard measurements that were obtained by the patient him/herself [7–10]. Elec-
tronic and Personal Health Records are IT systems where the professional and the
domestic domains meet. Häyrinen et al. have conducted a systematic review on the
definition, structure, content use and impact of EHRs. They state that further studies on
the EHR content are needed; especially on patient self-documentation [11]. Tang et al.
discussed the dependence of patient generated PHR content and clinical decision
making in [12]. They recognized the problem and put it in a nutshell as follows:

“The reliability of patient-entered data depends on the nature of the information per se, the
patient’s general and health literacy, and the specific motivations for recording the data.”

However, the nature of patient-entered data and the relation to clinical decision
making were not further characterized.

Fig. 2. Training modalities: (a) ironing, (b) vacuuming, (c) telerehabilitation ergometer training
and system components: (d) mobile vital parameter recording, (e) monitoring and training
control, (f) ergometer training view.
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The field of activity detection can be divided into approaches based on body-worn
sensors like accelerometers or heart rate sensors and ambient sensors like cameras or
motion sensors. Activity detection with body-worn sensors is well researched; com-
mercial products are available, used in many studies and showing satisfying results
[13–15]. However, obvious problems with these sensors are that patients constantly
have to wear an electrical device, remember to put it on and to charge the batteries [16].
Systems for activity detection with ambient sensors are currently under research in the
field of ambient intelligence. They use statically installed motion sensors [17–19],
microphones [20], light sensors [21], and cameras. The main disadvantage for most of
these systems is that they can be intrusive and depend on a lot of sensors that have to be
installed in the user’s environment. This probably leads to acceptance problems and
high installation costs. Frenken et al. introduced a system that detects activities of daily
living [22]. They use one single sensor that measures the power consumption of
electrical devices that are used during these activities.

None of the mentioned ambient systems is able to derive the intensity or the energy
expenditure of the performed activities.

1.3 Aim and Scope

The combination of clinical data with patient obtained information from the domestic
environment is a general but well-known problem for clinicians. The emerging use of
new health-related systems in patient’s homes adds a new technical dimension to this
problem. This complicates the decision making process, but also holds the potential to
make more informed and better decisions.

The aim of this work is to show how new assistive systems can be included in the
practice of medical decision making. We applied our prior developed three dimensional
layer context (3DLC) model to the data of the COPD rehabilitation process. The model
gives a structured approach for the combination of clinical and domestic data. As a
proof of concept we combined data from home based telerehabilitation trainings for
COPD patients with an activity detection system based on the power consumption of
electrical devices. We used this detection system in an experiment to develop a
comprehensive method to estimate the energy expenditure for household activities.

2 Methods

2.1 Three Dimensional Layer Context Model (3DLC)

The 3DLC model was first published in [23]. It distinguishes among three continuous
dimensions (frequency, context dependence, and relevance to clinical decision making)
to characterize data from different domains (see Fig. 1). These three dimensions will be
described in more detailed in the following paragraphs.

The context dependence dimension reflects the influence of the environment on the
data acquisition. A laboratory is used to minimize or stabilize influences of the envi-
ronment that could have a possible impact on the acquired data. Such a very well-
understood and controlled setting is termed a defined setting in the context dependence
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dimension of the 3DLC. If a normalized clinical test/protocol is performed outside of a
laboratory then this is termed a less-defined setting. The rest of our everyday activity,
which is possibly performed without the intention of capturing medical data, is termed
a undefined setting in 3DLC.

Frequency reflects the occurrence in which one test or dataset is being performed or
received. A higher (ideally: continuous) frequency is desirable in most situations, to
gain a more fine-grained picture of the observed item. However, many tests in the
medical domain (e.g. x-ray) can only be performed punctually (discrete).

Relevance to clinical decision making separates the abstraction and importance of
data into three layers. The most valuable data to make decisions in the medical domain
e.g. for diagnoses is other medical facts in form of clinical knowledge. When this
knowledge is not sufficient to make a diagnosis the clinician has to perform further tests
and is normally interested in the results in form of a trend or some other kind of pre-
processed data. This information is based on raw data that often represents a physical
measurement and is typically not directly relevant for the decision making process.

2.2 Experiment Design

The Experiment aimed to show how data from the domestic domain can be useful for
medical decisions. Therefore, we wanted to obtain the individual relation between the
rehabilitation training at home and two different household activities.

As COPD patients were not available and the experiment is a proof of concept for
the applicability of the 3DLC method, it was conducted with healthy test persons. The
participants performed two household activities (ironing, see Fig. 2a., and vacuuming,
see Fig. 2b) and one step test on a bicycle ergometer (see Fig. 2c) in the home lab of the
OFFIS institute. Both household activities were performed for five minutes with low
intensity and for five minutes with high intensity. The participants rested for 3 min
between the two intensities to recover themselves. The step test on the bicycle

Fig. 3. Intensity feature extraction (cyan) from the power curve of an iron (left) and a vacuum
cleaner (right) (Color figure online).
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ergometer consisted of four steps with a length of 7:30 min each. The starting load was
30 W and increased each step by 40 W, so that the overall length of the training was
30 min with a maximum load of 150 W.

To perform the tests and to collect the data, three software components were
developed: The first component runs on an Android mobile phone (see Fig. 2d) and
collects the vital sign measurements during the household activity tests. The second
component system was used to create training plans and to monitor the training with
the bicycle ergometer (see Fig. 2e). The third component was mainly developed during
OSAmI project [5]. It runs on the training device for bicycle ergometer training and
controls the load of the device depending on training plan (see Fig. 2f).

All systems have an integrated user management to allow multi-user access and are
capable of using several vital sign sensors. For this experiment the Polar Wearlink+
was chosen. A video was recorded during household activities to synchronize the data
from the different systems in time before analysis.

2.3 Feature Extraction

We use the individual energy consumption of the iron and the vacuum cleaner to
extract features that can be used to determine the intensity of the performed activity.

Figure 3 shows the power curve of the iron (left) and the vacuum cleaner (right)
during the use in the experiment. The periods where the iron heats up can be clearly
recognized. If a test person performs ironing with higher intensity the iron has to heat
up more of the material (e.g. a shirt) that is intended be freed from wrinkles. This
results in longer heating periods over the time of the trial. Therefore, we calculated the
duration of the heating periods in which the power consumption lied above a certain
threshold (cyan line in left in Fig. 3).

The power consumption of the vacuum cleaner changes, with the load of its motor,
which depends on how much air is drawn into the opening. This amount differs during
the forward and backward movements of the suction head over the floor. So, the

Fig. 4. Heart rate and standard deviation during the performance of household activities per test
person (Color figure online).
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flickering of the power curve of the vacuum cleaner at the right of Fig. 3 reflects these
movements, which was validated with help of the video that was taken during the
experiment. We determine the frequency of the forward and backward movements by
counting the peaks of the power curve (cyan circles on the right of Fig. 3).

3 Results

3.1 Inclusion of Data from the Domestic Domain in the Medical Decision
Making Process

The target of physicians in our COPD example scenario is to make a decision or
prognosis (see top of Fig. 1) for a patient that is as good as it can be. The typical
process for the COPD rehabilitation with three different stations was described in
Sect. 1.1. These domains (clinical rehabilitation, home rehabilitation, and unsuper-
vised rehabilitation) are reflected in the 3DLC model (see three blue framed boxes in
Fig. 1) where they span along the three dimensions.

Clinical rehabilitation is the most defined setting, where a patient is strongly
supervised and external influences are avoided as much as possible during the data
acquisition. The frequency is very low because the patient cannot perform tests in the
clinic more than once or twice a year due to the effort that this would take from her/him
and the medical staff and also for cost reasons. The home rehabiliation can (and
should) be perfomed with a higher frequency, but the setting is less defined than in the
clinic. The patient performs a normalized training that is defined by a clinician and may
also be supervised. Unsupervised rehabilitation takes place in the patient’s everyday
life and reflects her/his normal behaviour, which can be a very active or passive
lifestyle. It is clear that these activities are being performed with high frequency.

The contents of the dark blue box in the lower left of Fig. 1 display the raw data that
is being obtained during the physical exercise tolerance test, when that functional
capacity of the patient is estimated. Typically this is done by a stepwise increase of the
training load e.g. on a bicycle ergometer. Parts of the data that can be recorded during
this test are the heart rate during the test, load of the training modality and duration of
the different test-steps. Further rather complex sensors like electrocardiography and
spirometry may be used in the clinical setting. The spirometry data is very important in
case of COPD because it reflects the oxygen consumption (VO2) under different loads,
which is different for each patient. The VO2 value can used to precisely compute
energy expenditure during physical activities. The Borg value [24] is provided by the
patient and expresses the individual perceived exertion of a physical activity. Physi-
cians use VO2 and Borg to estimate the individual capacity (lower and centre left in
Fig. 1) and finally create an individual training plan for one patient.

The partially normalized home rehabilitation uses such a training plan to perform
training in the domestic environment by using a device (also typically a bicycle
ergometer) for telerehabilitation. Typically such a system provides a subset of the data
that is also measured during the physical exercise test (see bottom in centre frame in
Fig. 1), but without the complicated and expensive sensors like the ones used for the
spirometry. Load and duration are known for the specific activity of ergometer training.
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This information can be used to calculate the so called MET minutes (see bottom in
centre and middle frame in Fig. 1). MET stands for Metabolic Equivalent of Task
which is a measure to express the energy cost of physical activities. It is based on the
oxygen consumption of the muscles and expresses the energy consumption as a factor
of the mean resting metabolic rate for a specific activity. This data can be used over a
longer time period and a number of trainings by an appropriate IT system like a PHR to
calculate a home rehabilitation training performance trend for a patient.

The third domain summarizes unstructured activity in an undefined (domestic)
setting, where unsupervised rehabilitation takes place. Currently, the typical method to
estimate activities in this domain is a patient diary, where performed activities are
documented. We use an electrical power consumption sensor to detect performed
activities, their duration and their intensity at home (bottom in right frame in Fig. 1).
The corresponding MET values can be looked up in a catalogue and can then be used to
estimate the energy expenditure and for the calculation of the home activity perfor-
mance of a patient (centre in right frame in Fig. 1). This estimation of the energy
expenditure for household activities only with the activity and duration is imprecise
(dashed line right in Fig. 1) because the MET concept does not take any individual or
physical parameters into account, except of gender and weight.

The energy expenditure estimation of rehabilitation training and household activ-
ities can be improved by including the individual VO2 value of the formerly obtained
exercise tolerance test. The two trends are being combined to an overall performed
activity trend that is of high relevance for the clinical decision making process in which
a physician estimates the health state of a patient. This trend can be compared with the
former defined individual capacity to make better diagnoses and prognoses, e.g. to
predict exacerbations before they occur.

Fig. 5. Relation of the household activities ironing and vacuuming with low and high intensity
to the fitted load values of a step test on an bicycle ergometer.
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The estimation of the energy expenditure for the detected household activities can
be further improved by not only including the MET minutes and individual VO2 but
also the intensity of the performed activity.

In our proof of concept experiment, we calculate two individual correlations between
the recorded heart rate (HR) and the energy expenditure during the rehabilitation training
and during the household activities (bottom two red arrows in Fig. 2). This enables us to
relate the detected activity with their duration and intensity to the telerehabilitation
training. Since HR reflects the impact of an activity on the metabolism, it can be used to
estimate which specific amount of household activity substitutes one complete rehabil-
itation training session. In other words, the correlation with the rehabilitation training
over HR can be used to estimate the energy expenditure of household activities.

3.2 Energy Expenditure Determination

12 healthy test persons aged between 27 and 39 years participated in the experiment
that took place between August and September 2012 in the home and assessment labs
of the OFFIS Institute in Oldenburg, Germany.

Figure 4 shows the standard deviation and mean HR of the test persons during the
performance of the household activities ironing (left) and vacuuming (right). Except for
one trial, HR was lower when the test persons were instructed to perform an activity
with low intensity. Compared to the low intensities, the overall HR was 9.4 % higher
during ironing with high intensity (mean low int. 86.0 bpm ± 11.2, mean high int.
94.1 bpm ± 11.0) and 31.2 % higher during vacuuming with high intensity (mean low
int. 95.2 ± 8.2, mean high int. 124.9 ± 18.2). HR rises during the step test with each
increment of the load in each of the four steps (mean HR in bpm of step 1: 97.19 ± 7.1,
step 2: 109.44 ± 8.2, step 3: 126.1 ± 13.4, step 4: 144.37 ± 16.4) (Fig. 5).

To determine the intensity of ironing, the total heating time of the iron was extracted
as feature from the power curve. Except for two trials, the heating time was lower when
test persons were instructed to iron with low intensity. The iron heated in mean 16.02 %
of the time during trials with low intensity and 16.95 % of the time when intensity was
high, which corresponds to a difference between low and high of 6.53 % in heating time.

To determine the intensity of vacuuming we extracted the frequency of forward/
backward movements from the power curve. Except for one trial, the frequency was
lower during trials that should be performed with low intensity. The frequency during
trials with low intensity was 0.40 ± 0.069 movements per second and for high intensity
0.65 ± 0.124 movements per second, which corresponds to a 62.5 % higher frequency.

The target of the next step was to calculate the energy (E) for household activities.
Therefore, we first calculated for each household activity (h = {ironing, vacuuming})
the linear correlation between the detected intensity (Ih(E) = {low, high}) and the
recorded heart rate (HRh). This results in a simple linear model that enables us to
calculate the heart rate for an activity and intensity:

Rh Ih Eð Þð Þ ¼ HRh ¼ ch þ i � fh
K

ð1Þ
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The same procedure was applied to the four intensities (l = {30,70,110,150}) of the
step test on the bicycle ergometer:

Re lð Þ ¼ HRe ¼ ce þ l � fe ð2Þ

These formulas are then solved for l:

Rh Ih Sð Þð Þ ¼ Re lð Þ ð3Þ

l ¼ ðch þ i � fh � ceÞ=fe

The principle of this linkage over the HR is shown in Fig. 4, where the household
activities have been set in relation with the bicycle ergometer load for one patient. With
usage of the measured power data we can now estimate the corresponding load values
for an activity and intensity. Ironing with low intensity corresponds to 36.39 W (green
dashed lines), ironing with high intensity to 86.58 W (magenta dashed lines), vacu-
uming with low intensity to 60.36 W (blue dashed lines) and vacuuming with high
intensity to 150.8 W (black dashed lines).

4 Discussion

Since the 3DLC model characterizes data on a very abstract level, it is usable when new
applications or technical improvements take place and data from different domains
have to be merged. However, the model has to be used with concrete examples to show
its worth. Our proof of concept experiment was conducted without real COPD patients,
but is a detailed blueprint that shows how activity data from the domestic domain could
be included in the clinical decision making process to improve medical diagnoses.

The experiment results show that the heart rate correlates with the given instruc-
tions about the intensity with which an activity should be performed. This intensity is
also reflected by the features that were extracted from the power sensor. It can be said
that the difference in HR and feature values is expressed stronger during vacuuming in
comparison to ironing. This can be explained with the kinetics of the movements,
which demands or allows the use of the whole body during vacuuming, in comparison
to ironing, where only the upper body is used. The smaller difference during the
measured heating time of ironing reflects the smaller difference in HR. Even if the
detection is not perfect, the data shows that the intensity (high/low) in which a
household activity has been performed can be robustly detected by usage of an
unobtrusive ambient power sensor.

The mapping between the intensities of household activities and the bicycle
ergometer over heart rate is to our knowledge the first attempt to bring these different
modalities together. The usage of a simple fit with one parameter as a model for energy
expenditure is not sufficient for all practical needs. For example, the model would
predict negative values when it extrapolates the energy expenditure under certain cir-
cumstances. The most important factor for a precise prediction of the energy expen-
diture is the individual oxygen consumption of a patient. To determine this value the
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patient has to perform a load test with a cost intensive breath by breath gas analysis.
Hence, we are currently working on a more complex model that reflects the physiology
of the human body in greater detail. It takes the individual VO2 consumption and also
environmental factors like temperature into account and should, thereby, enable a more
precise prediction.

5 Conclusions

The use of the 3DLC model for the case study of an enhanced energy expenditure
determination for COPD patients shows a way how data from the domestic domain
could be used to improve the clinical decision making process. We substantiated this
abstract path with an experiment that was conducted to create an intensity relation
between the telerehabilitation training on a bicycle ergometer and the household
activities ironing and vacuuming. We showed that intensities of the activities can be
distinguished simply from the power consumption of electrical devices that are used
during the performance of such an activity. We extracted heating time for ironing and
the frequency of forward/backwards movements for vacuuming as features from the
power curves. These features proved to be sufficient measures to distinguish between
two intensities in which the activities were performed. Finally we used them for a
correlation with the ergometer training to estimate the energy expenditure for house-
hold activities with an ambient power sensor.
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Abstract. When building cross-organisation data sharing environments in the
clinical domain, one is confronted with high security demands. Although at the
present time, a broad range of security technology is available, typically not all
desired functionality can be easily met. One of these requirements is managing
access over dynamically instantiated contexts in collaborative environments.
This requirement was encountered during the EU funded projects INTEGRATE
and EURECA. This paper presents a solution which enriches XACML with
context awareness without changing the policy language itself. Furthermore, it is
shown that the presented mechanism (XACML request modification) can also
be used for uniformly addressing other security challenges.

Keywords: Contextual attributes � Contextual roles � ABAC � XACML �
Context aware policies � Extension mechanism � INTEGRATE project � EU-
RECA project � Collaborative environments

1 Introduction

As ICT technology is advancing and the volume of available clinical data is accu-
mulating, new ways to put this information into use for advancing medical science are
devised. Examples include scenarios aiming to re-use EHR data for improving clinical
trial processes (e.g. for patient recruitment, trial protocol feasibility studies [1]) and
various practical applications in data mining (e.g. for building clinical decision support
systems or disease models [2]).

All these new applications have in common that they rely on increased exchange of
(sensitive) information across organizations and consequently also across country
borders. It goes without saying that this evolution introduces new challenges in data
protection. Compliance with data protection regulation becomes increasingly difficult
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as these solutions scale up. Governance (both on an administrative and technical level)
becomes a major issue.

At the technical level this means that data protection policies which have been
defined at the administrative level are to be uniformly implemented (enforced) over all
involved IT systems. One need that thus clearly arises is the uniform management of
access policies in heterogeneous distributed environments.

The work presented in this paper has been performed in the context of imple-
menting such a uniform management framework for two EU research projects:
INTEGRATE [3] and EURECA [4]. INTEGRATE focusses on building various tools
(a.o. a patient screening tool, a cohort selection tool, clinical data analysis tool) for the
Breast International Group (BIG), a large international consortium of breast cancer
treatment hospitals and research sites [5]. The EURECA project is dealing with a wide
range of novel applications based on secondary use of EHR data [6]. Both projects are
building IT solutions for unlocking large amounts of clinical data in a distributed
environment. The projects share the same architectural approach (loosely coupled,
service oriented architecture) and part of the implementation, including the security
framework which is conceived as a generic identity and access management for dis-
tributed environments treating sensitive personal data.

This paper proposes a solution to the specific issue of contextualization of access
control policies and illustrates a generic mechanism useful for implementing several
security features with XACML.

2 XACML

Attribute-Based Access Control (ABAC) presents an access control model inherently
capable of meeting many of the ‘modern’ access control demands (e.g. data dependent
access policies, environment dependent policies, etc.). In ABAC, attributes that are
associated with a user, action or resource serve as inputs to the decision of whether a
given user may access a given resource in a particular way.

The eXtensible Access Control Markup Language (XACML) [7] implements
ABAC. It is an XML based declarative access control policy language defining both a
policy, decision request and decision response language. The work presented in this
paper (and as such the examples) is based on XACML 2.0 which has been an OASIS
standard since 2005. Recently (January 2013) XACML 3.0 was approved as a standard,
however the mechanisms explained in this paper remain relevant.

3 Contextualization of Attributes

3.1 Introduction

XACML provides a rich feature set for defining and processing access control policies
out of the box and as such is a good technical choice for environments faced with high
security demands. However, not all functionality encountered in such environments can
be easily implemented with XACML.
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One of the functionalities sought after in the mentioned projects is the ability to
define a uniform policy - uniform in a ‘context’ - which is applicable in different
instances of that context. To clarify this, an example is given from the INTEGRATE
project. In this project, tools are shared among researchers working on different clinical
trials. One wants to be able to define a single uniform policy over all trials (trial
context), which should be properly evaluated in each specific trial (context instance).
Such a general policy would for example state that an investigator in a trial should be
able to access all data from his own patients within the trial and that a trial chairman
should be allowed to see all data objects in a trial.

One approach to implement this form of contextualization in XACML would be to
shift the responsibilities to the policy authoring tools. This basically means that for each
context instance separate policy files would be generated (e.g. from templates
describing the default context policies). This approach suffers from the inherent issues
associated with all ‘auto-generating’ solutions (be it for configurations or source code).
Every change requires many policies to be rewritten (regenerated) and possibly
redistributed. Furthermore, synchronization becomes an issue when one wants to allow
exceptions in auto-generated policies (‘manual’ additions). For these reasons, this
solution is not the most favorable for large scale environments.

Another option is to demand that PEPs make separate requests for each context.
Putting this burden on the individual PEPs creates multiple points of failure (and
hampers auditability).

Instead, in the presented approach the responsibility of ensuring that requests are
restricted to one context has been offloaded into a separate component. This ‘request
handler’ processes incoming XACML multi-context requests and splits them into
separate requests which can be handled by any standard XACML PDP.

Architecturally speaking this component is part of the ‘context handler’ as defined
by the OASIS XACML specification (which functionality is out of scope of the XA-
CML specification). The component was implemented as a transparent XACML
request handler, which can be pipelined together with other similar XACML requests
handlers (dealing with other functionality) and put in front of a generic XACML PDP.
Section 4 illustrates the implementation of this pipeline into an XACML based
authorization service.

3.2 Handler Operation

The contextualization extension handler proposed splits up an incoming XACML
request (containing possible multiple contexts and context instances in the attributes) in
multiple single-context requests. More specifically, for each different context instance
that is included in the original XACML request, a separate new context-specific XA-
CML request is generated. These context-specific requests are sent separately to the
PDP engine for evaluation. By splitting up the requests, the PDP engine can provide an
access decision for each context instance using manageable context-specific policies.
The XACML responses containing the context-specific access decisions are sent back
to the contextualization extension handler where a global (no context specific) XACML
request is generated. This request is then sent back to the PDP engine which evaluates
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the request, making use of defined global policies. The access decision is finally
returned to the extension handler and is passed back to the access control requestor as
final outcome of the original request.

Incoming XACML Request. To contextualize attributes of a subject and mark the
resources he/she wishes to access that are context-specific, a special attribute syntax is
defined in the incoming XACML request that is recognizable by the handler. The
pseudocode below shows how a contextual role attribute of a user is included in a
request as an XACML subject attribute with attribute id “role” and a special formatted
attribute string value containing the role, the context and the context instance:

For including the global context roles of a user in the request, this special formatting is
not needed, because these roles are relevant for each of the contexts. In this case, the
attribute value is only the role itself.

To illustrate the inclusion of contextual roles in more detail, the example given in
Sect. 3.1 is further elaborated. Consider a user called “John Doe” whom has different
roles within different trials. He has a global role of “clinical staff” (i.e. in the global
context), the role of “investigator” in trial A (context trial A) and the role of “principal
investigator” in another trial B (context trial B). These three roles of John are provided
as subject attributes:

<Request> 
  <Subject> 
    <att id="name">John Doe</att> 
    <att id="role">investigator@trial:A</att> 
    <att id="role">principal investigator@trial:B</att> 
    <att id="role">clinical staff</att> 
  </Subject> 
  ... 
 </Request> 

To indicate that a resource is context-specific, an extra predefined attribute is
included in the corresponding XACML resource object with the attribute id “contex-
tInstance” and a special formatted attribute string value containing a reference to the
context and context instance:

Note that a resource can belong to more than one instance of the same context. In
the case where John Doe wants to access three resources named EHR001 in the trial
context of trial A and trial B (multiple context instances), EHR002 in the trial context
of trial B and EHR003 in the global context, the resource attributes in the request
would look as follows (in pseudocode):

<att id="role">  
[context role]@[context]:[context instance]  
</att> 

<att id="contextInstance"> 
 [context]:[context instance]  
</att> 

370 B. Claerhout et al.



Context-Specific Requests. When a new XACML request enters the contextualization
handler, an inventory is made of all context and context instance included in
this request. For each different context instance found, a new context-specific XACML
request is generated.

For the context-specific role attributes in the example, this means that the role
attribute of the original request is copied to the corresponding context-specific request.
During this copying the context instance part is stripped from the role attribute value
(this enables the generation of context-specific policies, see further). Non context-
specific attributes are copied to each of the requests (so that they are available during
contextual policy evaluation in each of the context instances).

Each context-specific resource object and the underlying resource attributes defined
in the incoming request are copied to one or more of the corresponding context-specific
requests, depending on the context instance(s) that is included in the context attribute
value(s) of this resource (a resource can have more than one context/context instance).
The context resource attribute(s) itself is omitted during the copying, because it is not
relevant for evaluation. Non context-specific resources are not copied to a request,
these will be used later in the global request (see further).

Finally in each generated context-specific request the corresponding context and
context instance are added as environment attributes. This allows easy definition of
policies concerning certain contexts or context instances. Other environment and action
attributes in the original request are again copied to all context-specific requests.

Figure 1 illustrates the result of splitting the incoming request attributes of the given
examples.

Context-Specific Policies. After the request is split in multiple context-specific
requests, these requests are sent to the PDP engine for evaluation. Because of this split
up, the management and creation of context-aware policies is simplified. Generating
policies for a context and/or context instance can be easily done in various ways, e.g.
through the XACML “target” specification. The XACML pseudocode below shows
how to target a trial context (targeting all trial instances):

... 
<Resource> 
 <att id="resID">EHR001</att> 
 <att id="contextInstance">trial:A</att> 
 <att id="contextInstance">trial:B</att> 
 <att id="type">crf</att> 
</Resource> 
<Resource> 
 <att id="resID">EHR002</att> 
 <att id="contextInstance">trial:B</att> 
 <att id="type">adm</att> 
</Resource> 
<Resource> 
 <att id="resID">EHR003</att> 
 <att id="type">doc</att> 
</Resource>   
... 

Supporting Contextualisation of ABAC Attributes 371



The following XACML pseudocode illustrates how to write a policy that targets a
context instance trial A:

The next XACML policy excerpt illustrates how a policy (or rule) could be written
dealing with the access rights tied to a specific contextual attribute across instances (the
role from the example in this case).

<Target> 
  <Subjects><Subject> 
    <SubjectMatch MatchId="string-equal"> 
      <AttValue>principalinvestigator@trial</AttValue> 
      <SubjAttDesignator AttId="role"/> 
    </SubjectMatch> 
  </Subject></Subjects> 
</Target> 

Fig. 1. Splitted context-specific XACML requests (pseudo-code).

<Target> 
  <Environments><Environment> 
    <EnvMatch MatchId="string-equal"> 
      <AttValue>trial</AttValue> 
      <EnvAttDesignator AttId="context"/> 
    </EnvMatch>  
  </Environment></Environments> 
</Target> 

<Target> 
  <Environments><Environment> 
    <EnvMatch MatchId="string-equal"> 
      <AttValue>trial:A</AttValue> 
      <EnvAttDesignator AttId="contextInstance"/> 
    </EnvMatch> 
  </Environment></Environments> 
</Target>  
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Note that the attribute annotation “@[context]” (in the example, the “trail” context)
facilitates policy authoring and review. It indicates that this is a contextual attribute and
will thus be evaluated on a “per instance basis”.

The examples illustrate that the presented mechanism for enhancing XACML with
contextual attributes allows policies to be written in structured and manageable way.

Global Request. The access control decisions for the different context-specific requests
are sent back to the contextual extension handler. In the handler a new XACML request
(global request) is generated based on the original access control request. This global
request additionally contains the contextual access decision results for each resource.

To include the access results of the context-specific resources in this global request,
one or more resource attributes “contextResult” are added for each resource. The
attribute value has a special formatted string:

The following shows the generated request for the above example; this request is sent
again to the PDP for evaluation:

This second evaluation, which includes the “contextResult” responses, allows “global”
policies to be written that rely on the result(s) of the context-specific resources or
override them (i.e. there is total freedom in combination algorithm). The following
shows how a rule could incorporate such a contextual result:

<att id="contextResult">  
  [Resource AC Decision]@[context]  
</att> 

... 
<Subject> 
  <att id="name">John Doe</att> 
  <att id="role">clinical staff</att> 
</Subject> 
... 
<Res> 
  <att id="resID">EHR001</att> 
  <att id="contextResult">permit@trial</att> 
  <att id="contextResult">deny@trial</att> 
  <att id="type">crf</att> 
</Res> 
<Res> 
  <att id="resID">EHR002</att> 
  <att id="contextResult">permit@trial</att> 
  <att id="type">adm</att> 
</Res> 
<Res> 
  <att id="resID">EHR003</att> 
  <att id="type">doc</att> 
</Res> 
... 
</Env> 
... 

Supporting Contextualisation of ABAC Attributes 373



Note that in the special case where a resource belongs to more than one context
instance of the same context, both a “permit” and “deny” for the same context could be
present. Although this seems contradictory at first, it allows decision combination to
be specified in the XACML policies and thus gives total freedom to policy writers.

Finally, the resulting XACML response, containing the access result for each
resource is sent back to the contextualization extension handler. The handler in its turn
will return this response as outcome to “calling” handler.

4 Pipelined Request Handlers

4.1 Authorization Server

As explained in the previous section, the contextualization of XACML policies was
implemented though a request handler mechanism (modifying XACML requests)
rather than by putting constraints on the policy constructs or introducing specific
demands for the PEPs when constructing access request. The request handler itself was
integrated into a simple authorization service. Figure 2 shows its high level
architecture.

In this service, request handlers can be loaded into a pipeline which sits between the
authorization service endpoint and the (internal) XACML Policy Decision Point (PDP).
The service endpoint takes care of communication and authorization of incoming
(authorization) requests.

When an access request is made towards the service, it enters the pipeline of
handlers. Each handler gets as input an XACML request from the service endpoint or
another handler; subsequently transforms this request; and finally feeds the transformed
request to the next handler or the PDP (last stage in the pipeline). Access control
responses follow the same route back.

Each stage in the pipeline is responsible for dealing with its own XACML
enhancement and should ensure transparency of operation. The final stage in the
pipeline is a standard XACML policy decision engine.

... 
<Rule Effect="Permit"> 
    <Condition> 
        <Apply FunctionId="any-of">  
            <Apply FunctionId="string-equal"/> 
            <AttValue>permit@trial</AttValue> 
            <SubjAttDesignator  
AttId="contextResult"/> 
        </Apply> 
    </Condition> 
</Rule> 
... 
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4.2 Attribute Mapping/Modification

It is clear from the previous that handlers are ideal for modifying or complementing
security attributes in XACML access control requests. Two such extension handlers
have been built: one for translate security attributes between security domains, another
one as an alternative for implementing hierarchical Role Based Access Control (RBAC).

Security Domain Mapping. The first handler is used to translate security attributes
between different security domains. It has been used in a distributed environment where
different applications in different organization are required to comply with an overall
access policy (defining the minimum access restriction required for achieving com-
pliance). In order to enforce the overarching access policy, a central authorization
service (‘master PDP’) was introduced in the architecture.

An access request in an application thus requires requests to be made both at a local
decision point (where locally defined policies are loaded) and the master PDP. As can
be expected in a cross-organizational environment, different organizations use a dif-
ferent security vocabulary (e.g. identity attributes with different roles). Rather than to
enforce each of the applications to create a separate request for the master PDP in the
vocabulary used in the overarching governance domain, an attribute translation handler
was introduced.

That way, applications can just forward their access requests to the master PDP in
their ‘local’ vocabulary. The attribute translation handler, active at the central autho-
rization service, would automatically modify all attributes in the local vocabulary to the
attribute vocabulary used by the master PDP. This modification encompasses removal,
translation and introduction of new attributes (through inference).

In the presented implementation (re-implementation of [8] as a pipelined compo-
nent), the mapping between the different security domains and the central one was
ontology-based, allowing for an easy way to model complex mappings. Such mappings
typically include relationships like for example classification of data-types of local
applications to (one or more) confidentiality classes know in the general domain. The
centralized translation allowed for convenient management of the security vocabulary
mappings (separate from the authorization infrastructure implementation) and facili-
tated auditing.

Fig. 2. High level architecture request handler pipeline.
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Hierarchical RBAC. Hierarchical Role Based Access Control (RBAC) is a common
requirement for which an XACML profile exists that specifies how policies should be
constructed in order to support this feature [9]. In this profile, hierarchical evaluation of
access rights is achieved by requiring that any policy specifying the rights for a role ‘A’
includes a reference to the policy specifying the rights for the subordinate roles of ‘A’.
This way, when the policy defining the rights linked to role ‘A’ is evaluated by the PDP
(because a subject has role ‘A’), automatically all policies connected to the subordinate
roles will be evaluated.

Alternatively, hierarchical RBAC can also be enforced through the presented
request handler mechanism instead of by relying on this fixed policy construct (ref-
erencing to policies of subordinate roles). The handler simply needs to expand
incoming hierarchical role attributes, so that all subordinate roles are explicitly added to
the list of attributes in the access request. This also ensures that all relevant policies are
evaluated, but shifts management of the hierarchical relationship away from the XA-
CML policy definitions (no hierarchical links need to be maintained between the access
right policies).

As a final remark, it should be mentioned that the latter two handlers follow the
principle of supplying all required attributes for policy evaluation up-front to the PDP.
In both cases, the functionality could also have been implemented through callbacks (to
a Policy Information Point) whenever the PDP encounters unknown attributes. In the
presented use cases this would however bring no advantage (on the contrary).

5 Summary

The presented work has been performed in the context of building IT security solutions
for sharing large amounts of clinical data in a distributed environment. This paper
discussed how the specific problem of contextualization of ABAC attributes can be
tacked when working with XACML.

A mechanism of pipelined access control request handers was introduced to extend
the XACML functionality without touching the standard XACML core specification.
The contextualization request handler presented splits up a request containing different
contexts to multiple context-specific requests. After evaluation of these requests, a
global request is created which in his turn is evaluated by the PDP. The advantage of
this extension is that policies can be written specific for one context without making
these policies very complex.

Finally, it was shown how the pipelined request hander approach also can help
solve other issues, two examples where given: translation of security attributes between
security domains and hierarchical RBAC.

Acknowledgements. This work is partially funded by the European Commission under the 7th
Framework Programme (FP7-ICT-2009-6-270253) and (FP7-ICT-20011-7-288048).
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Abstract. This paper is focusing on two important aspects: on the one hand, it
presents our work on designing, developing and implementing a multimodal
interactive guidance system for elderly persons to be used in autonomous
navigation within complex building; on the other hand, it summaries and
compares the data of a series of empirical studies that have been conducted to
evaluate the effectiveness, efficiency and user satisfaction of the elderly-centered
multimodal interactive system regarding different multimodal input-possibilities
such as speech, gesture via touch-screen and the combination of both under
simulated conditions. The overall positive results validated our systematically
developed and empirically improved design guidelines, foundations, models and
frameworks for supporting multimodal interaction for elderly persons.

Keywords: Multimodal interaction � Elderly-friendly interface � Dialogue
management � Human-computer interaction in AAL � Formal methods � Inter-
active system evaluation

1 Introduction

There has been a rapidly growing interest in research and development of multimodal
interaction over the past few decades ([1, 2]). Specifically, multimodal interaction is
showing its importance and necessity for more effective interaction compared to single
modal interaction (see e.g. [3, 4]). It also holds the potential of further enhancing users’
individual as well as overall performance (see e.g. [5]). Moreover, multimodal inter-
faces can be used to achieve a more natural human-computer communication
and increase the robustness of the interaction with complementary information (see
e.g. [6]).

However, the typical multimodal interaction mechanisms are usually only suitable
for users with sufficient familiarity with information and communication technology,
which poses a particular challenge for people with less knowledge about this kind of
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interaction, especially for the constantly growing group of elderly persons due to the
acceleration of population ageing nowadays in almost all industrialized countries ([7]).
Therefore, in order to maximize the advantage of multimodal interaction, special focus
has been laid on the research of multimodal interaction with respect to the emerging
area Ambient Assisted Living and its potential user group: elderly persons or persons
with special needs (see e.g. [8–10]).

Adding to this body of literature, our work is concentrating on multimodal inter-
action in AAL context for elderly persons by taking ageing-related characteristics into
account. It can be divided into two important aspects: (a) the design, development and
implementation of multimodal interaction for elderly persons; and (b) the empirical
evaluation of a minutely developed and systematically improved elderly-friendly
multimodal modal interactive system with elderly persons.

For (a) two fundamental aspects are proposed for supporting our system design and
development: a list of elaborated design guidelines regarding traditional design prin-
ciples of conventional interactive systems and the most common elderly-centered
characteristics corresponding to ageing-related decline of sensory, perceptual, motor and
cognitive abilities of elderly persons ([11]); and a formal language supported unified
dialogue modelling and management approach, which combines a finite state based
generalized dialogue model and a classic agent based management theory, and therefore
can support a flexible and context-sensitive, yet formally tractable and controllable
multimodal interaction ([12]). According to the two development foundations, a mul-
timodal interactive guidance system was then especially designed and implemented.

For (b) a series of empirical studies were conducted with groups of elderly persons
to practically evaluate the multimodal interactive system with respect to its multiple
input modalities as well as to enable a continuously improved development based on
the data of each empirical study. Specifically, a touch-screen graphical user interface
was implemented and tested in a pre-study in [11]; a spoken language interface and its
dialogic interaction were tested in [12]; with the test data, the touch-screen interface
and the spoken language interface are accordingly improved, tested and compared with
each other in a follow-up study in [13]; then the combination of the two modalities are
evaluated in the next study and the results are described in [14].

Therefore, in order to perform a detailed comparison of all the input modalities,
namely the touch-screen, the spoken language and the combination of both, as well as
the assessment of the complete multimodal interactive system concerning its effec-
tiveness of task performance, efficiency of interaction and user satisfaction about the
system, the data of all the experimental studies were summarized and analyzed, then
the results are described and discussed in this paper.

The rest of the paper is structured as follows: Sect. 2 briefly introduces the proposed
and improved design and development foundation of our work and presents the min-
utely implemented multimodal interactive system for elderly persons; Sect. 3 describes
the experimental studies on evaluating the complete interactive system while focusing
on comparing the multiple input modalities; Sect. 4 summarizes and analyzes the
empirical data and discussed about the results according to an adapted version of a
classic evaluation framework for conventional interactive systems; finally, Sect. 5 gives
a conclusion of the reported work and outlines the direction of our future research
focus.
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2 System Design, Development and Implementation

This section first introduces our theoretical foundation for designing and developing
multimodal interaction for elderly persons, then according to the design and devel-
opment foundation a multimodal interactive guidance system for elderly persons is
implemented and presented.

2.1 The Foundation of System Design and Development

The theoretical foundation of our work consists of two aspects: a set of guidelines to
support the design and development of elderly-friendly multimodal interaction; and a
unified dialogue modelling approach with a formal method based framework for dia-
logue management.

Design Guidelines of Multimodal Interaction for Elderly Persons. During the
ageing process, elderly persons often suffer from decline of sensory, perceptual, motor
and cognitive abilities, especially for the seven most common human abilities, as
shown in Fig. 1.

Specifically, visual perception declines for most people with ageing; physically the
size of the visual field is decreasing and the peripheral vision can be lost; It is more
difficult to focus on objects up close and to see fine details, including rich colors and
complex shapes that make images hard or even impossible to identify; rapidly moving
objects are either causing too much distraction, or become less noticeable ([15]);
speech ability declines while ageing in the way of being less efficient for pronouncing
complex words or longer sentences, probably due to reduced motor control of tongue
or lips ([16]); [17] also confirmed that, elderly-centered adaptation of speech-enabled
interactive components can improve the interaction quality to a satisfactory level;
attention and concentration drop while ageing, elderly persons either become more
easily distracted by details and noise, or find other things harder to notice when

Fig. 1. The seven most common ageing-related human abilities.
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concentrating on one thing ([18]); they show great difficulty with situations where
divided attention is needed ([19]); memory functions decline differently. Short term
memory holds fewer items with age and working memory becomes less efficient ([20]).
Semantic information is normally preserved in long term memory ([21]); intellectual
ability does not decline much during the normal ageing process, yet [22] believed that
crystallized intelligence can assist elderly persons to perform better in a stable well-
known interface environment; hearing ability declines to 75 % between the age of 75
and 79 ([23]). High pitched sounds are hard to perceive; complex sentences are difficult
to follow ([24]); motor abilities decline generally due to loss of physical activities
while ageing. Complex fine motor activities are more difficult to perform, e.g. to grab
small or irregular targets ([25]); conventional input devices such as a computer mouse
are less preferred by elderly persons as good hand-eye coordination is required ([26]).

According to the above empirical findings and much more other research work on
effects of ageing using computer based systems (see e.g. [27–29]), it is necessary to
consider age-related characteristics while developing interactive systems for elderly
persons. Therefore, based on the common design principles for conventional interactive
systems and the ageing-related characteristics regarding the seven most common
human abilities, a set of guidelines for designing and developing multimodal interactive
system for elderly persons was proposed in [11]. These guidelines have been imple-
mented into the first versions of our interactive systems, evaluated by our previous
empirical studies with elderly persons, and then accordingly improved on the basis of
the evaluation results. The final set of improved design guidelines were summarized in
[13] and have been used as the first fundamental aspect of our work ever since,
especially for the development of the final version of our multimodal interactive
system.

Formal Language Supported Unified Dialogue Modelling and Management. One
of the most essential issues of developing an interactive system is the interaction
management, i.e., how the interaction flow is controlled in the dialogues between users
and the system. In most of the related work on dialogue modelling and management,
the following two methods can be deemed as the basic and important ones among
others:

• The generalized dialogue models, which can abstract dialogue models by describing
discourse patterns as illocutionary acts in the classic recursive transition networks,
without reference to any direct surface indicators ([30]);

• The information state update based management theories, which focus on the
modelling of discourse context as the attitudinal state of an intelligent agent and
show a powerful way to handle dynamic information for a context sensitive dia-
logue management ([31]).

However, these two methods have their own drawbacks. On the one hand, the
generalized dialogue models are based on finite state transition models, which are
criticized for their inflexibility of dealing with dynamic information; on the other hand,
the information state update models have the problem of controlling their complexity
for state manage and model extension.
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Therefore, a unified dialogue modelling approach is proposed ([11]), which extends
a generalized dialogue model with the information state update based components,
such that finite state transitions can only be triggered by fulfilled conditions and fol-
lowed by updated information state with a set of predefined information state update
rules (see the left part of Fig. 2).

In order to support the development and implementation of unified dialogue models
and their integration into practical interactive systems, the formal dialogue develop-
ment framework (abbreviated as FormDia) was developed and proposed in [32].

Figure 3 illustrates the structure of the FormDia framework, which consists of six
important components according to the development process of a unified dialogue
model based dialogue manager:

1. CSP Specification: every unified dialogue model is based on a generalized dia-
logue model, whose illocutionary structure can therefore be specified as a machine
readable Communication Sequential Processes (CSP [33]) program (see an example
CSP specification of a simple unified dialogue model in the right part of Fig. 2)

Fig. 2. A simple unified dialogue model with its CSP specification on the illocutionary level.

Fig. 3. The structure of the FormDia framework.
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2. Validator: the CSP specified program can then be validated by the Failures-
Divergence Refinement tool, (FDR [34]), which is a model checking tool for val-
idating and verifying the properties of CSP specifications.

3. Generator: according to the validated CSP specification, machine readable finite
state automata can be generated by the Generator.

4. Channels: with the finite state automata, channels regarding all the generated states
can be defined with related information state update rules. These channels are at first
black boxes, which will be filled with deterministic behavior of concrete compo-
nents according to their application contexts.

5. Simulator: with the finite state automata and the defined communication channels,
dialogue scenarios can be simulated via a graphical interface, which visualizes
dialogue states as a directed graph and provides a set of utilities to trigger dialogue
events and updating of dialogue states for testing and verification.

6. Dialogue Management Driver: after validation and verification, the unified dia-
logue model can be integrated into a practical interactive dialogue system via the
dialogue management driver.

The unified dialogue modelling approach with the formal language based dialogue
management framework FormDia is detailed in [11] and serves as the second funda-
mental aspect of our work. A unified dialogue model for the multimodal interaction for
elderly persons was developed. With the FormDia framework, this model is imple-
mented and integrated into our interactive system for elderly persons, then evaluated
via empirical studies and improved accordingly (see e.g. [12, 13]).

2.2 System Description

According to the two introduced development foundations, we developed MIGSEP, a
general Multimodal Interactive Guidance System for Elderly Persons. MIGSEP runs on
a portable touch-screen tablet PC and will serve as the interactive media to be used by
an elderly or handicapped person seated in an autonomous electronic wheelchair (see
Fig. 4) that can carry its user to desired locations within complex environments
autonomously.

Fig. 4. An autonomous electronic wheelchair ([35]) to be interacted via MIGSEP with an elderly
or handicapped person.
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The Architecture of MIGSEP. The architecture of MIGSEP is illustrated in Fig. 5.
The Unified Dialogue Manager, which was developed according to the introduced
unified dialogue model and the FormDia framework, functions as the central pro-
cessing unit of the MIGSEP system and supports a flexible and context-sensible yet
formally tractable multimodal interaction management. An Input Manager receives and
interprets all incoming messages from the GUI Action Recognizer for GUI input
events, the Speech Recognizer for natural language instructions and the Sensing
Manager for other possible sensory data. An Output Manager on the other hand,
handles all outgoing commands and distributes them to the View Presenter for pre-
senting visual feedbacks, the Speech Synthesizer to generate and utter natural language
responses and the Action Actuator to perform necessary motor actions, such as sending
a driving command to the autonomous electronic wheelchair. The Knowledge Man-
ager, which is closely connected with the unified Dialogue Manager, uses a Database to
keep the static data of certain environments and the Context to process the dynamic
information exchanged with the users during the interaction.

The communication between the components of MIGSEP uses a uniform XML-
protocol and each component can be treated as an open black box which can be
accordingly modified or extended for specific use, without directly affecting other
components in the MIGSEP architecture. It provides a general open platform for both
theoretical research and empirical studies on single- or multimodal interaction that can
relate to different application domains and scenarios.

Multimodal Interaction with MIGSEP. The current instance of MIGSEP has been set
in the application domain of a simulated hospital environment. Figure 6 shows the
configuration of the MIGSEP system where a user can use spoken-language, gesture
via touch-screen or the combination of both to interact with MIGSEP.

Fig. 5. The architecture of MIGSEP.
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This system consists of a tablet PC, on which the MIGSEP instance is running and
the interface is displayed, a button device for triggering a “press to talk” signal, and a
green lamp to signalize the “being pressed and ready to talk” state, The MIGSEP
interface itself can be divided into the following two areas:

• Function-area contains the function button “start” on the top left for going to the
start state, the function button “toilet” showing the most basic need of an elderly
person, and the text area for displaying the system responses;

• Choice-area displays information entities as single cards that can be clicked, with a
scrollbar indicating the position of the current displayed cards and a context sen-
sitive colored bar showing the current concerned context if necessary.

Figure 7 shows an example of interaction between MIGSEP and a user who would
like to go to the registration room of the endocrinology department.

3 Experimental Studies

In order to evaluate how well elderly persons can be assisted by MIGSEP system
regarding different input modalities, i.e. gesture via touch-screen, speech, or the
combination of both (abbreviated as combi), a series of experimental studies were

Fig. 6. The current instance of MIGSEP.

Fig. 7. A sample interaction between a user and MIGSEP.
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conducted with the elderly persons in the fixed age range and the same experiment
settings, which will be introduced in this section.

3.1 Participants

Altogether 31 elderly persons (m/f: 18/13, mean age of 70.7, standard deviation 3.1),
all German native speakers, participated in the study. Every participant had to finish the
mini-mental state examination (MMSE), a screening test to measure cognitive mental
ability (cf. [36]). The participants are having the score of 29.0 averagely (std. = .84),
which indicates that they have slight decline in cognitive abilities.

3.2 Stimuli and Apparatus

As shown in Fig. 6, visual stimuli were presented via a graphical user interface on the
screen of a portable tablet PC and a green lamp, which is on if the speech input is
activated; audio stimuli were generated by the MIGSEP and played via two loud-
speakers at a well-perceivable volume. All tasks were given as keywords on the pages
of a calendar-like system.

Three kinds of input possibilities were used to interact with MIGSEP: (1) speech
input, activated if a button was being pressed and the green lamp was on, and deac-
tivated if the button was released; (2) gesture via touch-screen, which is directly
performable on the touch-screen display; (3) the combi modality, which allows par-
ticipants to freely choose between speech and gesture via touch-screen as input
modality.

The same data set contains virtual information about personnel, rooms and
departments in a common hospital, was used in the experiment.

During the experiment each participant was accompanied by the same investigator,
who gave an introduction to the system as well as predesigned instructions to interact
with the system.

An automatic internal logger was implemented inside MIGSEP and used to record
all the real-time system internal data, while an audio recorder program kept the whole
audio data during the dialogic interaction process.

An evaluation questionnaire, focusing on the user satisfaction with MIGSEP
regarding the subjective assessment using the combi modality, was especially designed
for this study. It contains 6 questions concerning the quality of using the combi
modality compared to the single modalities, each of which concerns with the feasi-
bility, the advantages, the usability, the appropriateness and the preference. This
questionnaire was answered by each participant via a five point Likert scale.

3.3 Procedure

At the beginning a brief introduction was given to the participants, so that they could
get the basic idea and an overview of the experiment.
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Then in order to minimize the learning or bias effect with respect to the use of one
modality, we introduced a cross-over procedure with altogether three test runs, in
which 16 participants out of 31 had to first use the gesture via touch-screen and then the
speech input, and then the combi modality, while the other 15 first used speech and
then the gesture via touch-screen, and finally the combi modality. Before each test run
each participant was given comprehensive instructions and enough time to get familiar
with each to be tested modality and its interaction with MIGSEP. During each test run
each participant had to perform 11 tasks, each of which contained incomplete yet
sufficient information about a destination the participant should select. For example a
task can be to drive to “room 2603”, to “Sonja Friedrich”, or to “room 1206 or room
2206 with the name OCT-Diagnostics”. For each modality the tasks were different at
the content level, yet similar at the complexity level. Each task was fulfilled or ended, if
the goal was selected or the participant gave up trying after six minutes.

After all tasks were run through, each participant was asked to fill in the ques-
tionnaire for evaluation.

4 Results and Discussion

According to the classic evaluation framework Paradise ([37]), the performance of an
interactive system is determined by the effectiveness of task success, the efficiency of
interaction and the user satisfaction about the system. Therefore, these three criteria are
also used to analyze the data of the multimodal interaction between elderly persons and
MIGSEP, while focusing on comparing the effects of using speech, gesture via touch-
screen and combi input modalities.

4.1 Regarding Effectiveness of Task Performing

In the classic Paradise framework, kappa coefficient is used to measure the effective-
ness of task performing of an interactive system. However, in order to calculate the
kappa coefficient, a confusion matrix is needed and the original way of constructing a
confusion matrix can only be applied to an interactive system with a single modality,
which is not suitable for the data collected during multimodal interaction. Therefore, in
order to construct the needed confusion matrix, we proposed the concept of an attribute
value tree (AVT) in [14] to replace the attribute value matrix in the classic Paradise
framework, where an AVT contains all information to be exchanged during the mul-
timodal interaction between MIGSEP and elderly persons and therefore can function
similarly to the original attribute value matrix, yet with the ability of dealing with
multimodal interaction data.

As shown in Fig. 8, an AVT already contains all the information exchanged by
using either gesture via touch-screen or speech input and thus, the 11 AVTs used in
[14] for assisting in evaluation the combi modality can also be used for evaluating the
two single modalities.

Thus, the confusion matrix can then be constructed for all tasks and all modalities.
For example Table 1 shows a confusion matrix for the task “go to Dr. Prescher”, where
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“M” and “N” denote whether the actual data match with the expected attribute values in
the AVTs. There were 23 correctly selected actions in the MetaSelect (MS) state; the
spoken language command regarding the last name (LN) was misrecognized by
the system for 4 times; and the MetaType (M) “Person” was wrongly selected for one
time. Note that, because of the width of the text, not all attributes of this confusion
matrix can be shown in this example.

The data for all confusion matrices were merged and final confusion matrices of the
11 performed tasks for all the three modalities were created. Given the final confusion

matrices, the Kappa coefficients were calculated with j ¼ P Að Þ�PðEÞ
1�PðEÞ ([37]), where

P Að Þ ¼
Pn

i¼1
Mði;MÞ
T is the proportion of times that the actual data agree with the

attribute values, and P Eð Þ ¼ Pn
i¼1ðMðiÞ

T Þ2 is the proportion of times that the actual data

Fig. 8. An Attribute Value Tree for the task “go to Dr. Prescher”.

Table 1. The confusion matrix for the task “go to Dr. Prescher”.

Data MS LN … M sum

M N M N M N

MS 23 23
LN 33 4 37
… …

M 34 1 35
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are expected to be agreed on by chance, where M(i, M) is the value of the matched cell
of row i, M(i) the sum of the cells of row i, and T the sum of all cells.

As shown in Table 2, the three overall kappa coefficients show a sufficiently
successful interaction between MIGSEP and the participants. The κ of speech input is
0.74, which is a bit lower than the gesture via touch-screen with κ = 0.88, this is mainly
caused by the automatic recognition errors. However, κ of Combi modality is even
higher, indicating that with the combi modality the ASR errors were reduced consid-
erably. The standard deviation 0.04 also implies that task performing using the combi
modality is much more stable than the other two single modalities.

4.2 Regarding Efficiency of Interaction

Table 3 presents the results calculated from the quantitative data automatically recorded
during the interaction using all the three input modalities, with respect to the most
important factors for the efficiency analysis of an interactive system: the user and
system turns in one dialogue for performing a task, the time used to complete a task and
the number of speech recognition errors.

With only half of the user/system turns and about 40 s less per participant per task,
the interaction using combi modality shows a much better efficiency in all factors while
comparing with gesture via touch-screen.

Although only averagely 4.3 user turns and 4.3 system turns were needed for each
task using speech input, the error times of the automatic speech recognition (ASR) are
much higher than using combi modality, which caused the 9 more seconds than using
the combi modality for each participant while performing each task. This is also
reflected in the lower standard deviation for combi modality, indicating that less extreme
speech recognition problems occurred with combi modality than pure speech input.

Table 2. The kappa coefficients of task performing regarding the three modalities.

Speech Touch-screen Combi

κ 0.74 0.88 0.91
Std. 0.13 0.1 0.04

Table 3. Quantitative results regarding interaction efficiency for each participant and each task.

Touch-screen Speech Combi
Mean Std. Mean Std. Mean Std.

User turns 15.5 4.1 4.3 1.7 7.4 3.6
Sys turns 15.4 3.9 4.3 1.6 7.4 3.6
Elapsed time (s) 88.9 40.2 57.6 24.2 48.7 20
ASR error times – – 0.8 0.7 0.3 0.4
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4.3 Regarding User Satisfaction About the Modalities

The results of the questionnaire regarding the subjective comparison between the
combi modality and the single modalities were analyzed and summarized in Table 4.

A very good overall user satisfaction with the combi modality is displayed via the
score of 4.3 out of 5. Specifically, the elderly participants found the combi modality
better and easier for performing tasks than the single modality with the score of 4.4 and
4.0; they could see the advantages of using combi modality and regard it as usable with
the score of 4.5 and 4.1; they would prefer to use the combi modality with the score of
4.4; and they didn’t find using the combi modality confusing with the score of 4.5.
However, the scores of easier solving tasks and the usability of the combining modality
were a bit lower than the others and the corresponding standard deviations were also a
bit higher. Given a further insight into the data, this is mainly due to two elderly
participants, who only used gesture via touch-screen even though both the modalities
are enabled, and had made unpleasant impression of using only that, and therefore gave
comparably lower score in the questionnaire.

5 Conclusions and Future Work

This paper reported our work on multimodal interaction for elderly persons regarding
the following two important aspects:

• The brief presentation of our theoretical and technical foundation for supporting
designing, developing and implementing elderly-centered multimodal interactive
systems;

• The summary and analysis of empirical data of a series of empirical studies for
evaluating a practical multimodal interactive guidance system for elderly persons to
be used in navigation scenarios in complex buildings, in which three modalities,
speech, gesture via touch-screen and the combination of both, were compared.

In general, the overall positive results showed high effectiveness of task perform-
ing, high efficiency of interaction and high user satisfaction with the implemented

Table 4. The subjective comparison between the combi modality and single modalities.

Mean Standard
deviation

Better than single modality? 4.4 1.1
Easier solving tasks? 4 1.3
Showing advantages? 4.5 1
Usable to use combi-modality? 4.1 1.5
Prefer to use combi-modality? 4.4 1.3
Not confusing? 4.5 0.9
Overall 4.3 1
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system, which validated our systematically developed and empirically improved design
guidelines, foundations, models and frameworks for supporting multimodal interaction
for elderly persons. The comparison between the input modalities also showed that the
combination of gesture via touch-screen and speech input performs much better, more
efficiently and is much more preferred by the elderly participants.

The presented work continued the pursuit of our final goal of building effective,
efficient, adaptive and robust multimodal interactive systems and frameworks for
elderly persons in Ambient Assisted Living environments. Corpus-based supervised
and reinforcement learning techniques will be applied to support and improve the
formal language driven unified dialogue modelling and management approach. Further
application domain of autonomous navigation for elderly or handicapped persons on
more spatially-related interaction is being investigated with qualitative spatial reason-
ing based frameworks. Special focus will also be placed on multimodal interaction
within a smart home environment with a fully equipped technological infrastructure for
the elderly or people with disabilities.
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Abstract. Where health and care provision is divided across organisation
types, such as child health and palliative care, it is difficult for researchers to
access comprehensive healthcare data. Integrated electronic health records offer
an opportunity for research into care delivered within and across organisations.
In this paper a new centralised model for accessing such data is justified using
the critical success factors of an established research data provider. This vali-
dates a model that will facilitate integrated health research to inform the evi-
dence base and systems used in clinical practice across organisations.
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1 Introduction

1.1 Summary

The multitude of health and social care organisations that may be involved in a
patient’s care is frequently under-considered by research projects and in translating
results into evidence-based care. Electronic health record (EHR) data is increasingly
being used in research due to their widespread use in clinical practice for gathering
detailed and structured data. EHRs are often non-shareable, used in only the organi-
sation that generated them, such as a general practice or a hospital ward [1]. Such
isolated records cannot comprehensively represent to the research community the
health of patients who receive care in multiple settings. Alternative structures with
EHR data sharing between clinicians at different health organisations can improve
clinical practice and reduce errors [2, 3]. Research on records from across organisation
types has enhanced healthcare through investigating clinical practice through a whole
systems approach [4]. Research using integrated EHRs in England has nonetheless
remained infrequent due to accessibility issues.

1.2 The Silo Issue in Health and Social Care and Research

Health and social care in many countries including the US, UK and China is delivered
through multiple organisation types working with independence. These care providers
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struggle with an outcome of this specialisation which is often termed ‘silo working’
wherein service deliverers with different aims and professional languages gather
information on separate aspects of patient care [5, 6] and store these in silos: unlinked
records in closed databases. Such siloed systems often have different structures or
formats that cannot be easily linked. As such these records may not be shared with other
healthcare organisations of the same, or different, type. As a consequence each orga-
nisation holds partial patient records rather than the entirety of the patient’s medical
history. If a patient has a general practitioner (primary physician) then they often receive
summary discharge letters from other organisations, though this unstructured and
delayed information flow is one-way. With closed systems it becomes difficult to share
timely and pertinent information, such as diagnoses, allergies, medication and profes-
sional insights with other healthcare providers that are also intervening with and
monitoring the health of the patient. This results in issues of duplication and missing
data. Patient information held in such silos provides less support to patients that cross
healthcare organisation types and reduces the capacity to perform longitudinal assess-
ments [7].

This silo issue is also of relevance for the research community who consider patient
health in an array offields including health informatics, epidemiology, health economics,
clinical care and medicine. Traditional data collection involves invasive, timely and
resource-intensive methods such as conducting interviews and questionnaires. The
increasingly routine use of EHRs in clinical practice, for example among 76 % of
European general practitioners, makes EHRs an efficient source of large cohort research
data [8]. This is particularly applicable in the UK where 97 % of general practices use
EHRs [9]. The capacity for large EHR cohorts facilitates research on low frequency
incidences or diagnoses. For example, this enabled identification of the correlation
between emergency department waiting times and outcomes of mortality and readmis-
sion, by using the records of over 14.5 million emergency department attendances [10].

The silo issue impacts the timeliness and security of EHR research. Patient data
dispersal in EHRs across multiple organisation types often necessitates the involvement
of identifiable data for undertaking data linkage. This brings security issues and the
time taken to gather and link siloed data reduces the timeliness of cross-organisation
research. Further time on the part of the researchers and the data providers is often
required to update the research dataset. The ethical issues surrounding the identification
of relevant patients and in developing a fully informed consent mechanism remain.
Nevertheless such research has successful results and was crucial in resolving the
disputed link between Autism and the Measles, Mumps and Rubella vaccine [11].
Researchers, in using non-shared EHR data, face the same constraints as clinicians in
not being able to view the full patient pathway in a timely, cost-effective and secure,
audited manner.

QResearch has an established ten year record in supporting electronic health
records research. QResearch is a UK-based not-for-profit general practice EHR
research database. Over 650 practices contribute data [12]. It was developed with the
aim of consolidating de-identified, siloed EHR data from a large representative cohort
of general practices to provide data for ethical research purposes [13]. It has facilitated
research into the development of tools for identifying patient risk of, for example,
developing cardiovascular disease (CVD) and diabetes [14, 15]. Despite the importance
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of risk assessment in health promotion, evidence suggests that risk tools are under-
used. A study of clinical practice showed that 66 % of clinicians who identify the need
to perform a global CVD risk assessment fail to follow the guidelines by employing
such a tool, valuing subjective assessment alone [16]. As patient risk crosses organi-
sation boundaries it may be that the relevance of these tools is constrained by the
external validity of using non-shared records data from one organisation type.

As the UK population both pay for and receive lifelong care from the National
Health Service (NHS), there is a focus on efficient illness prevention. The longitudinal
information already existing in EHRs is seen as a resourceful means to facilitate
research to help meet this goal. The NHS Quality, Innovation, Productivity and Pre-
vention program encourages the innovative use of existing resources [17] and the Prime
Minister, in a speech made in London in December 2011, specified ‘opening up’ NHS
data to research as being crucial to supporting health, the economy, and the life sci-
ences. Subsequently in May 2012 the government’s Department of Health (DH) issued
a call for more efficient EHR research. The call linked this to a move towards sharing
information and delivering care across organisation boundaries in response to the
increasingly complex needs of a diverse, multi-morbidity population [18]. Cross-
organisation EHR research will be required in addressing this need for efficient research
that is relevant across multiple organisation types.

1.3 The Integrated Solution

There are well established alternatives to non-integrated clinical practice. Kaiser Per-
manente provides comprehensive care packages to 8 million patients in America. Their
shared standards result from collaboration between all care providers [19]. In the UK,
SystmOne is a centrally hosted clinical system provided by TPP (The Phoenix Part-
nership) that enables record sharing between many of the health and care organisation
types in the NHS (Fig. 1). Since 1999 its centralised database (cloud) has contained one
integrated EHR per patient. From this, data is shared with the patient and across the
health organisations that use SystmOne, where access rights are legitimate. Through
SystmOne, 26 million patients have a shareable record (Table 1) that facilitates inte-
grated care [20]. Both Kaiser Permanente and SystmOne exemplify long-standing
alternatives that reduce the ‘silo effect’ in healthcare.

Integrated EHRs assist in cross-organisation type care management that efficiently
utilises resources. Integration at Kaiser Permanente organisations contributes to the
number of bed stays being 3.5 times fewer than in the NHS for 11 leading causes [21].
Benefits from EHR sharing are indicated by patient management improvements in cases
that involve professionals from primary and secondary care sectors, such as are frequent
in the treatment of long-term conditions. In such cases, secondary care consultants more
frequently use their EHR where the patient’s general practitioner is also registered with
SystmOne as the record contains updates since the previous outpatient appointment and
includes advice from other specialists, recent medications and blood test results [20].
This replaces reliance upon summary letters, patient awareness or being able to tele-
phone other organisations [22]. Comprehensive information enables all organisations to
review and communicate regarding medication, ongoing treatments and appointment
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non-attendances [22]. Shared records also assist in prompt medicines reconciliation
between care settings, which has been shown to identify errors in 38 % of prescriptions
[23]. Through such means clinical systems integration delivers the benefits of an
“electronic highway” envisioned by the NHS National Programme for IT [24].

tpp-uk.com

Fig. 1. Healthcare organisation types in which SystmOne is used and between which
information can be shared with the exception of prison data. SystmOne can provide hospitals
with the clinical record, patient administration, bed management, e-prescribing and e-discharge.

Table 1. Approximate count of organisations and patients with a relationship recorded on
SystmOne for ten organisation types. Other organisations using SystmOne include Speech and
Occupational Therapies, Community and Social Services, Dietetics, Palliative Care, School
Nurses and Endocrinology.

Health Care Organisation Type Patients with data
on SystmOne

Count of organisations
using SystmOne

General practice 22 million 2100
Child health 6 million 50
District nursing 5 million 1300
Out of hours 3 million 120
Health visitor 2 million 190
Physiotherapy 1 million 60
Acute hospital 1 million 20
Podiatry 1 million 40
Community primary care clinic 1 million 360
Minor injuries/Accident and
emergency

1 million 50
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The benefits that more comprehensive, timely information bring to clinical practice
could also be brought to the research community. Information sharing among Kaiser
Permenante organisations supports research that considers care provision across
organisation types. Clinical practice has altered internationally in response to links
uncovered, using Kaiser Permanente data, between hospital admissions and drugs such
as rofecoxib being issued in ambulatory (primary) care settings [4, 25]. Using shared
EHRs in research replaces linkage exercises that involve identifiable data and result in
biased, incomplete datasets [26]. Shared EHRs enable research on the otherwise lost
communications between healthcare organisations, such as referral trails. Research on
cross-organisation type records can validate siloed research in a cost-effective, timely
manner and inform clinical practice that occurs in these multiple settings.

1.4 Research Aim

The aim of this paper is to determine the capacity of a new ResearchOne database to
facilitate cross-organisation EHR research in the UK. ResearchOne is a not-for-profit
organisation with ethical approval to extract de-identified EHR data from the centra-
lised SystmOne database into the ResearchOne database. This enables secure, audited
access to anonymous records data for the research community. This access is with the
purpose of developing new clinical understanding through research to improve patient
care. This model must be investigated in order to justify that the ResearchOne database
may bring benefits to research in the way that SystmOne does for clinical practice.

2 Method

The method was designed to assess the capacity of the ResearchOne database to
support EHR research and to justify its potential benefits to integrated records research
using English health data. Information regarding SystmOne and ResearchOne were
determined from the ResearchOne Database Protocol and through interviews [27].
QResearch is specifically designed for EHR research in the UK and was taken as an
academically established ‘standard’. A search of Web of Science, PubMed and Google
Scholar identified articles published on research that used QResearch data. These and
the QResearch Protocol were reviewed. The key features of QResearch were taken as
critical success factors, as justified in Table 2, against which the model presented by the
ResearchOne database was appraised. These factors are the headings in the following
section. From this the ResearchOne database could be validated with the potential to
perform to the existing standard for a research database of NHS data, in order that it can
facilitate cross-organisation research.

3 Results

3.1 Data Consolidation

QResearch facilitates research on EHR data consolidated from over 650 non-integrated
general practice (GP) databases [12]. The ResearchOne database can similarly hold
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EHR data contributed by multiple practices and so it meets this critical success factor.
Moreover it can hold data from other organisation types, as it mirrors the infrastructure
of SystmOne. SystmOne integrates data from multiple organisations into one centra-
lised record per patient and so no consolidation is required in order to extract data in
SystmOne from multiple organisation settings into the ResearchOne database.

Data linkages to other sources undertaken by QResearch are also feasible with
ResearchOne. QResearch links GP EHR information to socio-economic, Hospital
Episode Statistics (HES), disease-specific registry and death registration data [14, 31].
ResearchOne has national ethical and governance approval to undertake or request such
linkage and consolidation [27]. An NHS National Institute for Health Research funded
study, Improving Prevention of Vascular Events in Primary Care, has successfully
piloted the capacity to link ResearchOne data to HES and Myocardial Ischaemia
National Audit Project (MINAP) data.

3.2 Large Cohort of Research EHR Data

General practice involvement in QResearch has grown steadily to over 650, surpassing
the original aim of 500 practices [12, 13]. SystmOne hosts patient information for over
26 million patients across England from more than 4500 organisations that may par-
ticipate in ResearchOne. This includes 2100 general practices, 170 community services
and 80 palliative care organisations (Table 1) that can contribute their ‘real-world’ data.
Prison data recorded in SystmOne cannot be extracted into the ResearchOne database.
TPP already hosts this data in SystmOne and has the data management skills and
capacity to hold such a large cohort of records from multiple organisation settings in
the ResearchOne database.

Table 2. Features of the QResearch general practice EHR research database, with reasoning
behind their necessity.

Critical factor Reason

Data consolidation The database assists researchers in accessing data that has been
consolidated from many health organisations and so reduces the
invasion, time and cost for clinicians and researchers, who must
otherwise perform repeated extracts

Large cohort of
research EHRs

Larger sample sizes bring both power and validity to research
outcomes, enabling more research questions to be addressed [28]

De-identified EHR
data

De-identification of EHR data protects privacy and permits research
access without a public health mandate or consent, which could
not be feasibly and non-invasively acquired for a significantly
large cohort [29, 30]

Representative
coverage

The external validity of a research outcome depends upon it being
derived from a representative sample of the population

Ethical research
practice

Success relies upon the database being securely developed and used
for ethical purposes
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3.3 De-Identified EHR Data

Both the ResearchOne database and QResearch have a nationally approved governance
framework under which they can hold de-identified data. Neither database can contain
free text with potentially identifiable data, nor, for example, full dates of birth or death.
Furthermore, given the comprehensiveness of cross-organisation type records, the
ResearchOne database excludes diagnostic cases that are present in fewer than five
records. QResearch requires consent from each practice in order to extract data from
the practice’s database. While SystmOne is centrally hosted, ResearchOne follows this
practice in requesting consent from contributing organisations, and also provides the
opportunity for patients to ‘opt out’ from providing the non-identifiable data. Consent
is electronically audited through SystmOne, the centralisation of which ensures that any
changes will automatically update the ResearchOne database within seven days.

3.4 Representative Coverage

QResearch practices are “spread throughout the UK”, offering representative GP
coverage [13]. ResearchOne has the capacity to provide an England-wide representa-
tion of cross-organisation type health and social care, through the more than 4500
invited organisations. England is divided into 433 lower tiers of local government –
Local Authorities - of which over 85 % have patient representation on SystmOne.
There are more than 26 million patients who have contributed to 300 million years of
patient records, geographically distributed across England (Fig. 2). Over 12 million
patients have registered with more than one care organisation on SystmOne at some
point, and 365,000 patients have received care from five or more organisations using
SystmOne. As such these records are cross-organisational. SystmOne holds 5 billion

Local Health, 2013 
Public Health England

Fig. 2. A chloropleth map of SystmOne patient coverage.
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diagnostic codes, inputted by clinicians whose specialties range from ante-natal to
geriatric, rehabilitation to neuropathology. This coverage crosses community, primary
and secondary care. The capacity for representation also covers the indices for rurality
and deprivation defined by the UK Economic and Social Data Service [32].

3.5 Ethical Research Practice

QResearch and ResearchOne are specifically designed for ethical research access with
the aim of improving healthcare. The frameworks for both QResearch and the Re-
searchOne database have been developed with ethical and governance approval from
the relevant national bodies [27, 31]. The protocol for ResearchOne was developed
with input from patients, clinicians, researchers and information governance experts.
Any change in either protocol is reviewed by the national boards and a database
committee of patients and clinical professionals along with experts in informatics,
database architecture and governance [27, 31].

A national research ethics committee has approved both the QResearch and Re-
searchOne database frameworks to review data requests based on the benefit to clinical
practice of each project proposal [27, 31]. Research proposals submitted to QResearch
are reviewed by a QResearch Scientific Committee and a national multicentre Research
Ethics Committee. The ResearchOne database has a nationally approved de-identifi-
cation procedure and access protocol whereby a ResearchOne Project Committee
considers all data requests. This approved de-identification and project acceptance
process enables project proposals to be reviewed more promptly by a specialised
committee.

Ethical accessibility of both QResearch and the ResearchOne database is supported
by their being not-for-profit organisations. With SystmOne data existing centrally, the
cost of database maintenance is low for ResearchOne, which reduces the cost further
for the research community. Remote access to the secure ResearchOne data warehouse
is audited for the purpose of maintaining this ethical practice.

4 Discussion

The results of this investigation show that the ResearchOne database matches the
capacity of the existing standard of a research database with EHR data. ResearchOne
has been nationally approved to extract de-identified EHR data from consenting health
and care organisations. There is potential for the inclusion of data from a large cohort
of shared EHRs with representative coverage both geographically and demographically
across England. The framework has been designed to ethically support research that
delivers benefit to patient health.

4.1 Further Research Capacities

The ResearchOne database has the capacity to perform beyond the current standard in
terms of cross-organisation integration. It maintains data from more organisation types
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in England than the current standard, and so can support more comprehensive
and representative research between and within these areas of healthcare. These shared
EHRs enable research on data such as communication and referral trails that isolated
records cannot, even when linked, portray. The diminished likelihood of inte-
grated records having missing or duplicated data when compared to the standard is also
a benefit for research [26]. The ResearchOne database is not consolidated from multiple
settings, but rather it is integrated at the point of entry. Through ResearchOne the
integrated care records of more than 25 million patients have the capacity to support
research, with information from over 4500 health organisations in primary, secondary
and social care (Table 1). This gives ResearchOne the capacity to bring the benefits of
record-sharing into the research arena.

By centrally extracting data from integrated records, the ResearchOne database
moves beyond the current standard of consolidating data from isolated organisations.
This extract procedure is more secure and has no potential to incorporate bias through
incomplete linkage for research. This is beneficial because Bohensky et al. [26]
reviewed linkage sensitivity to range between 74–98 %. Centralised extraction also
does not disturb clinical practice and reduces the cost of extraction, with this saving
being passed to the research community. The centralisation of SystmOne maintains an
up-to-date audit of organisation consent and also enables a patient to opt out of the
ResearchOne database by informing just one of their care organisations that uses
SystmOne. Such centralised capacity is of relevance in ethically supporting the
research community to enhance healthcare.

A further factor that assists in health research is the timeliness of the data available
from ResearchOne. Timely data is required in order for research to reflect the evolving
field of clinical practice and continual changes in the population and health demo-
graphics. EHRs should facilitate timely research [33]. The centralisation of SystmOne
ensures that research data could reflect real-time clinical developments, without
affecting SystmOne users. The ResearchOne database has a seven day update fre-
quency though items can be extracted more frequently as required for public health
monitoring. A further reason for timeliness is that consent withdrawal from the Re-
searchOne database results in data being removed within seven days. The timeliness of
research projects is further enhanced by the streamlined data request process. Timely
data provision can occur securely at minimum cost due to the centralised nature of
SystmOne, which is a speedier alternative than linking data from multiple sources.

While most projects can benefit from timely access to de-identified real-world
records data, some projects require identifiers. This may be to enable linkage with
datasets in other sectors, such as education, or information from patient observations
and interviews. With UK data, such projects require ethical approval and consent, or
permission under Section 251 of the NHS Act 2006. Having de-identified data, neither
the ResearchOne database nor QResearch can assist these projects. ResearchOne has
experience in providing pseudonymised linkable data from records on SystmOne for
such approved projects. This is a more timely mechanism for project teams than
extracting data from siloed databases held in different organisations. ResearchOne can
similarly support SystmOne users in joining randomised control trials or pilot studies
by embedding research in the clinical system. The closeness between ResearchOne and
SystmOne enables these further capabilities.
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4.2 Next Steps

The capacity of ResearchOne to maintain a large cohort of de-identified EHR data from
multiple organisation types depends upon organisation participation. The joining
process is simple and extracts do not inconvenience SystmOne users given its cen-
tralised nature. Information about joining ResearchOne is available on SystmOne and
the ResearchOne website has further information, including current project details.
Organisations providing data can be assured that the ResearchOne database is main-
tained under the same security principles as SystmOne in an NHS-accredited data
centre [27]. The aim of ResearchOne, to bring research outcomes into clinical practice,
assures that it is beneficial to contribute to the ethically approved process. The success
of QResearch should assist SystmOne users, some of whom may have contributed to
QResearch previously, in recognising this beneficial invitation. Already organisations
are participating and the count of anonymised records in the database is approaching
five million. This indicates the successful realisation of the capacity of ResearchOne.
As more organisations join, they will enable one of the potentially largest health
databases in the world to be developed.

The aim of ResearchOne includes not only pulling data for research purposes, but
pushing outcomes back into health and care. Results may be openly published, and as
these can have relevance to clinical care across many organisation types, they may
initiate more comprehensive innovations in care delivery. SystmOne will incorporate
developments so that the clinical system continually improves the support it provides to
over 145,000 users across multiple organisation types. The closeness between Re-
searchOne and SystmOne closes the distance between care providers and researchers so
that issues and outcomes become shared. The ResearchOne Project Committee con-
siders projects from a clinical needs driven perspective, with input from SystmOne
users. Therefore a cyclical, evaluative, cloud-based model of clinical practice and
research is encapsulated in the SystmOne-ResearchOne infrastructure. This can be
envisioned as a global model for the future.

ResearchOne facilitates research both for validation purposes and in novel areas.
Explorations will continue to compare ResearchOne data with national statistics to
validate its representative coverage. Research performed on other datasets can be
validated using the ResearchOne database. The impact of integrated and isolated EHR
data on research may also be investigated, to explore the role of ResearchOne. Re-
searchOne has a structure to support different types of projects from anonymised
epidemiological monitoring to randomised control trials. Research projects may use
data from single or multiple care organisation types. In this way ResearchOne
aims to facilitate outcomes that are of relevance across all organisations that are
contributing data.

Cross-organisation records research can be used to extend clinical knowledge from
one organisation type to another. Research outcomes previously based on data from one
organisation type may not be pertinent to either other organisations, or when considering
patients receiving treatment from multiple organisations. Research would indicate
whether other organisations can see in their ‘real-world records’ the information required
to utilise research outcomes. As such, the decision support from single-organisation-type
research can be built on by extending investigations across organisations.
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The global capacity for EHR research is continually increasing. Progression in
science, particularly in the fields of security technology and machine learning, will lead
to data mining of entire EHRs. The anonymisation of free text through advancements in
natural language programming, and the reduction of human involvement in data
analysis will open up the capacities of EHRs to ethically support research on real-world
data. The number and types of organisations across which SystmOne provides inte-
grated EHRs is rising, particularly in the acute sector, so that ResearchOne has
increasing potential to represent comprehensive care in England and globally. With
such future developments ResearchOne will increasingly support research that benefits
healthcare.

5 Conclusions

The contribution of EHRs to research is increasing, but is hindered by the division of
data across healthcare organisations as a result of the ‘silo effect’ in clinical care.
Benefits in integrated care delivery have been evidenced from record-sharing. Re-
searchOne offers an alternative for research using this real-world shared EHR data. The
model of the ResearchOne database has been critiqued using the success factors of
QResearch, an established provider of EHR research data in the UK. ResearchOne
meets this existing standard and brings further developments to the research commu-
nity. This is particularly in terms of the timely provision of integrated, cross-organi-
sation type data and in feeding results back into clinical care. This offers a global model
for integrated evolution of innovations between clinicians, patients and research.
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Abstract. This paper presents the findings from two studies of the PartoPen
system – a digital pen software application that enhances the partograph, a
paper-based labor-monitoring tool used in developing regions. Previous studies
have shown that correct use of the partograph significantly reduces pregnancy
complications; however, partographs are not always correctly completed due to
resource and training challenges. The PartoPen addresses these challenges by
providing real-time decision support, instructions, and patient-specific remind-
ers. The preliminary studies described in this paper examine how the PartoPen
system affects classroom-based partograph training among nursing students at
the University of Nairobi, and partograph completion in labor theater use by
nurse midwives at Kenyatta National Hospital in Nairobi, Kenya. Initial results
indicate that using the PartoPen system enhances student performance on par-
tograph worksheets, and that use of the PartoPen system in labor wards posi-
tively affects partograph completion rates and nurses’ level of expertise using
the partograph form.

Keywords: Partograph � Digital pen � ICTD � Health informatics � Maternal
health � Kenya

1 Introduction

In 2010 the World Health Organization (WHO) estimated that 287,000 women die
every year due to pregnancy related complications [1]. The vast majority (99 %) of
annual maternal deaths occur in developing countries. Many of these deaths can be
prevented with skilled care before, during, and after childbirth [1]. In addition, the rate
of maternal morbidities, which include fistula, uterine rupture, uterine prolapse, and
mental health concerns, is estimated to be between 15 and 20 million cases per year.
Treatment for these complications, when available, costs an estimated $6.8 billion per
year [2].
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The WHO advocates the paper partograph as the single most effective tool for
monitoring labor and reducing labor complications in developing countries. The par-
tograph facilitates the tracking of maternal condition, fetal condition, and cervical
dilation versus time during labor [3]. Used correctly, the partograph can serve as a tool
for early detection of serious maternal and fetal complications during labor. Early
detection of pregnancy complications, especially in rural clinics, allows transport
decisions to be made in time for a woman to reach a regional facility capable of
performing emergency obstetric procedures. However, in order to be effective, the
partograph must be used correctly. A recent study in Kenya reported that while 88.2 %
of the 1057 evaluated patient records contained a partograph, only 23.8 % of the forms
had been used correctly [4]. This is not unusual for developing countries where lack of
training and continuing education, exacerbated by limited resources, represent serious
barriers to effective partograph use [5–7].

The goal of the PartoPen project is to increase the effectiveness of the partograph
using an interactive digital pen with custom software, together with partograph forms
printed with a background dot pattern that is recognized by the pen [8, 9]. The digital
pen uses internal handwriting recognition and paper-based location awareness to
interpret the measurements made on the partograph form. These interpreted measure-
ments can then trigger alerts for attending health care providers when conditions arise
that require additional observation or intervention. In addition, timers on the digital pen
can be triggered when measurements are plotted in order to provide audio reminders to
take routine patient measurements at specified time intervals. The PartoPen thus pro-
vides a low-cost, and intuitive solution that addresses several of the identified barriers
to successful partograph use, including form complexity and data interpretation
challenges.

This paper describes two preliminary studies that examined the PartoPen in use in
Nairobi, Kenya from June 2012 – August 2012; the first was conducted with ninety-
five third and fourth-year nursing students at the University of Nairobi School of
Nursing Sciences, and the second, with nurse midwives in the labor wards of Kenyatta
National Hospital (KNH) and Pumwani Maternity Hospital (PMH) over a period of one
month. The principal findings of these two studies, reported in more detail below, are
(1) the PartoPen improved the ability of nursing students to accurately complete par-
tograph worksheets using synthetic maternal data, (2) use of the PartoPen during actual
labor increases both the rate of partograph completion, and partograph accuracy, and
(3) that the PartoPen was readily accepted and adopted by both students and
practitioners.

2 Related Work

There is a large body of research that examines the potential relationships between
paper-based systems and digital tools, particularly mobile phones. Mobile phone tools
have been designed to simplify data collection [10], improve community health worker
performance and effectiveness [11–15], and digitize data from paper forms [16, 17].

Digital pens offer the unique affordances of retaining the physical motion of natural
writing, and the simultaneous creation of both a paper and a digital record. Digital pens
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have been customized for context-specific research tools [18–21] due to their pro-
grammability, portability, audio and note synchronization, and their ability to digitize
sketches as well as handwritten notes for easy transmission via email. A specific
example of how digital pens have been used in a healthcare setting is the TraumaPen.
The TraumaPen [22] integrates paper emergency patient intake forms with a digital
display component in the exam room to reduce redundancy of verbal data transmission
between health care practitioners.

Other research on improving the paper partograph form includes the ePartogram
device in development by Jhpiego [23], and the partograph e-Learning tool created by
the WHO [24]. Jhpiego is currently testing three ePartogram implementations, which
include an Android tablet application, a digital clipboard system, and a custom hard-
ware solution, but at this time, no data has been collected or analysed for any of these
models. The WHO e-Learning tool is distributed to facilities like KNH via CD-ROM.
However, these CD-ROMs are not provided to every student or directly incorporated
into the nursing curriculum. Single copies of the tool are often passed from student to
student throughout the academic year, placing the primary responsibility for learning
the material upon the students themselves. Less than half of the students who partic-
ipated in the PartoPen study had used the WHO eLearning tool.

To the best of our knowledge, the PartoPen system is the only standalone digital
partograph solution that can be used interchangeably as a training tool and in active
labor theaters without altering the currently paper-based system or requiring significant
additional training for the technology itself.

3 The PartoPen System

The current implementation of the PartoPen system uses the Livescribe 2 GB Echo
digital pen, which can capture and synchronize audio and handwritten text, and digitize
handwritten notes into searchable and printable PDF documents. These pens use an
infrared camera in the tip of the pen that is triggered when a user presses the pen tip to
a piece of paper. The camera captures a pre-printed unique dot pattern (see Fig. 1) at a
rate of 70 images per second.

Fig. 1. The Dot Positioning System (DPS) uses printed microdots, as seen above, arranged in
specific patterns. The dot pattern allows the digital pen to determine where on the form it is
placed. The dot pattern is patented by Anoto AB Group.
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Each printed dot represents location information, which the pen interprets and uses
to perform location-specific functions, such as playing an audio instruction prompt
when an instruction button is tapped, or triggering a decision-support prompt when a
birth attendant plots a measurement indicating abnormal labor progression.

The digital pens also include a speaker, a microphone, a 3.5 mm audio headphone
jack, up to 8 GB of memory storage (approximately 800 h of audio recording storage),
an OLED display, a rechargeable lithium-ion battery, and a micro-USB connector for
charging and data transfer (see Fig. 2). Ink cartridges are low-cost and can be replaced
without pen disassembly.

The PartoPen provides partograph training instructions, task-oriented reminders,
and context-specific audio feedback in real time. Tapping the pen in different areas on
the partograph form provides audio instructions taken directly from the WHO parto-
graph manual, which reinforces birth attendant training. The pen detects abnormal
labor progression by analyzing data entered on the partograph form, and provides audio
and text-based feedback to encourage birth-attendants to take appropriate action.

The PartoPen is appropriate for use in resource-challenged environments. It does
not require network connectivity to operate, and uses a rechargeable lithium ion battery
that can be charged using a standard micro-USB cell phone charger. The dot pattern,
printed on the partograph forms using a standard laser printer and printer paper, allows
the pen to synchronize written text with recorded audio. Most importantly, the PartoPen
is low cost, durable, consumes very little power, requires minimal training, and
enhances – rather than replaces – the common paper tool in near-ubiquitous use in the
developing world.

Fig. 2. The digital pen used in the PartoPen system is depicted. The speaker, microphone,
OLED display, USB connector, audio jack, memory storage, and replaceable ink tip are
identified.
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4 Nursing Student Study

The nursing student study took place at the University of Nairobi (UoN) School of
Nursing Sciences in Nairobi, Kenya. The university is closely affiliated with KNH, and
the nursing students at UoN perform clinical rotations in the maternity wards at KNH.
The goals of the nursing student study were to establish a baseline of common par-
tograph errors based on the type of error (e.g., incorrect values, incorrect form location,
or incorrect action based on entered data), determine if using the PartoPen decreases the
number of common partograph errors in relation to the established baseline, and
approximate the amount of training needed to use the PartoPen and access the majority
of the built-in PartoPen functionality.

4.1 Methodology

Participants. Ninety-five nursing students in their third and fourth years of study
participated in the study. Local research assistants recruited participants from
the population of 148 third and fourth year nursing students at the UoN. All students
had previously been taught how to use the partograph to monitor labor during a
10–15 min in-class discussion as part of the nursing curriculum, and during their
clinical rotations in the maternity wards.

The 95 student participants were separated by year (i.e., third or fourth year nursing
students) and then randomly divided into three groups, resulting in six total groups.
Group 1 was the control group, and Groups 2 and 3 were the intervention groups,
which focused on the discoverability of the functionality, and the affect on partograph
performance, respectively. Group 1 students completed a partograph worksheet task
with a PartoPen in “silent logging mode,” and received no instructions on how to use
the technology. In the “silent logging mode” the digital pen records student answers,
and logs when and where on the form student answers would have triggered feedback
from a fully functional PartoPen. This control group provided a baseline for students’
performance on the partograph worksheet task.

Group 2 completed the same worksheet task, but used a fully functional PartoPen in
“use” mode. The PartoPen software in “use” mode for the student pilot has two main
components: instructions and decision support. For the nursing student study with
nursing students completing a partograph worksheet, the reminders (enabled only for
the maternity ward study) were disabled. In addition, playing pre-recorded spoken
audio provided the decision support, in contrast to the maternity ward decision support,
which was provided by scrolling text across the OLED display.

Group 2 received no training on how to use the technology. In “use” mode, the
digital pen logs when errors are made on the form, which was compared to the baseline
results recorded from the first class of students. Students in this group received audio
feedback from the pen when data was entered incorrectly on the form, and thus,
corrected errors were also recorded in this mode. The data collected from this group
tested the discoverability and intuitiveness of the PartoPen functionality.
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Group 3 received a fully functional PartoPen in “use” mode and a 15-minute
introduction and demonstration of the PartoPen system before completing the parto-
graph worksheet task. The digital pen recorded errors, corrections, and all marks made
on the partograph form. By comparing the results of Group 3 with the results of Group
2, the authors determined the affect of providing a PartoPen tutorial on partograph
performance. Groups 2 and 3 attempt to simulate PartoPen deployments in which
students/nurses do and do not receive training prior to using the device. Given that
most of the PartoPen functionality is “pushed” to users during normal partograph form
completion, we hypothesized that training on the PartoPen system should not signifi-
cantly alter the results of participants with the same level of prior partograph
knowledge – Groups 2 and 3, respectively.

Partograph Worksheet Grading. For all student groups, the partograph worksheets
consisted of two patient case studies and two blank partograph forms printed with the
dot pattern. The students were asked to record the patient data on the blank partograph
forms as if they were actively monitoring that patient during labor.

The principal investigator created a grading scheme based upon the partograph
grading schemes currently used to evaluate nursing student partograph completion
performance during their clinical rotations. Each measurement category on the parto-
graph (e.g., fetal heart rate, contractions, pulse, etc.) was graded in five sub-categories,
and a numerical score was assigned relative to a set number of points specific to the
particular case study. The five sub-categories included “measurement present”, “mark
accurate”, “correct symbol”, “plotted on correct time line”, and “correct spacing”. In
the grading example shown in Fig. 3, the partograph form sections are listed vertically
in the far-left column, and the sub-categories and possible point totals run horizontally
along the top of the spreadsheet. The cells that have been grayed-out represent cate-
gories that are not applicable to the specific case study.

Three research assistants graded all 95 worksheets according to the grading scheme
described above. Each nursing student was assigned an overall worksheet grade based
on the total number of points possible for the two case studies they received.

Fig. 3. An example of the grading spreadsheet used for grading the worksheets in the teaching
and training study. Partograph form sections are listed vertically in the left hand column, grading
sub-categories are listed horizontally across the top of the spreadsheet, and points possible for
each category are listed in red. Grayed out cells indicate that these categories were not applicable
to the case study being graded.
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Focus Groups. After completing the worksheet task, 5–10 students from each group
were randomly selected to participate in a focus group discussion. The goals of the
focus group discussion were to gain an understanding of current partograph training
programs used at the study site, determine students’ perceptions about the partograph
form as a labor monitoring tool, and to record students’ perceptions of the PartoPen
system as an in-class training and active labor monitoring tool. The focus group dis-
cussions took between 15 and 30 min, and student responses were audio recorded using
a digital pen and later transcribed.

4.2 Results

Quantitative Results. Using the grading scheme outlined in Sect. 4.1, scores were
calculated as a percentage of total points correct out of the total possible points. We
performed an unpaired t-test to determine if there was any significant difference
between groups, particularly if Groups 2 and 3 showed any improvement in perfor-
mance over Group 1 – the control group. Due to time constraints and limited grading
resources, only the data from fourth year students is presented here. Group 1 from year
four, which used the PartoPen in silent logging mode to complete the worksheet had an
average score of 58 %, which means that on average students in this group correctly
plotted 58 % of the measurements from both case studies in the worksheet (the highest
possible score was 100 %). The average score for Group 2, which used the PartoPen in
“use” mode but received no instructions, was 63 %. And the average score for Group 3,
which used the PartoPen in “use” mode and received instructions, was 66 %. The
difference in the average scores for the worksheet task suggest that use of and training
on the PartoPen facilitated more accurate data recording on the partograph forms
(Table 1).

In each worksheet, students received two patient case studies. All students received
the “Mrs. B” case study, and either “Mrs. C” or “Mrs. A.” The three case studies
represent three possible labor outcomes. Mrs. A’s data represents an uncomplicated,
timely labor that progresses without medical intervention. Mrs. B’s data illustrates a
case of prolonged or obstructed labor, which is addressed by the administration of
oxytocin – a labor-inducing drug. Finally, Mrs. C’s labor progression data illustrates an
increasing number of complications, including fetal distress, and ultimately results in a
caesarean section. Thirty-four instructional audio prompts are available for all students

Table 1. Average scores on worksheet completion task for fourth year students divided by
PartoPen functionality group number. This table illustrates an increase in student performance
with increasing PartoPen functionality and training.

Group # and PartoPen mode Avg. score

Group 1 – silent logging mode 58 %
Group 2 – use mode, no training 63 %
Group 3 – use mode, training 66 %
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and all patient case studies. However, only the Group 3 students were informed how to
access the instruction prompts by tapping the pen on the text to the left of the graphs on
the form. The average scores for each group based on patient case study are shown in
Table 2. Using an unpaired t-test, the difference between Group 1 and Group 3 for the
patient case study Mrs. C was found to be significant (t (8) = 2.71, p < .05). These data
could suggest that for more challenging or complex labor cases, the availability and
utilization of the instruction prompts promotes more accurate form completion.

Qualitative Results. Qualitative data from the focus groups examined three factors:
students’ previous partograph training, students’ perceptions about the usefulness and
effectiveness of the partograph as a labor monitoring tool, and students’ feedback on
PartoPen usability.

Students explained that the in-class introduction of the partograph ranged from a
5–15 min explanation by the lecturer. Lecturers reportedly demonstrated the parto-
graph, but did not consistently fill one out completely in class. Students themselves did
not generally practice filling out the partograph form. Students gained the majority of
their experience using the partograph during their clinical rotations in the maternity
wards. Individual experiences using the partograph in maternity wards fluctuated due to
the number of nurses in the ward available to facilitate partograph training and the
number of patients per day in the ward requiring a partograph (i.e., in active labor).

Students identified the recording of contractions as the most difficult part of the
normal partograph form, because of having to remember the different shading styles
that indicate contraction duration. Students also reported challenges when plotting the
descent of the fetal head, moulding, and liquor (i.e., amniotic fluid). All of the students
who participated in the focus groups from Groups 2 and 3 expressed the view that the
PartoPen significantly mitigated these challenges and made the difficult form sections
easier to fill out. One student commented: “In a classroom setup, it would be good
because it will really help when we are first learning [the partograph]. It solidifies the
basic things we need to know.” Another student said: “At first, when you asked us what
action to take when a measurement was made across the alert line, we were silent. But
now, after we used it, we all know right away what to do.”

Students suggested several feature changes to improve the PartoPen for student use.
The suggestions include modifying the form itself to make the boxes larger and thus
easier for entering data into (the PartoPen system used the standard WHO partograph
form), and developing a flexible instruction-creation platform so that instructions can
be easily modified to keep up with changes to WHO and Kenya Ministry of Health
protocols. Several students also voiced concern that one unintended consequence of the

Table 2. Average scores on worksheet completion task for fourth year students divided by
patient case study and group number. This table illustrates a significant difference (t (8) = 2.71,
p < .05), between Group 1 and Group 3 for the most complex patient case study (Mrs. C).

Mrs. A Mrs. B Mrs. C

Group 1 61.3 % 58.6 % 52.0 %
Group 2 63.5 % 62.9 % 62.9 %
Group 3 65.2 % 62.7 % 72.2 %
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PartoPen might be a decrease in situational awareness, creating too great a reliance on
the pen for instructions and decision support in an actual labor and delivery scenario.
This concern was explored during the maternity ward study, and was not observed by
the authors or reported by nurse midwife participants.

The results of the PartoPen study at the UoN suggests that using the PartoPen system
in classrooms can improve students’ ability to correctly complete a partograph form.
These results also suggest that training on the PartoPen device does not significantly
affect student performance on partograph completion tasks. The results of the teaching
and training study support the hypothesis that a significant increase in partograph
completion and accuracy can be achieved with little or no training on the device itself.
We conclude that this benefit is due to the intuitive design, push-based functionality, and
enhancement – rather than replacement – of the current paper-based system.

5 Maternity Ward Study

The second PartoPen study took place at Kenyatta National Hospital (KNH) and
Pumwani Maternity Hospital (PMH). The goals of this study were to evaluate the
PartoPen for usability in labor wards, determine if PartoPen use impacts partograph
completion, and to investigate the broader impacts of the PartoPen on patient care and
maternal health outcomes.

5.1 Methodology

The maternity ward study evaluated partograph completion rates for the month
immediately prior to the introduction of the PartoPen, and for the following month,
during which time the PartoPen was in use. “Completion” was measured using a
partograph completion rubric previously developed by KNH staff for hospital admin-
istrative purposes. According to this rubric, a complete partograph has measurements
for all of the partograph form sections, and a complete labor summary. A research
assistant scanned the 369 partograph forms completed in the month prior to PartoPen
introduction. During the month of PartoPen use, 457 partograph forms were initiated.

There were three phases in the introduction of the PartoPen system at KNH and
PMH: (1) training nurses how to use the PartoPen system, (2) introducing the PartoPen
system for use during 2–3 shifts per day, and (3) establishing sustainable infrastructure
and gradually reducing researcher supervision of PartoPen use.

During the first phase, small groups of nurses received a 10–20 min introduction to
the project and were trained on how to effectively use the system during their shift.
Nurses were given a demonstration of the PartoPen functionality to introduce them to
features of the system (reminders, audio decision-support, and additional instruction
access), as well as a brief tutorial on exchanging pens during shift changes.

In phase two we introduced the PartoPen system in both KNH and PMH labor
wards during the day shifts – approximately 7:30AM until 6:00PM. During the
introduction week, PartoPen functionality, as well as the study design, were adjusted to
account for observed environmental factors. Thee adjustments included modifying
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reminder sounds and text wording to account for noisy and busy environments, and
simplifying the patient reminder ID system to allow nurses to create short, personalized
identifiers for patients, rather than relying on the handwriting recognition in the pen to
capture the patient’s full name.

During the third phase, no changes were made to the code or the study design in order
to keep study conditions consistent during data collection. Quantitative data was col-
lected using a back-end logging system on the digital pens, which was downloaded every
day at the beginning of the morning shift. Data logged by the pens included the following
time-stamped variables: when audio prompts were played, which audio prompts were
played when measurements were made, howmany times instruction buttons were tapped,
when the partograph form was started and completed, and which pen completed the form.
Qualitative observations were also recorded during the three weeks of PartoPen use.

At the end of the three-week use period, nurses were asked to complete a survey on
their experience before and during the PartoPen project (see Table 3).

5.2 Partopen Software Implementation

In the PartoPen implementations at KNH and PMH, half-hour and four-hour reminders
were enabled and activated by plotting a fetal heart rate measurement or a cervical
dilation measurement, respectively. When a reminder would play, the patient’s name
and the type of measurement needed would scroll five times across the OLED display.

During the labor monitoring process, if a nurse plots a measurement indicating
potential labor abnormality, the PartoPen decision support functionality is activated, a
sound is played, and text scrolls across the OLED display indicating the available
options for patient care.

Table 3. Survey questions that nurses were asked to answer after three weeks of using the
PartoPen system.

Nurse survey questions

(1) Before the PartoPen project, how would you rate your level of expertise using the
partograph form (on a scale of 1–10)?

(2) After the PartoPen project, how would you rate your level of expertise using the partograph
form (on a scale of 1–10)?

(3) On average, how many patients in active labor do you care for during one night shift?
(Circle one of the ranges below)

(4) On average, how many patients in active labor do you care for during one day shift? (Circle
one of the ranges below)

(5) Before the PartoPen project, for what percentage of your patients did you complete a
partograph? (Circle one of the ranges below)

(6) After the PartoPen project, for what percentage of your patients did you complete a
partograph? (Circle one of the ranges below)

(7) On a scale of 1–10, rate your satisfaction with the PartoPen project in terms of usability (i.e.,
ease of use, functionality, instruction clarity, etc.)

(8) On a scale of 1–10, rate your satisfaction with the PartoPen project in terms of usefulness (i.
e., level of patient care, level of job satisfaction, amount of time spent on tasks, etc.)
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The number of audio instructions for the maternity ward implementation was
reduced during the first week of the study, because the nurses rarely used the audio
instruction functionality, and the audio was unnecessarily using limited PartoPen
memory. However, nurse midwives later began using the instruction buttons to teach
students doing their clinical rotations how to use the partograph. Thus, in order to better
facilitate nurses using the PartoPen to teach students, the full set of audio prompts were
added back onto the pens. In the Appendix, the partograph that was used for the KNH
maternity ward study is shown. The boxes (buttons) around the text on the left side of
the form can be tapped repeatedly to access the use instructions mentioned above.

5.3 Results

Quantitative Results. During the maternity ward study three types of quantitative data
were collected: the 369 scored patient partographs collected prior to PartoPen intro-
duction, the 457 scored patient partographs collected during the period of PartoPen use,
and survey responses from nurses who had completed the three-week usage period.
This paper focuses on the survey results.

After three weeks of using the PartoPen system consistently on every shift, nurses
were asked to fill out a short survey that captured demographic information about the
participant, and gathered before-and-after information about PartoPen use. The survey
consisted of eight Likert scale questions, and six free-form response questions.

On average, nurses self-reported an improvement of +2, on a scale of 1 to 10, in
partograph expertise during the PartoPen project, a 9 out of 10 for usability of the
PartoPen, and a 9.2 out of 10 for usefulness. Nurses also reported that the number of
partographs they completed during the PartoPen study was, on average, 25 % more
than they completed before the study. This increase in partograph completion rates is
supported by initial data analysis of the completed partograph forms, and by anecdotal
evidence by KNH staff and administration. In addition to the functionality provided by
the PartoPen, which encouraged higher rates of partograph completion, the general
increase in conversation and interest in the partograph due to the PartoPen study was
also a likely contributing factor to the improved partograph completion rates.

Overall, the quantitative data gathered from the surveys suggest an increase in
partograph knowledge among nurses, an increase in the number of partographs com-
pleted, and strongly positive perceptions of the PartoPen’s usability and usefulness.

Qualitative Observations. During the first week of the PartoPen implementation, the
first author was present in the labor wards from 7:30AM until 6:00PM to answer
questions, facilitate PartoPen handoffs during shift changes, and to observe usage of the
PartoPens. The most significant observations fall into two categories: digital pen design
and PartoPen functionality.

Digital Pen Design. The nurses emphasized the necessity of a functional cap for the
pens to keep ink from getting on their uniforms. One nurse, after getting pen ink on her
uniform, remarked “Here, take it back, I won’t use it unless there is a cap - or I’ll bring
you my laundry!” Caps for the pens were the distributed to the nurses, although the
currently available cap for the Livescribe Echo pen was considered difficult to use.
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A makeshift lanyard system was created to allow nurses to wear the pens around their
necks, but a shirt clip or similar way to attach the pen to a pocket would be preferred.
Other pen design improvement suggestions included having different colors of ink
available, and making the pen thinner and lighter.

PartoPen Functionality Observations and Changes. During the first week of the study
(the implementation and training phase), we observed nurses getting reminders from
the pen, shaking their heads, and dismissing the reminder. Upon further investigation,
we realized that the reminders nurses were receiving were for patients who had already
delivered or had received a cesarean section. New functionality was added to
the PartoPen that enabled a reminder ID system and a reminder cancelation system. The
reminder ID system (pictured in the Appendix under the “Summary of Labor” section)
was implemented to give nurses a way to create custom identifiers for patients that
would scroll across the display when a reminder for that patient was triggered. Nurses
write the identifier in one of the reminder ID boxes at the bottom of the form when a
patient is admitted. The handwriting recognition engine in the pen interprets and stores
this identifier and displays it for all future reminders for this patient. The reminder
cancelation system addresses the issue of outstanding reminders for a patient that has
already delivered or has been prescribed a cesarean section. A blue box at the top of the
form (pictured in the Appendix in the top right-hand corner of the form) was created for
nurses to sign their initials in once a patient has delivered or has been transferred for a
cesarean section. The act of signing in the blue box cancels any existing reminders for
that patient, and thus nurses will not receive unnecessary reminders.

The reminder and decision support functionality used in the maternity ward study
relied on distinct pen tones and scrolling text on the pen. Nurses informed us that while
this implementation did reduce the distractions associated with long audio prompts,
they were unable to look at the OLED display to see which patient needed an exam if
they were in the middle of another delivery. The text displayed for both reminders and
decision support prompts is only scrolled five times before the display returns to
showing the current clock time. Several modifications could be made to address this
problem, including implementing a repeat button that would re-scroll the most recent
text, continuing to scroll the text until the nurse uses the pen again, or implementing an
audio based reminder system that uses an audio recording (made by the nurses
themselves) of the patient’s name, which is played back for that patient’s reminders.
The last solution is currently being developed, and will be tested in future PartoPen
studies.

Displaying the time on the OLED display on the pens proved to be an important
feature of the PartoPen system. Because measurements and exams are time-based, and
each observation is associated with the time it is taken, nurses often ask each other for
the clock time. Nurses had been using their mobile phones to get the time, but hospitals
are increasingly restricting the use of personal phones during nurses’ shifts to help
reduce distractions and increase nurses’ involvement with the patients. Nurses therefore
began using the PartoPen to determine the exact time measurements were taken,
increasing the accuracy of recorded data.
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6 Conclusions and Future Work

The preliminary results of the nursing student study indicate that student performance
on a partograph worksheet completion task improves when using the fully functional
PartoPen system. A key finding of this study was that the PartoPen significantly
improved student scores on the more complex patient case study, suggesting that
reinforcement of existing knowledge, and real-time decision-making may be amplified
and improved by using the PartoPen system. Based on the positive results from the
student study at UoN, we are currently working with other Kenyan nursing schools to
integrate the PartoPen into their existing nursing curricula. Additionally, the authors
intend to examine how the PartoPen can be used to facilitate initial training on the
partograph, as well as the transition from in-class partograph instruction to clinical use
of the partograph form.

While the maternity ward study is on going, preliminary results suggest that using
the PartoPen system increases partograph completion rates and increases nurses’
accuracy when completing partographs. In addition, nurses were satisfied with both the
usability and the usefulness of the PartoPen, suggesting that continued and sustainable
use is possible in this environment.

After the three-week period of PartoPen use, twenty pens were left at KNH to
continue being used by nurses in the labor wards. At the time of writing, these pens
have been in use at KNH for a total of ten months.

Future work on the PartoPen project will focus on expanding the number of study
sites to include clinics at various levels of healthcare, including rural health clinics,
dispensaries, and district level facilities. Future research will also expand on the nursing
student study data described in this paper, and evaluating the impact of long-term
PartoPen use in the classroom, and how this affects performance among students during
clinical rotations and evaluations.

The next step in determining the impact of the PartoPen system is to expand the
goals of the study from looking solely at completion rates to include how partograph
completion (or incompletion) affects patient outcomes. We are collaborating with a
larger maternal health project based at KNH to study the effects of PartoPen use on
maternal and fetal outcomes.
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