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Preface

The present book includes extended and revised versions of a set of selected papers
from the Fifth International Conference on Agents and Artificial Intelligence (ICAART
2013), held in Barcelona, Spain, from February 15 to 18, 2013, which was organized
by the Institute for Systems and Technologies of Information, Control and Commu-
nication (INSTICC) and held in cooperation with the Association for the Advancement
of Artificial Intelligence (AAAI).

The purpose of the International Conference on Agents and Artificial Intelligence
(ICAART) is to bring together researchers, engineers, and practitioners interested in the
theory and applications in these areas. The conference was organized in two simulta-
neous tracks: artificial intelligence and agents, covering both applications and current
research work within the area of agents, multi-agent systems and software platforms,
distributed problem solving and distributed AI in general, including Web applications,
on one hand, and within the area of non-distributed AI, including the more traditional
areas such as knowledge representation, planning, learning, scheduling, perception and
also not so traditional areas such as reactive AI systems, evolutionary computing and
other aspects of computational intelligence and many other areas related to intelligent
systems, on the other hand.

ICAART 2013 received 269 paper submissions from 50 countries, in all continents.
To evaluate each submission, a double-blind paper reviewwas performed by the Program
Committee, whose members are highly qualified researchers in ICAART topic areas.
Based on the classifications provided, only 97 papers were selected for oral presentation
(37 full papers and 60 short papers) and 59 papers were selected for poster presentation.
The full paper acceptance ratio was about 14 %, and the total oral acceptance ratio
(including full papers and short papers) 36 %. These strict acceptance ratios show the
intention to preserve a high quality forum which we expect to develop further next year.

We would like to highlight that ICAART 2013 included also three plenary keynote
lectures, given by internationally distinguished researchers, namely—Elias M. Awad
(University of Virginia, USA), Jaap van den Herik (Tilburg University, The Nether-
lands), and Wiebe van der Hoek (University of Liverpool, UK).

We would like to express our appreciation to all of them and in particular to those
who took the time to contribute with a paper to this book.

We must thank the authors, whose research and development efforts are recorded
here. We also thank the keynote speakers for their invaluable contribution and for
taking the time to synthesize and prepare their talks. Finally, special thanks to all the
members of the INSTICC team, whose collaboration was fundamental for the success
of this conference.

December 2013 Joaquim Filipe
Ana Fred
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Abstract. After a computer chess program had defeated the human
World Champion in 1997, many researchers turned their attention to
the oriental game of Go. It turned out that the minimax approach, so
successful in chess, did not work in Go. Instead, after some ten years of
intensive research, a new method was developed: MCTS (Monte Carlo
Tree Search), with promising results. MCTS works by averaging the
results of random play-outs. At first glance it is quite surprising that
MCTS works so well. However, deeper analysis revealed the reasons.

The success of MCTS in Go caused researchers to apply the method
to other domains. In this article we report on experiments with MCTS
for finding improved orderings for multivariate Horner schemes, a basic
method for evaluating polynomials. We report on initial results, and con-
tinue with an investigation into two parameters that guide the MCTS
search. Horner’s rule turns out to be a fruitful testbed for MCTS, allow-
ing easy experimentation with its parameters. The results reported here
provide insight into how and why MCTS works. It will be interesting to
see if these insights can be transferred to other domains, for example,
back to Go.

Keywords: Artificial intelligence · High energy physics · Horners rule ·
Monte Carlo Tree Search · Go · Chess

1 Introduction

In 1965, the Soviet mathematician Aleksandr Kronrod called chess the Drosophila
Melanogaster of Artificial Intelligence [29]. At that time, chess was a convenient
domain that was well suited for experimentation. Moreover, dedicated research
programs all over the world created quick progress. In half a century the dream of
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the publisher.
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Fig. 1. Example of a Go board.

beating the human world champion was realized. On May 11, 1997 Garry
Kasparov, the then highest rated human chess player ever, was defeated by the
computer program Deep Blue, in a highly publicized six game match in
New York.

So, according to some, the AI community lost their Drosophila in 1997, and
started looking for a new one. The natural candidate was an even harder game:
the oriental game of Go. Go is played on a 19 × 19 board, see Fig. 1. Its state
space is much larger than the chess state space. The number of legal positions
reachable from the starting position in Go (the empty board) is estimated to be
O(10171) [1], whereas for chess this number is “just” O(1046) [15]. If chess is a
game of tactics, then Go is a game of strategy. The standard minimax approach
that worked so well for chess (and for other games such as checkers, Awari, and
Othello) did not work well for Go, and so Go became the new Drosophila. For
decades, computer Go programs played at the level of weak amateur. After 1997,
the research effort for computer Go intensified. Initially, progress was slow, but in
2006, a breakthrough happened. The breakthrough and some of its consequences,
are the topic of this article.

The remainder of the contribution is structured as follows. First, the tech-
niques that worked so well in chess will be discussed briefly. Second, the new
search method that caused the breakthrough in playing strength in Go will be
described. Then, a successful MCTS application to Horner’s rule of multivariate
polynomials will be shown. It turns out that Horner’s rule yields a convenient
test domain for experimentation with MCTS. We complete the article by an
in-depth investigation of the search parameters of MCTS.

A note on terminology. The rule published by William Horner almost two
centuries ago is called Horner’s rule. It is a technique to reduce the work required
for the computation of a polynomial in a single variable at a particular value.
Finding better variable orderings of multivariate polynomials, in order to then
apply Horner’s rule repeatedly, is called finding better Horner schemes.
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2 The Chess Approach

The heart of a chess program consists of two parts: (1) a heuristic evaluation
function, and (2) the minimax search function. The purpose of the heuristic
evaluation function is to provide an estimate of how good a position looks, and
sometimes of its chances of winning the game [17]. In chess this includes items
such as the material balance (capturing a pawn is good, capturing a queen is
usually very good), mobility, and king safety. The purpose of the search function
is to look ahead: if I play this move, then my opponent would do this, and then
I would do that, and . . . , etc. By searching more deeply than the opponent the
computer can find moves that the heuristic evaluation function of the opponent
mis-evaluates, and thus the computer can find the better move.

Why does this approach fail in Go? Originally, the main reason given was
that the search tree is so large (which is true). In chess, the opening position
has 20 legal moves (the average number of moves is 38 [18,22]). In Go, this
number is 361 (and thereafter it decreases with one per move). However, soon it
turned out that an even larger problem was posed by the construction of a good
heuristic evaluation function. In chess, material balance, the most important
term in the evaluation function, can be calculated efficiently and happens to be
a good first heuristic. In Go, so far no good heuristics have been found. The
influence of stones and the life and death of groups are generally considered to
be important, but calculating these terms is time consuming, and the quality
of the resulting evaluation is a mediocre estimator for the chances of winning a
game.

Alternatives. Lacking a good evaluation function and facing the infeasibility of
a full-width look-ahead search, most early Go programs used as a first approach
the knowledge-based approach: (1) generate a limited number of likely candidate
moves, such as corner moves, attack/defend groups, connecting moves, and lad-
ders, and (2) search for the best move in this reduced state space [34]. The Go
heuristics used for choosing the candidate moves can be generalized in move pat-
terns, which can be learned from game databases [44,45]. A second approach was
to use neural networks, also with limited success [19]. This approach yielded pro-
grams that could play a full game that looked passable, but never reached more
than weak amateur level.

3 Monte Carlo

In 1993, the mathematician and physicist Bernd Brügmann was intrigued by the
use of simulated annealing for solving the traveling salesman problem. If such a
basic procedure as randomized local search (also known as Monte Carlo) could
find shortest tours, then perhaps it could find good moves in Go? He wrote a 9×9
Go program based on simulated annealing [7]. Crucially, the program did not
have a heuristic evaluation function. Instead it played a series of random moves
all the way until the end of the game was reached. Then the final position was
trivially scored as either a win or a loss. This procedure of randomized play-outs
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was repeated many times. The result was averaged and taken to be an estimate
of the “heuristic” value of each move. So instead of searching a tree, Brügmann’s
program searched paths, and instead of using the minimax function to compute
the scores, the program took the average of the final scores. The program had
no domain knowledge, except not to fill its own territory. Could this program be
expected to play anything but meaningless random moves?

Surprisingly, it did. Although it certainly did not play great or even good
moves, the moves looked better than random. Brügmann concluded that by just
following the rules of the game the average of many thousands of plays yielded
better-than-random moves.

At that time, the attempt to connect the sciences of physics and artificial
intelligence appeared to be a curiosity. Indeed, the hand-crafted knowledge-based
programs still performed significantly better. For the next ten years not much
happened with Monte Carlo Go.

Monte Carlo Tree Search. Then, in 2003, Bouzy and Helmstetter reported on
further experiments with Monte Carlo playouts, again stressing the advantage
of having a program that can play Go moves without the need for a heuristic
evaluation function [2,5]. They tried adding a small 2-level minimax tree on
top of the random playouts, but this did not improve the performance. In their
conclusion they refer to other works that explored statistical search as an alter-
native to minimax [24,38] and concluded: “Moreover, the results of our Monte
Carlo programs against knowledge-based programs on 9×9 boards and the ever-
increasing power of computers lead us to think that Monte Carlo approaches are
worth considering for computer Go in the future.”

They were correct.
Three years later a breakthrough took place by the repeated introduction

of MCTS and UCT. Coulom [16] described Monte Carlo evaluations for tree-
based search, specifying rules for node selection, expansion, playout, and backup.
Chaslot et al. coined the term Monte Carlo Tree Search or MCTS, in a contri-
bution that received the ICGA best publication award in 2008 [10,12]. In 2006
Kocsis and Szepesvari [25] laid the theoretical foundation for a selection rule that
balances exploration and exploitation and that is guaranteed to converge to the
minimax value. This selection rule is termed UCT, short for Upper Confidence
bounds for multi-armed bandits [4] applied to Trees (see Eq. (4)). Gelly et al. [21]
used UCT in a Go program called MoGo, short for Monte Carlo Go, which was
instantly successful. MoGo received the ICGA award in 2009. Chaslot et al. [11]
also described the application of MCTS in Go, reporting that it outperformed
minimax, and mentioned applications beyond Go.

Since 2006 the playing strength of programs improved rapidly to the level
of strong amateur/weak master (2-3 dan). The MCTS breakthrough was con-
firmed when, for the first time, a professional Go player was beaten in a single
game. In August 2008 at the 24th Annual Go Congress in Portland, Oregon,
MoGo-Titan, running on 800 cores of the Huygens supercomputer in Amster-
dam, beat 8P dan professional Kim MyungWan with a 9-stone handicap [14].
Further refinements have increased the playing strength. At the Human versus
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Computer Go Competition that was held as part of the IEEE World Congress
on Computational Intelligence in June 2012 in Brisbane, Australia, the program
Zen defeated the 9P dan professional Go player Takemiya Masaki with a four-
stone handicap (≈5P dan) on the 19× 19 board.

The main phases of MCTS are shown in Fig. 2. They are explained briefly
below.

After the introduction om MCTS, there has been a large research inter-
est in MCTS. Browne et al. [8] provides an extensive survey, referencing 240
publications.

MCTS Basics. MCTS consists of four main steps: selection, expansion, simu-
lation (playout), and back-propagation (see Fig. 2). The main steps are repeated
as long as there is time left. For each step the activities are as follows.

(1) In the selection step the tree is traversed from the root node until we reach
a node, where a child is selected that is not part of the tree yet.

(2) Next, in the expansion step the child is added to the tree.
(3) Subsequently, during the simulation step moves are played in self-play until

the end of the game is reached. The result R of this—simulated—game is
+1 in case of a win for Black (the first player in Go), 0 in case of a draw,
and −1 in case of a win for White.

(4) In the back-propagation step, R is propagated backwards, through the previ-
ously traversed nodes. Finally, the move played by the program is the child
of the root with the best win/visit count, depending on UCT probability
calculations (to be discussed briefly below).

Crucially, the selection rule of MCTS allows balancing of (a) exploitation
of parts of the tree that are known to be good (i.e., high win rate) with
(b) exploration of parts of the tree that have not yet been explored (i.e., low
visit count).

Fig. 2. The basic Monte Carlo Tree Search scheme.
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Originally MCTS used moves in the playout phase that were strictly random.
However, soon better results were obtained by playing moves that use small (fast)
amounts of domain knowledge. Nowadays, many programs use pattern databases
for this purpose [21]. The high levels of performance that are currenlty achieved
with MCTS depend to a large extent on enhancements of the expansion strategy,
simulation phase, and the parallelization techniques. (So, after all, small amounts
of domain knowledge are needed, albeit not in the form of a heuristic evaluation
function. No expensive influence or life-and-death calculations are used, but fast
pattern lookups.)

Applications Beyond Go. The striking performance of MCTS in Go has led
researchers to apply the algorithm to other domains. Traditionally, best-first
algorithms rely on domain knowledge to try the “best” moves first. This domain
knowledge is often hard to codify correctly and is expensive to compute. Many
researchers have looked for best-first algorithms that could somehow do without
domain knowledge [35–37,42]. The ability of MCTS to magically home in on
clusters of “bright spots” in the state space without relying on domain knowledge
has resulted in a long list of other applications, for example, for proof-number
search [40]. In addition, MCTS has been proposed as a new framework for game-
AI for video games [13], for the game Settlers of Catan [43], for the game Einstein
würfelt nicht [32], for the Voronoi game [6], for Havannah [31], for Amazons [28],
and for various single player applications [39,41].

4 Horner’s Rule for Multivariate Polynomials

We will now turn our attention to one such application domain: that of find-
ing better variable orderings for applying Horner’s rule to evaluate multivariate
polynomials efficiently.

One area where finding solutions is important, and where good heuristics are
hard to find, is equation solving for high energy physics (HEP). In this field large
equations (often very large) are needed to be solved quickly. Standard packages
such as Maple and Mathematica are often too slow, and scientists frequently
use a specialized high-efficiency package called Form [27].

The research on MCTS in Form was started by attempting to improve the
speed of the evaluation of multivariate polynomials. Applying MCTS to this
challenge resulted in an unexpected improvement, first reported in [26]. Here
we will stress further investigations into parameters that influence the search
process.

Polynomial evaluation is a frequently occurring part of equation solving.
Minimizing its cost is important. Finding more efficient algorithms for poly-
nomial evaluation is a classic problem in computer science. For single variable
polynomials, the classic Horner’s rule provides a scheme for producing a compu-
tationally efficient form. It is conventionally named after William George Horner
(1819) [20], although references to the method go back to works by the mathe-
maticians Qin Jiushao (1247) and Liu Hui (3rd century A.D.). For multivariate
polynomials Horner’s rule is easily generalized but the order of the variables is
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unspecified. Traditionally greedy approaches such as using (one of) the most-
occurring variable(s) first are used. This straightforward approach has given
remarkably efficient results and finding better approaches has proven difficult [9].

For polynomials in one variable, Horner’s rule provides a computationally
efficient evaluation form:

a(x) =
n∑

i=0

aix
i = a0 + x(a1 + x(a2 + x(· · · + x · an))). (1)

The rule makes use of the repeated factorization of the terms of the n-th degree
polynomial in x. With this representation a dense polynomial of degree n can
be evaluated with n multiplications and n additions, giving an evaluation cost
of 2n, assuming equal cost for multiplication and addition.

For multivariate polynomials Horner’s rule must be generalized. To do so one
chooses a variable and applies Eq. (1), treating the other variables as constants.
Next, another variable is chosen and the same process is applied to the terms
within the parentheses. This is repeated until all variables are processed. As a
case in point, for the polynomial a = y − 6x + 8xz + 2x2yz − 6x2y2z + 8x2y2z2

and the order x < y < z this results in the following expression

a = y + x(−6 + 8z + x(y(2z + y(z(−6 + 8z))))). (2)

The original expression uses 5 additions and 18 multiplications, while the Horner
form uses 5 additions but only 8 multiplications. In general, applying Horner’s rule
keeps the number of additions constant, but reduces the number of multiplications.

After transforming a polynomial with Horner’s rule, the code can be further
improved by performing a common subexpression elimination (CSE). In Eq. (2),
the subexpression −6+8z appears twice. Eliminating the common subexpression
results in the code

T = −6 + 8z
a = y + x(T + x(y(2z + y(zT )))), (3)

which uses only 4 additions and 7 multiplications.
Horner’s rule reduces the number of multiplications, CSE also reduces the

number of additions.
Finding the optimal order of variables for applying Horner’s rule is an open

problem for all but the smallest polynomials. Different orders impact the cost
evaluating the resulting code. Straightforward variants of local search have been
proposed in the literature, such as most-occurring variable first, which results in
the highest decrease of the cost at that particular step.

MCTS is used to determine an order of the variables that gives efficient
Horner schemes in the following way. The root of the search tree represents the
situation where no variables are chosen yet. This root node has n children. Each
of these children represents a choice for variables in the trailing part of the order,
and so on. Therefore, n equals the depth of the node in the search tree. A node
at depth d has n − d children: the remaining unchosen variables.
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In the simulation step the incomplete order is completed with the remaining
variables added randomly. This complete order is then used for applying Horner’s
rule followed by CSE. The number of operators in this optimized expression is
counted. The selection step uses the UCT criterion with as score the number of
operators in the original expression divided by the number of operators in the
optimized one. This number increases with better orders.

In MCTS the search tree is built in an incremental and asymmetric way; see
Fig. 3 for the visualization of a snap shot of an example tree built during an
MCTS run. During the search the traversed part of the search tree is kept in
memory. For each node MCTS keeps track of the number of times it has been
visited and the estimated result of that node. At each step one node is added to
the search tree according to a criterion that tells where most likely better results
can be found. From that node an outcome is sampled and the results of the
node and its parents are updated. This process is illustrated in Fig. 2. We will
now again discuss the four steps of MCTS, as we use them for finding Horner
orderings.

Selection. During the selection step the node which most urgently needs expan-
sion is selected. Several criteria are proposed, but the easiest and most-used
criterion is the UCT criterion [25]:

UCTi = 〈xi〉 + 2Cp

√
2 log n

ni
. (4)

Here 〈xi〉 is the average score of child i, ni is the number of times child i has been
visited, and n is the number of times the node itself has been visited. Cp is a
problem-dependent constant that should be determined empirically. Starting at
the root of the search tree, the most-promising child according to this criterion is
selected and this selection process is repeated recursively until a node is reached
with unvisited children. The first term of Eq. (4) biases nodes with previous high
rewards (exploitation), while the second term selects nodes that have not been
visited much (exploration). Balancing exploitation versus exploration is essential
for the good performance of MCTS.

Expansion. The selection step finishes in a node with unvisited children. In the
expansion step one of these children is added to the tree.
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Fig. 3. Example of how an MCTS search expands the tree asymmettrically. Taken
from a search for a Horner scheme.
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Simulation. In the simulation step a single possible outcome is simulated start-
ing from the node that has just been added to the tree. The simulation can
consist of generating a fully random path starting from this node to a terminal
outcome. In most applications more advanced programs add some known heuris-
tics to the simulation, reducing the randomness. The latter typically works better
if specific knowledge of the problem is available. In our MCTS implementation a
fully random simulation is used. (We use domain-specific enhancements, such as
CSE, but these are not search heuristics that influence the way MCTS traverses
the search space.)

Backpropagation. In the backpropagation step the results of the simulation
are added to the tree, specifically to the path of nodes from the newly added
node to the root. Their average results and visit count are updated.

The MCTS cycle is repeated a fixed number of times or until the computa-
tional resources are exhausted. After that the best result found is returned.

Sensitivity to Cp and N . The performance of MCTS-Horner followed by CSE
has been tested by implementing it in Form [26,27]. MCTS-Horner was tested
on a variety of different multivariate polynomials, against the currently best algo-
rithms. For each test-polynomial MCTS found better variable orders, typically
with half the number of operators than the expressions generated by previous
algorithms. The results are reported in detail in [26].

The experiments showed that the effectiveness of MCTS depends heavily
on the choice for the exploitation/exploration constant Cp of Eq. (4) and on
the number of tree expansions (N). In the remainder of this section we will
investigate the sensitivity of the performance of MCTS-Horner to these two
parameters.

When Cp is small, MCTS favors parts of the tree that have been visited
before because the average score was good (“exploitation”). When Cp is large,
MCTS favors parts of the tree that have not been visited before (“exploration”).

Finding better variable orderings for Horner’s rule is an application domain
that allows relatively quick experimentation. To gain insight into the sensitivity
of the performance in relation to Cp and to the number of expansions a series of
scatter plots have been created.

The results of MCTS followed by CSE, with different numbers for tree expan-
sions N as a function of Cp are given in Fig. 4 for a large polynomial from high
energy physics, called HEP(σ). This polynomial has 5717 terms and 15 variables.
The formula is typical for formulas that are automatically produced in particle
reactions calculations; these formulas need to be processed further by a Monte
Carlo integration program.

The number of operations of the resulting expression is plotted on the y-
axis of each graph. The lower this value, the better the algorithm performs.
The lowest value found for this polynomial by MCTS+CSE is an expression with
slightly more than 4000 multiplication and addition operations. This minimum
is achieved in the case of N = 3000 tree expansions for a value of Cp with
0.7 � Cp � 1.2. Dots above this minimum represent a sub-optimal search result.
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Fig. 4. Four scatter plots for N = 300, 1000, 3000, 10000 points per MCTS run.
Each plot represents the average of 4000 randomized runs, for the HEP(σ) polynomial
(see text).

For small values of the numbers of tree expansions MCTS cannot find a good
answer. With N = 100 expansions the graph looks almost random (graph not
shown). Then, as we move to 300 tree expansions per data point (left upper panel
of Fig. 4), some clearer structure starts to emerge, with a minimum emerging at
Cp ≈ 0.6. With more tree expansions (see the other three panels of Fig. 4) the
picture becomes clearer, and the value for Cp for which the best answers are
found becomes higher, the picture appears to shift to the right. For really low
numbers of tree expansions (see again upper left panel of Fig. 4) there is no dis-
cernible advantage of setting the exploitation/exploration parameter at a certain
value. For slightly larger numbers of tree expansion, but still low (see upper right
panel) MCTS needs to exploit each good result that it obtains. As the number
of tree expansions grows larger (the two lower panels of Fig. 4) MCTS achieves



Investigations with MCTS for Finding Better Multivariate Horner Schemes 13

better results when its selection policy is more explorative. It can afford to look
beyond the narrow tunnel of exploitation, to try a few explorations beyond the
path that is known to be good, and to try to get out of local optima. For the
graphs with tree expansions of 3000 and 10000 the range of good results for
Cp becomes wider, indicating that the choice between exploitation/exploration
becomes less critical.

For small values of Cp, such that MCTS behaves exploitatively, the method
gets trapped in one of the local minima as can be seen from scattered dots that
form “lines” in the left-hand sides of the four panels in Fig. 4. For large values
of Cp, such that MCTS behaves exploratively, many of the searches do not lead
to the global minimum found as can be seen from the cloud of points on the
right-hand side of the four panels. For intermediate values of Cp ≈ 1 MCTS
balances well between exploitation and exploration and finds almost always an
ordering for applying Horner’s rule that is very close to the best one known
to us.
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N=100
N=300
N=1000
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Fig. 5. Results for MCTS Horner orders as function of the exploitation/exploration
constant Cp and of the number of tree expansions N . For N = 3000 (green line/solid
bullets) the optimum for Cp is Cp ≈ 1.

Results. The results of the test with HEP(σ) for different numbers of tree
expansions are shown in Fig. 5, reproduced from [26]. For small numbers of tree
expansions low values for the constant Cp should be chosen (less than 0.5).
The search is then mainly in exploitation mode. MCTS quickly searches deep
in the tree, most probably around a local minimum. This local minimum is
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explored quite well, but the global minimum is likely to be missed. With higher
numbers of tree expansions a value for Cp in the range [0.5, 2] seems suitable.
This range gives a good balance between exploring the whole search tree and
exploiting the promising nodes. Very high values of Cp appear to be a bad choice
in general, nodes that appeared to be good previously are not exploited anymore
so frequently.

Here we note that these values hold for HEP(σ), and that different polynomi-
als give different optimal values for Cp and N . Below we report on investigations
with other polynomials.

Varying the Number of Tree Expansions. Returning to Fig. 4, let us now
look closer at what happens when we vary the number of tree expansions N . In
Fig. 4 we see scatter plots for 4 different values of N : 300, 1000, 3000, and 10000
expansions.

On the right side (larger values of Cp) of each plot we see a rather diffuse
distribution. When Cp is large, exploration is dominant, which means that at
each time we try a random (new) branch, knowledge about the quality of pre-
viously visited branches is more or less ignored. On the left side there is quite
some structure. Here we give a large weight to exploitation: we prefer to go
to the previously visited branches with the best results. Branches that previ-
ously had a poor result will never be visited again. This means that there is a
large chance that we end up in a local minimum. The plots show indeed sev-
eral of those (the horizontal bands). When there is a decent balance between
exploration and exploitation it becomes likely that the program will find a good
minimum. The more points we use the better the chance that we hit a branch
that is good enough so that the weight of exploitation will be big enough to have
the program return there. Hence, we see that for more points the value of Cp

can become larger. We see also that on the right side of the plots using more
evaluations gives a better smallest value. This is to be expected on the basis of
statistics. In the limit, where we ask for more evaluations than there are leafs in
the tree, we would obtain the best value.

Clearly the optimum is that we tune the value of Cp in such a way that for
a minimum number of expansions we are still almost guaranteed to obtain the
best result. This depends however very much on the problem. In the case of the
formula of Fig. 4 this would be Cp = 0.7.

Repeating Runs of MCTS when Cp is Low. If we reconsider Fig. 4, i.e., we
take a layman’s look, we notice that at the left sides of the panels the distri-
butions are nearly identical, independent of the number of tree expansions N .
What does it mean? How can we influence the observed result? A new approach
reads as follows. If, instead of 3000 expansions in a single run, we take, say,
3 times 1000 expansions and take the best result of those, the left side of the
graphs is expected to become more favorable. The idea of repeated runs has been
implemented in Form and the result is illustrated in Fig. 6. N is the number of
tree expansions in a single MCTS run. R is the number of MCTS runs. The idea
is best formulated by taking N × R as constant. In the experiments, we noticed
a number of curious issues. We mention three of them explicitly. (1) When each
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Fig. 6. Experiment for N × R constant. The polynomial HEP(σ) with 30 runs of 100
expansions, 18 runs of 167 expansions, 10 runs of 300 expansions, and 3 runs of 1000
expansions respectively. For comparison, the graph with a single run of N = 3000 can
be found in Fig. 4, left bottom.

run has too few points, we do not find a suitable local minimum. (2) When a
run has too few points the results revert to that of the almost random branches
for large values of Cp. (3) The multiple runs cause us to lose the sharp minimum
near Cp = 0.7, because we do not have anymore a correlated search of the tree.
However, if we have no idea what would be a good value for Cp (i.e., we do not
know where to start) it seems appropriate to select a value that is small and
make multiple runs provided that the number of expansions N is sufficiently
large for finding a reasonable local minimum in a branch of the tree.

Our next question then is: “What is a good value for the number of tree
expansions per run?” Below we investigate and answer this question with the
help of Fig. 7. We select a small value for Cp (0.01) and make runs for several
values of the total number of tree expansions (with N × R = 1000, 3000, 5000).
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Fig. 7. The effect of repeated MCTS searches for low values of Cp = 0.01. The product
of N × R (number of expansions times number of runs) is kept constant (1000 for the
open circles, 3000 for the black circlesand 5000 for the open squares). The data points
are averaged by running the simulations 50 times. The left graph is for the HEP(σ)
formula and the right graph is for the 7-4 resultant.

The calculations in the left graph are for the formula HEP(σ) and in the right
graph for another polynomial, which is the 7-4 resultant from [30]. The 7-4
resultant has 2562 terms and 13 variables. The minima for HEP(σ) coincide more
or less around 165 expansions per tree. We believe that the number of expansions
is correlated with the square of the number of variables. The reasoning is as
follows. To saturate the nodes around a single path roughly takes 1

2n(n + 1)
expansions. The remaining expansions are used to search around this path and
are apparently sufficient to find a local minimum. Returning to the right top
panel of Fig. 6, it was selected with 18 runs of 167 expansions per tree (with
the minimum of 165 expansions per tree in mind). For the formula involved this
seems to be the optimum if one does not know about the value Cp = 0.7 or if one
cannot run with a sufficient number of expansions to make use of its properties.

We have also made a few runs for the 7-5 and 7-6 resultants (also taken from
[30]) and find minima around 250 and 300 respectively.1 The results suggest that
if the number of variables is in the range of 13 to 15 an appropriate value for the
number of expansions is 200–250. This number will then be multiplied by the
number of runs of MCTS to obtain an indication for the total number of tree
expansions.

For reasons of comparison, we remark that similar studies of other physics
formulas with more variables (O(30)) show larger optimal values for the number
of expansions per run and less pronounced local minima. Yet, also here, many
1 The 7-5 resultant has 11380 terms and 14 variables, the 7-6 resultant has 43166

terms and 15 variables.
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smaller runs may produce better results than a single large run, provided that
the runs have more than a given minimum of tree expansions.

Future Work. This investigation into the sensitivity of (1) the number of tree
expansions N , (2) the exploration/exploitation parameter CP , and (3) the num-
ber of reruns of MCTS R has yielded interesting insights into the relationships
between these parameters and the effect on the efficiency of MCTS in finding
better variable orderings for multivariate polynomials to apply Horner’s rule.
We have used a limited number of polynomials for our experiments. In future
work we will address the effect of different polynomials. In addition, it will be
interesting to see if similar results can be obtained for other application domains,
in particular for the game of Go.

5 Discussion

From the beginning of AI in 1950, chess has been called the Drosophila of AI. It
was the testbed of choice. Many of the findings from decades of computer chess
research have found their way to other fields, such as protein sequencing, natural
language processing, machine learning, and high performance search [23]. After
Deep Blue had defeated Garry Kasparov, research attention shifted to Go.

For Go, no good heuristic evaluation function seems to exist. Therefore, a
different search paradigm was invented: MCTS. The two most prevailing charac-
teristics are: no more minimax, and no need for a heuristic evaluation function.
Instead, MCTS uses (1) the average of random playouts to guide the search,
and (2) by balancing between exploration and exploitation, it appears to be able
to detect by itself which areas of the search tree contain the green leaves, and
which branches are dead wood. Having a “self-guided” (best-first) search, with-
out the need for a domain-dependent heuristic, can be highly useful. For many
other application domains the construction of a heuristic evaluation function is
an obstacle, too. Therefore we expect that there are many other domains that
could benefit from the MCTS technology, and, indeed, many other applications
have already been found how to adapt MCTS to fit their characteristics (see, for
example, [6,13,28,31,32,40,41,43]). In this paper one such adaptation has been
discussed, viz. with Horner schemes. Finding better variable orders for applying
the classic Horner’s rule algorithm is an exciting first result [26], allowing easy
investigation of two search parameters. It will be interesting to find out whether
similar results can be found in MCTS as applied in Go programs, and other
application domains.
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Abstract. Solving Distributed Constraint Optimization Problems has
a large significance in today’s interconnected world. Complete as well as
approximate algorithms have been discussed in the relevant literature.
However, these are unfeasible if high-arity constraints are present (i.e.,
a fully connected constraint graph). This is the case in distributed com-
binatorial problems, for example in the provisioning of active power in
the domain of electrical energy generation. The aim of this paper is to
give a detailed formalization and evaluation of the COHDA heuristic for
solving these types of problems. The heuristic uses self-organizing mech-
anisms to optimize a common global objective in a fully decentralized
manner. We show that COHDA is a very efficient decentralized heuristic
that is able to tackle a distributed combinatorial problem, without being
dependent on centrally gathered knowledge.

Keywords: Self-organization · Cooperation · Smart grid

1 Introduction

In decentralized systems, where the search space of a given optimization problem
is distributed into disjoint subspaces, centralized optimization approaches often
cannot be applied. For example, the global collection of data might violate pri-
vacy considerations or bandwidth restrictions. The gathering of such data might
even be impossible, as it is the case if local search spaces are partially unknown
or cannot be enumerated (i.e. due to infiniteness). Another limitation is that dis-
tributed search spaces are often not independent. Such interdependencies require
to evaluate search spaces with relation to each other. Thus, a parallel search for
optimal solutions would require a large communication overhead.

For instance, this type of problem is present in the transition of today’s elec-
tricity grid to a decentralized smart grid. Here, we have to cope with an increas-
ing number of distributed energy resources (DER). Usually, the operation of
these DER is individually configured, according to the constraints given at the
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place of installation. For example, a combined heat and power plant (CHP) pri-
marily has to satisfy the (varying) thermal energy needs of a building. Electrical
energy is produced only as a side-product, so that e.g. the provisioning of active
power by this unit is difficult to request directly. Because of this rather dynamical
behavior of such DER, an adaptive, decentralized control scheme is crucial for a
reliable operation of the system (see [17,22] for more details regarding ongoing
work in this domain).

In the contribution at hand, we focus on day-ahead planning of the provi-
sioning of active power, which can be expressed as a distributed combinatorial
problem: Given a set of DER and a global target power profile, each unit has
to select its own mode of operation for the planning horizon in such a way, that
the resulting individual power profiles of all units jointly match the global target
profile as close as possible. For this purpose, the distributed heuristic COHDA
is developed which makes use of self-organization strategies. In hitherto existing
population-based heuristics, each individual represents a complete solution to
the given problem within a common search space. In our approach, however, an
individual incorporates a local, dependent search space, and thus defines a par-
tial solution that can only be evaluated with respect to all other individuals. The
task of each individual is to find a partial local solution that, if combined with
the local solutions of the other individuals, yields the optimal global solution.

The problem stated in this contribution is formulated as an instance of a dis-
tributed constraint optimization problem (DCOP). In [4], a thorough examination
of heuristic approaches from the DCOP domain as well as from the context of
game theory is presented, and [12] puts DCOPs into perspective of cooperative
problem solving in multi-agent systems. All mentioned approaches therein rely
on communication between individuals which are directly connected in the con-
straint graph of the problem to solve. However, the problem considered in the
present contribution induces a fully connected constraint graph, which renders
these approaches unfeasible due to communication complexity. The consequence
would be a broadcasting of messages, which has been realized in the COBB
approach [18]. Technically, broadcasting can be done in two ways: by sending
messages directly to all other existing individuals, or by using a central black
board where the relevant information is posted publicly. The former method
would lead to an explosion of the number of transferred messages. The latter
method, as used in [14], is able to avoid this (if a suitable adjustment schedule
is used, c.f. [4]), but introduces the problem of a centralized information repos-
itory with the drawbacks mentioned earlier. In contrast, the EPOS approach,
as introduced in [19,20], uses a tree overlay organization structure and thus is
based on a partial representation of the constraint graph. Following, EPOS does
fulfill the demand for an algorithm that can handle fully connected constraint
graphs in the context of distributed constraint optimization problems. The tree
overlay, however, imposes hierarchical relations on the agents. Hence, there are
still centralized components present in the architecture of this approach. Further-
more, the optimization process is carried out in an iterative bottom-up fashion,
which leads to a rather synchronous execution paradigm. We believe that a more
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convenient approach with regard to decentralized settings is possible. Therefore,
we introduced the COHDA heuristic in [6].

In order to compensate for the condensed presentation in [6], the aim of this
paper is to evaluate the COHDA heuristic in more detail. Hence, we will give a
detailed formalization of the heuristic and a thorough description of the approach
first. In addition, we extend COHDA to the multi-objective case. Subsequently,
we evaluate the heuristic with respect to different parameters: message delay,
network density, planning horizon, search space complexity and population size.
Note that the first two are user-defined parameters, while the last three are
problem-specific. From the results, the properties adaptivity, robustness, scala-
bility, and anytime behavior are derived.

The contribution at hand is a revised version of [8].

2 Method

Constraint optimization problems (COP) can be formulated with an integer
programming model, if we assume that each search space is discrete by nature,
and that the elements within are known and may be enumerated. Let c ∈ IRq

be the target that should be matched, where q is the number of dimensions (i.e.
in the context of power provisioning, q denotes the planning horizon). We now
assume that there are m disjoint search spaces (i.e. electrical generators). Now
let the ith search space contain ni elements. The jth element in such a search
space describes a partial solution to the problem, denoted with wij ∈ IRq (i.e.
a feasible power profile). The goal is to select an element wij from each search
space i, such that the sum of these selected values approaches c as close as
possible (c.f. [6]):

min
∥∥∥∥c −

m∑

i=1

ni∑

j=1

(wij · xij)
∥∥∥∥
1

(1)

subject to
ni∑

j=1

xij = 1, i = 1 . . . m,

xij ∈ {0, 1}, i = 1 . . . m, j = 1 . . . ni,

Here, each search space has an associated selection variable xij , which defines
whether an element has been chosen (xij = 1) or not (xij = 0). This model is a
generalization of the well-known subset-sum problem, where solutions exceeding
the target are not allowed (whereas our model approximates c from any side).

2.1 Mapping to a Distributed System

So far, the above formulation is only suitable from a central perspective. In
the aimed setting however, each search space is represented by an autonomous
decision maker, which we call agents. The task of each agent ai is to select one
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of its elements wij with respect to the common global target c. More formally,
an agent ai has to find an assignment of its own selection variables xij , such
that the objective function in (1) is minimized globally.

Definition 1. A selection of an agent ai is a tuple γi = 〈i, j〉 where i is the
identifier of ai, and j identifies the selected element wij such that xij = 1 and∑ni

j=1 xij = 1.

Agents are autonomous, so they may change their selection at any time. There-
fore, we need to define the state of an agent.

Definition 2. The state of an agent ai is given by σi = 〈γi, λi〉, where γi is
a selection containing an assignment of ai’s decision variables xij, and λi is a
unique number within the history of ai’s states. Each time an agent ai changes
its current selection γi to γ́i, the agent enters a new state σ́i = 〈γ́i, λ

′
i〉 where

λ′
i = λi +1. This imposes a strict total order on ai’s selections, hence λi reflects

the “age” of a selection.

In order to decide which of its local elements wij to select optimally, an agent
has to take the current selections (i.e. states) of the other agents in the system
into account.

Definition 3. A configuration Σ = {σi, σk, . . . } is a set of states. A state
belonging to an agent ai can appear in a configuration no more than once:

σi ∈ Σ ∧ σk ∈ Σ ⇒ i �= k

Note that this definition allows a configuration to be incomplete with regard to
the population of agents in the system. A configuration that contains states for
all existing agents is called global.

Definition 4. A global configuration regarding the whole system is denoted by
Σglobal = {σi | i = 1 . . . m}.
On the other hand, Definition 3 enables us to model a local view that an agent
ai has on the system. This is quite similar to the definition of context in [16].
We call such a local view a perceived configuration.

Definition 5. A perceived configuration of an agent ai is a configuration
Σi = {σk | ai is aware of ak}.
Following, if we assume that an agent ai is able to somehow perceive a configu-
ration Σi containing information about other agents that ai is aware of (we will
address this later), it may now select one of its own elements wij with respect
to the currently chosen elements of other agents in Σi and the optimization
goal c.
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2.2 Introducing Local Constraints

Furthermore, we introduce local constraints, which impose a penalty value pij

to each element wij within the search space of an agent ai.

Definition 6. The penalty function Πi : IRq �→ IR of an agent ai maps an
element wij to a penalty value pij.

These local constraints are known to the corresponding agent only, as described
in the introductory example (i.e. for a CHP unit, heating preferences defined
by residents). Thus, each agent has two objectives: minimizing the common
objective function as given in (1), and minimizing its local penalties that are
induced by contributing a certain element wij . This compound optimization
goal at agent level may be expressed with a utility function:

zi = αi · z1i + (1 − αi) · z2i (2)

Here, z1i represents the common global objective function and z2i incorporates
the local constraints. The parameter αi allows an agent ai to autonomously
adjust its preference for optimizing the global goal versus optimizing its local
constraints. Note that the domains of z1i and z2i must be carefully defined in this
model (i.e. normalized to [0.0, 1.0]), so that αi gains the desired effect.

From a global point of view, this yields the distributed-objective multiple-
choice combinatorial optimization problem (DO-MC-COP):

min
m∑

i=1

zi (3)

where zi = αi · z1i + (1 − αi) · z2i ,

z1i =

∥∥∥∥∥ c −
⎛

⎝
ni∑

j=1

(wij · xij) +
∑

w∈φ(Σi)

w

⎞

⎠
∥∥∥∥∥
1

,

z2i =
ni∑

j=1

Πi (wij) · xij ,

φ (Σ) = {wij | 〈〈i, j〉, λ〉 ∈ Σ} ,

subject to
ni∑

j=1

xij = 1, i = 1 . . . m ,

xij ∈ {0, 1}, i = 1 . . . m, j = 1 . . . ni ,

αi ∈ IR, 0 ≤ αi ≤ 1, i = 1 . . . m .

Summarizing, in this model there are m decision makers (agents) ai, that pursue
a common goal by each contributing one solution element wij from their asso-
ciated local search space, while at the same time minimizing the resulting local
penalty Πi (wij).
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Obviously, if an agent ai changes its state σi, this should have an effect on
the decision making of the other agents in the system. Thus, the definition of
how an arbitrary agent ak perceives a configuration Σk, and how this relates to
Σglobal, is crucial for solving the DO-MC-COP in a distributed way. The follow-
ing section addresses these questions and describes a self-organizing approach to
this distributed-objective problem.

2.3 COHDA

In nature, we find many examples of highly efficient systems, which perform
tasks in a completely decentralized manner: swarming behavior of schooling fish
or flocking birds [23], foraging of ants [9] and nest thermoregulation of bees
[10]. Even processes within single organisms show such astonishing behavior,
for instance the neurological development of the fruit fly [13] or the foraging
of Physarum polycephalum, a single-celled slime mold [26], which both exhibit
rules for adaptive network design. One of the core concepts in these examples is
self-organization. From the perspective of multi-agent systems, this term can be
defined as “the mechanism or the process enabling a system to change its organi-
zation without explicit external command during its execution time” [24]. From
the perspective of complex systems theory, this is related to emergence, which
can be defined as “properties of a system that are not present at the lower level
[...], but are a product of the interactions of elements” [5]. Such systems usually
exhibit a number of desirable properties like adaptivity, robustness, scalability,
and anytime behavior [2,21].

The COHDA heuristic, as originally proposed in [6], applies these concepts
to create a self-organizing heuristic for solving distributed combinatorial prob-
lems. The key concept in COHDA is a partial representation of the (usually fully
connected) constraint graph of the problem to solve, in order to reduce coordi-
nation complexity. Note that this graph induces the communication network of
the system. But unlike other approaches mentioned in the introduction, a spe-
cific graph topology is not required. Instead, the heuristic adapts to whatever
topology is given by real-world requirements (i.e. physical communication lines
in power grids), or is defined by the system operator. This is combined with an
information spreading strategy that, despite the partial constraint graph, allows
the heuristic to converge rapidly to a global solution.

As described above, the heuristic has to cope with an arbitrary communica-
tion topology. This can be expressed with a graph G = (V, E), where each agent
is represented by a vertex ai ∈ V. Edges e = (ai, ak) ∈ E depict communication
links. Thus, we can define the neighborhood of an agent:

Definition 7. Given a set of edges E, the neighborhood of an agent ai is defined
as Ni = {ak | (ai, ak) ∈ E}.
An agent may not communicate with any other agent outside of its neighborhood.
Just like flocking birds, the agents now observe their local environment and react
to changes within their perception range. For that purpose, each agent ai main-
tains a configuration Σi, which reflects the knowledge of ai about the system.
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This configuration is initially empty, but is updated during the iterative process
through information exchange with other agents (hence, Σi is called the
perceived configuration of ai, see Definition 5). Now, whenever an agent ai enters
a new state σ́i by changing the assignment of its decision variables xij , its neigh-
boring agents ak ∈ Ni perceive this event. These agents now each update their
current local view Σk on the system, and react to this event by re-evaluating
their search spaces and subsequently adapting their own decision variables.

However, usually Σk �= Σglobal, hence an agent has to deal with incomplete,
local knowledge. Thus, for improving the local search at agent level, the COHDA
heuristic uses an information spreading strategy besides this reactive adaptation.
Whenever a local change is published to the neighborhood, the publishing agent
ai not only includes information about its updated state σi, but publishes its
whole currently known perceived configuration Σi as well. A receiving agent
ak now updates its existing knowledge base Σk with this two-fold information
(Σi ∪ {σi}). In this update procedure, an element σy = 〈γy, λy〉 ∈ Σi of the
sending agent ai is added to Σk of the receiving agent ak if and only if any of
the following conditions hold:

1. Σk does not already contain a state from ay, such that ∀σz ∈ Σi : z �= y.
2. Σk already contains a state σz with z = y, but σz has a lower value λz, such

that ∃σz = 〈γz, λz〉 ∈ Σi : z = y ∧ λz < λy. This means, σz is outdated
(see Definition 2), and hence σy replaces σz in Σk.

Using this information spreading strategy, agents build a complete representa-
tion Σglobal of the whole system over time, and take this information into account
in their decision making as well. However, due to possibly rather long communi-
cation paths between any two agents, these global views on the system are likely
to be outdated as soon as they are built and represent beliefs about the systems
rather than facts. Nevertheless, they provide a valuable guide in the search for
optimal local decisions.

In order to ensure convergence and termination, a third information flow is
established on top of that. In addition to the perceived configuration Σi (which
reflects the currently known system configuration including the agent’s own cur-
rent state σi), each agent keeps track of the best known configuration Σ∗

i it has
seen during the whole process so far.

Definition 8. A configuration Σ∗
i = {σ∗

i , σ∗
k, . . . } is an arbitrary snapshot of

the system taken by an agent ai.

Definition 9. The best Σ∗
i over all agents in the population is denoted by Σ∗.

Whenever an agent updates its Σi by means of received information, it compares
this new configuration Σi to Σ∗

i . If Σi yields a better solution quality than Σ∗
i

according to DO-MC-COP (3), Σi is stored as new best known configuration Σ∗
i .

In addition to σi and Σi, an agent ai also exchanges its Σ∗
i with its neighbors,

everytime it changes. Thus, when an agent ak receives a Σ∗
i from a neighbor ai,

the agent replaces its currently stored Σ∗
k by Σ∗

i , if the latter yields a better
solution quality than the former.
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The whole process can be summarized in the following three steps:

1. (update) An agent ai receives information from one of its neighbors and
imports it into its own knowledge base. That is, its beliefs Σi about the
current configuration of the system is updated, as well as the best known
configuration Σ∗

i .
2. (choose) The agent now adapts its own decision variables xij according to the

newly received information, while taking its own local objectives into account
as well. If it is not able to improve the believed current system configuration
Σi, the state σ∗

i stored in the currently best known configuration Σ∗
i will be

taken. The latter causes ai to revert its current state σi to a previous state
σ∗

i , that once yielded a better believed global solution.
3. (publish) Finally, the agent publishes its belief about the current system

configuration Σi (including its own new state σ́i), as well as the best known
configuration Σ∗

i to its neighbors. Local objectives are not published to other
agents, thus maintaining privacy.

Accordingly, an agent ai has two behavioral options after receiving data from
a neighbor. First, ai will try to improve the currently believed system config-
uration Σi by choosing an appropriate wij , and subsequently adding its new
state σ́i to Σi. Yet, this only happens if the resulting Σi would yield a better
solution quality than Σ∗

i . In that case, Σi replaces Σ∗
i , so that they are identical

afterwards. If the agent cannot improve Σi over Σ∗
i , however, the agent reverts

its state to the one stored in Σ∗
i . This state, σ∗

i , is then added to Σi afterwards.
Thus, Σi always reflects the current view of ai on the system, while Σ∗

i always
represents the currently pursued goal of ai, since it is the best configuration the
agent knows. In either case, Σi and Σ∗

i both contain ai’s current state after
Step 2.

As can be seen from the above description, the COHDA heuristic is inher-
ently adaptive: the agents permanently adapt to changes in their environment;
for more details on this see [7]. Also, since an overall best configuration Σ∗ (Def-
inition 9) can be identified at any point in time, which is replaced only when
an even better configuration is found, the heuristic exhibits the anytime behav-
ior [2]. In order to reveal the properties scalability and robustness, we performed
a simulation-based evaluation. This evaluation will be discussed in the following
sections.

2.4 Implementation

We implemented the proposed heuristic COHDA in a multi-agent system (MAS).
In our simulation environment, agents communicate asynchronously, using a net-
work layer as communication backend. This backend may be a physical one, so
as to be able to distribute the MAS over arbitrary machines. In our evalua-
tion however, we used a simulated network layer, in order to have full control
over message travelling times, and to permit deterministic repetitions of simu-
lation runs. For this, we used predefined seeds for the random number gener-
ators. This allows us to simulate unsteady communication layers with varying
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message delays. Technically, our simulation is event-driven, i.e., agents react to
events (messages from other agents) in the continuous time domain, which is
induced by the above mentioned varying message delays. For the ease of eval-
uation, however, the simulation status is reported to the experimenter exactly
every integer-valued time step. Following, from the user perspective, a discrete-
time simulation is performed. Our implementation ensured that we were able to
monitor (and count) all exchanged messages.

In the conducted experiments, each agent represents a simulated combined
heat and power (CHP) device with an 800 l thermal buffer store. We used the
simulation model of an EcoPower CHP as described in [3]. For each of those
devices, the thermal demand for a four-family house during winter was simulated
according to [11]. The devices were operated in heat driven operation and thus
primarily had to compensate the simulated thermal demand. Additionally, after
shutting down, a device would have to stay off for at least two hours. However,
due to their thermal buffer store and the ability to modulate the electrical power
output within the range of [1.3 kW, 4.7 kW], the devices had still some degrees
of freedom left.

For each conducted experiment, and for each agent, the simulation model has
been instantiated with a random initial temperature level of the thermal buffer
store and a randomly generated thermal demand. Subsequently, a number of
feasible power profiles were generated from each of these simulation models.
The resulting sets of power profiles are then used as local search spaces by the
agents. The global goal c of the optimization problem was generated as a random
electrical power profile, which was scaled to be feasible for the given population of
CHP devices. However, we cannot guarantee that an optimal solution actually
lies within in the set of randomly enumerated search spaces. The task of the
agents now was to select one element out of their given sets of power profiles
each, so that the sum of all selected power profiles approximates the target profile
c as exactly as possible.
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Fig. 1. Optimization result of a single simulation run with 30 CHP (and local search
spaces comprising 2000 feasible power profiles each), for a planning horizon of four
hours in 15-min. intervals.
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Fig. 2. Detailed illustration of the COHDA heuristic during a simulation.

3 Results

As a first step, we examined the general behavior of the heuristic without penal-
ties. In Fig. 1, the results of a single simulation run (m = 30 devices with
n = 2000 possible power profiles each) are visualized. The planning horizon
was set to four hours in 15-min. intervals. The upper chart shows the target
profile (dashed line) and the resulting aggregated power output (solid line). The
individual power output profiles of the devices are depicted in the lower chart.
The latter is quite chaotic, which is due to the limited sets of available power
output profiles per device. Nevertheless, the heuristic was able to select 30 pro-
files (one for each device), whose sum approximates the target profile with a
remaining imbalance of less than 2.5 kW per time step in the planning horizon.

In Fig. 2, the process of the heuristic for this simulation run is shown in detail.
This data is visible to the simulation observer only, the individual agents still
act upon local knowledge. The solid line depicts the global fitness value of the
heuristic over time. This fitness represents the rating of the best configuration Σ∗

existing in the population (see Definition 9), at each point in time, respectively.
These values are determined according to (3), but have been normalized to the
interval [0.0, 1.0], with 0.0 being the optimum. The normalization was done by
taking an approximation for the worst combination of power profiles as upper
bound:

dworst = max

(
d

(
c,

m∑

i=1

wi,min

)
, d

(
c,

m∑

i=1

wi,max

))

(with wi,min and wi,max being elements of an agent ai with minimal and max-
imal absolute cumulative value, respectively), and assuming the existence of an
optimal solution (no remaining imbalance) as lower bound. In order to examine
convergence, the agent population was parametrized with the upper bound as
initial solution.
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In general, the fitness value decreases over time (lower is better, so this means
an improvement of the fitness) until it converges to a near-optimal solution.
However, it is not strictly decreasing, since there are non-decreasing intervals.
This is due to the information spreading strategy in COHDA, and can be
explained with the distribution ratio of Σ∗. The latter is visualized by the shaded
area (the higher, the more agents are aware of the current Σ∗). Recall that an
agent ai inherits a received Σ∗

k from a neighbor ak if Σ∗
k yields a better rating

than the currently stored Σ∗
i of the agent ai. Thus, a configuration with very

good rating prevails and spreads in the network, until a better rated configu-
ration is found somewhere. As an example, consider the situation at simulation
step 12. Some agent, say ai, has found a configuration Σ∗

i with a normalized fit-
ness rating of ≈0.18. This configuration is, at that time, the best configuration
found in the whole population, therefore Σ∗ = Σ∗

i . The agent publishes Σ∗
i to its

neighbors, who accept it as a new best configuration, and re-publish it again to
their respective neighbors. Hence, the distribution of Σ∗ (shaded area) rises in
the following time steps, but the fitness value (solid line) remains constant. In
simulation step 30, however, some agent ak finds an even better configuration
Σ∗

k . Thus the fitness value improves and, from this point in time, Σ∗ = Σ∗
k . At

the same time, the distribution of the (new) Σ∗ drops dramatically, since this
configuration is known to ak only and has yet to be spread in the network. The
heuristic terminates after 185 simulation steps, where a certain Σ∗ has been
distributed to all agents, and no better configuration can be found. The final
fitness value is 0.02, which amounts to a total remaining imbalance of 7.09 kW
(0.007% of the targeted 1004.13 kW in total over the planning horizon).

Figure 3 shows the aggregated behavior of the COHDA heuristic for 100 sim-
ulation runs. For each simulation run, the same CHP devices and thus the same
local search spaces were used, but the communication network was initialized
with different seeds for the random number generator. This yielded a different
communication graph in each run, as well as different generated message delays.

Fig. 3. Aggregated behavior of COHDA for 100 simulation runs with 30 CHP (and local
search spaces comprising 2000 feasible power profiles each), for a planning horizon of
four hours in 15-min. intervals.
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The solid line represents the mean fitness over time, while the shaded area around
this line depicts the standard deviation. Obviously, in this example the COHDA
heuristic is able to converge to near optimal solutions independently from the
underlying communication backend. On average over all 100 simulation runs,
each agent sent 1.5 ± 0.04 messages per simulation step. The boxplot visualizes
simulation lengths, with 169.69 ± 28.38 simulation steps being the mean.

3.1 Performance Criteria

Besides the inspection of the general behavior, simulation performance can be
measured in terms of (a) the resulting fitness after termination, (b) the simu-
lation length, or (c) the average number of exchanged messages per agent per
simulation step during the process. In our experiments, the influence of different
input parameters on each of these numbers (a–c) has been analyzed. From the
resulting interactions, properties like robustness and scalability may be derived.
If not stated otherwise, the experiments were conducted using a message delay
msgmax = 2 (see Sect. 3.2), a small world network topology with φ = 2.0 (see
Sect. 3.3), a target comprising q = 16 dimensions (see Sect. 2.3), a population
size of m = 30 agents, and no penalties (such that αi = 1.0 in (2)). Each exam-
ined scenario was simulated 100 times. Figure 4 shows a summary of our results.
We will discuss each part in the following sections.

3.2 Message Delay

An important property of the simulated communication backend is its abil-
ity for delayed messages. In order to evaluate the robustness of the heuristic
against a non-deterministic communication layer, we tested the approach with
different amounts of message delays. To accomplish that, we defined an interval
[1, msgmax], from which a random number is generated for each sent message.
The message is then delayed for the according number of simulation steps. We
evaluated msgmax ∈ {1, 2, 5, 7, 10}.

Figure 4(a) shows the influence of message delays on the simulation perfor-
mance, as defined in Sect. 3.1 (criteria a–c). Fortunately, message delays have
absolutely no influence on the final fitness produced by the heuristic (crite-
rion a, top chart). This means that COHDA is very stable against an unsteady
communication network. The time until termination (criterion b, middle chart)
consequentially rises linearly with increasing message delay. With regard to the
amount of exchanged messages (criterion c, bottom chart), a strongly decreasing
trend towards less than one sent message on average per agent per simulation
step with increasing delay is visible. When multiplied with the number of sim-
ulation steps, the number of messages per agent throughout a whole simulation
run can be determined (chart not shown here). We find a minimum of exchanged
messages per simulation run with msgmax = 2. Following, COHDA does not only
cope with, but even benefits from a slight variation at agent level introduced by
message delays (for details on inter-agent variation see [1]).
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(a) Influence of different message delays. (b) Influence of the network topology.

(c) Influence of the planning horizon. (d) Influence of the population size.

Fig. 4. Performance analysis of COHDA regarding different input parameters.

3.3 Network Density

The composition of an agents’ neighborhood is directly coupled to the underlying
communication graph G = (E ,V). Preliminary experiments showed a beneficial
impact of random graphs with a low diameter. Thus, we evaluated the following
topologies:

– Ring : The agents are inserted into a ring-shaped list. Each agent is then
connected to its predecessor and successor.

– Small World : This network comprises an ordered ring with |V| · φ additional
connections between randomly selected agents, cf. [25]. We examined φ ∈
{0.1, 0.5, 1.0, 2.0, 4.0}.

In Fig. 4(b), the results of these experiments are visualized. We ordered the
plotted data according to the approximated average neighborhood size, which
defines the overall density of the communication graph. Similar to the previ-
ous section, there is no influence of the network density on solution quality.
Expectedly, the message complexity increases with larger neighborhoods. Sim-
ilarly, simulation length decreases with more connections. As in the previous
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section, a trade-off between run-time in terms of simulation steps, and run-time
in terms of exchanged messages is visible. A comparison of the number of mes-
sages per agent throughout a whole simulation run against network topology
shows that, for the given scenario, a small world topology with φ = 0.5 yields
the least messages on average during a whole simulation (chart not shown here).

3.4 Planning Horizon

When the heuristic is applied to scheduling problems (as in the provisioning of
active power, which we focus at), the dimensionality q of the target c ∈ IRq is inter-
preted as planning horizon. For real-world applications, it is interesting to know
what planning horizon the heuristic is capable of. Figure 4(c) shows the result of
planning horizons with a length of {2, 4, 8, 12, 24} hours in 15-min. intervals
(thus q ∈ {8, 16, 32, 48, 96}). The final fitness in the upper chart deteriorates
almost linearly with larger planning horizons. Similarly, the number of simulation
steps rises, whereas the number of exchanged messages is not influenced. While we
expected the last, we did not expect the influence of the planning horizon on fitness
and simulation length, and examined it in more detail. After several experiments
with synthetic scenarios (i.e. carefully generated search space values according to
[15]), it turned out to be a side effect in our use of the CHP simulation models:
Randomly enumerating a rather small number of feasible power profiles does not
yield a sufficient coverage of the theoretically feasible action space of the devices.
Thus, in the following section, we examine the influence of the size of local search
spaces on simulation performance.

3.5 Search Space Complexity

We analyzed scenarios with {20, 200, 2000, 20000} pre-generated feasible power
profiles per device. This yielded fitness values of 0.12±0.06, 0.02±0.02, 0.003±
0.004 and 0.001 ± 0.002, respectively. Since the coverage of the theoretically
feasible action space of the simulated devices increases with larger enumerated
local search spaces (c.f. Sect. 3.4), simulation fitness improves significantly. The
number of simulation steps and the number of exchanged messages per agent
per simulation step were constant (132 ± 21 and 1.5 ± 0.04, respectively).

3.6 Population Size

Another interesting property regarding real-world applications is the influence
of population size on the heuristic. In Fig. 4(d), a linear increase in simulation
steps until termination can be seen. This is consequently due to the increased
coordination complexity in larger networks. Yet, since the increase is linear at
most, this shows that COHDA is quite robust against the number of participat-
ing individuals. Interestingly, the final fitness as well as the number of exchanged
messages per time step significantly improve with larger population sizes. The
former may be related to the increased diversity, which could already be observed
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Fig. 5. Aggregated performance of COHDA over 100 simulation runs with distributed
local objective functions (∀i : αi = 0.5).

to be beneficial in the analysis of the sizes of local search spaces in the previous
section. The latter can be attributed to an increased diameter of the communica-
tion graph with larger population sizes. Here, information spreads more slowly,
and it takes a longer time for the system to converge.

3.7 Bi-Objective Behavior

As described in Sect. 2.2, we introduced local objective functions at agent level
for the COHDA heuristic. As a proof of concept, we conducted an experiment
(100 simulation runs) with randomly generated penalty values pij ∈ [0, max(c)].
The preference adjustment parameter, as defined in (2), was set to αi = 0.5
for all agents, so that the local objectives were considered equally important
to the global objective. Figure 5 shows the aggregated results of 100 simulation
runs. The heuristic was able to minimize local penalties to a normalized value of
0.02 ± 0.01. At the same time, the global objective fitness could be optimized to
a normalized value of 0.15 ± 0.07, which amounts to a remaining imbalance of
33.12 kW±17.02 in total over the planning horizon (0.06%±0.03 of the targeted
544.26 kW).

4 Conclusions

In the contribution at hand, we presented COHDA, which is a self-organizing
heuristic for solving distributed combinatorial problems. It was shown that
COHDA is inherently adaptive, and exhibits anytime behavior. We applied the
heuristic to a problem from the smart grid domain, and performed a thorough
evaluation under varying conditions. For this, we implemented an asynchronous
multi-agent system with full control over the communication backend. Regarding
our example application, it could be shown that the heuristic exhibits conver-
gence and termination, and is robust against unsteady communication networks
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as well as different network topologies. The run-time of COHDA, in terms of sim-
ulation steps, rises linearly with increasing population sizes. Yet it is unaffected
by the size of local search spaces, so we conclude that the heuristic is sufficiently
scalable. However, there is a trade-off between the number of simulation steps
until termination, and the number of exchanged messages. This trade-off can be
adjusted through the density of the communication network (i.e., the average
size of the neighborhoods). The evaluation of a bi-objective scenario showed the
ability of the heuristic to optimize local penalties as well as a global objective in
parallel.

In the present form, COHDA needs a central operator that is able to detect
the termination of the process (and thus has a global view on the system).
But the actual optimization process is still performed in a truly decentralized
manner! A fully decentralized variant of COHDA, however, could be realized by
including a distributed termination detection algorithm.
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17. Nieße, A., Lehnhoff, S., Tröschel, M., Uslar, M., Wissing, C., Appelrath, H.J.,
Sonnenschein, M.: Market-based self-organized provision of active power and ancil-
lary services: An agent-based approach for smart distribution grids. Complex. Eng.
(COMPENG) 2012, 1–5 (2012)

18. Penya, Y.: Optimal allocation and scheduling of demand in deregulated energy
markets. Ph.D. Thesis, Vienna University of Technology (2006)

19. Pournaras, E.: Multi-level Reconfigurable Self-organization in Overlay Services.
Ph.D. Thesis, Technische Universiteit Delft (2013)

20. Pournaras, E., Warnier, M., Brazier, F.M.: Local agent-based self-stabilisation in
global resource utilisation. Int. J. Autonomic Comput. 1(4), 350 (2010)

21. Prehofer, C., Bettstetter, C.: Self-organization in communication networks:
principles and design paradigms. IEEE Commun. Mag. 43(7), 78–85 (2005).
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1470824

22. Ramchurn, S.D., Vytelingum, P., Rogers, A., Jennings, N.R.: Putting the“Smarts”
into the smart grid: A grand challenge for artificial intelligence. Commun. ACM
55(4), 86 (2012)

23. Reynolds, C.W.: Flocks, herds and schools: A distributed behavioral model. SIG-
GRAPH Comput. Graph. 21(4), 25–34 (1987)

24. Serugendo, G., Gleizes, M.P., Karageorgos, A.: Self-organisation in multi-agent
systems. Knowl. Eng. Rev. 20(2), 65–189 (2005)

25. Strogatz, S.H.: Exploring complex networks. Nature 410(March), 268–276 (2001)
26. Tero, A., Takagi, S., Saigusa, T., Ito, K., Bebber, D.P., Fricker, M.D., Yumiki,

K., Kobayashi, R., Nakagaki, T.: Rules for biologically inspired adaptive network
design. Science (New York, N.Y.) 327(5964), 439–442 (2010)

http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1470824


Rough Terrain Motion Planning for Actuated,
Tracked Robots

Michael Brunner(B), Bernd Brüggemann, and Dirk Schulz
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Abstract. Traversing challenging structures like boulders, rubble, stairs
and steps, mobile robots need a special level of mobility. Robots with
reconfigurable chassis are able to alter their configuration to overcome
such structures.

This paper presents a two-stage motion planning scheme for reconfig-
urable robots in rough terrain. First, we consider the robot’s operating
limits rather than the complete states to quickly find an initial path in
a low dimensional space. Second, we identify path segments which lead
through rough areas of the environment and refine those segments using
the entire robot state including the actuator configurations. We present
a roadmap and a RRT* method to perform the path refinement.

Our algorithm does not rely on any detailed structure/terrain catego-
rization or on any predefined motion sequences. Hence, our planner can
be applied to urban structures, like stairs, as well as rough unstructured
environments.

Keywords: Mobile robot ·Motion planning ·Obstacle · Rough terrain ·
Reconfigurable chassis · Sampling-based · RRT*

1 Introduction

Many structures which are regularly encountered in robotic tasks are perceived
as obstacles for fixed-chassis robots. Steps and stairs are usually untraversable
obstacles in urban environments; debris, rubble, rocks or steep inclinations in
unstructured outdoor environments are often impossible to traverse with nor-
mal fixed-chassis systems. Therefore, these structures and objects have to be
circumvented if possible.

Using articulated actuators robots with reconfigurable chassis can change
their configuration to improve traction and stability or to lift themselves over
edges. This provides those systems with an increased mobility compared to fixed-
chassis robots and enables them to overcome a wide variety of environments.
Fixed-chassis robots are most often unable to traverse the same kind of envi-
ronments because their ability to negotiate obstacles is limited due to their
construction. The challenges they can overcome are restricted by the diameter
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Fig. 1. The Telerob Telemax is 65 cm long, 40 cm wide and weighs about 70 kg. It has 4
tracks which can be rotated. Extended, the robot’s length is about 120 cm. The robot
is skid-steered and drives up to 1.2 m/s. Configurations are: (left) folded (actuators
at −90◦), (middle) extended (actuators at 80◦) and (right) maximal ground contact
(actuators at 21◦).

Fig. 2. Method overview: Using filters from image processing we perform a roughness
quantification of the map. The initial path is found within a regular grid performing a
graph search. Afterwards the rough segments are identified. For flat segments we apply
a 2D planning scheme; rough segments are refined by a second planning step using an
A*-search or a RRT*-search. Finally the segment plans are merged to provide the final
path.

of their wheels or their track heights and to some extend to their centers of
mass. The mobility of actuated systems is dominated by the number, length and
agility of their actuators.

Controlling a mobile robot in rough terrain and steering it through difficult
situations is a challenging task even for a trained operator. The operator must
consider many different aspects to guarantee the safety of the system in such
environments. Among those aspects are the robot’s stability as tipping over
becomes increasingly more likely, the inertia and momentum must be kept in
mind when operating a system close to its limits, and finally, the system may
react differently to the same commands because the contacts with the ground
can change often in rough terrain.

In this paper, we present a hierarchical approach to motion planning for
reconfigurable robots like the Packbot or the Telemax (Fig. 1). First, we generate
an approximate solution and refine it in a subsequent phase. The refinement
concentrates on path segments in rough areas and accounts for the actuators and
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the robot’s stability and traction. See Fig. 2 for an overview. Since the algorithm
does not need a previous terrain/structure classification and does not use any
predefined motion sequences, it can be applied to rough outdoor environments
as well as structures in urban surroundings. We consider our method to be
the global planning component within a robotic system. The controller which
executes the plan and takes care of localization and obstacle avoidance is beyond
the scope of this work.

The remainder of this paper is organized as follows: Sect. 2 names related
work in this area of research. Section 3 gives a short overview of our method and
names key differences to related works. In Sect. 4 we introduce the roughness
quantification. Section 5 describes the hierarchical planning scheme including
the roadmap planner (A*) and the sampling-based planner (RRT*) (Sect. 5.3).
In Sect. 6 we discuss the parameters and appropriate values. Experiments are
provided in Sect. 7, and we conclude in Sect. 8.

2 Related Work

This section focuses on common approaches to rough terrain path planning and
on previous work using methods similar to ours, i.e. hierarchical methods, meth-
ods applying roadmap and sampling-based algorithms to rough terrain motion
planning for tracked robots.

Many algorithms for traversing rough terrain or climbing structures, like
stairs, involve a preceding classification step (e.g. using line detection to identify
stairs). This information is used to steer the system during climbing, fixing
its heading to the gradient of the staircase [1,2]. In [3] a two dimensional A*-
search on behavior maps is used to find paths in rough environments for a
tracked robot, similar to our model. The path represents a sequence of predefined
skills encoded in the behavior maps. Fuzzy rules and Markov random fields are
used to classify the environment and facilitate skill selection. A comprehensive
approach to traverse rough outdoor terrain as well as stairs is presented in [4].
The framework includes a mapping component, a terrain classification and a
two-phase planning algorithm. A high-level planner samples a transition graph
across different terrain types and provides an initial path. In the second phase
specialized terrain sub-planners refine the path and return gait primitives for
a RHex robot (e.g. stair-climbing gait primitives). The approaches above are
limited to the set of terrain types or structures which are imposed by their
classification scheme or to the set of motion sequences. On the contrary, our
algorithm does not rely on such a terrain/structure classification or on a set
of motion sequences. Hence, it can be applied to a broader range of different
environments.

We utilize a two-phase planning method which produces an initial approxi-
mate solution followed by a refinement of the initial result. As in [4], other works
also use a similar approach. Kalakrishnan and colleagues introduced a controller
for fast quadruped locomotion over rough terrain [5]. The controller decomposes
the controlling task into several sub-tasks; first, they generate a terrain reward
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map using a learned foothold ranking function and then produce an approxi-
mate path. In subsequent steps this first solution is improved to ensure kine-
matic reachability and a smooth and collision-free trajectory. Like our method,
this is a multi-phase algorithm which requires a map and implements a terrain
analysis. However, our terrain analysis relies on a roughness quantification simi-
lar to [6] instead of a ranking function of the actuator contacts. On the contrary,
the authors of [5] propose a reactive controller to traverse rough terrain rather
than a planning algorithm. Also the terrain interaction of tracked robots is quite
distinct compared to the interaction of their legged robot.

Further, path refinement can also be achieved by path optimizing methods.
CHOMP [7] is an optimization method for continuous trajectories using covari-
ant gradient descent. It can optimize a path over a variety of criteria. Since it
is applicable to unfeasible paths, it can be used as a standalone motion planner.
STOMP [8] is a stochastic path optimizer using a path integral approach which
does not require any gradient information like CHOMP. Therefore, it can over-
come local minima and more general costs are applicable. The major drawback
of both methods is the limitation to trajectories of a predefined fixed length. This
makes them inapplicable for the path refinement within a certain proximity of
the initial path.

In this work we present a roadmap algorithm for rough terrain path planning.
Roadmap methods are commonly applied to this problem in the literature. An
Anytime A*-search is used to find paths in a multi-resolution 4D state lattice for
indoor environments [9]. The resolution of the lattice is adjusted with respect
to terrain or task characteristics (e.g. narrow passages and goal proximity). The
online navigation utilizes a precomputation step which determines paths for con-
strained areas. In [10] the Fast Marching Method (FMM), a breadth-first search
algorithm, is used on a 3D lattice to plan stable paths for actively reconfigurable
robots. The system’s stability guides the search on a triangular mesh of the envi-
ronment. The actuators of the Packbot robot used in this research are actively
controlled like the actuators of our Telemax platform.

The authors of [11] present an approach to motion planning on rough terrain
for a wheeled robot with passive suspension using an A*-search on a discretized
configuration space with heuristics to limit the search space. The algorithm
considers the robot’s stability, mechanical limits, collisions with the ground, and
uncertainties on the terrain model and the robot position. While in [11] they also
use a graph-search and measure the robot’s stability, their algorithm does not
have to account for actuators due to the robot’s passive suspension. In contrast,
we must include the actively controlled actuators during planning.

Magid et al. developed a rough terrain planning algorithm for a tracked robot
with four actively controlled crawlers [12]. They use a graph-search to find motion
sequences in a discretizied state space, which also allows for motions of controlled
balance-losing (e.g. insignificant falls from small edges). However, rather than
autonomous navigation their application is to reduce the burden on operators of
search and rescue missions by proposing paths through rough terrain. Unlike us,
they categorize the states to distinguish between different transition types and
consider controlled balance-losing states. However, they also plan on a discrete
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state space and use a robot with actively controlled crawlers, similar to our
model.

Sampling-based methods have also been used to find paths through rough
environments. Reference [13] presents a RRT-based algorithm which finds routes
of low mechanical work following valleys and saddle points in continuous cost
spaces. Their method also includes a mechanism based on stochastic optimiza-
tion to filter irrelevant configurations and to control the exploration behavior.
In [14] a RRT variant is employed for kinematic path planning for a LittleDog
robot. The authors bias the search in the task space and use motion primitives to
speed up planning. Reference [15] uses different terrain parameters to guide the
RRT expansions and iteratively increases its roughness tolerance if no solution
is found.

3 Overview and Discriminators

We start with a short overview of our algorithm. We employ a hierarchical algo-
rithm for motion planning of actively reconfigurable robots in rough environ-
ments. Although we developed our algorithm for a tracked robot model, with
minor changes it is usable for other articulated robot models with similar loco-
motion (e.g. wheeled platforms). Given a map we compute the roughness and
slopes of the environment (Sect. 4). In the preliminary planning phase we build
a motion graph according to the robot’s operating limits and perform a graph-
search to find an initial path (Sect. 5.1). During the detailed motion planning
step we refine the initial path in rough areas only. To this end, we first iden-
tify the path segments leading through rough terrain. In flat areas we do not
perform a detailed planning and apply default configurations instead. On one
side, the roadmap planner constructs a state graph considering the actuators
for a tube-like area around each rough path segment. Using a graph-search we
find sequences of robot states including the actuators. On the other side, the
sampling-based planner uses a focused sampling procedure and searches in a
continuous state space for an optimal solution (Sect. 5.3). Consult Fig. 2 for a
scheme of our algorithm.

Our algorithm applies to tracked reconfigurable robots like ours (see Fig. 1),
but not to systems with legged locomotion since the robot-terrain interactions
are very distinct. However, parts may be used across different locomotion models,
e.g. the roughness quantification and some of the metrics. Further, looking at
a complete robot system, we consider our method to be the global planning
component which provides a plan. It must be followed by a feedback controller
which takes care of the plan execution using sensor data for localization and
obstacle avoidance in potentially dynamic environments. Such a controller is
beyond the scope of this paper.

In the following we state how our approach differs from other approaches.
First, we distinguish between flat and rough regions, but do not rely on a pre-
vious detailed structure/terrain classification or on motion sequences a priori
designed to overcome specific challenges. Therefore, we are not limited to a pre-
viously defined set of terrain classes, a set of structures reliably identifiable with
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the robot’s sensors or a set of motion sequences. However, we approximate the
terrain through a least-squares plane (similar to [16]), which works reasonably
well on generally continuous surfaces, but not on discontinuous environments.
Nevertheless, our algorithm can be applied to traverse rough outdoor environ-
ments as well as to overcome challenging structures in urban surroundings.

Second, rather than taking the entire preliminary path to guide the second
detailed motion planning, we solely consider path segments which lead through
rough areas. Since a detailed motion planning is not necessary for path segments
on flat regions, planning can be significantly simplified. Thus, we are able to
reduce planning time.

Further, we use simpler robot and terrain models compared to planetary rover
path planning approaches. They often utilize detailed dynamic and mechanic
models to capture the robot-terrain interaction in depth [17]. Such models are
not always obtained easily and, thus, not necessarily available for a specific robot
model.

4 Map and Terrain Roughness

Whether a given structure is traversable or not cannot be determined easily. In
2D navigation this is usually addressed with a simple threshold on the height
differences; everything above this threshold is untraversable. For rough terrain
and challenging structures this question becomes very hard to answer. While
for 2D navigation a 2D laser range finder is sufficient to gather the necessary
information about the surroundings, even a 3D sensor is often not enough to
navigate through rough environments due to the still limited sensor coverage.

There are several reasons why it seems it is often extremely difficult to reliably
decide on the traversability of challenging structures or rough terrain based on
local sensor information solely. First, the dimensions of rough areas or challenging
structures usually exceed the sensor range; second, some sections of the environ-
ment are often occluded; third, the limiting narrow view of sensors mounted on
a mobile robot makes it difficult to get a sufficient overview; finally, while tra-
versing rough terrain, the robot’s state often orients the sensors such that they
are unable to cover the environment. For example, consider a flight of stairs; the
very narrow view makes it hard to recognize the stairs especially all the way to
the top. While on the stairs and close to the top the sensors cover very little of
the ground.

Additionally, the robotic system is exposed to unnecessary risk if it starts to
traverse an area which turns out to be ultimately untraversable. A map allows to
decide whether an area is likely to be traversable and to assess the risk of a path
and whether driving through a hazardous area is worth the risk or circumventing
the region is more reasonable.

On the other side, the validity of the planning is closely related to the level of
detail of the map. Large detailed maps are rarely available. This may be solved
by a coarse map with detailed patches for rough regions or variable resolution
maps Araujo2002. For our research, we use a map of the environment to avoid



46 M. Brunner et al.

Fig. 3. Two maps (left), the roughness (middle) and the slopes (right). The risk value
associated with a region is based on the height differences in this area. The gradients
represent the direction and magnitude of the environmental slopes. The colors indicate
the degree of roughness/inclination, ranging from green for flat regions/low inclinations
over yellow to red, very rough areas/high inclinations (Color figure online).

the complex perceptual task of 3D navigation in rough terrain. This simplifies
the perceptual component and allows us to focus on the motion planning aspect
of this problem [5].

4.1 Roughness

In our approach we use a heightmap to represent the environment because it is
simple to use and sufficient for our application. In order to assess the difficulty of
a position within the map, we use techniques from image processing to compute
the roughness of the terrain. First, we apply a maximum filter with a window
wx,y of size x×y to the direct height differences of neighboring cells. A distortion
of the range of values can be prevented by a threshold hmax which conveniently
can be set to the robot’s maximal traversable height. The threshold is also used
to scale the values to [0, 1]. Subsequently, we apply a two dimensional Gaussian
blur to smooth the transitions. The maximum filter prevents isolated peaks to
be smoothed by the Gaussian filter. Figure 3 shows an example of the roughness
quantification.

4.2 Gradients

As the roughness considers the local height differences between neighboring cells,
it cannot account for the inclination of a greater area. An area cannot be tra-
versed if a cliff is too high or if the inclination is too steep. Therefore, the
inclination serves as a second criterion to determine the overall roughness of an
area. To compute the gradients at a position within the map, we use the Sobel
operator with a large base of the same size as the previous filters, i.e. x× y. The
values are also normalized to [0, 1] using the maximal traversable slope of the
given robot model.

Using an appropriate kernel size allows us to virtually inflate hazardous areas.
This is commonly done in 2D navigation to keep the robot away from obstacles.
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Fig. 4. Left: The motion graph encodes the traversability of the terrain. Flatter areas
are white and rougher areas are grey. Right: The initial path split into segments. Path
segments through flat regions are yellow; segments through rough regions are purple
(Color figure online).

In contrast, very rough areas are avoided by the robot, but if required, will
not prohibit traversal. Another benefit is the simple and highly parallelizable
computation.

The overall roughness quantification consists of the roughness r inferred from
the height difference and the slope s.

R =
r + s

2
. (1)

The value of the roughness quantification is used in both the initial path search
and the detailed motion planning to adjust the planning according to the diffi-
culty of the environment.

5 Motion Planning Algorithm

Driving with actively reconfigurable robots on rough terrain introduces a large
planning space. Additionally, aspects of the robot state, like the stability, are
not naturally satisfied and must be tested. The robot’s actuators must be incor-
porated into the planning process, and the quality of the path must be judged
not only by its length but also by the robot’s stability and traction as well as
the time required for translation, rotation and for actuator movements. First,
we employ a initial path search to quickly find an environment-driven path to
the goal. Subsequently, the path is used to focus the search of the detailed plan-
ning. This phase determines the final path consisting of the robot configurations
including the actuators.

5.1 Initial Path Search

The initial path search utilizes the previously discussed roughness quantification
to force the robot to avoid hazardous areas and to prefer less risky routes. In
flat regions the consideration of the complete state is not necessary, whereas
it is essential in rough regions to increase the robot’s safety and ensure suc-
cessful traversal. At the beginning we do not know through which parts of the
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Fig. 5. Influence of the safety weight on the initial path search. The image shows three
paths with different safety weights w1. The black path is obtained with w1 = 0.0, the
blue path with w1 = 0.75 and the white path with w1 = 1.0. The map is colored
according to the risk values (Color figure online).

environment the path will lead and if considering the complete state is really
necessary. Therefore, we use the utmost operating limits of the mobile system
setting the actuators aside. The maximal traversable height and slope of the
robot constitute the operating limits. This way we obtain the least restrictive
limit.

We build a motion graph (Fig. 4) which represents the ability of the mobile
robot to traverse the environment. The motion graph is based on the operating
limits of the robot as discussed before. The transition costs are given by the time
t required to traverse a graph edge e. Hereby, we reduce the permissible velocity
according to the terrain roughness:

t =
d

max (vmin, (1 − w1 · R) · vmax)
, (2)

where d is the length of edge e and R the maximal value of the roughness
quantification of the vertices of e. vmin and vmax are the minimal velocity the
robot should drive in very rough areas and the robot’s maximal velocity, respec-
tively. A safety weight w1 allows the adjustment of the importance of safety. Low
safety weights diminish the influence of the risk, hence lead to possibly shorter
but riskier paths. On the contrary, high values increasingly force the robot to
take low risk paths. With those edge weights we find a path performing a usual
Dijkstra-search. We start the search at the goal point to facilitate fast replanning
in case of deviation from the plan (see Fig. 4).

The safety weight of the initial path search determines the major direction
of the path as subsequent route corrections are limited to the focus on the
rough path segments. We performed several planning queries with different safety
weights keeping start and goal location the same (Fig. 5). We show three paths
determined with different weights w1. Disregarding safety completely (w1 =
0.0) leads to a straight path within the motion graph. Increasing the value to
0.75 changes the beginning of the path to avoid riskier areas and climb the hill
directly with the inclination. This reduces the time spend in those regions and
increases the safety by reducing the system’s roll angle. The weight w1 = 1.0
forces the path to follow the dig in the middle of the hill and to circumvent the
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high risk areas. Which weight to choose best for a given planning query cannot
be answered generally for all environments; it depends on the environment, its
roughness and its composition of rough areas.

5.2 Identification of Rough Path Segments

The planning problem can be considerably simplified in flat areas. Then it basi-
cally becomes a 2D navigation problem as the actuators are not required to aid
the systems’ stability. Therefore, the planning time can be reduced by avoiding
unnecessary planning in a high-dimensional space for easily accessible parts of
the environment. On the other hand, rough areas require a detailed planning
of the robot’s configurations including the actuators and the validation of the
robot’s safety to ensure successful traversal.

While constructing the motion graph, we distinguish between areas of mod-
erate roughness and steepness, and regions of higher roughness and challenging
steepness. See the left image of Fig. 4 for an example. We use this distinction
in the second planning phase to split up the initial path into easy and hard
segments and to determine whether a detailed planning of the robot motions
is necessary. This allows us to handle larger planning queries as we focus on a
subset of the state space. Also, this significantly reduces the planning time.

The size of the state graph in the second planning phase depends on the
chosen discretization, the path focus and the length of the rough segments.
If we plan without focusing the second search on the initial path, the graph
size depends on the roughness and the distance to the goal. Depending on these
factors, our roadmap method (Sect. 5.3) will run out of memory before returning
a valid path. The path bias towards the rough segments of the initial path,
used by the sampling-based method (Sect. 5.3), allows us to find better solutions
within fewer iterations.

5.3 Detailed Motion Planning

Rough terrain is more challenging and exposes the mobile robot to a greater risk
than flat environments. Therefore, we have to refine the initial path in rough
areas using the complete robot states. The state of a reconfigurable robot may
look like

(x, y, z, θ, ψ, φ, a1, . . . , an) ,

where the first part describes the 6D pose of the robot. ai are the control values
of n actuators. Reducing the state to the controllable part leads to

(x, y, θ, a1, . . . , an) .

The controllable parts still result in a large intractable search space. There-
fore, we use the initial path to focus the search of the second planning phase.
First, we split the path into segments leading through flat areas with low incli-
nations and segments through rough regions with higher slopes (see the right
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image of Fig. 4). For flat segments the stability of the robot system can be safely
assumed as done in 2D navigation. Further, any robot configuration may be
applied with little or no risk. This way, we avoid unnecessary planning in a high
dimensional space for easily accessible parts of the environment and reduce plan-
ning time. However, rough regions require an additional planning of the robot’s
actuators to ensure safety and task completion.

The detailed motion planning accounts for the environmental risk, the sys-
tem’s stability and its traction, and for the time consumed by translation, rota-
tion and actuator movements. Since the robot’s speed is very low when traversing
hazardous areas, we put forces and dynamic stability aside. To quantify the sta-
bility and the traction we approximate the robot’s footprint by the best fitting
plane [16]. This limits the current approach to mainly continuous environments
(e.g. hills, stairs, ramps).

Cost Function. The hierarchical approach allows us to use two different cost
functions for the two planning phases. The cost function of the detailed planning
step is more comprehensive compared to the cost function of the initial path
search. It considers the robot’s safety csafety and an execution time ctime.

c = w2 · csafety + (1 − w2) · ξ · ctime (3)

The normalization factor ξ brings the safety cost and the time cost to the same
range of values. The safety weight w2 allows to control the trade-off between
safety and time. More safety is gained by adjusting the actuators to the environ-
ment; however, this requires more time to move the actuators. This cost function
is only applied in rough regions and may not be applicable in flat areas. In flat
areas actuator movements are generally unnecessary and solely introduce costs,
and thus should not be favored.

System Safety. The safety of the system is measured by several factors. The
roughness quantification, the robot’s stability and an estimate of the traction
contribute to the safety value. The safety cost csafety for moving from state xi

to state xj is given by

csafety(i, j) =
Rij + 1

2 (Sij + Tij)
2

, (4)

where Rij = max{Ri, Rj} is the maximal value of the roughness quantifica-
tion, Sij = max{Si, Sj} the maximal stability cost and Tij = max{Ti, Tj} the
maximal traction cost of the involved states.

Stability. The Normalized Energy Stability Margin (NESM) [19] is used to assess
the stability of the robotic system. In contrast to the commonly used projection
of the center of mass onto the supporting polygon, the NESM considers the
actual position of the center of mass and directly provides a notion of quality. The
NESM basically indicates the amount of energy required to tip the robot over
the “weakest” edge of the supporting polygon. To provide an accurate estimate
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of the center of mass and to account for the varying weight distributions of
different configurations, we compute the distributed center of mass.

We touch the basics of the Normalized Energy Stability Margin just very
briefly; a more detailed discussion is given in [19]. Let V be the vector from the
border to the center of mass. Θ depicts the angle between V and the vertical
plane, and ψ the inclination of the rotation axis, i.e. the edge of the supporting
polygon. Then the energy stability level for an edge of the supporting polygon
is given by

h = |V |(1 − cos(Θ)) · cos(ψ). (5)

The NESM is defined as the minimum over the energy levels hi of all edges,
s = mini(hi). The stability cost of a robot state x is then given through

S = 1 − ξs · s(x), (6)

where ξs = 1
smax

is a normalization term to scale the cost to [0, 1]. ξs is given by
the most stable configuration on flat ground.

Traction Estimate. A sufficient traction is necessary to traverse rough terrain
and challenging structures. However, we do not want to rely on any terrain
properties because such information is usually unavailable and hard to estimate
with sufficient accuracy. Therefore, we use the actuators’ ground contact as an
indicator of the traction since the friction between to objects generally increases
with the size of the contact area between them. The traction cost T of a state x
is given by the average over the actuators’ angles to the surface.

T = ξt · 1
n

n∑

k=1

ψ(ak), (7)

where ψ(ak) provides the angle to the surface for actuator ak. ξt = 1
π/2 normal-

izes the cost to [0, 1]. The smaller the angle, the greater the estimated traction
and the safer the state x in terms of traction.

Execution Time. The time cost includes the time required for translation tv,
rotation tω and for actuator movements ta. We use a triangle inequality to favor
simultaneous execution.

ctime = t2v+t2ω+t2a
tv+tω+ta

(8)

Translation. To measure the time required for translation, we use the same func-
tion as for the initial path search.

tv = tv(i, j) =
dij

max (vmin, (1 − w2 · Ri,j) · vmax)
, (9)

where dij is the distance between xi and xj , and vmin and vmax are the minimal
and maximal forward velocity, respectively.

Rotation. The physically possible rotational velocity is influenced by the robot’s
ground contact. If the actuators are all flat on the ground, the friction will
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be quite high and the engines must overpower these forces before the robot
starts to rotate. We approximated a function ω(·) which provides the maximal
rotational velocity given the actuator configuration. Using this information the
time required for turning from state xi to state xj is given by

tω = tω(i, j) =
|θi − θj |

1
2 (ω(ai) + ω(aj))

, (10)

where θi and θj are the orientations of the two states and ai and aj are the
actuator configurations.

Actuators. The cost to move the actuators from one configuration to another is
defined through the time required to do so.

ta = ta(i, j) = max
k

( |ai,k − aj,k|
vk

)
, (11)

where ai,k and aj,k are the values of the kth actuator of the two states. vk is the
velocity of the kth actuator.

The safety weight of the second planning phase mainly influences the choice
of actuator configurations; higher values will result in safer states at each path
position. To achieve a common basis for the comparison, we selected an initial
path, held it constant for all second phase planning queries and shrunk the focus
of the second planning phase to solely include the initial path (Fig. 6 top-left).
Hence, we prevented impacts of different initial paths and of later route correc-
tions during the second planning phase. This also fixes the number of translations
and rotations leaving only the actuator configurations to be determined.

The top-right image of Fig. 6 shows the number of actuator changes within a
plan for different safety weights. In this setting the actuators are the only means
to increase the safety of the system. With increasing safety weights the number
of actuator changes also increases. Decreasing values in between are explained
by longer sequences of the same configurations.

The safety cost of the paths is depicted in the bottom-left image of Fig. 6.
Raising the safety weight leads to more actuator adjustments in order to reach
better suited robot states in every position. Ultimately, this increases the total
safety (reduced costs) of the final path.

Similar, the bottom-right image of Fig. 6 displays the execution time of the
paths using different safety weights. The higher number of state corrections
through actuator adjustments results in a higher execution time comprising the
time required for the adjustments. The execution time almost triples from about
20 s at w = 0.0 to roughly 55 s at w = 1.0. The execution time still grows
even though the actuator changes decrease in between. This is caused by lower
rotational velocities of more stable configurations with higher traction. The rota-
tional velocity of reconfigurable robots depends on its actuator configuration. For
example, consider the Telemax robot. If the flippers are completely stretched,
the robot will be 120 cm long with maximal ground contact. In this configuration
rotation takes considerably longer than with all flippers folded.
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Fig. 6. Influence of the safety weight on the detailed motion planning: The path used
for evaluation is shown in the top-left corner. We fixed the initial path and reduced the
further path corrections to exactly the initial path, leaving only the actuator config-
urations mutable. The curves show the safety costs and the execution time (seconds)
of the final state space paths for different weights. As only the actuator configurations
are mutable, we displayed the number of configuration changes in the top-right image.
The decrease in actuator changes in between is due to sequences of the same actuator
configuration. The increasing execution time for those values of w2 are caused by higher
rotation times in stable and high traction configurations.

Fig. 7. A tube around a rough path segment (blue). The tube is used to focus the
search of the second planning step (Color figure online).

Ultimately, the planning of the actuator positions is essential to increase
the safety of the robotic system during rough terrain traversal. This leads to a
significant increase of the path’s execution time due to the time needed for the
actuator adjustments and the increased duration of rotational maneuvers.

Roadmap Planner. The roadmap planner uses an A*-search on a graph of the
discretized state space Xs. We focus the state space on tube-like areas around
rough path segments (Fig. 7) and perform the refinement within these bound-
aries. This concentrates the search on the promising region and makes it feasible.
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Fig. 8. The images show exemplary planning queries using no path bias (left), a path
bias of σ = 2.0 m (middle) and a path bias of σ = 0.65 m (right). The final path costs
were determined after 10 000 iterations and averaged over 10 runs for each setup. Using
no path bias the average cost was 29.69 (stdev: 4.43). With a path bias of σ = 2.0 m the
average cost was 17.02 (stdev: 0.36) and with σ = 0.65 m the average cost was 15.78
(stdev: 0.28). Planning required 7.87 s, 26.64 s and 65.95 s, respectively. The increasing
time requirements are due to a greater number of rewiring options. Because we visualize
only two dimensions of a 7D state vector, the displayed planning trees do not exhibit
the RRT* characteristic structure in every detail. The path bias increases the sampling
density in the area around the initial path and enables the algorithm to find a better
solution within fewer iterations.

The state graph Gs(Vs, Es) models a discrete configuration space Xs includ-
ing the actuators. The edge weights are defined by the cost function which is
described above. To find a path with respect to the entire robot state includ-
ing the actuators, we perform an A*-search. The heuristic is the time required
for the straight-line to the goal with maximal velocity. The A*-search allows
us to construct the state graph Gs on demand during the search. The refined
path considers the difficulty of the environment, the stability and traction of the
system as well as the time required to execute the plan. If several rough path
segments exist, the path planning can be parallelized.

RRT*-Planner. The RRT*-planner is an alternative approach to refine the
initial path in rough areas of the environment. It uses a modified version of the
asymptotically optimal RRT* algorithm [20]. This planner is able to search a
continuous state space, hence, can consider more different configurations than
the roadmap planner. We describe a position sampling based on the initial path,
a sampling heuristic for the actuator values of robots with several independent
actuators and the state rejection mechanism.

Path Bias. The initial path search provides an approximate solution. We use
this solution to initialize the RRT*-search and to focus the expansion of the
algorithm. We sample a position from a normal distribution centered at the
initial path. We first determine a position p on the initial path uniformly at
random and then sample from a two dimensional normal distribution around p.
The standard deviation of the normal distribution determines the level of focus.
In our setup we use σ = 0.65m, i.e. the robot length. Focusing the RRT*-search
on the area of the initial path is based on a similar approach in [21]. It reduces
the number of iterations required to achieve better solutions compared to a non-
biased search. See Fig. 8 for an analysis.
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Fig. 9. The left image shows the map with the planning query and an exemplary
solution. The plots show the actuator values of a sample solution using no heuris-
tic (middle) and using the two-fold actuator sampling (right). We used the following
category probabilities: all actuators equal (p = 0.20), front as well as rear actuators
equal (p = 0.65), left as well as right actuators equal (p = 0.10), and all actuators
different (p = 0.05). We performed 10 queries for each setting. The average cost for
the two-fold sampling was 8.13 with a standard deviation of 0.13. The average cost for
the non-guided sampling was 9.06 with a standard deviation of 0.17. Planning took
about 22.35 s on average for 5000 iterations. The two-fold actuator sampling generates
smoother motions and decreases path costs.

Actuator Sampling. When operators control robots with several actuators which
can be adjusted independently (for instance the Telemax robot, Fig. 1), they
often prefer less complex configurations. For many situations it is not required
to treat the actuators differently. Sometimes the front and rear actuators are
adjusted differently. In only few situations different controls for the left and right
actuators are needed. Configurations which position all actuators in a different
way are very rare. To introduce this information into the planning process and
to prefer less erratic actuator movements, we bias the sampling through a two-
step procedure. We determined a set of categories of actuator configurations and
sample a category according to its utility.

The categories for the Telemax robot are: all actuators equal, front as well
as rear actuators equal, left as well as right actuators equal, and all actuators
different. Each category requires a different number of actuator values: one for
the first, two for the second and third, and four values for the last category.
We sample the corresponding number of actuator values and construct the final
configuration. The two-fold sampling smooths actuator motions and decreases
path costs (Fig. 9).

State Rejection. If a new state involves more costs than the current best path, it
cannot be part of the final solution. Thus, we reject these states which are guar-
anteed not to contribute to the optimal solution [21]. This prevents the planning
tree from becoming cluttered with obstructive states. It increases efficiency as
those states are not considered in neighborhood queries and rewiring steps.

6 Parameter Settings

The purpose of this section is to name the parameters of our method and to
give guidelines for appropriate values. First of all, many of the quantities used
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in our method are determined by the robot model or the general setup, e.g. the
maximal traversable height/slope or the maximal velocity.

The kernel size of the filters employed in the roughness quantification should
be the diagonal of the robot dimensions. So a cell’s roughness value and slope
is based on the area of the robot’s footprint centered at the cell. As the robot
dimensions change with the actuator configurations, we used the average of the
smallest and largest configuration, i.e. for the Telemax a squared window of size
100 cm.

We consistently set the resolution of the maps to 5 cm. The resolution of the
motion graph should be set such that the diagonal edges are shorter than the
robot length. Using half the robot size (Telemax: 30 cm), we do not need any
validity tests between robot positions (i.e. vertices) as the tests at the robot
positions cover the transition edges between them. To distinguish between flat
areas and rough areas we specify the maximal height and maximal slope which
can be traversed using a 2D navigation scheme without utilizing the actuators.
We set the value to 9 cm and 15◦ considering the capabilities of the Telemax
with default actuator configuration.

The minimal velocity vmin used in the cost terms for the translation time
specifies the velocity the robot should drive in the very rough areas. We set
the value to 0.12m/s, i.e. 10% of the robot’s maximal velocity of 1.2m/s. The
normalization factors ξs and ξt are determined through the most stable config-
uration on flat ground and 1

π/2 , the maximal angle to the surface, respectively.
ξ normalizes the time cost with respect to the safety cost and is set to 0.5.

The two safety weights w1 for the initial path search and w2 for the detailed
motion planning allow to adjust the importance of the safety for the planning
queries. The former will influence the major direction of the path as it determines
the initial path. The latter influences the robot configurations and the actuators.
Appropriate values depend on the application and the robot model. However,
we used values of w1 = 0.75 and w2 = 0.5 in our experiments.

6.1 Roadmap Planner

The size of the tube around rough segments determines the state space expansion
for the detailed motion planning. We required all positions to be less than 75 cm
away from the path. Hence, we include all positions (vertices) which need at
most two edges to reach the path provided a graph resolution of 30 cm (half the
Telemax length). We found including two positions to either side of the path
in the tube as a reasonable trade-off between the state space expansion and
planning time.

6.2 RRT*-Planner

We use the adaptive ball formulation [20] with the RRT*. The ball determines
the neighborhood of some node; hence, the radius depicts the size of this neigh-
borhood. A large radius means many, potentially too many, neighbors will be
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Fig. 10. First row: Two pictures of a hill of rubble and the map of size 36.4× 30.45 m
captured with a laser range finder. Second row: The plans produced by the roadmap
planner and by the sampling-based planner. Third row: The actuator joint values of the
path produced by the roadmap planner and the sampling-based planner. Values below
zero indicate folded configurations and values greater zero correspond to expanded
configurations. The safety weights are w1 = 1.0 and w2 = 0.5 and the sampling-based
planner ran for 10 000 iterations.

included and tested for optimal solutions and the runtime increases. If too few
neighbors are considered, the optimal solution may not be found. In our setup,
we started with an radius of r = 0.65m (the length of the Telemax) and decreased
over time.

The path focus helps to find better solutions in less time. However, if the
focus is too loose, the space to be searched becomes too large and the benefit
decreases. If it is too strict, the space may be to small for a reasonable refinement
of the initial path. We set σ = 0.65m (the length of the Telemax) for the normal
distribution for all experiments.

The actuator sampling uses a special configuration distribution when used for
robots with several independent actuators. The probabilities are based on obser-
vations of operators, which prefer certain groups of configurations. We found the
following values to work well for the Telemax robot: p = 0.20 for all actuators
equal, p = 0.65 for both front and both rear actuators equal, p = 0.10 for the
left and the right actuators equal and p = 0.05 for all actuators different.
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Fig. 11. First row: Two pictures of a testing hill and the map of size 43.95 × 32.95 m
captured with a laser range finder. Second row: The plan provided by the roadmap plan-
ner and the sampling-based planner. Third row: The actuator joint values of the path
by the roadmap planner and the sampling-based planner. Values below zero indicate
folded configurations and values greater zero correspond to expanded configurations.
The safety weights were set to w1 = 0.5 and w2 = 0.75. The sampling-based planner
ran for 10 000 iterations.

The appropriate number of iterations depends on the size of the rough path
segment. If the segment is short and the number of iterations is high, the neighbor
queries will return large numbers of configurations, hence the planning time
increases. On the other hand, if the number of iterations is too low for a lengthy
segment, only a few rewiring options are tested and better solution may be
missed. However, for most queries 10 000 iterations work reasonably well.

7 Experimental Results

We performed tests with the Telemax robot in maps recorded with a laser range
finder. The environments are shown in Figs. 10 and 11. Their sizes are 36.4 ×
30.45m and 43.95 × 32.95m, respectively. These are quite large environments
compared to related works, which usually focus on smaller patches of purely
rough terrain.



Rough Terrain Motion Planning for Actuated, Tracked Robots 59

We used the following values for the roadmap planner: The resolution of the
maps was 0.05m and 0.3m (half the robot length) for the motion graphs. We
considered eight orientations in each position (45◦ steps). The actuator values
were bound to [−45◦, 45◦] in steps of 15◦. Further, both front, respectively both
rear actuators were required to be the same. We chose a folded configuration
with all actuator values equal to −45◦ as default configuration. The default
configuration was applied in flat areas. The maximal ground contact is reached
with all actuators at 21◦ (see Fig. 1 right).

To setup the RRT*-planner we used the same map resolution, the same range
of actuator values and the same safety weight. The additional parameters for the
RRT* algorithm were set to r = 0.65m as initial radius size of the adaptive ball
formulation.

As the roadmap planner is a deterministic planner, we performed a single
query. To measure the performance of the sampling-based RRT*-planner, we
performed 10 times the same query and measured the average. The simulation
was performed on a 3.33 GHz Intel Xeon CPU and 12 GB memory. If a path
contained several rough segments, we parallelize the planning queries for the
rough segments. We compared the actuator values, the planning time and the
cost of the final path.

We tested the algorithms on two different maps. In the first scenario, the
robot had to cross a hill of rubble through the low risk areas, avoiding high
elevations (Fig. 10). In the second scenario, the robot climbed a steep ramp,
crossed the top of a hill and descended over a ramp on the other side (Fig. 11).

The roadmap planner provided a solution in less time than the RRT*-planner.
Both planners found a stable and valid path. The cost of the plan produced by the
RRT*-planner is slightly higher. The roadmap planner needed 45.85 s to return
a path of cost 18.06. In comparison, the RRT*-planner required about 65.32 s on
average to provide a plan with an average cost of 19.03 and a standard deviation
of 0.26. For the second scenario, the roadmap planner took about 41.23 s to find
a solution of cost 45.61. The RRT*-planner required about 76.88 s to generate a
plan. The average cost is 48.47 with a standard deviation of 0.3.

The differences in path quality between the roadmap planner and the RRT*-
planner are tolerable considering the following advantages of the sampling-based
approach. To be tractable the roadmap algorithm must plan on a considerable
smaller and discretized state space. The RRT*-planner, in contrast, considers a
continuous state space, which does not limit a solution to grid positions. This
is beneficial especially if the environment involves inclinations and structures
that are not aligned with the grid. The continuous state space allows more
configurations to be used. Thus, the approach has the potential to overcome
more challenging obstacles. Finally, the sampling-based approach scales better
to larger configuration spaces.

8 Conclusions and Future Work

In this paper we presented a motion planning algorithm for robots with actively
reconfigurable chassis to find safe paths through rough terrain. We introduced
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a hierarchical planner which quickly determines an initial path considering only
the robot’s operating limits rather than the complete states. The initial path
is used to focus the search in the high dimensional state space of the second
detailed motion planning phase. We plan the robot’s motions in detail only in
rough areas where it is really necessary. We described a roadmap method and
a RRT* approach to refine the initial path during the second planning phase.
Our algorithm does not rely on predefined motion sequences or on a terrain
classification. Hence, it can be applied to urban structures, like stairs, as well as
to rough unstructured environments.

Future work will focus on overcoming more challenging obstacles, like boxes
or high steps. This will require a more accurate modeling of the robots footprint
and the contact points with the environment. Also, we will investigate meth-
ods which reuse previous planning results to answer replanning queries to the
same goal if the robot deviates from the previous plan. The current controller is
solely based on differential GPS; we are planning to improve the path execution
through a more sophisticated controller.
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Abstract. In this article we address coverage and comprehensiveness
issues raised by the integration of a large class of psychological phe-
nomena into rational dialogical agents. These two issues are handled
through the definition of a generic framework based on the notion of
personality engine, which makes it possible to reify in separate modules
in one hand the application-dependent parts and on the other hand the
resources involved in the representation of the psychological phenomena.
We introduce an enriched taxonomy of personality traits, based on the
well-used ffm/neo pi-r taxonomy and we show how it can be applied
on an example of agents, taken from the literature. Then we introduce
the necessary concepts for modeling a personality engine. A case study,
using a simplified world of dialogical agents, shows how those agents can
be provided with a personality engine affecting the way they communi-
cate with each other, and demonstrates how it can be used to implement
the example. Finally, we compare our approach to other attempts at
implementing personality features in rational agents.

Keywords: Cognitive agent modeling · Personality traits · Dialogical
agents

1 Introduction

Designing virtual humans or agents to be used as long-term companions require
them to display a believable behavior which remains consistent over time. In
psychology, the concept of personality trait [6,15] is defined as an habitual pat-
tern of behavior or emotion, and therefore provides an appropriate theoretical
foundation to build upon to reach the aforementioned goal. Once personality
traits have been identified (or designed, in the case of an artificial agent), it is
possible to anticipate (or define) their influence, in order to know extent how
one will usually react in a particular situation: not only from an emotional per-
spective, with works from [28] often used to implement psychological phenomena
into artificial agents, but also from a rational point of view [8], as studied for
artificial agents by Rousseau and Hayes-Roth [32,33].
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However, most research works on the computational implementation of psy-
chological phenomena (cf. discussion in Sect. 4) usually fail to take into account
two key notions: coverage, as they often focus only on a small subset of psychologi-
cal phenomena (e.g. considering few traits), and comprehensiveness, because they
resort to procedural implementations (e.g. hard-coded rules) therefore excluding
experts (i.e. psychologists) from the agent’s behavior design process. The work
presented in this paper aims at addressing those two restrictions.

Coverage Issues. A key question regarding the principle of influence lies in
the actual extent of the psychological influence over the reasoning. Typically,
artificial agents focus on distinct subsets of domain-dependent psychological
notions (e.g. a poker player [13]). However, the growing interest in conversa-
tional agents [5] opens new perspectives where psychological notions become
first class citizens (e.g. a different approach to poker player [23]), thus leading
to a need not only for larger psychological domains, but also for a more generic
way to handle them.

Research works in psychology offer several personality traits taxonomies, but
because such taxonomies try to cover a large set of aspects of the personality of
a person, they are in turn too general from a computational viewpoint: Catell’s
16 personality factors [6], only 5 large classes in a single level for the Five Factor
Model (ffm) [16], and 30 bipolar classes in the two-level Revised NEO Per-
sonality Inventory (ffm/neo pi-r), which extends ffm. It is therefore difficult
to define a precise interpretation of their classes in terms of operators over the
rational process of agents, even for ffm/neo pi-r, the most fine-grained of the
commonly used taxonomies. For example, this led us [34] to propose an extended
version of ffm/neo pi-r with a third level of so-called behavioral schemes that
increases the precision in terms of classes (69 bipolar schemes) and lexical seman-
tics (each scheme being defined by a set of actual behaviors).

Comprehensiveness Issues. Assuming that a well-grounded and precise
taxonomy of personality is available, a second question follows: what kind of
influence operators over the agent’s process can be elicited from and associated
with the taxonomy classes? Some works have proposed models describing how
influences operators can be associated with taxonomy classes (cf. examples in
Sect. 4), proving the feasibility of such an approach on case studies, but they are
usually based on small subsets of arbitrarily chosen psychological behaviors (an
agent is ‘lazy’ etc. [35]). Therefore there is a need for a more comprehensive app-
roach to the systematic implementation of complete personality traits domains
(e.g. covering ffm) onto the rational process of artificial agents1, with two main
requirements:

– Computational implementation: no complete, orthogonal, and approved set of
operators that would apply to main agent frameworks (from different fields
such as artificial intelligence, multi-agents systems or intelligent virtual agents)
currently exists. A modular and flexible approach is needed, to allow subsets
of operators to be implemented in distinct frameworks.

1 Complete coverage has been attempted for emotions, as in OCC [28].
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– Psychological relevance: we need a model of relationships between classes and
operators approved by psychologists. It would require a declarative approach,
where distinct models of relationships could be shared by psychologists for
experimentation and discussion, thus excluding procedural encoding.

Managing Influences with Personality Engines. We propose an approach
in which resources are both application-dependent and designer-dependent
representations, and where the personality engines combine those resources to
implement actual scenarios. This concept of personality engine allows to easily
implement and test various psychological hypotheses through resource combi-
nation, but also to apply them to a wide variety of application domains for
experimentation and evaluation purposes.

This article is organized as follows: in Sect. 2, we introduce the enriched
taxonomy of personality we have chosen to use in this study, show how it can
be used on an example from the literature and introduce the concepts nec-
essary to define a personality engine. Section 3 presents a case study using a
simplified world of dialogical agents, shows how those agents can be provided
with a personality engine affecting the way they communicate with each other,
and demonstrates how it can be used to implement the example from Sect. 2.
Section 4 compares our approach to other attempts at implementing personality
features in agents.

2 The Personality Engine

2.1 An Enriched Personality Domain

The Traditional ffm/neo pi-r Taxonomy. Several theoretical approach to
study human personality have been developed over years: Freudian psychoanaly-
sis, types and traits, Maslow and Rogers’ humanistic psychology, Bandura’s social-
cognitive theory, etc. Among them, personality traits have been widely used as a
ground for studies in affective computing [31] and cognitive agents [18]. We will
therefore rely on them and focus on the ffm/neo pi-r taxonomy [17], which is
the most prominent one in the context of computational studies (cf. [21]). The
ffm/neo pi-r taxonomy is made of five classes of psychological behaviors,
also called O.C.E.A.N. traits. namely Openness, Conscientiousness, Extraversion,
Agreeableness, Neuroticism. Each FFM trait is divided into six sub-classes (called
facets) resulting in 30 bipolar2 positions [7], listed in Table 1. The semantics of
each facet is intuitively defined by a unique gloss3, e.g. facet Fantasy is defined by
“receptivity to the inner world of imagination” and Aesthetics by “appreciation of
art and beauty”.
2 Each facet has a positive (resp. negative) pole noted + (resp. −) associated with the

concept (resp. the antonym of the concept). Facets are referred to using the name of
their + pole.

3 A gloss is a short natural language phrase defining intuitively a lexical semantics
sense, as found in dictionaries or in WordNet synsets [12].



A Framework Covering the Influence of FFM/NEO PI-R Traits 65

Table 1. Two-level ffm/neo pi-r taxonomy.

FFM Traits ffm/neo pi-r facets (each symbol includes a + and a −
(antonym) pole)

Openness Fantasy, Aesthetics, Feelings, Actions, Ideas, Values

Conscientious-ness Competence, Orderliness, Dutifulness, Achievement-striving, Self-discipline,
Deliberation

Extraversion Warmth, Gregariousness, Assertiveness, Activity, Excitement-seeking,
Positive-emotions

Agreeableness Trust, Straightforwardness, Altruism, Compliance, Modesty, Tender-mindedness

Neuroticism Anxiety, Angry-Hostility, Depression, Self-consciousness, Impulsiveness,
Vulnerability

The Enriched ffm/neo pi-r/bs Taxonomy. The ffm/neo pi-r grounded on
state of the art research in psychology, which allows us to safely consider that it
covers a large part of the domain of a person’s personality traits. However, when
one is interested in the computational expression of psychological phenomena
such as personality traits, the facet definitions (based on a unique gloss per facet
as in the aforementioned examples) are too general from two complementary
points of view:

(1) They can cover a large set of psychological behaviors so that scripting the
psychology of a character can be imprecise. A third level, breaking down
facets into smaller subsets would facilitate an association with more specific
behaviors.

(2) Definitions are so general that defining a precise functional relation between
facets and influence operators can be difficult, which also encourages to go
towards breaking down facets into more specific psychological behaviors.

These considerations led us to rely on an enriched three-level taxonomy of
ffm/neo pi-r, called ffm/neo pi-r/bs [2] and available on the Web4, in which
each facet of ffm/neo pi-r, is decomposed in so-called behavioral schemes (or
schemes in short). It extends ffm/neo pi-r by associating glosses to the senses
of a large set of 1 055 personality adjectives, using the WordNet database [12],
completed and aligned with 300 Goldberg’s questionnaire so-called q-items5, and
for each ffm/neo pi-r position, glosses and items have been clustered into sets6

of congruent operational behaviors: the schemes. Quantitatively, ffm/neo pi-
r/bs taxonomy features: Nfacet = 30, Ngloss = 766, Nscheme = 69, Nglosses/facet =
26 and N schemes/facet = 2.3.

Example: Defining a Personality Profile into the ffm/neo pi-r/bs Tax-
onomy. We propose to consider an example taken from CyberCafe in Rousseau
4 http://perso.limsi.fr/jps/research/rnb/toolkit/taxo-glosses/taxo.htm
5 http://ipip.ori.org/newNEOKey.htm
6 Like facets, schemes are bipolar and are often referred to by their +pole.

http://perso.limsi.fr/jps/research/rnb/toolkit/taxo-glosses/taxo.htm
http://ipip.ori.org/newNEOKey.htm
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and Hayes-Roth (1996), in which several characters who endorse the same inter-
actional role of a waiter (wi) have distinct psychological profiles P(wi), entailing
distinct psychological behaviors B(wi) such as:

P(w1) realistic, insecure, introverted, passive, secretive

B(w1) Such a waiter does and says as little as he can

P(w2) imaginative, dominant, extroverted, active, open

B(w2) This waiter takes initiative, comes to the customer without being asked for, talks
much

w3,4 etc.

Considering the psychological profile P(w1) of waiter w1, it can easily be
transposed onto the ffm/neo pi-r/bs taxonomy in terms of scheme activations
(formal definition is given in Sect. 2.2):

where elements of P(w1) are transposed in order, separated by ‘;’ in P’(w1).
We can notice that this profile mainly activates negative poles and that a
ffm/neo pi-r/bs scheme can easily be found to correspond to each P trait
(which means that P traits are more schemes than actual ffm traits or ffm/neo
pi-r facets). The only exception is introverted, which is associated to the whole
ffm trait -Extraversion, thus entailing 12 schemes, which adds precision. The same
remarks apply to P(w2) but for the activation of positive poles; it is actually
likely that P(w1) and P(w2) were hand-built.

P’(w1) offers a more systematic positioning in ffm/neo pi-r and a more pre-
cise behavioral definition because the definition B(w1) is replaced with the
glosses associated with the activated schemes in ffm/neo pi-r/bs. For example,
-PRACTICAL is defined by the WordNet glosses (Ni) and Goldberg’s q-items (Qi)
associated to it:
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N618 guided by practical experience and observation rather than theory

N626 aware or expressing awareness of things as they really are

N788 freed from illusion

N1232 concerned with the world or worldly matters

N795 sensible and practical

Q6 Spend time reflecting on things

Q7 Seldom daydream

Q8 Do not have a good imagination

Q9 Seldom get lost in thought

and so on for -INSECURE, - COLD etc.

In summary, ffm/neo pi-r/bs offers a personality description: not only it covers
the eight classes proposed in Cybercafe [32], but it also enables a more precise
and practical behavioral description, which justifies our decision to use it in the
following sections.

2.2 Architecture of a Personality Engine

Personality Engine Structure. We define a personality engine PE as a 5-tuple
such as PE = 〈O, W, T, ΩW, M〉 where:

– O is a personality ontology that enables precise descriptions of personalities.
We will use in this paper the set Σ of bipolar schemes from ffm/neo pi-
r/bs (described in Sect. 2.1), thus |Σ| = 69. The subset of positive (resp.
negative) positions is denoted +Σ (resp. −Σ), and their union is ±Σ such as
±Σ = +Σ ∪ −Σ and |±Σ| = 138;

– W is an agent world model that includes: their internal structure Ws; their
external communication protocols Wc; their rational decision making process
Wr. For example, a BDI-based model [30] or a more specific one, such as the
one defined in Sect. 3.1;

– T is an application topic enabling the instantiation of W in a particular case;
– ΩW is a set of influence operators over Wr ∪ Wc = Wrc;
– M is an activation matrix, establishing a relation over ±Σ × ΩW.

O, W and T are considered as given resources, whereas ΩW and M must be elicited
from the resources, as explained in Sects. Influence Operators Elicitation and
Activation Matrix Elicitation.

Influence Operators Elicitation. Given an agent model W, influence opera-
tors are meta rules ω ∈ ΩW controlling or altering the non structural parts of W,
i.e. Wrc.

Example. Let us consider some plan in Wr containing the expression e =
par[a1, a2, a3], which is a set of three actions to be executed in no particu-
lar order (like operator par of CSP). One can define the rule ω1 = par → seq
which, applied to e, can intuitively stand for an indication to an agent to execute
its actions routinely (and correctly). On the contrary, a rule ω2 = seq → par
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could stand for a disorderly agent (and sometimes lead to incorrect executions
of the plan).

This simple example shows that whenever, formally, any rule over Wrc is an
influence operator, only those that could be interpreted in terms of psychologi-
cal behaviors are actually relevant. Consequently, one has to consider operator
elicitation as an operation from Wrc × O �−→ ΩW rather than Wrc �−→ ΩW.

The definition of an algorithm that takes a couple of resources W and O and
automatically produces the7 set ΩW is still an open question. For the time being,
we have to restrict to hand-built operators sets, which are de facto designer(s)-
dependent. The notion of personality engine makes it possible to handle the
management of this diversity (e.g. distinct propositions PEi, based over the same
W and/or O, can be tested and systematically compared). An example of operator
elicitation is detailed in Sect. 3.2.

Operators Intensity and Direction. Operators like par and seq, are acti-
vated straightforwardly: they are applied or not. However, various operators
can be activated in more complex manners through argument passing. We will
consider two frequent cases:

– An intensity is given, cf. activation levels in Table 3;
– Operators also working in reverse or antonym mode can be given a direction

(e.g. operator ω−safe in Sect. 2.3).

Activation Matrix Elicitation. Once given the set schemes σ ∈ ±Σ and
a set of influence operators ω ∈ ΩW, the designer(s) of a particular processing
engine must elicit how ±σi are linked to ωi, that is which schemes activate which
operators. This relation, which is again designer-dependent, is established by a
multi-valued matrix M of so-called activation levels λi,j such that M = ±Σ × ΩW.
Elements λi,j of M have the following values and conventions:

2 activate operator with strong force
1 activate operator with moderate force
0 the operator is deactivated
-1 activate antonym operator (if it exists) with moderate force
-2 activate antonym operator (if it exists) with strong force

2.3 Instantiating Personality Engines

Once given a particular personality engine PE0, one has a symbolic structure
that can be instantiated into actual situations varying from two main points of
view: application topics and personality profiles.
7 Using ‘the’ raises issues of existence (no possible influences found) and unicity

(several distinct sets found thus prompting an order relation).
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Application Topics. Let T0 be a particular topic providing a set of avail-
able actions αi ∈ A(T0). The topic also provides influence operators of PE0
with application-dependent information about αi. For example, let ω+safe be
an operator that sorts a set of actions from the safest to the least safe: ω+safe

.=
Sort({αi},≺danger). To be operational, operator ω+safe requires topic T0 to
provide a measure function μdanger : A(T0) �−→ [0, 1]. Operator ω+safe has an
antonym, ω−safe, that sorts actions in reverse order.

Personality Profiles. Intuitively, personality profiles are often defined as sets
of adjectives/adverbs describing the behavior of a person. For instance, in the
Cybercafe example (cf. Sect. 2.1), personality profile P(w1) was first defined
with a set of common words: {realistic, insecure, introverted, passive, secretive}.
The research about personality trait taxonomies enables more precise definitions
that use a mapping in terms of sets of well-grounded concepts, like P’(w1). Using
ffm/neo pi-r/bs prompts the following definition:

Given an individual x, its personality profile P(x) can be defined as a set of
|Σ| functions p(σi) : Σ −→ {+,	,−} where:

	 means that with regard to scheme σi, person x’s behavior is not significantly
deviant from an average behavior;

+ means x’s behavior is deviant from average according to +pole;
− means x’s behavior is deviant from average according to -pole.

Notation. When one considers the 69 schemes of Σ, people tend to exhibit an
average behavior for most of them. Consequently P(x) is often a scarce vector
with most elements valued with 	, so P(x) is preferably given as a set of non
	 schemes. For example, Paul’s personality will be denoted in short: P(Paul)
= {-HARDWORKER, -ATTENTIVE, HARMLESS, EMPATHIC, -SHOWY}, ignoring the 64 other
schemes for which his behavior doesn’t stand out.

3 Case Study

In this section we present a case study showing how personality engines can be
defined, then instantiated in actual situations. To support the eliciting process
of influence operators, one must chose an application model, to focus on agents’
communication, well-used KQML [14], ACL-FIPA [27] or BDI models with logics
(KGP [22], 2APL [9], Golog-based etc.).

3.1 TALKINGS: A Typical World of Dialogical Agents

We consider here a simplified model, called (a simple world of agents interact-
ing through message passing), that allows a comprehensive presentation of our
approach. For this example, we have chosen to focus on conversational agents, a
fast growing application domain. Consequently, we will consider traits and oper-
ators associated with social and dialogical aspects of the agents, which cover
about 55% of the ffm/neo pi-r/bs schemes [34]. The process described here is
complementary to non-dialogical aspects of the agents studied in [3]).
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Table 2. Intuitive semantics of the levels of activation of the message operators.

Agent Model. Let Talkings be an actual world composed of physical or
abstract entities, which is accessed through a representation of its entities into a
symbolic model M. An entity ei ∈ M is defined in LM , its associated language of
description, as a set of rule-based definitions of the general form di = leftpart �→
rightpart such that ∀ei ∈ LM ; ei = {di}.

Agents. ai ∈ A represent dialogical entities of M that can perform practical
reasoning. An agent ai ∈ A is defined as a 5-tuple 〈id,K, S, Φ, Ψ〉 where:

– id is a string providing a unique identifier for the agent;
– Knowledge base K = ki ∈ Lk is a set of propositions over M;
– Social base S is the set of roles endorsed by the agent (over Talkings, or

relatively to another agent of Talkings);
– Feature base Φ is the set of physical attributes of the agent (to simplify, Φ

will not be considered further);
– Psychological base Ψ = ΨT ∪ ΨM is a set of static traits ΨT and dynamic

moods ΨM (dynamic moods are out of scope here since we focus on personality
associated with static traits).

Message Structure. Collectives ci ∈ C of Talkings agents can support the
operation: send[t, a, {bi},m] that enables the transfer of a message m at turn t
between the sender agent a and one or more receiver agents {bi}. In the following,
we restrict this definition to interactions between the couple of agents a ⇔ b
(in the following, a denotes the so-called speaker and b its interlocutor) hence
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considering operations of the form send[t, a, b,m]. A message m into such send
operations contains four expressions, explicitly stated by speaker agent a towards
interlocutor agent b:

m = 〈Reaction,Proaction,Forces,Content〉
Reaction is the attitude that a adopts, and expresses explicitly, in reaction to
its own evaluation of the previous message from b at turn t − 1. Reactions are
organized on a -/+ scale, ranging from total disagreement (noted No) to total
agreement (noted Y es). The first message of the first turn of a session has an
empty reaction (noted –).

Proaction is the main attitude stated by a towards b. Two main proactive
attitudes are considered, according to the direction of the intention of a:

– Ask, represented as a
A Content←−−−−−−− b, where agent a sends a query to b about

Content;
– Propose, represented as a

P Content−−−−−−−→ b, where agent a sends a proposition to
b about Content.

Forces are optional modalities of proaction operators (A|P), explicitly expressed
by a, in order to contribute to the expected success of the message. A message
from a is considered successful when in reply from b, the reaction of b is positive
and the proaction of b is relevant to a. We consider four distinct forces ; each
one is organized as a bipolar −/+ scale:

– Dominance ranges from force -submissive to +dominant, which can modalize
operators A|P, e.g. A -submissive can be viewed as begging and A +dominant
as requesting.

– Feelings ranges from force -aggressive to +affective, when used with operators
A|P.

– Motivation ranges from force -hide to +open. An agent using open force
explains clearly and frankly the rational motive(s) of the sending. Conversely,
the agent can try to hide its rational motives or even to express untrue motives.

– Incentive ranges from force -menace to +promising. An agent a using +promise
force attempts at facilitating the success of its message by providing rational
positive reasons for b to react positively to it, or by addressing direct rewards.
Conversely, a can try to obtain agreement from b through -menace (e.g. by
stating rational negative outcomes for b if it disagrees) or by addressing direct
threats.

Content is the body of the message, that is the object of the proaction. Five
main classes of objects are considered:

– Knowledge is a fact ki ∈ Lk;
– Action is an operation upon the world. For example, A a(x) means a asks b

to execute a(x), while P a(x) means a intends to execute a(x);
– Resource is an entity in the world that can be possessed and transferred;
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– Norm describes rights or duties of agents in a given collective ci;
– Emotion describes a personal mental state (e.g. mood) or an interpersonal

affective relationship.

With these definitions, the structure of a message m can be represented as:

−|Y es|No × A|P × [D][F ][M ][I] × k|a|r|n|e

where | separates alternatives, [] embraces optional forces, k, a, r, n, e are the five
types of content and × is the Cartesian product, thus defining the message domain.
A turn t is a couple 〈send[t, a, b,m], send[t, b, a,m′]〉 where m′ is the reply to m.
A simple interactional session is a sequence of turns; more complex sessions can
include sub-sessions (called threads) e.g. in case of conditional reactions.

Table 3. Excerpt from Activation matrix MTalkings. When λi,j = ∅ then λi,j =
GenericAgentj .

3.2 Building a Personality Engine in TALKINGS

Eliciting Influence Operators. Considering the previous agent’s model (i.e.
W = Talkings), it is possible to associate with the model a set of influence
operators ΩTalkings that define meta control over the rational decision making
process of the agents Wr and over the message passing process Wc. We will focus
here on the operation of building and sending messages, i.e. on Wc. Browsing
the model, described in Sect. 3.1, we can define 15 operators organized in a
2×2 ontology, mirroring the model structure: at the first level of the ontology,
influence operators on message passing can be divided into two main classes,
proaction and reaction, and at the second level, we can distinguish for each class
implicit and explicit operators. We therefore distinguish:
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– Explicit proaction operators, which are expressed into messages.
– Implicit proaction operators, which are not explicitly expressed in messages

but can influence the way messages are built and are related to the social
capacities of the agent.

– Explicit reaction operators, which are expressed into messages, in terms of
Yes/No reactions.

– Implicit reaction operators, which mirrors implicit proaction.

Table 2 gives a list of exhibited message operators together with an abridg-
ment of their semantics associated with their activation levels λ, ranging on
scales with discrete positions defined in Sect. 2.2.

While we have used a simplified communicating agent model, together with
the description of the ffm/neo pi-r/bs schemes, it was possible to exhibit 12
operators, defined and organized as in Table 2. In comparison, the eight “types of
behaviors” similar to our operators (Perceiving, Reasoning, Learning, Deciding,
Acting, Interacting, Revealing, Feeling) given in Cybercafe [33] remain rather
general, although some can be directly mapped onto Talkings operators such as
Perceiving and Guess, Learning and Ask, Revealing and Motivation. Feeling would not
be handled here since we consider interactions only and not internal emotions.

Establishing an Activation Matrix. Given the set ±Σ and the set ΩTalkings

of elicited operators in the case study Talkings, it is possible to define an acti-
vation matrix MTalkings, which establishes the relationships between the schemes
and the operators. Table 3 shows an excerpt of a proposition for MTalkings (from
the 138 schemes of ±Σ, we display only the 10 schemes used in the example of
Sect. 3.2). Not to overload Table 3, activation values λi,j that are associated with
an average behavior are factorized in headline “Generic agent” and represented
as empty cells.

Example of Personality Scripting. As an example of instantiation of the
personality engine defined for Talkings, we consider P’(w1) from the Cyber-
cafe example (cf. Sect. 2.1). For simplification purposes, the 12 schemes associ-
ated with adjective ‘introverted’ are coerced into a single one Ewarmth-COLD (first
arbitrarily chosen) thus prompting a new profile:
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Respectively for waiter w2 we have:

Values of activation levels associated with P”(w1) and P”(w2) in MTalkings are
given in Table 3. For example, crossing Tables 2 and 3, it is possible to identify
the influences of one of the schemes of P”(w1) e.g. Atrust-SECRETIVE (last line of
Table 3):

A/0 don’t ask explicitly (while average behavior would be 1: ask if needed by the
rational process)

P/0 don’t propose explicitly (idem)

F/0 no sensibility to inner feelings activated (idem)

M/-1 hide one’s own motives

I/0 usage of positive or negative incentives over others deactivated

A-/-2 react explicitly always by a rejection when asked with a force considered negative

A+/-1 react explicitly positively but with protest, when asked with a force considered
positive

B/0 no bond positive or negative is activated (while the average behavior would be 1:

bond if needed by the rational process e.g. in social condolences)

Operators A, P, F, I, B are controlled via deactivation (λ = 0). Actually average behavior often uses (λ = 1)

One can make the following remarks:

R1: Over the set of 12 operators in Table 3, scheme +PRACTICAL is not distinct
from Generic agent. This is consistent with the fact that Bratman’s agents
implement an implicit personality close to scheme +PRACTICAL and be viewed
as a particular case.

R2: All lines of Table 3 are distinct, entailing that all schemes are distinct con-
cepts with distinct sets of influences.

R3: It happens that profiles of the Cybercafe waiters, P”(w1) and P”(w2) acti-
vate exclusive schemes (*). Their definition is not always consistent, mean-
ing that some schemes are activated by contradictory levels e.g. 1 and -2.
In theory, when a personality is scripted, nothing prevents from defining
conflicting activations of the same operator: our approach makes it easier
to automatically check for such cases and to handle them manually or auto-
matically, according to an order relation possibly provided by psychologists.
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3.3 Discussion

Relevance and Completeness of the Operators. The process of operator
elicitation ensures that all operators defined in trait Conscientiousness are rele-
vant. For example, in the case study above, because they are synthesized from
scheme glosses, they are activated in a non trivial manner at least once8 (i.e.
∀σ ∈ MTalkings,∃j such that λi,j �= generic-agent (i)).

Conversely, the elicitation process does not ensure that all possible operators
are found; from a psychological point of view this is not yet attainable. Actually
this issue is in support of our approach that is based on the state of the art of
the coverage of the domain of the psychology of a person, that is to say trait tax-
onomies, in particular ffm/neo pi-r. Moreover, the refined version ffm/neo
pi-r/bs, grounded on large ascertained lexical resources (e.g. WordNet), cov-
ers according to the state of current literature, the effective behaviors that are
associated with personality traits, hence restricting the risk of silence.

Validation of Activation Matrix Values. Weights λi,j ∈ MTalkings are set
by annotators. This results in (1) inter annotator quantitative differences that
can be partly controlled with statistic tools acting over the annotating group;
(2) qualitative controversies between computer science experts and psycholo-
gists. The proposed approach has the virtue of putting into light the essential
issue of those qualitative controversies, usually embedded in the programming
process of the procedural approaches, listed in Sect. 4. In our case, the use of a
declarative method, through a matrix of activation levels instead of procedural
rules, increases the comprehensiveness and the tracking of the traits/behaviors
association. Moreover, the declarative approach clarifies the discussions with
psychologists, who in fine must validate the decisions.

Evaluation of the Model. In this paper we propose an approach for handling
the phenomena, stated in the literature, of personality traits influence over plans
and actions. Our purpose is not the direct evaluation of a particular model
(composed of: a specific rational model, a specific set of influence operators and
a specific set of activation levels) through an experimentation. Here we pursue
a double objective:

1. present a proof of concept of the principle of influence: ‘points of influence’
actually exist in the rational decision making process;

2. propose a method that is (a) generic i.e. not designed for a small set of
specific traits but covering a large domain of the personality of a person; and
(b) declarative i.e. using explicit levels instead of embedded rules.

For example, a consequence is that Tables 2 and 3 must be viewed as instances of
our approach. As such, they need to be evaluated through proper experiments,
but which are beyond the scope of this paper.
8 Except for first line of Table 3 (O fantasy -practical), which is similar to a line generic-

agent as this trait can be viewed as Bratman’s notion of practical reason (1987).
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4 Related Works

Since works of Rousseau and Hayes-Roth (1996), extensive research has been
undertaken, especially recently, involving both psychological phenomena and
artificial agents in at least four communities: rational agents, multi-agents sys-
tems, conversational agents and affective computing.

Gratch and Marsella (2004) have implemented a psychological model, mainly
dedicated to emotions, based on traditional SOAR architecture, but most authors
have proposed improvements of BDI architectures exhibiting both rational rea-
soning modules and psychological reasoning modules [24]. For example, the eBDI
model [20] implements emotions in a BDI framework, in which they give a good
introduction about the necessity to implement emotions into rational agents.
Indeed, BDI architectures offer an open and flexible engine (the deliberation
cycle), for example using tools like 2APL [9], which is why we rely on it for the
support of the framework that underlies this study.

However our approach is distinct from most studies using BDI engines,
mainly because in those studies the psychology of the agent is based on dynamic
mental states (like moods and affects, as in Sect. 3.1), which influence the bodily
(facial and gestural) expression of emotions, but they have no or little impact
upon the decision making process of the agent, especially for controlling conver-
sational strategies. Instead, in our approach the static features of the personality
of an agent are expressed through its influences upon operational behaviors.

Using the BDI platform JACK [19], CoJACK [11] provides an additional lay-
ers which intends to simulate physiological human constraints like the duration
taken for cognition, working memory limitations (e.g. “loosing a belief” if the
activation is low or “forgetting the next step” of a procedure), fuzzy retrieval of
beliefs, limited attention or the use of moderators to alter cognition. A similar
approach is taken for conversational agents in PMFserv [36].

However, in these studies, authors focus on the influence of physical or cog-
nitive capacities over the deliberation cycle but not on actual psychological phe-
nomena like moods or traits.

Closer to our work, Malatesta et al. (2007) use traits to create different
expressions of emotions, especially by influencing the appraisal part of the OCC
theory [28]. They focus on how agents evaluate the results of their actions and of
external events, whereas we focus on the way they perform a task. In the same
way, Rizzo et al. (1997) have shown that goals and plans can be used to represent
a character’s personality in an efficient way, by attributing specific behaviors
to the pursuit of each goal. Personality traits are used to choose between the
multiple goals of a BDI agent (i.e. traits influence Desires). Once chosen, goals
are planned and executed directly.

However, in our case, traits operate on already planned goals (i.e. traits
influence Intentions). This remark also applies to [26], based on the architecture
of conversational agent GRETA [29], which involves models of personality for the
expression of emotions (face, gesture, etc.) and to the FATIMA architecture [10]
stemming from [29], which implements personality traits.
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Finally, all these studies share the same approach to psychology, each of
them focusing on particular capacities or particular traits. They do not attempt
to cover a whole domain, hence they are not concerned with managing and
comprehensiveness issues.

5 Conclusions

The principle that personality traits influence the mental state and the ratio-
nal decision process of people has been widely applied to implement psycho-
logical phenomena into artificial agents. However we are far from the situation
where a generic model can be approved because significant parts are still author-
dependent (e.g. OCC [28] for emotions) or designer-dependent (as in Sect. 4).

We have shown in this article an approach based on personality engines which
provides three main advantages: Firstly, it reduces and reifies author/designer-
dependent parts in only three main kinds of resources: trait ontologies, sets of
influence operators and activation matrices. Secondly, it defines a process for
designing the resources and for implementing, in a declarative way (activation
matrix), personality influences in dialogical agents. Thirdly, it offers an archi-
tecture where these resources can be flexibly combined (cf. Sect. 3.2) and easily
observed (cf. Sect. 3.2). Moreover, although our approach could be extended to
other psychological taxonomies, it relies on the well-grounded ffm/neo pi-r,
enriched with behavioral schemes that make it easier to design the resources.

We intend to extend this work in two main directions: first, by eliciting opera-
tors over outstanding BDI (e.g. 2APL) agent frameworks in order to demonstrate
its independence with regard to the model of rational agents that is chosen, and
second, by experimenting the whole architecture through actual scenarios, super-
vised by psychologists. For example, the perception of the implemented agent’s
personality by human users could be evaluated after an interactive session with
questionnaires such as the Agent Persona Instrument [1].
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Abstract. An approach to normative systems in the context of multi-
agent systems (MAS) modeled as transition systems, in which actions
are associated with transitions between different system states, is pre-
sented. The approach is based on relating the permission or prohibition
of actions to the permission or prohibition of different types of state tran-
sitions with respect to some condition d on a number of agents x1, ..., xν

in a state. It introduces the notion of a norm-regulated transition sys-
tem situation, which is intended to represent a single step in the run of
a (norm-regulated) transition system. The normative framework uses an
algebraic representation of conditional norms and is based on a system-
atic exploration of the possible types of state transitions with respect to
d(x1, ..., xν). A general-level Java/Prolog framework for norm-regulated
transition system situations has been developed, and this implementa-
tion together with a simple example system is presented and discussed.
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1 Introduction

Many dynamic systems, including multi-agent systems (MAS), may be modeled
as transition systems, in which the actions of an agent are associated with tran-
sitions between different states of the system. There is a number of different
approaches to normative systems in this context. The permission or prohibition
of a specific action in a transition system is naturally connected to permissible
or prohibited transitions between states of the system, and norms (sometimes
referred to as ‘social laws’) may then be formulated as restrictions on states and
state transitions.

This paper will introduce the notion of a norm-regulated transition system
situation, which is intended to represent a single step in the run of a (norm-
regulated) transition system. The permission or prohibition of actions in this
framework is related to the permission or prohibition of different types of state
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transitions with respect to some condition d on a number of agents x1, ..., xν in
a state. The framework uses an algebraic representation of conditional norms,
based on the representation used in the norm-regulated Dalmas architecture
(see Previous Work, Sect. 1.2). The novel feature presented here is primarily an
extension to the Dalmas’s normative framework, based on a systematic explo-
ration of the possible types of state transitions with respect to d(x1, ..., xν).
A norm-regulated transition system situation is easily instrumentalized into a
general-level Prolog module that can be used to implement a wide range of
specific norm-regulated dynamic systems.

Important norm-related issues such as enforcement of norms, norm change
and consistency of normative systems are beyond the scope of this paper; how-
ever, the approach presented here is general in nature, and may be combined
with many different approaches to, e.g., norm enforcement. The term ‘agent’
will be frequently used for some sort of ‘acting entity’ within a dynamic system,
but no special assumptions are made about for example autonomy, reasoning
capability, architecture, and so on.

1.1 Transition System Situations

A labelled transition system (LTS) is usually defined (see for example [4, p. 174])
as an ordered 3-tuple 〈S,E,R〉 where S is a non-empty set of states; E is a set
of transition labels, often called events; and R ⊆ S × E × S is a non-empty
set of labelled transitions. If (s, ε, s′) is a transition, s is the initial state and
s′ is the resulting state of ε. An event ε is executable in a state s if there is a
transition (s, ε, s′) ∈ R, and non-deterministic if there are transitions (s, ε, s′) ∈
R and (s, ε, s∗) ∈ R with s′ �= s∗. A path (or run) of length m (m ≥ 0) of a
labelled transition system is a sequence s0ε0s1 · · · sm−1εm−1sm such that, for
i ∈ {1, ..,m}, (si−1, εi−1, si) ∈ R.

In the following, we restrict our attention to transition systems in which all
events are deterministic. This means that, for each state s, the labels associated
with the outgoing transitions from s are distinct. Furthermore, we assume that
a ν-ary condition d is true or false on ν agents x1, ..., xν ∈ Ω in s, where Ω
is a set of agents associated with s; this will be written d(x1, ..., xν ; s). In the
special case when the sequence of agents is empty, i.e. ν = 0, d represents a
proposition which is true or false in s. Let us now focus on an arbitrary state in
a deterministic LTS, with the added requirement that each event ε represents an
action a performed by a single agent x. This is written ε = x:a, referring to both
to the moving agent x and an action a. The term transition system situation will
be used for an ordered 5-tuple S = 〈x, s,A,Ω, S〉 characterized by a set of states
S, a state s, an agent-set Ω = {x1, ..., xn}, the acting (‘moving’) agent x, and
an action-set A = {a1, ..., am}. In this setting, a may be regarded as a function
such that a(x, s) = s+ means that s+ is the resulting state when x performs act
a in state s.1 In the following, the abbreviation s+ will be used for a(x, s) when
there is no need for an explicit reference to the action a and the acting agent x.
1 Note that no special assumptions are made regarding whether or not s0 is an element

of S, i.e. whether or not the action a may lead back to s0.
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Fig. 1. A state diagram for a transition system situation with three events.

As indicated by Fig. 1, a transition system situation is intended to represent,
for example, a ‘snapshot’ of a labelled transition system in which each transi-
tion is deterministic and represents the action of a single agent. In this case,
s represents an arbitrarily chosen state in the LTS, and S is the set of states
reachable from s by all transitions x:a, a ∈ A. At the same time, a transition
system situation is designed to be general enough to also represent a step in
a run of other kinds of dynamic systems, including systems modeled by finite
automata (see for example [11]) or Petri nets, and deterministic Dalmases.

1.2 Related Work

This section will give a brief overview of different approaches to the design of
normative systems and the formulation of norms. A common feature of many
approaches is the idea to partition states and (possibly) transitions into two cat-
egories, for example ‘permitted’ and ‘non-permitted’. This may be accomplished
with the use of if-then-else rules or constraints on the states and/or the transi-
tions between states. The Ballroom system in [5] and the anticipatory system
for plot development guidance in [11] both serve as examples of this approach.
Some approaches are purely algebraic or based on modal logics, for example tem-
poral or deontic logic. The Dalmas architecture (see Previous Work below) for
norm-regulated MAS is based on an algebraic approach to the representation of
normative systems. Dynamic deontic logic [20] and Dynamic logic of permission
[19] are two well-known examples of the modal logic approach. Other examples
are the combination of temporalised agency and temporalised normative posi-
tions [6], in the setting of Defeasible Logic, and Input/Output Logic by Makinson
and van der Torre (see for example [18]). Vázquez-Salceda et al. use a language
consisting of deontic concepts which can be conditional and can include temporal
operators. They characterize norms by whether they refer to states (i.e., norms
concerning that an agent sees to it that some condition holds) or actions (i.e.,
norms concerning an agent performing a specific action), whether they are con-
ditional, whether they include a deadline, or whether they are norms concerning
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other norms. Reference [26] nC+, an extension of the action language C+, is
employed within the context of ‘coloured agent-stranded transition systems’ [4]
to formulate two kinds of norms: state permission laws and action permission
laws. A state permission law states that certain (types of) states are permis-
sible or prohibited, while an action permission law states that specific (types
of) transitions are permissible or prohibited in certain states. By picking out
the component (‘strand’) corresponding to an individual agent’s contribution to
an event, different categories of non-compliant behaviour (‘sub-standard’ resp.
‘unavoidably non-compliant’ behaviour) can be distinguished. Cliffe et al. use
Answer Set Programming (ASP) for representing institutional norms, as part
of the representation and analysis of specifications of agent-based institutions
[1,2]. In Deontic Petri nets, and variants thereof such as Organizational Petri
nets, varying degrees of ‘ideal’ or ‘sub-ideal’ (more or less ‘allowed’ or ‘preferred’)
behaviour is modeled by preference orderings on executions of Petri nets; see for
example [3,23].

Previous Work: The DALMAS Architecture. Dalmas [22] is an abstract
architecture for a class of (norm-regulated) multi-agent systems. A deterministic
Dalmas is a simple multi-agent system in which the actions of an agent are
connected to transitions between system states. In a deterministic Dalmas the
agents take turns to act; only one agent at a time may perform an action.
Therefore, each individual step in a run of the system may be represented by a
transition system situation.

A Dalmas is formally described by an ordered 9-tuple, where the arguments
are various sets, operators and functions which give the specific Dalmas its
unique features. Of particular interest is the deontic structure-operator, which
for each situation of the system determines an agent’s deontic structure (i.e.,
the set of permissible acts) on the feasible acts in the current situation, and the
preference structure-operator, which for each situation determines the preference
structure on the permissible acts. In a norm-regulated simple deterministic Dal-
mas, the deontic structure consists of all acts that are not explicitly prohibited
by a normative system; thereby employing what is often referred to as ‘negative
permission’. The preference structure consists of the most preferable (accord-
ing to the agent’s utility function) of the acts in the deontic structure. In other
words, a Dalmas agent’s behaviour is regulated by the combination of a norma-
tive system and a utility function. The normative system consists of conditional
norms using the Kanger-Lindahl theory of normative positions, expressed in an
algebraic notation for norms. See for example [12,14,21] for an introduction.
A general-level Java/Prolog implementation of the Dalmas architecture has
been developed, to facilitate the implementation of specific systems. The Colour
&Form system, the Waste-collector system and the Forest Cleaner system
are three specific systems that have been implemented using this framework.
The reader is referred to [7,8,10,22] for a description of these systems and their
implementations.
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2 Normative Systems and Types of State Transitions

In this section, which is a slight reformulation of Sect. 2 in [9], we consider
the transition from a state s to a following state s+, and focus on the condi-
tion d(x1, ..., xν). To facilitate reading, Xν will be used as an abbreviation for
the argument sequence x1, ..., xν . With regard to d(Xν), there are four possible
alternatives for the transition from s to s+, since in s as well as in s+, d(Xν) or
(d¬)(Xν) could hold2:

I. d(Xν ; s) and d(Xν ; s+)
II. ¬d(Xν ; s) and d(Xν ; s+)

III. d(Xν ; s) and ¬d(Xν ; s+)
IV. ¬d(Xν ; s) and ¬d(Xν ; s+)

Each alternative represents a basic type of transition with regard to the state of
affairs d(Xν); we say that {I, II, III, IV} is the set of basic transition types with
regard to d(Xν). In the vein of [24], I could be written 0:d(Xν) ∧ 1:d(Xν), II
could be written 0:¬d(Xν) ∧ 1:d(Xν), and similarly for III and IV.

Let the situation 〈x, s〉 be characterized by the moving agent x and the state
s in a transition system situation S. We now wish to be able to determine the
transition type for the transition represented by action a performed by agent
xν+1 in 〈x, s〉. (The point of the separation between xν+1 and the moving agent
x is to allow for systems in which normative conditions may apply to other agents
than the ‘moving’ agent, e.g. agents wishing to perform some sort of ‘reaction’ or
‘punishment’ act. In most simple systems, however, xν+1 will be identified with
x.) Therefore, we define a ‘basic transition type operator’ Ba

j , j ∈ {I, II, III, IV},
such that the ν + 1-ary ‘transition type condition’ Ba

j d(Xν , xν+1;x, s) indicates
whether or not, in the situation 〈x, s〉, the event xν+1:a (representing a being
performed by xν+1) has basic transition type j with regard to d(Xν): For all
ν-ary conditions d and for all agents Xν , xν+1, all acts a and all situations 〈x, s〉,

1. Ba
I d(Xν , xν+1;x, s) iff [d(Xν ; s) ∧ d(Xν ; a(xν+1, s)]

2. Ba
IId(Xν , xν+1;x, s) iff [¬d(Xν ; s) ∧ d(Xν ; a(xν+1, s))]

3. Ba
IIId(Xν , xν+1;x, s) iff [d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))]

4. Ba
IVd(Xν , xν+1;x, s) iff [¬d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))]

We note in passing the following symmetries:

– Ba
I d(Xν , xν+1;x, s) iff Ba

IV(d¬)(Xν , xν+1;x, s)
– Ba

IId(Xν , xν+1;x, s) iff Ba
III(d

¬)(Xν , xν+1;x, s).

2 We can form negations (d¬) of conditions in the following way: (d¬)(Xν) iff ¬d(Xν).
In the following, the latter notation will be used to facilitate the presentation. Note
that conjunctions (c ∧ d) and disjunctions (c ∨ d) may be formed in a similar way;
hence, it is possible to construct Boolean algebras of conditions.
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2.1 Prohibition of State Transition Types

{I, II, III, IV} is the set of atoms of the boolean algebra generated by d(Xν ; s) and
d(Xν ; s+). This algebra has 16 elements, as shown in Table 1, where ‘X’ denotes
that a basic transition type is one of the disjuncts of the element, while ‘-’
denotes that it is not. I.e., each subset of {I, II, III, IV} represents a combination
(by disjunction) of basic transition types with regard to d(Xν). For each element
(i.e., for each row in the table) we obtain conditions on state transitions. E.g.,
row 5 represents the condition ¬d(Xν ; s) ∧ d(Xν ; s+), and row 8 represents the
condition
(¬d(Xν ; s) ∧ d(Xν ; s+)

) ∨ (
d(Xν ; s) ∧ ¬d(Xν ; s+)

) ∨ (¬d(Xν ; s) ∧ ¬d(Xν ; s+)
)

which may be simplified to ¬d(Xν ; s) ∨ ¬d(Xν ; s+).

Table 1. Possible combinations of basic transition types.

(I) (II) (III) (IV)

1 - - - - -

2 - - - X ¬d(Xν ; s) ∧ ¬d(Xν ; s+)

3 - - X - d(Xν ; s) ∧ ¬d(Xν ; s+)

4 - - X X ¬d(Xν ; s+)

5 - X - - ¬d(Xν ; s) ∧ d(Xν ; s+)

6 - X - X ¬d(Xν ; s)

7 - X X - ¬(d(Xν ; s) ↔ d(Xν ; s+))

8 - X X X ¬d(Xν ; s) ∨ ¬d(Xν ; a(x, s))

9 X - - - d(Xν ; s) ∧ d(Xν ; s+)

10 X - - X d(Xν ; s) ↔ d(Xν ; s+)

11 X - X - d(Xν ; s)

12 X - X X d(Xν ; s) ∨ ¬d(Xν ; s+)

13 X X - - d(Xν ; s+)

14 X X - X ¬d(Xν ; s) ∨ d(Xν ; s+)

15 X X X - d(Xν ; s) ∨ d(Xν ; s+)

16 X X X X �

The idea now is to formulate (conditional) norms whose normative conse-
quents prohibit one or more basic transition types. A specific act a is taken to
be prohibited for xν+1 if, in a certain state s, the normative system contains a
norm which prohibits the type of transition represented by xν+1:a. For each tran-
sition type condition, i.e. for each row in Table 1, we may now stipulate that if
the transition type condition holds of the transition (s, xν+1:a, a(xν+1, s)) then
it is not permissible for xν+1 to perform a in the situation 〈x, s〉. E.g., for row 5
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Table 2. Meaningful combinations of prohibited state transition types.

(I) (II) (III) (IV) Ca
j d(Xν , xν+1;x, s)

- - - - -

- - X - d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))

- - - X ¬d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))

- X - - ¬d(Xν ; s) ∧ d(Xν ; a(xν+1, s))

X - - - d(Xν ; s) ∧ d(Xν ; a(xν+1, s))

- - X X ¬d(Xν ; a(xν+1, s))

- X X - ¬(d(Xν ; s) ↔ d(Xν ; a(xν+1, s)))

X - - X d(Xν ; s) ↔ d(Xν ; a(xν+1, s))

X X - - d(Xν ; a(xν+1, s))

we may stipulate that if ¬d(Xν ; s) and d(Xν ; a(xν+1, s)), then act a is not per-
missible for xν+1 in 〈x, s〉, by defining a normative operator PII such that for all
ν-ary conditions d, all agents Xν , xν+1 ∈ Ω, all actions a ∈ A, and all situations
〈x, s〉,

PIId(Xν , xν+1;x, s) iff
[if Ba

IId(Xν , xν+1;x, s), then a is prohibited for xν+1].

Similarly, for row 8 we may define PII,III,IV such that for all ν-ary conditions d,
all agents Xν , xν+1 ∈ Ω, all actions a ∈ A, and all situations 〈x, s〉,

PII,III,IVd(Xν , xν+1;x, s) iff
[if Ba

IId(Xν , xν+1;x, s) or Ba
IIId(Xν , xν+1;x, s) or Ba

IVd(Xν , xν+1;x, s),
then a is prohibited for xν+1].

A closer look at Table 1 reveals, however, that not all disjunctions of basic tran-
sition types can be meaningfully linked with a prohibition. As discussed in [9],
norms based on the prohibition of elements containing I ∨ III or II ∨ IV are not
meaningful. Table 2 contains the rows (slightly reordered) that represent mean-
ingful normative conditions. It is convenient to define a ‘transition type operator’
Ca

j , j ∈ {2, 2′, 4, 4′, 5, 6, 6′, 7}, for each of the rows in Table 2 (except the first,
which expresses no restrictions at all)3:

For all ν-ary conditions d and for all agents Xν , xν+1, all acts a and all
situations 〈x, s〉,
1. Ca

2 d(Xν , xν+1;x, s) iff Ba
IIId(Xν , xν+1;x, s) iff [d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s)]

2. Ca
2′d(Xν , xν+1;x, s) iff Ba

IVd(Xν , xν+1;x, s) iff [¬d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))]

3. Ca
4 d(Xν , xν+1;x, s) iff Ba

IId(Xν , xν+1;x, s) iff [¬d(Xν ; s) ∧ d(Xν ; a(xν+1, s))]

4. Ca
4′d(Xν , xν+1;x, s) iff Ba

I d(Xν , xν+1;x, s) iff [d(Xν ; s) ∧ d(Xν ; a(xν+1, s))]

5. Ca
5 d(Xν , xν+1;x, s) iff [Ba

IIId(Xν , xν+1;x, s) or Ba
IVd(Xν , xν+1;x, s)] iff

¬d(Xν ; a(xν+1, s))

3 The numbering is based on the numbering used in [8].
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6. Ca
6 d(Xν , xν+1;x, s) iff [Ba

IId(Xν , xν+1;x, s) or Ba
IIId(Xν , xν+1;x, s)] iff

[¬d(Xν ; s) ∧ d(Xν ; a(xν+1, s))] ∨ [d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))]

7. Ca
6′d(Xν , xν+1;x, s) iff [Ba

I d(Xν , xν+1;x, s) or Ba
IVd(Xν , xν+1;x, s)] iff

[d(Xν ; s) ∧ d(Xν ; a(xν+1, s))] ∨ [¬d(Xν ; s) ∧ ¬d(Xν ; a(xν+1, s))]

8. Ca
7 d(Xν , xν+1;x, s) iff [Ba

I d(Xν , xν+1;x, s) or Ba
IId(Xν , xν+1;x, s)] iff

d(Xν ; a(xν+1, s))

The ‘transition type condition’ Ca
j d(Xν , xν+1;x, s) indicates whether or not, in

situation 〈x, s〉, the event xν+1:a has any of the corresponding basic transition
types with regard to d(Xν). The following symmetries hold (cf. the observation
in [22, p. 148]):

– Ca
2 d(Xν , xν+1;x, s) iff Ca

4 (d¬)(Xν , xν+1;x, s)
– Ca

2′d(Xν , xν+1;x, s) iff Ca
4′(d¬)(Xν , xν+1;x, s)

– Ca
5 d(Xν , xν+1;x, s) iff Ca

7 (d¬)(Xν , xν+1;x, s)
– Ca

6 d(Xν , xν+1;x, s) iff Ca
6 (d¬)(Xν , xν+1;x, s)

– Ca
6′d(Xν , xν+1;x, s) iff Ca

6′(d¬)(Xν , xν+1;x, s)

Next, we define a normative ‘transition type prohibition operator’ P1 such that
it imposes no restriction on the actions performed by xν+1, and, for each Ca

j ,
a transition type prohibition operator Pj , j ∈ {2, 2′, 4, 4′, 5, 6, 6′, 7}, such that
for all ν-ary conditions d, all agents Xν , xν+1 ∈ Ω, all actions a ∈ A, and all
situations 〈x, s〉,

Pjd(Xν , xν+1;x, s) iff [if Ca
j d(Xν , xν+1;x, s), then a is prohibited for xν+1].

Note for example that P5d(Xν , xν+1;x, s) iff PI,IVd(Xν , xν+1;x, s). From the
symmetry principles above it follows that

– P1d(Xν , xν+1; s) iff P1(d¬)(Xν , xν+1;x, s)
– P2d(Xν , xν+1; s) iff P4(d¬)(Xν , xν+1;x, s)
– P2′d(Xν , xν+1; s) iff P4′(d¬)(Xν , xν+1;x, s)
– P5d(Xν , xν+1; s) iff P7(d¬)(Xν , xν+1;x, s)
– P6d(Xν , xν+1; s) iff P6(d¬)(Xν , xν+1;x, s)
– P6′d(Xν , xν+1; s) iff P6′(d¬)(Xν , xν+1;x, s)

Now suppose that Pjd(Xν , xν+1;x, s) holds (is ‘in effect’) in situation 〈x, s〉,
and that the corresponding transition type condition Ca

j d(Xν , xν+1;x, s) also
holds for some action a and some agent xν+1. Then a is prohibited for xν+1: For
all actions a ∈ A and all agents xν+1 ∈ Ω,

Prohibitedx,s(xν+1, a) if there exists a condition d,
a sequence of agents x1, ..., xν , and a j ∈ {2, 2′, 4, 4′, 5, 6, 6′, 7}, such that

Pjd(x1, ..., xν , xν+1;x, s) & Ca
j d(x1, ..., xν , xν+1;x, s).
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2.2 Norm-regulated Transition System Situations

A norm-regulated transition system situation is represented by an ordered pair
〈S,N〉 where S = 〈x, s,A,Ω, S〉 is a transition system situation and N is a
normative system. We assume that (1) an event ε is of the form xν+1:a (i.e.,
represents an action a performed by an agent xν+1; see Sect. 1.1) and (2) that
norms apply to an individual agent xν+1 in a state s. A norm in N is represented
by an ordered pair 〈G,C〉, where the condition G on a situation 〈x, s〉 is the
ground of the norm and the (normative) condition C on 〈x, s〉 is its consequence.
(See, e.g., [22]) For example, 〈g, Pjc〉 represents the sentence

∀x1, x2, ..., xν , xν+1 ∈ Ω : g(x1, x2, ..., xp, xν+1;x, s) →
Pjc(x1, x2, ..., xq, xν+1;x, s)

where Ω is the set of agents, xν+1 is the agent to which the norm applies, x is
the ‘moving’ agent in the situation 〈x, s〉, and ν = max(p, q). If the condition
specified by the ground of a norm is true in some situation, then the (normative)
consequence of the norm is in effect in that situation. To ensure that the agent
xν+1 to which the norm applies is the same as the moving agent x, we apply the
‘move operator’ Mi. This operator transforms a condition d on p agents in a state
s to a condition Mid on p + 1 agents in the situation 〈x, s〉, while at the same
time identifying xν+1 with x. (See [7,22] for an explanation of the operator Mi.)
If the normative system contains a norm whose ground holds in the situation
〈x, s〉 and whose consequence prohibits the type of transition represented by the
event xν+1:a, then action a is prohibited for xν+1 in 〈x, s〉:

Prohibitedx,s(xν+1, a) according to N
if there exists a condition d and a condition c and a j ∈ {2, 2′, 4, 4′, 5, 6, 6′, 7}

such that 〈Mid, Pjc〉 is a norm in N , and there exist x1, ..., xν such that
Mid(x1, ..., xp, xν+1;x, s) & Ca

j c(x1, ..., xq, xν+1;x, s), where ν = max(p, q).

Since each situation for a Dalmas can be viewed as a transition system sit-
uation, it is straightforward to develop the Dalmas architecture (see Sect. 1.2)
into an architecture for norm-regulated transition system situations. This means
extending the set of seven type-operators Ti with corresponding Ea

i operators
into a set of nine type-operators Pi with corresponding Ca

i operators, which calls
for the definition of a structure similar to an np-cis4. The details are left for
future work. The existing general-level Java/Prolog Dalmas implementation is
easily adapted into a general-level implementation of norm-regulated transition
system situations. In this framework, a norm is represented by a Prolog term n/3
of the form n(Id/N,OpG*G,OpC*C), where Id is an identifier of a norm-system
and N is an identifier of an individual norm. OpG*G is a compound term repre-
senting an operator OpG applied to (the functor of) a state condition predicate G,
forming the norm’s ground. Similarly, OpC*C represents the norm’s consequence.
4 Normative-position condition-implication structure; see, e.g., [14,22].
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2.3 Applications

The existing implementation of the Colour&Form Dalmas (see Sect. 1.2) has
been adapted to serve as a demonstration of the use of norm-regulated transition
system situations. The Waste-collector Dalmas and the Forest Cleaner
Dalmas implementations may be adapted in a similar manner. However, the
use of norm-regulated transition system situations is not limited to the Dalmas
context. Many kinds of dynamic systems (including different types of transition
systems and multi-agent systems) in which state transitions are connected to
the actions of a single ‘moving’ agent, could be modelled and implemented by
(iterated) use of a norm-regulated transition system situation. One example is
the Rooms system, an implementation of (a variant of) the Rooms example
by Craven and Sergot in [4, p. 178ff]. The example consists of a world in which
agents of two categories (‘male’ and ‘female’) move around in a world of rooms
that can contain any number of agents. Some rooms are connected by doorways
(each connecting two rooms) through which the agents can pass5, but only one
agent at a time. The behaviour of the agents is regulated by a normative system
stating that a female agent may not be alone in a room with a male agent.
The restriction that only one agent at a time may move through a doorway is
represented by the restriction that an event ε represents an action performed by a
single agent x. To add some dynamics to the system, the behaviour of the agents
is further governed by a simple utility function such that left �f stay �f right
and right �m stay �m left, where � is the relation ‘better than’ and f and
m stands for ‘female’ and ‘male’, respectively. Figure 2 shows both a text-based
and a graphical view of the initial state of the system, and the set of permissible
acts for the acting agent f1. The normative system contains the single norm
〈M0opposite sex, P7alone〉, which states that an agent may not act so that a
pair of agents 〈xi, xj〉 such that xi and xj have opposite sex, end up alone in
the same room. This includes moving to a room containing a single agent of the
opposite sex as well as leaving two other agents of opposite sex alone in the same
room. We see that of the two feasible acts stay and left in the current situation,
only stay is permissible according to the normative system, since if f1 moves left
she ends up alone with m2.

The source code for the Colour and Form system and the Rooms system,
as well as for the general-level Java/Prolog implementation of norm-regulated
transition system situations is available for download6 and is publicly and freely
disseminated. The example systems are quite simple, but nicely illustrate some
features of iterated use of norm-regulated transition system situations, e.g. the
ability to investigate the interplay between a normative system that determines
the scope of permissible actions for agents and utility functions that represent the
preferences of the agents. They demonstrate that the general-level Java/Prolog

5 More precisely, the agents may choose between three acts: left, stay or right, but
left and right are only feasible if there is a doorway in the corresponding direction.
Note that the specific example in [4, p. 178ff] has one female and two male agents
and two rooms, while the Rooms system has three rooms.

6 http://drp.name/norms/nrtssit

http://drp.name/norms/nrtssit


90 M. Hjelmblom

Fig. 2. Screenshot: Initial situation of a Rooms system execution.

implementation can be used as a tool for the implementation of such systems.
The framework includes a Prolog logic server as a backend and (if desired) a
Java user interface as frontend, functioning as a lookup-service that answers
questions such as ‘is act a permissible for x in state s, according to normative
system N ’ or ‘which acts are permissible for x in state s, according to N ’. At the
system level, it could be used to maintain a normative system for some society,
in combination with some norm enforcement strategy. At the agent level, it could
be used as a common normative framework that is shared by individual agents
that take norms into account in their reasoning cycle, or as part of an agent’s
internal architecture, either to represent a model of society’s normative system
or to represent an agent’s ‘internal’ normative system (‘ethics’). Naturally, the
use of both Java and Prolog as implementation languages has both advantages
and disadvantages. The primary advantage is that this approach combines the
strengths of two different programming paradigms and languages. On the other
hand, it demands skills in both object-oriented and logic programming of the
developer wishing to use the framework to develop a specific system.

Remark 1. Regarding computational complexity, it can be noted that the frame-
work works well for the simple systems discussed here, but certainly has room
for various performance optimizations. Still, even with such optimizations made,
scaleability will remain a challenge for this framework as well as for most other
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frameworks for norm-regulated multi-agent systems (see, e.g., [24, p. 52]), since
the time to test each norm is in the worst case roughly proportional to nν , where
n is the size of the agent set Ω, ν = max(p, q) and p and q is the arity of the
ground (resp. consequence) of the norm.7 One way to, at least partially, address
these issues is to explore the possibility to express a normative system in an
economic way by its set of ‘minimal norms’ (see for example [17,22]).

3 Conclusions and Future Work

This paper has introduced the notion of a transition system situation, which is
intended to represent a single step in the run of many kinds of transition systems.
In a norm-regulated transition system situation, the permission or prohibition
of actions is related to the permission or prohibition of different types of state
transitions with respect to some condition d on a number of agents x1, . . . , xν

in a state. The framework uses a representation of conditional norms based
on the algebraic approach8 to normative systems used in [22] and a systematic
exploration of the possible types of state transitions with respect to d(x1, . . . , xν).

By adaption of the existing implementation of the Dalmas architecture, a
general-level Java/Prolog framework for norm-regulated transition system situa-
tions (together with some simple example systems) has been developed. The set
of eight transition type conditions Ca

i is an extension of the set of six Ea
i condi-

tions in [22]. These conditions were intended as an interpretation in the Dalmas
context of Lindahl’s set of one-agent types of normative positions. The (poten-
tial) connection between the combination of Pi and Ca

i and the Kanger-Lindahl
theory of normative positions is interesting. It has been partly investigated in
[8], but deserves to be further explored.

Lindahl and Odelstad argue that a normative system should express “... gen-
eral rules where no individual names occur. If the task is to represent a norma-
tive system this feature of generality has to be taken into account.” [17, p. 5] An
advantage of their algebraic approach to normative systems, besides for example
efficient automation and mechanization (see, e.g., [25, p. 197] with references), is
in fact the expressive power it yields. The algebraic normative framework pre-
sented in this paper allows the construction of norms based on conditions on an
arbitrary number of agents, in contrast to for example Dynamic deontic logic
[20] and Dynamic logic of permission [19] which both have their roots in Propo-
sitional Dynamic Logic (PDL). Unlike in the agent-stranded coloured transition
systems [4,24], the framework presented in this paper does not explicitly dis-
tinguish between state permission laws and action permission laws. It allows,
however, a state permission law to be represented implicitly as a special case,
by a norm which prohibits all transitions that lead to an undesired state. Our
7 As noted in [21, p. 31], the computational complexity of any specific implementa-

tion may be more formally analysed through algorithmic analysis, e.g. average-case
analysis.

8 This approach was originally developed in a series of papers; see for example
[13,15–17].
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framework treats all norms as action permission laws, in the sense that actions
are prohibited in different states as a consequence of certain transition types
being prohibited by the normative system. It allows the creation of norms that
forbid specific named actions in certain situations, by choosing a normative con-
sequence that forbids the agent to act so that it ends up in a state where the last
action performed was the prohibited action. This requires some sort of history
of actions to be part of the state of the system.

The idea to base norms on permissible and prohibited types of state transi-
tions has, to the author’s knowledge, not been systematically explored before. It
appears that the language for action permission laws used by Craven and Sergot
also allows the formulation of norms that prohibit certain types of transitions,
but an example of this feature is not given in [4]. In Dynamic deontic logic it
is only the state resulting from a transition that determines if the transition is
classified as ‘permitted/non-permitted’, while in Dynamic logic of permission,
it is executions of actions that are classified as ‘permitted/non-permitted’. van
der Meyden’s treatment of permission uses the process semantics for actions,
in which the denotation of an action expressions is a set of sequences of states.
This allows for the description of the states of affairs during the execution of an
action; the permission of an action is not dependent only on the state resulting
from the execution of the action, but also on the intermediate states.

The systematic treatment of the different types of transitions ensures that
the set of transition type operators Ca

j and the corresponding prohibition opera-
tors Pj exhaust the space of meaningful transition type prohibitions. Therefore,
norm-regulated transition system situations could be used in a given problem
domain to systematically search for the ‘best’ normative system for (a class of)
dynamic systems, according to some criteria for evaluation of the system’s per-
formance. For example, as suggested in [8], a genetic algorithm or some other
mechanism from machine learning could be employed to seek the optimal nor-
mative system for a particular task. This requires some mechanism for norm
change. In the current architecture, norms may be changed ‘from the outside’,
but not ‘from the inside’ as a consequence of an action by an agent in a state s,
since the normative system N is not itself considered a part of s. An interesting
line of future work is to explore the possibility to let the normative system be
a part of the state, thereby letting agents choose actions that modify the nor-
mative system. Norm change is another area in which the notion of ‘minimal
norms’ may be of special significance, as suggested in [17, Sect. 2.1.2 and 4.3].

The requirement that each event ε in a norm-regulated transition system situ-
ation represents an action performed by a single agent deserves further attention.
It corresponds roughly to the restriction in the Rooms example (Sect. 2.3) that
only one agent at a time can move through a doorway. This raises a number of
questions regarding the relationship between norm-regulated transition system
situations and transition systems in which a single transition may correspond
to the simultaneous action of several agents, possibly including ‘actions’ by the
environment itself. These issues deserve a deeper discussion, which is left for
future papers.

Another interesting issue is consistency. An inconsistent normative system
may lead to a situation in which the deontic structure is empty, i.e. all actions
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are prohibited. How the system should behave in such a situation is heavily
dependent on the nature of the specific application at hand; this is not specified
by the general-level framework.
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Abstract. Tentacle robots – robots with many degrees of freedom with
one fixed end – offer advantages over traditional robots in many scenar-
ios due to their enhanced flexibility and reachability. Planning practical
paths for these devices is challenging due to their high number of degrees
of freedom (DOFs). Sampling-based path planners are a common app-
roach to the high DOF planning problem associated with tentacle robots
but the solutions found using such planners are often not practical in that
they do not take into account soft application-specific constraints. This
paper describes a general sample adjustment method for tentacle robots
which adjusts the nodes and edges generated by the sampling-based plan-
ners within their local neighborhood to satisfy soft constraints associated
with the problem. Experiments with real and simulated tentacle robots
demonstrate that our approach is an effective enhancement to the basic
probabilistic planner to find practical paths.

Keywords: Probabilistic motion planning · Soft constraints · Tentacle
robots

1 Introduction

Tentacle robots, also known as snake or serpentine robots, are manipulator
robots with many degrees of freedom (DOFs) (see Fig. 1). Such devices have
received considerable attention from the robotics community due to their applica-
bility in a wide range of different domains (see [28,30] for recent surveys). Ten-
tacle robots are often an attractive alternative to traditional robotic systems for
difficult terrains and challenging grasping scenarios, including search and rescue
missions in complex urban environments, planetary surface exploration, min-
imally invasive surgery, and inspection of piping and nuclear systems [4,6,8].
Unlike traditional manipulator robots which tend to have small numbers of
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(a) (b)

(c) (d)

Fig. 1. Tentacle robots. (a) and (b) are images of a planar tentacle robot created
from ten Dynamixel AX-12 servos. (c) and (d) are real and simulated images of OC
Robotics 3D tentacle robot. The pictures (c) and (d) are c© OC Robotics and are used
with permission.

DOFs, tentacle robots utilize redundant DOFs in order to enhance their ability
to deal with complex environments and tasks.

Since it can be difficult to plan a path for robots with many DOFs, early
methods for high DOF robots aimed at finding any solution to the planning
problem within a reasonable time. With the development of sampling-based
algorithms and their application in practice, the focus has shifted to considering
the quality of the path obtained as well [1,7,9,15,19,27,29,31]. A shortcom-
ing of basic sampling-based planning approaches is that they can obtain highly
‘non-optimal’ solutions since they rely upon randomization to explore the search
space. Although basic sampling-based planning algorithms may find a valid solu-
tion, that solution may not be practical in that it does not meet soft constraints
that exist within the problem domain. Furthermore, it has been proven that the
standard Probabilistic Roadmap Method (PRM) and Rapidly-exploring Ran-
dom Tree (RRT) are not asymptotically optimal, i.e. the cost of the solution
returned by the algorithm is not guaranteed to converge to the optimal cost as
the number of samples increases [15]. Optimality cannot be generated by simply
sampling more densely.

The need to properly represent and use soft constraints is particularly impor-
tant for redundant DOF robots such as tentacle devices. For these devices the
high number of DOFs provide the opportunity to deal with complex environ-
ments and to produce solutions that are not only correct (e.g., they grasp the
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object through free space, for grasping tasks) but also optimize other require-
ments of the problem space. The high number of DOF’s coupled with the random
nature of the planning algorithm often leads to motion paths that involve the
robot “flailing about” as it gets from the start to the goal state. One way of
reducing these unwanted motions and taking soft constraints is to use an appro-
priate controller that takes the path identified by the path planner as input
and only integrates the soft constraints while executing the path [3,20]. There
are many issues with this approach. Perhaps most critically the paths produced
may be infeasible for a real robot. For example, following the path produced may
require that the robot move extremely slowly in order to minimize the influence
of dynamics and other physical constraints. These controllers are also system
specific, and it can be very hard to develop a good ‘general’ controllers or to
know which controller to use for a given task.

Rather than incorporating soft constraints as a secondary “refining” process a
more general approach is to augment sampling-based path planning with mech-
anisms that generate paths that are both correct and also optimize the soft
constraints. Such augmentation can take place at different points in the path
planning process, including as a path refining task. This paper concentrates on
optimizations performed during the sampling phase of the algorithm. Perturb-
ing each randomly generated sample within its local neighborhood to enhance
compliance with the soft constraints often leads to more practical paths for the
robot. The framework described here is intended to be robot independent, but
the approach is described and tuned here towards tentacle robots such as those
shown in Fig. 1.

This paper is structured as follows: Sect. 2 reviews existing sampling-based
planning algorithms that address the path quality problem and the current meth-
ods used to plan paths for tentacle robots. Section 3 formulates the practicality of
paths in terms of soft constraints and describes constraints particularly critical
for tentacle robots. In Sects. 4 and 5, path planning strategies are developed to
find paths of user-preferred qualities based on this formalism. Section 6 compares
paths obtained with a practicality-aware planning approach and a basic PRM
to different test environments using both real and simulated tentacle robots.
Finally Sect. 7 summarizes the work and provides possible directions for future
research.

2 Related Work

2.1 Sampling-Based Path Planning

Instead of computing an exact representation of the planning space, sampling-
based planners generate a number of discrete sample points in configuration
space and test motions between these points and the start and goal states. Such
planners usually represent motions as a graph as in the PRM [16,17], or as a
tree as in the RRT [23]. These methods are probabilistically complete. It is not
guaranteed that these planners will find a path even though one exists, but if
they do find a path the path will take the device from the initial configuration



98 J. Yang et al.

to the goal. Randomized path planning algorithms that address the problem of
path quality can be divided into three broad categories based on where these
issues are integrated within the algorithm: pre-processing, post-processing, and
customized learning.

Pre-processing Approaches. Pre-processing approaches consider the specific pref-
erences of desired paths in the pre-processing phase, i.e. during the roadmap con-
struction phase before a query is made. Because of its probabilistic nature, the
PRM roadmap often contains nodes and edges that lack practical usage or are
redundant. Aiming at finding shorter paths with higher clearance, Nieuwenhuisen
and Overmars [26] proposed to add nodes and edges to create “useful” cycles,
which provide short paths and alternative paths in different homotopy classes.
Based on this work, another PRM variant by Geraerts [9] attempts to retract
nodes and edges to the medial axis to generate high clearance paths.

Post-processing Approaches. Given a path found by the sampling-based path
planner, post-processing approaches modify the path in accordance with the
required practicality preference by adding new nodes, smoothing the path, elim-
inating unnecessary loops or detours, etc. Path pruning and shortcut heuris-
tics are common post-processing techniques for creating shorter and smoother
paths [9,14]. Retraction algorithms add clearance to a given path [10]. Post-
processing algorithms may take multiple paths as input rather than just a single
one. For example, the path merging algorithm described in [27] computes a path
with improved quality by hybridizing high-quality sub-paths. The algorithm con-
siders the generalized formulation of path quality measures rather than specific
requirements. Path refining approaches, mentioned earlier, fall into the post-
processing category.

Customized Learning. Although post-processing algorithms have shown some
success in improving the path quality and can be used by all the path planners,
the final path depends on the original paths, i.e. they cannot find alternative
routes that deviate considerably from the original ones. To avoid this problem,
customized learning algorithms integrate the requirement for path quality in
the learning phase. For example, Kim et al. [19] use an augmented version of
Dijkstra’s algorithm to extract a path from a roadmap on criteria other than
path length.

The approach of initially finding an approximate solution is utilized by the
Fuzzy PRM [25], Lazy PRM [2], IRC (Iterative Relaxation of Constraints) [1]
and C-PRM (Customizable PRM) [29] algorithms where the roadmap nodes
and edges are not validated, or are only partially validated, during roadmap
construction. During the learning phase, the path is searched by strengthening
the constraints (obstacle collision, path length or other specified preferences)
iteratively. These methods are designed to decrease the roadmap construction
costs, while only increasing the query costs slightly.



Path Planning for Tentacle Robots Using Soft Constraints 99

2.2 Path Planning for Tentacle Robots

There has been relatively little work devoted explicitly to tentacle robot path
planning. One approach is based on the definition of tunnels in the workspace [5].
Methods from differential geometry are then used to guarantee that the tenta-
cle is confined to the tunnels, and therefore avoids any obstacles. Later work
proposed to use the results of the Generalized Voronoi Graph (GVG) approach
to construct the tunnels themselves [6]. Motion planning is then achieved via a
nose-following approach which allows the end-effector to move along the GVG
followed by the rest of body.

Sampling-based planning algorithms such as PRMs and RRTs are popular
because of their success in a wide range of applications and in high-dimensional
configuration spaces. This makes them an appealing choice for tentacle robot
path planning, but they suffer from the problem of generating less than optimal
paths for the robot. A physics-based sampling strategy for finding realistic paths
for a highly articulated chain robot is presented in [8]. This method exploits the
coherence between joint angles via an “adaptive forward dynamics” framework in
order to determine which joints have the greatest impact on the overall motion.
Then, only the most important joints are considered. The samples are then biased
by using constraint forces designed to avoid collisions while moving toward the
goal (similar to a potential field approach).

3 Problem Statement

Formally, given a robot A, a static workspace W containing a set of obstacles,
an initial configuration θinit and a goal configuration θgoal, the objective of path
planning is to determine a feasible path P between θinit and θgoal [21]. In its
most basic form, a feasible solution to the basic path planning problem only
considers geometric constraints that arise from collision with obstacles and is
often inadequate to describe realistic path planning problems.

Soft constraints can be added to the basic path planning problem in a number
of different ways. Following the PDDL3.0 approach [12], the syntax for soft
constraints can be broken down into two components: (i) the identification of
the soft constraints; and (ii) the description of how the satisfaction of these
constraints affects the quality of the path. Similar to the descriptions of hard
constraints, soft constraints can be described using predicates of the planning
problem. Each binary soft constraint is associated with a violation penalty weight
such that paths, or portions of paths can be compared. Let S be the set of
soft constraints. The following typical soft constraints for tentacle robots are
described in terms of inequalities between the value computed from the robot’s
configuration and a corresponding threshold λ:

Safe Clearance from Obstacles (SCO). A soft constraint for keeping a safe clear-
ance from the obstacles [32] is given by

(
N∑

i=1

1
Di

)
≤ λSCO (1)
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where Di is the minimum distance between the i-th link of the manipulator and
obstacles, and λSCO is a pre-defined upper bound (similar to λJLA and λPEE

below);

Joint Limit Avoidance (JLA). A soft constraint for joint limit avoidance [32] is
given by (

N∑

i=1

θi,Max − θi,Min

(θi,Max − θi)(θi − θi,Min)

)
≤ λJLA (2)

where θi,Max and θi,Min are the maximum and minimum permissible joint angles
and θi is the current joint angle for the i-the joint.

Precision of End-Effector (PEE). It is often required to ensure the precision with
which a tentacle robot approaches a point or follows a path defined by the pose
of the end-effector (EEF) [13]. Let x ∈ R

m represent the output position vector
of the EEF and θ ∈ R

n the vector of joint angles of the robot. An infinitesimal
error in the EEF position can be mapped from the joint errors through:

Δx = JΔc (3)

where the m × n matrix J , called the Jacobian, is a geometrically dependent
structure relating the joint errors to the output errors [18,24]. The Euclidean
norm of the EEF error is therefore bounded above by

‖Δx‖
‖Δc‖ ≤ σmax (4)

where σmax is the Jacobian’s maximum singular values. A soft constraint for the
generalized EEF precision can be defined by bounding σmax:

σmax ≤ λPEE (5)

Note that we do not attempt to distinguish degrees of satisfaction of a soft
constraint – we are only concerned with whether or not the constraint is satisfied.
However, a soft constraint may be counted multiple times depending on the
number of the violation occurrences exhibited while executing the path. Let P

denote the set of all feasible paths. Here we define a cost function that describes
the overall practicality of a path and then define the path planning with soft
constraints using the cost function.

Cost Function. Consider a feasible configuration θ ∈ Cfree, where Cfree is the
free configuration space, i.e. θ meets all the hard constraints such as not colliding
with the surrounding obstacles and staying within the joint limits. Given a soft
constraint s, the cost function of the configuration costs : Cfree → [0, 1], i.e. a
costs(θ) ∈ [0, 1] can be computed for each θ ∈ Cfree. This cost function can be
continuous or discrete. In its simplest version, the cost function costs is binary,
i.e. 0 when the soft constraint is satisfied by θ, and 1 when violated. Given a set



Path Planning for Tentacle Robots Using Soft Constraints 101

of soft constraints S with associated violation penalty weights, ∀s ∈ S, w(s) > 0,
the cost of a feasible configuration is the summation of the penalty weights of
all the costs of soft constraints that are violated by θ, defined as

cost : Cfree → R≥0, cost(θ) =
∑

s∈S
w(s) · costs(θ) (6)

A path P of length l is represented by a unit-speed parametric function τ :
[0, l] → Cfree with τ(t) = θt, θt ∈ P. Then the parametric cost function is
defined as:

v : [0, l] → R≥0v(t) = cost ◦ τ(t) = cost(θt) (7)

Given a feasible path P, its cost is the integral of the cost of all the configurations
along the path, defined as

cost : P → R≥0, cost(P) =
∫ l

0

v(t)dt (8)

A discrete approximation of the integral leads to

cost : P → R≥0, cost(P) ∼ 1
n

n−1∑

k=0

v((
k

n − 1
)l) (9)

This provides a cost function that penalizes paths with sections that violate the
soft constraints provided.

Path Planning with Soft Constraints. Given a path planning problem (A,W,
θinit, θgoal), a set of soft constraints S with corresponding penalty weights and
a cost function cost, generate a feasible path P such that cost(P) is minimized.
The algorithm here generates a roadmap within the environment. The roadmap
must be connected to θinit and θgoal and a path must exist within the roadmap
for a path to be found.

4 Sampling with Soft Constraints

Following [16], the PRM roadmap with soft constraints generation algorithm
is outlined in Algorithm 1. During node generation, instead of choosing com-
pletely random configurations as in the basic PRM, a sampling method with
soft constraints (i.e. SamplingSC and SamplingHCSC) is used (line 4) and the
new configuration that satisfies some or all the soft constraints is added to the
set of vertices V . Connections are then attempted between vertices within a
distance r using a simple straight-line local planner.

It is observed that for a collision-free node to be useful for path planning
it must be part of a connected free region. Within any region we can expect
some locations to be more practical than others. Ensuring that more practical
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Algorithm 1. Roadmap Generation with Soft Constraints.

1: V ← ∅
2: E ← ∅
3: for i = 1, ..., n do
4: θrand ← sampling with soft constraints
5: X ← Near(G = (V, E), θrand, r)
6: V ← V ∪ {θrand}
7: for all x ∈ X, in order of increasing ||x − θrand|| do
8: if θrand and x are not in the same connected component of G = (V, E) then
9: if (v, x) � H then

10: E ← E ∪ {(v, x), (x, v)}
11: end if
12: end if
13: end for
14: end for
15: return G = (V, E)

nodes are chosen during the roadmap seeding process while still sampling the
space sufficiently densely to construct paths is likely to improve overall path
practicality, at least as measured by node-based soft constraints. Given a feasible
node we can search within a local region of this node to enhance the practicality
of this node. In order to take advantage of this, the planner adjusts a node within
its free space to states with fewer soft constraint violations before adding them
to the roadmap. We present two node adjustment strategies SamplingSC and
SamplingHCSC as outlined in Algorithms 2 and 3 to accomplish this task.

Algorithm 2. SamplingSC (random sampling with soft constraints).

1: repeat
2: θrand ← a randomly chosen configuration in C
3: until θrand � H
4: θnew ← θrand

5: for i ← 1, ..., k do
6: d ← N (0, r∗)
7: θi ← a random configuration at distance d from θrand

8: if θi � H and cost(θi) < cost(θnew) then
9: θnew ← θi

10: end if
11: end for
12: return θnew

In SamplingSC, for each randomly generated feasible node θnew, k attempts
are made to adjust θnew to reduce the soft constraint cost associated with the
node. New samples are generated in θnew’s neighborhood according to the normal
distribution N (0, r∗), where the scale r∗ is chosen based on the assumed local
complexity of the configuration space. Each of these new samples is first tested for
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Algorithm 3. SamplingHCSC (random sampling with hill-climbing soft constraint

satisfaction).

1: repeat
2: θrand ← a randomly chosen configuration in C
3: until θrand � H
4: θnew ← θrand

5: u ← a random direction
6: for i ← 1, ..., k do
7: θi ← move θnew in the direction of u by step size dstep

8: if θi � H and cost(θi) < cost(θnew) then
9: θnew ← θi

10: else
11: return θnew

12: end if
13: end for
14: return θnew

compliance with the hard constraints. If the test passes then the soft constraints
are applied. The valid node with minimum soft constraint cost from this sample
is then added in the roadmap.

Choosing k and r∗ are application-specific issues. Note that during the node
adjustment step k nodes are not added to the roadmap. Rather, each node is
augmented up to k times while retaining fixed the total number of nodes. On
the one hand, k should not be too small, because we want to give our planner
a good chance to make an improvement. On the other hand, making k too
large increases the running time unnecessarily. In essence we assume that within
some radius (defined by r∗) of a node, there exists a more practical common
homotopic path. In this work we assume a single r∗ but clearly it would be
possible to set r∗ = f(θ) for complex non-homogeneous environments or to set
r∗ = g(n) according to the density of the sampling.

SamplingHCSC is a greedy strategy that can be considered as an alternative
to SamplingSC. Instead of attempting to reduce the cost of a sample once, the
SamplingHCSC iterates the maximum of k steps toward a random direction u
until a hard constraint is violated or the soft constraint cost stops decreasing.
The random direction u incorporates all of the degrees of freedom of the robot.

Once the roadmap R is constructed, finding a path between θinit and θgoal
involves connecting these points to R. If θinit and θgoal do not belong to the same
connected component, then more nodes need to be generated for R to connect the
components to which θinit and θgoal belong. If this cannot be accomplished after
a maximal number of trials then failure is reported. Otherwise, the algorithm
proceeds to the next phase: extracting an optimal path from R. Given the nature
of the cost function of paths, it is possible to use Dijkstra’s algorithm [19] to
find the minimum cost path in R from θinit to θgoal.
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5 Postprocessing with Soft Constraints

Path pruning “shortcut heuristics” are smoothing techniques for creating shorter
and smoother paths. The shortcut method tries to iteratively improve the path
obtained using PRM by replacing one part of the path with a shorter local path.
In each iteration two nodes in the path are considered as the endpoints of a
potential shortcut. Let a and b denote the two nodes. If the local path LP (a, b)
is collision-free then the local path LP (a, b) replaces the path between a and
b that stays within the graph/tree structure. Due to their simplicity, shortcut
algorithms have been widely used to improve the quality of paths computed by
randomized planners [11].

Algorithm 4. Shortcut with Soft Constraints (discrete path P = θ0, θ1, ...θm−1).

1: loop
2: a, b ← two random indices in [0, m) and (a < b)
3: P1 ← θ0, ...θa−1

4: P2 ← θa, ...θb
5: P3 ← θb+1, ...θm−1

6: if LP (θa, θb) � H and cost(LP (θa, θb)) < cost(P2) then
7: P ← P1 ∪ LP (θa, θb) ∪ P3

8: end if
9: end loop

The goal of the traditional shortcutting methods is to find a shorter path
that is in the same homotopy class of an existing path. However, this can bring
the robot close to an obstacle or violate other soft constraints. We augment the
shortcut algorithm with soft constraints (shown in Algorithm4) which compares
the soft constraint cost of the new local path and the original part of the path
before replacement. We expect that this method will be slower than the original
heuristic as the cost comparison takes extra computational time. However, we
expect that the resultant path will be more practical.

6 Experimental Validation

This section describes experiments of the algorithm using two tentacle robot mod-
els. The first tentacle robot is a planar robot built from ten Robotis Dynamixel
AX-12 servos (Fig. 1(a-b)). The robot is approximately 67 cm long when it lies
straight. One end of the robot is fixed and rollers have been installed to reduce
friction between the robot and the table top. The planar robot has 10 DOFs. The
other robot is a simulated tentacle robot moving in 3-dimensional space. This
simulation is based on a commercially available tentacle robot developed by OC
Robotics Inc. developed for operation in complex environments such as nuclear
power plants (Fig. 1(c-d)). This 3D robot has a mobile base that can translate in
one dimension and 7 joints, each of which consists of two DOFs – roll and pitch, so
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(a) Basic path planning

(b) Path planning with SCO

(c) Path planning with JLA

(d) Path planning with PEE

(e) Basic path planning

(f) Path planning with SCO

Fig. 2. (a-d) Path planning for a planar tentacle robot in a workspace with two rectan-
gular obstacles. (e-f) Path planning for a 3D tentacle robot in a confined workspace.
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the robot has 15 DOFs in total. The algorithms were implemented within Lavalle’s
Motion Strategy Library [22], and were run on a Mac running OS X with 3.06 GHz
Intel Core 2 Duo processor and 2 GB memory. Only one soft constraint (SCO,
JLA, and PEE as discussed in Sect. 3) is considered in each experiment.

Comparisons between the basic path planning and path planning with soft
constraints minimizing a cost function are illustrated in Fig. 2. Figure 2(a-d)
shows a simulation of the planar tentacle robot operating in a workspace com-
prising two obstacles. The path planners attempt to compute possible paths that
take the robot from the lower space to the upper one while avoiding obstacles.
Figure 2(a) shows a path computed by the traditional PRM followed by the tra-
ditional shortcut method. The path is correct and is relatively short. Figure 2(b)
shows a path computed by our path planner minimizing SCO, which encourages
the robot to maintain a minimum distance away from the obstacles. Figure 2(c)
shows a path minimizing JLA, which tries to minimize the deviation between
each joint. Therefore the robot becomes straight when passing the gap between
the two obstacles. Figure 2(e-f) shows a simulation of the 3D tentacle robot
reaching into a confined box. The path planners attempt to compute paths that
take the robot from a hole of the box to the lower front of the box while avoiding
walls of the box and two obstacles. Figure 2(e) shows a path computed by the
basic path planner; (f) shows a path computed by our path planner minimizing
SCO, which encourages the robot to move away from the obstacles.

In practice the precision of the pose of the end effector of a tentacle robot is
a critical issue for the robot to accomplish tasks. Here we use PEE as the soft
constraint in path planning to find paths that the end effector of the robot can
follow more precisely. As discussed in Sect. 3 we can increase the precision of
the end-effector by reducing the maximum singular value σmax of the Jacobian
matrix associated with the pose of the end effector. It has been observed that
σmax is maximized when the robot is straight, and it decreases when the robot
bends. A result path is shown in Fig. 2(c). The difference is more obvious in the
case shown in Fig. 3 where there is no obstacle in the scene. Most path planners
will compute a path shown in Fig. 3(a) that directly takes the path from the start
to the goal while the robot stays straight all the way. However, maximizing the
PEE leads to the solution shown in Fig. 3(b). Figure 3(c-d) provides snapshots
from the execution of these experiments running on a real planar tentacle robot.

Our planning algorithms with soft constraints can be viewed as an opti-
mization of the basic PRM methods. The performance of such algorithms can
vary depending on the degree of optimization applied, such as the number of
adjustments attempts in the sampling phase (i.e. the number k) and the number
of shortcut attempts of the shortcut procedure. Figure 4 shows results of our
three algorithms (SamplingSC, SamplingSCHillClimbming, and Shortcut with
Soft Constraints) on the simulated planar tentacle robot in a workspace con-
sisting of two obstacles. Figure 4(a), (c) and (e) show that the average cost of
the path as measured in terms of violations from soft constraints is reduced
when the degree of optimization increases, i.e. more node adjustment or short-
cut attempts are made. The optimization methods reduce the path cost quickly
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(a) Basic path planning

(b) Path planning with PEE

(c) Basic path planning

(d) Path planning with PEE

Fig. 3. Path planning in the absence of obstacles in simulations (a-b) and on a real
robot (c-d).

at first, while further optimization efforts have a reduced rate of return. Clearly
the shortcut method outperforms the two sampling methods in reducing path
cost. This is because the shortcut method takes a given path as an input so its
task is more focused than sampling methods which try to optimize the nodes
of the entire roadmap. Therefore, the sampling methods aim at generating a
“better” roadmap, which can be beneficial for multiple queries of paths.

Figure 4(b), (d) and (f) show the running time of the three optimization
methods. Clearly the time increases with the degree of optimization because of
the computation required by the optimization, and the amount of additional time
depends on the computation of the soft constraints. In this example, computing
SCO is expensive as it requires the distance to be computed between each robot
link and the obstacles, and computing JLA and PEE are relatively less expensive
as they do not require examining geometry of the workspace. PEE involves
matrix computation, so it is more expensive to compute than JLA. If a robotic
system is implemented in a sequential fashion such that optimizations must be
completed before beginning execution of the path, it is unclear when to stop the
optimization to achieve an ideal balance between computation and path quality.
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Fig. 4. Cost of the paths found by and running time of (a-b) SamplingSC; (c-d) Sam-
plingSCHillClimbming; and (e-f) Shortcut with Soft Constraints. Results are averaged
for 20 independent runs for each case. Standard deviations are shown (SCO - safe clear-
ance from obstacles, JLA - joint limit avoidance, PEE - precision of the end effector).

7 Summary and Future Work

Path planning is an important but difficult problem in robot planning with
high numbers of DOFs. Sampling-based path planning algorithms are successful
in solving high-dimensional problems. However, their ability to find paths that
meet certain soft constraints is still limited. This paper describes an approach
to the problem of planning practical paths for tentacle robots in terms of soft
constraints and develops sample adjustment strategies for sampling-based path
planners to take into account these soft constraints.
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We have shown the effectiveness of our approach using both a simulated and
real tentacle robot. Three soft constraints are used separately in the test model.
Although the resultant path is not optimal due to the randomness of the planner,
it shows consistent improvement over the path computed by the basic PRM as
the degree of optimization increases.

Currently we only considered single soft constraint and single optimization
methods with fixed level of optimization. It is possible to run multiple opti-
mizations to address multiple soft constraint problems. Ideally, resources will
be redistributed amongst these optimization methods in a way that an optimal
(or good enough) solution can be found efficiently and effectively. Ongoing work
includes the development of an auction-based system to coordinate multiple
optimization methods.
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Abstract. Monitoring of computer networks, complex technical systems
like aeroplanes is common practice. In this article the use of a monitoring
agent in an arbitrary product is discussed. The product itself could be any
product with sufficient hardware capabilities. The focus is on the product
enhancement by adding an embedded agent. This so-called product agent
can represent the product in the internet of things and it can also be
a member of a multiagent system. In this way exchange of parts and
subsystems is possible. The possibilities and advantages of this concept
are discussed as well as a more elaborate example of the implementation
in an experimental discovery robot.

Keywords: Agents · Monitoring agent · Product life cycle

1 Introduction

Agent technology for agile manufacturing was the starting point of this research.
In this research the concept of a product agent was introduced. Every product
to be made starts as a software entity or agent that is programmed to meet
its goal: the production of a single product. To be able to reach its goal this
agent knows what should be done to create the product. This entity is called
a product agent and it guides the product along the production cells to be
used for manufacturing and it will collect all kinds of important manufacturing
data during the production process. When the product is finished, this agent
has all the manufacturing details and this agent is still available for further
use containing valuable information about the product. The next step in this
approach is to investigate and study the roles of this product agent in the other
phases of the life cycle of the product.

In this paper we study the implementation of a product agent that has not
been used to create the product itself, but this agent is created for a specific phase
in the life cycle of the product. First the use and roles of agents in all phases of
c© Springer-Verlag Berlin Heidelberg 2014
J. Filipe and A. Fred (Eds.): ICAART 2013, CCIS 449, pp. 115–130, 2014.
DOI: 10.1007/978-3-662-44440-5 7
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Fig. 1. Life cycle of a product.

the life cycle are discussed as well as how agents could be implemented for these
different phases. Next we focus on the use phase. The case study for our product
agent in the use phase is based on a discovery robot. This robot is also introduced
and globally described. After this description of the product, the embedding of
the product agent is discussed and some results of the implementation of the
product agent in this complex system are shown.

2 Role of Agents in the Lifecycle of a Product

In Fig. 1 the life cycle of an arbitrary product is shown. After the design, the
product is manufactured in the production phase, next the product is distributed.
A very important phase is the use of the product and finally the product should
be recycled. In all these phases, the product agent can play a role that will be
globally described in the next sections

2.1 Design and Production

In our view the design of a product will be greatly influenced by the individual
end-user requirements. This means that cost-effective small scale manufacturing
will become more and more important. In [1,2] a manufacturing system based
on a grid of cheap and versatile production units called equiplets is described.
This grid is capable of agile multiparallel production. In this model every single
product is guided through the production environment by the already introduced
product agent. This agent is responsible for the manufacturing of the product
as well as for collecting relevant production information of this product. This
is normally a function of the so-called Manufacturing Execution System (MES)
[3]. The result is that every product has its own production journal in contrast
to batch production using a MES that generates one journal for a whole batch
of products. In Fig. 2 the agent based manufacturing is depicted. In this figure
the product agent is hopping from equiplet to equiplet to guide the product
along the production machines or equiplets and monitor success or failure of the
production steps [4]. To make a smooth transition from design to production
possible, the product agent is designed as a co-design for the product. Because
of the fact that the same equiplets that are used in the production phase are
also used in the product design phase, a short time-to-market can be realised.
Though this is all based on our own special production environment, we expect
this approach to be useful in other production environments as well.

The concept of using agents for production is not new. Among others a mul-
tiagent-based production system is also developed by Jennings and Bussmann
[5]. This system focuses on reliability and minimizing downtime in a production
line. This approach is used in the production of cylinder-heads in car manufactur-
ing. The roles of the agents in this production system differ from our approach.
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Fig. 2. Product agent and equiplet agents during production.

2.2 Distribution

Product agents can negotiate with logistic systems to reach their final destina-
tion. Logistic applications based on multi agents systems already exist [6]. Infor-
mation of product handling and external conditions, like temperature, shocks
etcetera can be measured by cheap wireless sensors and collected by the guid-
ance agent during the transport or after arrival at the destination. The handling
and external conditions during transport can be important during product use,
especially for product quality, maintenance and repair.

2.3 Use

The role of the product agent during the use of the product could focus on
several topics. The first question one should ask is: who will benefit from these
agents, i.e. who are the stakeholders. In a win situation both the end-user as
well as the manufacturer could benefit from the information. If a product is a
potential hazard (in case of misuse) for the environment, the environment could
also be a winner if the agent is capable of minimizing the effects of misuse or
even prevent it.

Collecting Information. A product agent can log information about the use of
the product as well as the use of the subsystems of the product. Testing the health
of the product and its subsystems can also be done by the agent. These actions
should be transparent for the end-user. If a product needs resources like fuel or
electric power, the agent can advise about this. An agent can suggest a product
to wait for operation until the cost of electric power is low i.e. during the night.

Maintenance and Repair. Based on the logging information about the prod-
uct use and the use of the subsystems, an agent can suggest maintenance and
repair or replacement of parts. Repairing a product is easier if information about
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its construction is available. Also the use of a product or the information about
transport circumstances during distribution can give a clue for repair. An agent
can also identify a broken or malfunctioning part or subsystem. This could be
achieved by continuous monitoring, monitoring at certain intervals or a power-on
self test (POST).

An important aspect of complex modern products is the issue of updates or
callbacks in case of a lately discovered manufacturing problem or flaw. In the
worst situation, a product should be revised at a service center or the manufac-
turing site. Information about updates or callbacks can be send to the product
agent that can alert the end-user in case it discovers that it fits the callback or
update criteria. This is a better solution for a callback than globally advertising
the problem and alert all users of a certain product when only a subgroup is
involved.

Miscellaneous. Use of product agents could result in transparency of the status
of a product after maintenance by a third party. The agent can report to the
end-user what happened during repair so there is a possibility to check claimed
repairs. Of course the agent should be isolated from the system during repair to
prevent tampering with it. Recovery, tracking and tracing in case of theft or loss
are also possible by using this technique. When the end-user wants to replace
a certain device by a new one, the product agent can give advice about the
properties the replacing device should have, based on what the product agent
has learned during the use phase.

2.4 Recycling

Complex products will have a lot of working subsystems at the moment the end-
user decides it has come to the end of its life cycle. This is normally the case when
a certain part or subsystem is broken. The other remaining parts or subsystems
of the product are still functional, because in a lot of complex products the
mean times between failure (MTBF) of the subsystems are quite different. The
product agent is aware of these subsystems or components and depending on
the economical value and the remaining expected lifetime these components
can be reused. This could be an important aspect of ‘green manufacturing’. An
important issue here is that designers should also take in account the phase
of destruction or recycling. Disassembly and reuse of subsystems should be a
feature of a product for this approach to be successful.

The product agent can reveal where rare or expensive material is situated
in the product so this material can be recovered and recycled. This way the
product agent can contribute to the concept of zero waste. Zero waste is just what
it sounds like - producing, consuming, and recycling products without throwing
anything away [7].
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3 Product Types

This approach of having an agent for a product could be used on different kind
of products, but one should investigate if the final product has intelligence and
hardware to communicate with the agent. Some products have this by nature
(computers, cell-phones); for other products (cars, machinery, domestic appli-
ances) it should be a small investment. An important aspect will be the pos-
sibility to connect to certain subsystems for monitoring important events. If
temperature is an important item for the product agent, connection to a tem-
perature sensor or at least a place where this temperature data is available is
a must. If this connection is not available, a temperature measurement system
should be added to the agent.

Fig. 3. Mobile agent versus moving data.

3.1 Where Do These Agents Reside?

A product agent should stay alive or at least the information the agent has
collected and the knowledge the agent has learned should be available under all
circumstances. To accomplish this, two solutions are available. The agent can
be a mobile agent moving from platform x to platform y as depicted in Fig. 3a.
The other solution requires moving data (beliefs of the agent) from one agent
to a newly created agent as shown in Fig. 3b. In our case both agents should be
product agents.

The second solution is much easier to implement because of the fact that
only transport of data is required, while in the case of moving agents, the whole
executable should be adapted to the new situation. Another advantage of the
second approach is that a product agent can be added in any phase of the life
cycle. This is also what has been done for this specific research. A product agent
was added to a system in the use phase. The biggest challenge for implementing
the approach of a product agent or guidance agent will be in the use phase.
This is where the product is under control of the end-user and not as during the
production under control of the manufacturer. In the latter case an agent-based
infrastructure can be implemented for the production system or production line.
The same is true for transport and even disassembly of the product. In case
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of the use phase, the agents should reside in a system that is connected to the
product, but should be available at the moment the product itself is broken.
This is comparable to the case of the so-called black box in aeroplanes. There
are several possibilities, depending on the type of product:

– The agent runs on its own separate hardware that is closely tied to the prod-
uct;

– The agent runs on the hardware of the product but stores information on a
special place on the product itself. This information can be recovered after
breakdown;

– The agent runs on the hardware of the product but stores information on a
remote system;

– The agent runs on a remote system that has a continuous connection;
– The agent runs remote on a system using a ‘connect when necessary’ approach.

The last two options require a stub or entry point for the remote agent to make
contact with the product system. The connection with the environment could be
established by wired or wireless sensors or sensor networks as well as computer
subsystems in the product. Interaction with humans in the environment could
be established by a messaging system or human computer interface (HCI).

4 Discovery Robot

This section gives details of the a discovery robot that was built by our research
group. To investigate the implementation of the product agent during the use
phase, the product agent was embedded in this complex technical system. To
understand the details of the product agent implementation, it is important to
have a global understanding of the construction and working of the discovery
robot. In this section we present a short overview of the robot capabilities, the
architecture, the software and an example of a result produced by the robot
system.

4.1 Robot Capabilities

The robot that will be used as a platform for the product agent is capable of
mapping a room with objects by using a laser scanner. The robot can move by
itself using the map that has been created by the laser-scan. It is possible to
direct the robot to a certain point in its map. The robot is also capable to avoid
newly introduced obstacles and other moving objects. This robot is used as a
system that will be enhanced by a product agent.

4.2 Architecture

Figure 4 shows a picture of the hardware of the robot. Two motors are connected
to two wheels. Two swivelling wheels are added to keep the platform in balance.
Attached to the platform is the laser scanner, printed circuit boards, a WiFi
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transceiver, a camera and a set of ultrasonic sensors placed in a circle at the
edges of the platform. These ultrasonic sensors are not yet used at this stage.
A block diagram of the robot is depicted in Fig. 5. An important aspect is shown
in this figure. An external computer is part of the system. This computer is used
to do the heavy calculation to generate the map information, to display the map
in real-time and to plan the path the robot has to follow. A wireless Ethernet
connection (WiFi) connects the robot with this external system.

4.3 Software

The software for this robot is based on ROS. ROS is an acronym for Robot Oper-
ating System [8]. ROS is not really an operating system but it is middle-ware
specially designed for robot control and it runs on Linux. In ROS a process is
called a node. These nodes can communicate by a publish and subscribe mech-
anism. In ROS this communication mechanism is called a topic. Figure 6 shows
the relation between two nodes and one topic.

A node that produces data can publish this in one or more topics. Other
nodes interested in these data can subscribe to one or more topics. TCP/IP is
used to actually carry out the communication. This platform has been chosen
for the following reasons:

Fig. 4. Discovery robot.

Fig. 5. Block diagram of the robot.
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Fig. 6. Two nodes connected by a topic.

– open source, so easy to adapt, compliant with a lot of open source tools;
– wide support by an active community;
– huge amount of modules already available;
– nodes that are parts of ROS can live on several different platforms, assumed

that a TCP/IP connection is available.

The mapping is done using SLAM. SLAM stands for Simultaneous Localisation
And Mapping [9]. This module was already available in ROS and fitted well to
the on board laser scanner.

4.4 Results

The results of a mapping in progress are displayed in Fig. 7. Here the robot
mapped the corridors in a rather big building with three wings. The corridors
are plotted as a light grey shape. The length of the longest corridor in this map
is about 50 m. In this stage, the robot is not yet autonomous, but is controlled
by a human operator that uses the external system and the on-board camera to
guide the robot during the mapping. When the map is completed, the robot is
capable to navigate autonomously to a given point in the map, even if new or
moving obstacles are introduced in the mapped environment.

Fig. 7. 2D mapping of a building.

5 Embedded Product Agent

This section describes the product agent and also shows some results of its
functioning.
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5.1 Functional Requirements

The product agent that is added to the robot has the following requirements:

– monitoring status of the system or subsystems;
– monitoring health of the system or subsystems. The difference between health

and status will be explained in the next subsection;
– react only in case of emergency;
– the robot should operate without the agent;
– making useful data available to the outside world, like construction details,

materials used and its localisation in the robot.

5.2 Implementation

The first step in implementing this robot is to make an overview of information
available in the system. Different types of information are considered:

1. status: is data available and of interest to the product agent and/or the end-
user;

2. health: has to do with the condition of components that have mechanical
parts or deteriorate during use;

3. alarm: an internal condition that could result in a troublesome situation or
disaster;

4. additional information: this is the information that was conceived in earlier
phases of the life-cycle.

Because the ROS environment is already available, it seems a natural choice
to use this environment to implement the agent. The agent consists of ROS-
nodes, ROS topics and some other subsystems. In Fig. 8 the internal modules
of the agent are shown. All parts surrounded by an ellipse are ROS nodes. The
rectangles represent topics. For human interfacing a small web server is included.
This server is capable to serve static pages, containing technical data about the
robot as well as dynamic pages containing data collected during use. Figure 8
shows the internal parts of the product agent and Fig. 9 shows the product agent

Fig. 8. Architecture of the product agent.



124 L. van Moergestel et al.

Fig. 9. The product agent and its environment.

in its the environment. The product agent interacts with its environment. The
agent gets its information from the robot and its operating system. The agent
will log this information and can also display information on a web browser (web
client) by using the aforementioned webserver. A shutdown can be performed in
case of a certain alarm condition.

5.3 Monitoring Status

The monitoring function is an important aspect of the product agent. In our
prototype a selection of possibilities was made. A node will monitor the use of
the motors and this will be available to subscribers of the health topic. The status
topic is comparable to the health topic, but here information is made available
that is not a result of the wear and tear of for example mechanical parts or of the
de-charging of the battery, but is a result of measurements of interesting data like
the strength of the WiFi signal. There is one topic that can trigger a node that
will issue a system shut-down. This topic is called the alarm topic. Apart from
these nodes, the agent can also retrieve its information directly from the Linux
environment. Commands are available to get the CPU-load and memory usage.
The pseudo filesystem /proc offers also a wealth of technical information that
can be useful for the product agent. Examples of what can be retrieved from the
product agent are plots displayed in the following two figures. Figure 10 shows
a picture of the strength of the WiFi signal. The robot first moved away from
the wifi access point and then returned towards the wifi access point again. The
plotted data show a global decreasing and again an increasing trend but there
are also strong fluctuations. These fluctuations are normal and due to all kinds
of reflections and interference that occur in an indoor environment. In Fig. 11
the load of the processor is plotted. This curve is quite smooth and shows that
the available processor power is adequate to operate the robot platform.

5.4 Monitoring Health

In the robot there are two candidates for monitoring the health. The motors
and the battery. The battery should be monitored because of the fact that, like
almost all rechargeable batteries, it can be re-charged and de-charged a finite
amount of times and information of its remaining charge is valuable information
to the end-user that operates the robot. In Fig. 12 the status of the battery is
plotted during 90 min of operation of the robot. A steady decrease is shown as
might be expected.
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Fig. 10. Strength of the WiFi signal.

Fig. 11. CPU load.

5.5 Alarm Conditions

In this section an alarm condition will be described. The fact that the type of
battery that is used in the robot should never be completely discharged gives
rise to such an alarm condition. When the charge capacity drops below 10 % a
system shut-down action should be triggered. By shutting down the system, the
discharge of the battery will stop, thus preventing the loss of a rather expensive
component. To implement this feature an Analog to Digital Converter (ADC)
should be available to check the status of the battery.

5.6 Extra Functionality

The extra functionality that is offered by our implementation is embedded docu-
mentation and a mapping of materials and components that are of interest dur-
ing the recycle phase. The information is offered using the same web-interface
as was used in the monitor section previously discussed. The documentation is
comparable to printed documentation that could be bundled with any device.
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Fig. 12. Charge status of the battery.

Fig. 13. Discovery robot subsystems.

This includes a user manual, a technical manual and a maintenance manual
including a trouble shooting section.

In Fig. 13 a webpage is displayed showing the subsystems of the robot. This
allows the user to select a subsystem to get more detailed information about
that specific subsystem. Important information for the recycle phase is also
offered using the web interface. Two different approaches are implemented. Using
the web interface from Fig. 13, one could point at any part of the robot and
receive information about the ‘ingredients’. An example is given in Fig. 14. This
is the result of selecting the wheels of the web page shown in Fig. 13. As a
response the information about the material available in these parts is displayed.
The materials as well as other relevant information is shown in Fig. 14.

Another approach is presented in Fig. 15. A list of interesting materials is
presented and by clicking on an item, the subsystems containing this material
are highlighted as shown in Fig. 15, where the subsystems containing gold are
shown. These examples only show the interface designed for human users. The
information is also available in a machine readable form using XML.
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Fig. 14. Motor and wheel subsystem.

Fig. 15. Where is the gold hidden?

6 Related Work

The work on ROS played a very important role in this research. By using ROS
we had a stable and well developed platform for our robot. The use of proven
modules prevented reinventing solutions to already solved problems. The work
on discovery robots is huge, [10,11] show some developments focussing on mul-
tiagent and swarm solutions. Agents for distribution, logistic applications and
product manufacturing already exist [12]. In most situations agents represent
human operators or negotiators. Jennings and Bussmann introduce the concept
of a product agent, in their terms workpiece agents, during the production. These
agents do not however perform individual product logging. The use of a product
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is also studied by observing and/or interviewing end-users [13,14]. Some soft-
ware applications do connect with their originating company to report the use
by end-users.

Several proposals and implementations of including monitoring and docu-
mentation within the product itself are made and implemented. Burgess [15,16]
describes Cfengine that uses agent technology in monitoring computer systems
and ICT network infrastructure. In Cfengine, agents will monitor the status and
health of software parts of a complex network infrastructure. These agents are
developed and introduced in the use phase of this infrastructure and focus on
the condition of the software subsystems. In our approach this monitoring func-
tion for hardware and software is the role of the product agent but that role has
been played already by an agent during the manufacturing phase where valu-
able information that can be useful to the end-user has been collected. Actually
this product agent in the use phase is not necessarily the same software entity
that played the role of product agent during production, but the belief base of
the product agent is kept intact and handed over to a new incarnation of the
product agent.

In [17] an integrated diagnostic architecture for autonomous underwater vehi-
cles is described. In this work the focus is on an intelligent system for system
diagnostics. The architecture uses a variety of domain dependent diagnostic
tools (rulebase, model-based methods) and domain independent tools (corre-
lator, topology analyzer, watcher) to first detect and then diagnose the location
of faults. This work could be used and combined with the model present in the
current paper, because the artificial intelligence based techniques can applied
in the product agent. Our work expands the idea of diagnosis and related data
to the whole lifecycle of a product. By using this same agent again in the final
phase of the life-cycle, component reuse and smart disassembly is a very impor-
tant aspect when it comes to recycling of rare or expensive building material.
The status of the quality of used sub-parts is available from and presented by
the product agent.

In [18] the concept of the ‘Internet of Things’ is explained by the first user of
the term ‘Internet of Things’. The main idea of this concept is that the content
of Internet is not only built and used by humans and therefore largely depending
on humans, but the content will also be built by things connected to the Internet
that are programmed to do so. The work presented in the current paper shows
a possible technique to implement this concept of the ‘Internet of Things’.

7 Discussion

In this paper the focus was on implementing a product agent in a complex
product. This product was a discovery robot but could have been any other
technical system. For every system the requirements for a product agent should
be specified. However some global specifications are applicable for every system.
The choices for monitoring subsystems made in this research were limited only
to a few due to the fact that a proof of concept was the goal of this research.
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The actions the agent can perform are in this case displaying and storing system
status and system health status as well as system design and technical data.
The agent is not influencing the robot itself however one alarm condition is
implemented resulting in a system shut-down. It is not a difficult task to expand
the capabilities of the agent. The robot itself will be further developed. For the
product agent a wide variety of future enhancements is possible, especially when
product agents of a certain type of product are united in a multiagent system:

– A model that builds a failure overview of subsystems. This way an accurate
insight in the reliability of subsystems and components can be obtained. This
model only works if a huge amount of product agent are participating.

– On behalf of the end-user, a product agent can report component failure and
suggest or order replacement parts.

– An interesting model to implement the previous feature could be a market-
place in cyberspace where product agents can negotiate with other product
agents about exchanging parts.

In all these enhancements special attention should be paid to security and the
protection of privacy of the end-users of product agent enhanced systems. An
important aspect is the fact that the agent should store its information at a safe
place in case the robot hardware will fail. In our case this is the remote system
where the agent has the possibility to store important data.

8 Conclusions

Product agents can play an important role in every part of the life cycle of a
product. An important property of these agents is that they should have no direct
impact on the product or system they are living in. However useful information
should be collected and in case of disaster, these agents should keep a log of the
events leading to the disaster.

Product agents can be a virtual digital equivalent of a product and this
concept will be an enabling technology in implementing the internet of things.

The concept presented here is a natural evolution of the concept of using
agents during production. However in case of products made by production tech-
nology not based on agent technology, a product agent can be added afterwards,
as described in our case study. The information that could have been collected
during design and production is added afterwards and will play a role in the
recycle phase or maintenance during use phase.

The ROS platform proved to a very good platform to implement the product
agent. This is because of the fact that the data-communication infrastructure
between nodes is already implemented in a way that helps a lot in both the
design and the implementation of the product agent.
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Abstract. We introduce QAPI (quantified ATL with probabilism and
incomplete information), which extends epistemic and probabilistic ATL
with quantification of strategies and a flexible mechanism to reason about
strategies in the object language. This allows QAPI to express complex
strategic properties such as equilibria and to treat the behavior of the
“counter-coalition” in a very flexible way. We provide bisimulation rela-
tions, model checking results, and study the issues arising from the inter-
play between quantifiers and both epistemic and temporal operators.

Keywords: ATL · Multi-agent systems · Epistemic logic

1 Introduction

ATL (Alternating-time temporal logic) [2] is a logic to reason about strategic
properties of games. Its strategy operator 〈〈A〉〉 ϕ expresses “there is a strat-
egy for coalition A to achieve ϕ.” We introduce QAPI (quantified ATL with
probabilism and incomplete information), a powerful epistemic and probabilistic
extension of ATL with quantification of and explicit reasoning about strategies.
QAPI’s key features are:

– Strategy variables allow explicit reasoning about strategies in the object
language,

– A generalized strategy operator flexibly binds the behavior of some coalitions
to strategies, while the remaining players exhibit standard ATL “worst-case”
behavior,

– Quantification of strategy variables expresses dependence between strategies.

Existential quantification of strategies already appears as part of the 〈〈.〉〉-
operator of ATL, however QAPI makes this explicit and allows separating the
quantification of a strategy and the reasoning about it in the formulas. To this
end, the logic can reason directly about the effect of a coalition following a
strategy and express statements as “if coalition A follows strategy s, then ϕ
is true.”

QAPI generalizes e.g., ATL∗, strategy logic [5], ATLES [16], (M)IATL [1],
ATEL-R∗ and ATOL [11]. QAPI can reason about equilibria and express that
c© Springer-Verlag Berlin Heidelberg 2014
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a coalition knows a strategy to be successful. This requirement is often useful,
and is e.g., hard-coded into the strategy definition in [13]. In addition, QAPI
features probabilistic reasoning.

We illustrate QAPI’s advantages with an important example. When evaluat-
ing 〈〈A〉〉 ϕ in ATL, the behavior of players not in A (we denote this “counter-
coalition” with A) is universally quantified: A must succeed for every possible
behavior of A. Hence A has a strategy for ϕ only if such a strategy works even
in the worst-case setting where

– A’s only goal is to stop A from reaching the goal,
– the players in A know A’s goal,
– A’s actions may depend on unknown information.

These issues are particularly relevant when players have incomplete infor-
mation about the game. Variants of ATL for this case were suggested in e.g.,
[9–11,13,14]. These logics restrict agents to strategies that can be implemented
with the available information, but still require them to be successful for every
possible behavior of the counter-coalition. Hence the above limitations still
apply—for example, “A can achieve ϕ against every strategy of A that uses
only information available to A” cannot be expressed.

QAPI’s direct reasoning about strategies provides a flexible way to specify
the behavior of all players, and in particular addresses the above-mentioned
shortcomings with a fine-grained specification of the behavior of the “counter-
coalition” A. For example, the following behaviors of A can be specified:

– A continues a strategy for their own goal—i.e., A is unaware of (or not inter-
ested in) what A does,

– A follows a strategy tailor-made to counteract the goal ϕ, but that can
be implemented with information available to A—here A reacts to A with
“realistic” capabilities, i.e., strategies based on information actually available
to A,

– A plays an arbitrary sequence of actions, which does not have to correspond
to an implementable strategy—this is the pessimistic view of the logics men-
tioned above: A must be successful against every possible behavior of the
players in A.

As we will demonstrate, detailed reasoning about the counter-coalition is
only one advantage of QAPI. Our results are as follows:

1. We prove that QAPI has a natural notion of bisimulation which is more
widely applicable than the one in [14], even though QAPI is considerably
more expressive. In particular, our new definition can establish strategic and
epistemic equivalence between finite and infinite structures.

2. We discuss the effects of combining quantification, epistemic, and temporal
operators in detail. The combination of these operators can lead to unnatural
situations, which motivate the restriction of QAPI to prefix quantification.
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3. We prove complexity and decidability results for model checking QAPI. In
the memoryless case, QAPI’s added expressiveness compared to ATL∗ comes
without significant cost: The complexity ranges from PSPACE to 3EXPTIME
for games that are deterministic or probabilistic. Hence the deterministic
case matches the known PSPACE-completeness for ATL∗ with memoryless
strategies [13]. As expected, the problem is undecidable in the perfect-recall
case.

Related Work. We only mention the most closely related work (in addition to
the papers mentioned above) from the very rich literature. QAPI is an extension
of the ATL∗-semantics introduced in [14], and utilizes the notion of a strategy
choice introduced there. In this paper, we extend the semantics and the results
of [14] by the use of strategy variables, quantification, and explicit strategy
assignment, which leads to a much richer language. QAPI’s approach of allowing
first-order like quantification of strategies is very similar to the treatment of
strategies in strategy logic [5]. However, the combination of epistemic aspects and
quantification reveals some surprising subtleties, which we discuss in Sect. 4, and
to the best of our knowledge, there are no results on bisimulations for strategy
logic.

Relaxations of ATL’s universal quantification over the counter-coalition’s
behavior were studied in [1,16] for the complete-information case. In [15], QAPI
is used to specify strategic and epistemic properties of cryptographic protocols,
the bisimulation and model checking results from the present paper are used to
obtain a protocol verification algorithm.

2 Syntax and Semantics of QAPI

2.1 Concurrent Game Structures

We use the definition of concurrent game structures from [14], which is based on
the ones from [2,7,11]):

Definition 1. A concurrent game structure (CGS) is a tuple C = (Σ,Q, P, π,Δ,
δ, eq), where

– Σ and P are finite sets of players and propositional variables, Q is a (finite
or infinite) set of states,

– π : P → 2Q is a propositional assignment,
– Δ is a move function such that Δ(q, a) is the set of moves available at state

q ∈ Q to player a ∈ Σ. For A ⊆ Σ and q ∈ Q, an (A, q)-move is a function c
such that c(a) ∈ Δ(q, a) for all a ∈ A.

– δ is a probabilistic transition function which for each state q and (Σ, q)-move
c, returns a discrete1 probability distribution δ(q, c) on Q (the state obtained
when in q, all players perform their move as specified by c),

1 A probability distribution Pr on Q is discrete, if there is a countable set Q′ ⊆ Q
such that

∑
q∈Q′ Pr (q) = 1.
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– eq is a function eq : {1, . . . , n} × Σ → P(Q × Q), where n ∈ N and for each
i ∈ {1, . . . , n} and a ∈ Σ, eq(i, a) is an equivalence relation on Q. We also
call each i ∈ {1, . . . , n} a degree of information.

Moves are merely “names for actions” and only have meaning in combination
with the transition function δ. A subset A ⊆ Σ is a coalition of C. We omit “of
C” when C is clear from the context, omit set brackets for singletons, etc. The
coalition Σ \A is denoted with A. We write Pr (δ(q, c) = q′) for (δ(q, c)) (q′), i.e.,
consider δ(q, c) as a random variable on Q. The function eq expresses incomplete
information: It specifies pairs of states that a player cannot distinguish. By
specifying several relations eq(1, a), . . . , eq(n, a) for each player, we can specify
how much information a player may use to reach a certain goal. This is useful
e.g., in security definitions [6,15].

C is deterministic if all distributions δ(q, c) assign 1 to one state and 0 to all
others, C has complete information if eq(i, a) is always the equality relation.

2.2 QAPI Syntax: Strategies, Strategy Choices, and Formulas

The core operator of QAPI is the strategy operator : 〈〈A : S1, B : S2〉〉≥α
i ϕ

expresses “if coalition A follows S1 and B follows S2, where both coalitions
base their decisions only on information available to them in information degree
i, the run of the game satisfies ϕ with probability ≥ α, no matter what play-
ers from A ∪ B do.” Here, S1 and S2 are variables for strategy choices which
generalize strategies (see below). While similar to the ATL-operator 〈〈.〉〉, the
strategy operator is much more powerful: It allows to flexibly bind a strategy
to a coalition. This allows, for example, to model that a coalition commits to a
strategy (in ATL∗, a strategy is revoked when the 〈〈.〉〉-operator is nested) and
much more (see examples below).

Definition 2. Let C be a CGS with n degrees of information. Then strategy
formulas for C are the ones generated by the following grammar:

ϕs = p |ϕs ∧ ϕs | ¬ϕs | 〈〈A1 : S1, . . . , Am : Sm〉〉�α
i ϕp | Kk

A,iϕs

ϕp = ϕs |ϕp ∧ ϕp | ¬ϕp |Xϕp |Pϕp |X−1ϕp |ϕpUϕp

where p is a propositional variable, A, A1, . . . , Am are coalitions, 1 ≤ i ≤ n,
0 ≤ α ≤ 1, and � is one of ≤, <,>,≥, and ψ is a path formula, and Si is an
Ai-strategy choice variable for each i, and k ∈ {D,E,C}.
Formulas of the form ϕs (ϕp) are called state formulas (path formulas). The
values D, E, and C indicate different standard notions of knowledge, namely dis-
tributed knowledge, shared knowledge (“everybody knows”), and common knowl-
edge. We use standard abbreviations like ϕ∨ψ = ¬(¬ϕ∧¬ψ), ♦ϕ = trueUϕ, and
�ϕ = ¬♦¬ϕ. A 〈〈.〉〉-formula is one whose outmost operator is the strategy oper-
ator. In a CGS with only one degree of information, we omit the i subscript of
the strategy operator; in a deterministic CGS we omit the probability bound � α
(and understand it to be read as ≥ 1). Quantified strategy formulas are strategy
formulas in which the appearing strategy choice variables are quantified:
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Definition 3. Let C be a CGS, let ϕ be a strategy formula for C such that every
strategy choice variable appearing in ϕ is one of S1, . . . , Sn. Then

∀S1∃S2∀S3 . . . ∃Snϕ

is a quantified strategy formula for C.

Requiring a strict ∀∃ . . . -alternation is without loss of generality and can be
obtained via dummy variables. On the other hand, allowing quantification only
in the prefix is a deliberate restriction of QAPI, the reasons for which we discuss
in detail in Sect. 4.

q0

q01 q02

q0ok

q0
ok

q11 q12

q1ok

q1
ok

ok

ok

ok

ok

b :0

a :0

a :1

b :1

a :1

a :0

Fig. 1. Strategy choices.

Definition 4. For a player a, an a-strategy in a CGS C = (Σ,Q, P, π,Δ, δ, eq)
is a function sa with sa(q) ∈ Δ(q, a) for each q ∈ Q. For an information degree i,
sa is i-uniform if q1 ∼eqi(a)

q2 implies sa(q1) = sa(q2). For A ⊆ Σ, an A-strategy
is a family (sa)a∈A, where each sa is an a-strategy.

Our strategies are memoryless: A move only depends on the current state, not
on the history of the game. With incomplete information, the question how
players can identify suitable strategies is relevant. Consider the CGS in Fig. 1.
The players are a and b, the game starts in q0. The first move by b controls
whether the next state is q01 or q11 . For x ∈ {0, 1}, qx

1 is always followed by qx
2 .

In qx
2 , the move 0 leads to a state satisfying ok iff x = 0; move 1 is successful iff

x = 1. Player a cannot distinguish q02 and q12 . We ask whether he has a strategy
leading to ok that is successful started in both q01 and q11 . If a can only use
strategies, he must play the same move in q02 and in q12 , and thus fails in one of
them. However, if a can decide on a strategy and remember this decision, a can
choose in q01 (q11) a strategy playing 0 (1) in every state, and be successful.



136 H. Schnoor

Strategy choices [14] formalize how a player chooses a strategy, and distin-
guish between states where a strategy is identified and where it is executed : In
state q01 or q11 , player a uses his information to choose the strategy that he follows
from then on. When using only strategies, the knowledge has to be present at the
time of performing a move. Hence strategy choices give players additional capa-
bilities over the pure memoryless setting, by allowing to remember decisions. In
contrast to the perfect recall case, where players remember the entire run of a
game, there is no significant computational price, whereas perfect recall makes
the model checking problem undecidable (cp. Sect. 6).

Definition 5. A strategy choice for a coalition A in a CGS C = (Σ,Q, P, π,Δ,
δ, eq) is a function S such that for each a ∈ A, q ∈ Q, each 〈〈.〉〉i-formula ϕ,
S(a, q, ϕ) is an i-uniform a-strategy in C, and if q1 ∼eqi(a)

q2, then S(a, q1, ϕ) =
S(a, q2, ϕ).

Note that one input to a strategy choice is the goal a coalition is supposed to
achieve, which is naturally specified with a formula. The formula also specifies the
coalition working together to achieve the goal. For a coalition A and a strategy
choice S for A, the strategy chosen for A by S in a state q to reach the goal ϕ is
the A-strategy (sa)a∈A with sa = S(a, q, ϕ) for each a. We denote this strategy
with S(A, q, ϕ). Strategy choices model the decision of a single player to use a
certain strategy. For coalitions, they model strategies agreed upon before the
game for possible goals. This allows their members to predict the each other’s
behavior without in-game communication, which is helpful in e.g., coordination
games.

The strategy operator binds the behavior of the players in the appearing coali-
tions to the strategies specified by the assigned strategy choices. The remaining
players (the “counter-coalition”) are treated as “free agents” in QAPI: Every
possible behavior of these players is taken into account. Such a behavior may
not even follow any strategy, for example they may perform different moves
when encountering the same state twice during the game. This is formalized as
a response (see. [14]) to a coalition A, which is a function r such that r(t, q) is a
(A, q)-move for each t ∈ N and each q ∈ Q. This models an arbitrary reaction to
the outcomes of an A-strategy: In the i-th step of a game, A performs the move
r(i, q), if the current state is q. Essentially, a response is an arbitrary sequence of
actions where we additionally ensure that only actions applicable in the relevant
states are chosen.

When a coalition A follows the strategy sA, and the behavior of A is defined
by the response r, the moves of all players are fixed; the game is a Markov
process. A path in a CGS C is a sequence λ = λ[0]λ[1] . . . of states of C.

Definition 6. Let C be a CGS, let sA be an A-strategy, let r be a response to
A. For a set M of paths over C, and a state q ∈ Q, Pr (q → M | sA + r) is the
probability that in the Markov process resulting from C, sA, and r with initial
state q, the resulting path is in M .

A key feature of QAPI is the flexible binding of strategies to coalitions, which
is done using the strategy operator. As a technical tool to resolve possible
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ambiguities, we introduce a “join” operation on strategy choices: If the coali-
tions A1, . . . , An follow strategy choices S1, . . . , Sn, the resulting “joint strat-
egy choice” for A1 ∪ · · · ∪ An is S1 ◦ · · · ◦ Sn. This is a “union” of the Si with a
tie-breaking rule for players appearing in several of the coalitions: These always
follow the “left-most” applicable strategy choice. We define the (associative)
operator ◦ as follows:

S1 ◦ S2(a, q, ϕ) =

{
S1(a, q, ϕ), if a ∈ A1,

S2(a, q, ϕ), if a ∈ A2 \ A1.

This definition ensures that if a coalition A1 ∪ · · ·∪An is instructed to follow
the strategy choice S1 ◦ · · · ◦ Sn, then even if Ai ∩ Aj �= ∅, for each agent the
strategy choice to follow is well-defined.

2.3 QAPI Semantics: Evaluating Formulas

We define QAPI’s semantics in two stages: We first handle strategy formulas,
where instantiations for the appearing strategy choice variables are given. This
naturally leads to the semantics definition for quantified formulas. Our semantics
is natural: Propositional variables and operators are handled as usual, tempo-
ral operators behave as in LTL, and 〈〈A1 : S1, . . . , An : Sn〉〉≥α

i ψ expresses that
when coalitions A1, . . . , An follow the strategies chosen for the goal ψ by the
strategy choices S1, . . . , Sn with information degree i available, the formula ψ
is satisfied with probability ≥ α. K expresses group knowledge.

Definition 7. Let C = (Σ,Q, P, π,Δ, δ, eq) be a CGS, let
−→
S = (S1, . . . ,Sn) be a

sequence of strategy choices instantiating2 the strategy choice variables S1, . . . ,
Sn. Let ϕ be a state formula, let ψ1, ψ2 be path formulas, let λ be a path over
Q, let t ∈ N. We define

– C,
−→
S , q |= p iff q ∈ π(p) for p ∈ P,

– conjunction and negation are handled as usual,
– (λ, t),

−→
S |= ϕ iff C,

−→
S , λ[t] |= ϕ,

– (λ, t),
−→
S |= Xψ1 iff (λ, t + 1),

−→
S |= ψ1,

– (λ, t),
−→
S |= Pψ1 iff there is some t′ ≤ t and (λ, t′),

−→
S |= ψ1,

– (λ, t),
−→
S |= X−1ψ1 iff t ≥ 1 and (λ, t − 1),

−→
S |= ψ1,

– (λ, t),
−→
S |= ψ1Uψ2 iff there is some i ≥ t such that (λ, i),

−→
S |= ψ2 and

(λ, j),
−→
S |= ψ1 for all t ≤ j < i,

– If k ∈ {D,E,C}, then C,
−→
S , q |= Kk

A,iϕ iff C,
−→
S , q′ |= ϕ for all q′ ∈ Q with

q ∼k
A,i q′ (see below),

2 I.e., if Si is an A-strategy choice variable for some coalition A, then Si is a strategy
choice for A.
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– C,
−→
S , q |=

=:ϕ1︷ ︸︸ ︷
〈〈Ai1 : Si1 , . . . , Aim : Sim〉〉�α

i ψ1 iff for every response r to the coali-
tion Ai1 ∪ · · · ∪ Aim , we have
Pr

(
q →

{
λ | (λ, 0),

−→
S |= ψ1

}
|Si1 ◦ · · · ◦ Sim(Ai1 ∪ · · · ∪ Aim , q, ϕ1) + r

)
� α.

The relations ∼D
A,i, ∼E

A,i, and ∼C
A,i referenced in Definition 7 represent different

possibilities to model group knowledge. For a coalition A and an information
degree i, they are defined as follows:

– ∼D
A,i= ∩a∈Aeq(i, a) expresses distributed knowledge: KD

A,iϕ is true if ϕ can be
deduced from the combined knowledge of every member of A (with respect to
information degree i),

– ∼E
A,i= ∪a∈Aeq(i, a) models shared knowledge (“everybody knows”): KE

A,iϕ is
true if every agent in A on his own has enough information to deduce that ϕ
holds (with respect to information degree i),

– ∼C
A,i is the reflexive, transitive closure of ∼E

A,i. This models common knowledge:
KC

A,iϕ expresses that (in A, with information degree i), everybody knows that
ϕ is true, and everybody knows that everybody knows that ϕ is true, . . . , etc.

These concepts have proven useful to express the knowledge of a group. See [8]
for detailed discussion. The semantics for the quantified case are defined in the
natural way:

Definition 8. Let C be a CGS, let ψ = ∀S1∃S2∀S3 . . . ∃Snϕ be a quantified
strategy formula for C, let q be a state of C. Then ψ is satisfied in C at q, written
C, q |= ψ, if for each i ∈ {2, 4, . . . n}, there is a function si such that for all
strategy choices S1, S3, . . . , Sn−1, if Si is defined as si(S1, . . . ,Si−1) for even i,
then C, (S1, . . . ,Sn), q |= ϕ.

Constant strategy choices (which only depend on the player, not on the state
or the formula) are essentially strategies. We introduce quantifiers ∃c and ∀c

quantifying over constant strategy choices.

3 Examples

3.1 Restricted Adversaries

The following expresses “A can achieve ϕ against every uniform strategy of A:”

∃S1∀S2

〈〈
A : S1, A : S2

〉〉
1
ϕ.

This is weaker than ∃S1 〈〈A : S1〉〉1 ϕ: In the latter, A is not restricted to any
strategy at all, while in the former, A has to follow a uniform strategy.
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3.2 Sub-coalitions Changing Strategy

Often, when a coalition A′
� A changes the strategy, they rely on A \ A′ to

continue the current one. Assume that A works together to reach a state where
A′

� A has strategies for ϕ1 and ϕ2, if players in A \ A′ continue their earlier
strategy. We express this as

∃cSA∃SA′ 〈〈A : SA〉〉1♦ ( 〈〈A′ : SA′ , A : SA〉〉1 ♦ϕ1

∧ 〈〈A′ : SA′ , A : SA〉〉1 ♦ϕ2) .

This expresses that A uses a fixed strategy and does not change behavior
depending on whether A′ attempts to achieve ϕ1 or ϕ2. In particular, A \ A′

does not need to know which of these goals A′ attempts to achieve. We use the
same strategy choice for ϕ1 and ϕ2 to require A′ to identify the correct strategy
with the available information.

3.3 Knowing whether a Strategy is Successful

The following expresses “there is an A-strategy such that there is no B-strategy
such that the coalition C can know that its application successfully achieves ϕ:”

∃cSA∀cSB¬KC 〈〈A : SA, B : SB〉〉1 ϕ.

This is very different from expressing that A has a strategy preventing ϕ,
i.e., ∃SA 〈〈A : SA〉〉1 ¬ϕ, since (i) There may be a successful strategy for B, but
not enough information for C to determine that it is successful, (ii) the goal ϕ
may still be reachable if B does not follow a (uniform) strategy.

3.4 Winning Secure Equilibria (WSE)

If player a (b) has goal ϕa (ϕb), a WSE [4] is a pair of strategies (sa, sb) such
that both goals are achieved when a and b play sa and sb, and if b plays such
that ϕa is not reached anymore, but a still follows sa, then b’s goal ϕb is also
not satisfied anymore (same for player a). QAPI can express this as follows:
Both goals are reached if (sa, sb) is played, and neither player can reach his goal
without reaching that of the other player as well, if the latter follows the WSE
strategy.

∃cSa∃cSb 〈〈a : SA, b : SB〉〉1 (ϕa ∧ ϕb)
∧ 〈〈a : SA〉〉1 (ϕb → ϕa)
∧ 〈〈b : SB〉〉1 (ϕa → ϕb) .

3.5 Expressing ATEL-R∗ and ATOL

ATOL [11] requires identifying strategies with the agent’s knowledge. ATOL’s
key operator is defined as follows (right-hand side in our notation)—in the fol-
lowing, A is the coalition playing, and Γ the one identifying the strategy:
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C, q |= 〈〈A〉〉K(Γ ) ϕ iff there is a constant strategy choice SA such that
for all q′ ∈ C with q′ ∼Γ q, we have that C, q′ |= 〈〈A : SA〉〉1 ϕ.

The above can be translated into QAPI by writing

C, q′ |= KΓ 〈〈A : SA〉〉1 ϕ,

where SA’s quantification depends on the parity of negation and is restricted
to constant strategy choices.3 In [11], it is stated that requiring “Γ knows that
A has a strategy to achieve ϕ” is insufficient to express 〈〈A〉〉K(Γ ) ϕ. It suffices
in QAPI since we quantify SA before the K-operator, hence Γ knows that the
fixed A-strategy is successful. ATEL-R∗ would quantify the strategy after the
K-operator in a formula like KΓ 〈〈A〉〉 ϕ: A could choose a different strategy in
each state. ATEL-R∗ (ATOL with recall) can be expressed in MQAPI analo-
gously. The above highlights the usefulness of QAPI’s ability to directly reason
about strategy choices. Strategy logic [5], ATLES [16], and (M)IATL [1] can be
expressed similarly.

4 Quantification and Epistemic/Temporal Operators

We now study the interplay between quantifiers and temporal or epistemic oper-
ators: Applying quantifiers in the scope of epistemic or temporal operators often
leads to highly counter-intuitive behavior. This behavior is the reason why QAPI
only allows quantification in a quantifier block prefixing the formula. The issues
we demonstrate here are not specific to QAPI or the concept of strategy choices,
but arise in any formalism combining the operators we discuss here with some
mechanism of requiring agents to “know” which strategy to apply. The core issue
is that an unrestricted ∃-quantifier adds a high degree of non-uniformity to the
agent’s choices, which is incompatible with the epistemic setting.

To demonstrate these issues, in this section, we consider QAPIinfix , which
is QAPI with arbitrary nesting of quantifiers and other operators. The seman-
tics is defined by applying quantification in every state in the obvious way.
Clearly, quantification can be pulled outside of the scope of propositional, X, and
♦-operators. The remaining temporal and epistemic operators cannot be handled
so easily.

4.1 Quantification in the Scope of Temporal Operators

Consider the QAPIinfix -formula A�∃SA 〈〈A : SA〉〉≥1
1 ψ: The quantifier A abbre-

viates ∃S∅ 〈〈∅ : S∅〉〉≥1
1 and expresses quantification over all reachable paths

3 It is not sufficient to rely on the uniformity of strategy choices (the same strategy
must be chosen in A-indistinguishable states), since there must be a single strategy
that is successful in all Γ -indistinguishable states, and Γ might have less information
than A.
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Fig. 2. Infix quantification example.

(essentially A is CTL’s A-operator). The formula expresses that in all reach-
able states, there is a strategy choice for A that accomplishes ψ. There are
no uniformity or epistemic constraints on the ∃-quantifier: Even in states that
look identical for all members of A, completely different strategy choices can be
applied. This is problematic in an epistemic setting: Consider the CGS with two
players a and b in Fig. 2. We only indicate the moves of player a. The game is
turn-based, where it is b’s turn in the state q0 and a’s turn in the remaining
states. The first action of b chooses whether the next state is q1 or q2, these
two states are indistinguishable for a. In q1, player a must play 0 to reach a
state where p holds, in state q2, a must play 1 to achieve this. Now consider the
following formula (we consider the coalition A = {a}):

AX∃SA 〈〈A : SA〉〉≥1
1 p.

This formula is true in q0: In both possible follow-up states, there is a strategy
choice that allows player a to enforce that p is true in the next state: In q1 (q2), we
choose a strategy choice S1 that for every possible goal and in every state always
plays the move 0 (1). Individually, these strategy choices satisfy every imaginable
uniformity condition, since they fix one move forever. However, intuitively in q1,
player a cannot achieve Xp, since a cannot identify the correct strategy choice to
apply. This shows that having an existential quantifier in the scope of a temporal
operator yields counter-intuitive results.

A natural way to address this problem is to restrict quantification to be “uni-
form” and demand that the quantifier chooses the same strategy choice in the
states indistinguishable for A. We can express this in QAPIinfix by requiring
that the strategy choice “returned” by the quantifier is successful in all indistin-
guishable states—in other words, requiring A to know that the strategy choice
is successful. In this case, the same strategy choice can be used in all indistin-
guishable states as intended. In the above example, we therefore would consider
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the following formula (for singleton-coalitions, all notions of knowledge coincide,
we use common knowledge in the example):

AX∃SAKC
A,1 〈〈A : SA〉〉≥1

1 p.

If we follow the above suggestion and always combine existential quantification
with requiring the knowledge that the introduced strategy choice accomplishes its
goal, the behavior is much more natural—however, as we now demonstrate, these
are exactly the cases which already can be expressed in QAPI.

We now discuss the suitable notion of group knowledge to apply in formulas
of the above structure. If we use distributed knowledge, we essentially allow
coordination inside the coalition A as part of the existential quantifier. This
is similar to the behavior of ATL/ATL∗, where the 〈〈.〉〉-operator also allows
coordination. Hence distributed knowledge does not achieve the desired effect.
However, shared knowledge (“everyone knows”) and common knowledge do not
suffer from these issues: In both cases, each agent on his own can determine
whether the current strategy “works.” We now support this intuition by formal
arguments: In the case of shared knowledge or common knowledge, the existential
quantifier can indeed be exchanged with the � operator, the same does not hold
for distributed knowledge.

Proposition 1. Let ϕ be a formula in which the variable SA does not appear,
and which does not use past-time operators, and let k ∈ {E,C}. Then

�∃SAKk
A,i 〈〈A : SA〉〉≥α

i ϕ ≡ ∃SA�Kk
A,i 〈〈A : SA〉〉≥α

i ϕ.

We require that ϕ does not contain SA, since the idea of the above discussion is
the direct coupling of the existential quantification of SA and the group knowl-
edge about the effects of its application. Requiring that ϕ does not have past-time
operators is clearly crucial for memoryless strategies: If ϕ, e.g., requires to play
a specific move if and only if that move has been played previously, then the
strategy choice clearly must depend on the history and the above equivalence
does not hold. Proposition 1 does not hold for distributed knowledge instead:

Example 1. Consider a CGS C with players a and b and two Boolean variables x
and y, where player a (b) only sees the value of variable x (y) and the values of the
variables change randomly in every transition. Each player always has the moves
0 and 1 available. Consider the coalition A = {a, b} and the formula ϕ expressing
“a moves according to y and b moves according to x”4 Since the distributed
knowledge of A allows to identify the values of both x and y, in each state there
is a strategy choice achieving ϕ, however clearly there is no single strategy choice
which works in all states. Hence, the formula �∃SAKD

A,1 〈〈A : SA〉〉≥1
1 ϕ is always

true in C, while ∃SA�KD
A,1 〈〈A : SA〉〉≥1

1 ϕ is always false.

4 To express this as a variable, the CGS needs to record the last move of each player
in the state in the obvious way.



Epistemic and Probabilistic ATL with Quantification and Explicit Strategies 143

Proposition 1 can be generalized in several directions. For ease of presentation
we only present the above simple form of Proposition 1 which supports the main
argument of this section: “Intuitively sensible” applications of quantifications
inside �-operators can be eliminated.

4.2 Quantification in the Scope of Epistemic Operators

We now show that quantification in the scope of epistemic operators leads to
similar issues as the case of temporal operators considered above. We again
consider the CGS in Fig. 2. In q0, the formula

AXKd
A,1∃SA 〈〈A : SA〉〉≥1

1 Xp

is true: Agent a (who alone forms the coalition A) knows that there is a successful
strategy choice, since there is one in both q1 and in q2. However, as seen above,
he does not know this strategy choice.

We now present a similar result to Proposition 1, for quantification in the
scope of epistemic operators, and identify cases in which these operators com-
mute. For this, we exhibit a “maximal” class of formulas for which knowledge
and quantification can always be exchanged. When discussing whether quan-
tification of a variable Si commutes with an operator (epistemic or otherwise),
clearly we are only interested in formulas in which the variable Si actually plays a
non-trivial role. To formalize this, we extend the concept of a “relevant” variable
which is well-known in propositional logic, to the class of strategy variables:

Definition 9. Let ϕ be a formula with free strategy variables among {S1, . . . ,Sn}.
We say that the variable Si is relevant for ϕ if there exists a CGS C, a state q of C,
and strategy choices S1, . . . ,Sn,S′

i such that C, (S1, . . . ,Sn), q |= ϕ and C, (S1, . . . ,
Si−1,S

′
i, Si+1, . . . ,Sn), q �|= ϕ.

This means that there exists a situation where it matters which strategy choice
is used to instantiate the variable Si. Examples for an irrelevant variable SA are
〈〈A : SA〉〉≥1

i (♦x ∨ �¬x) or 〈〈A : SA〉〉≥0
i ♦x.

Definition 10. For a coalition A and a degree of information i, k ∈ {D,E,C},
a formula ϕ is k-i-simple in SA, if one of the following conditions is true:

– SA is an irrelevant variable of ϕ, or
– ϕ is equivalent to a formula of the form Kk

A,iψ.

Formulas that are k-i-simple give a “natural” semantics when prefixed with an
existential quantifier, since in the same way as there, the non-uniformity of the
existential quantifier is reduced using the epistemic operator. We now show that
in these cases, infix quantification again is not necessary, as here, the existential
and the epistemic operators commute:

Lemma 1. If ϕ is k-i-simple and has a single free strategy variable, then for all
CGS C and states q,

C, q |= Kk
A,i∃sAϕ if and only if C, q |= ∃sAKk

A,iϕ.
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This class of formulas is maximal—as soon as we have a formula that depends
on the variables SA and of which A’s knowledge does not suffice to determine
the truth, we cannot swap the above operators.

Proposition 2. Let ϕ be a formula such that ϕ is not k-i-simple in SA and the
coalition A is bound to SA in the entire formula, then ∃SAKk

A,iϕ �≡ Kk
A,i∃SAϕ.

The prerequisite that A is bound to SA in the entire formula is necessary to e.g.,
preclude cases where SA is only used in a non-meaningful way. It is not a strong
requirement, as (with infix quantification) usually the subformula directly suc-
ceeding the existential quantifier will be the one “talking about” the quantified
strategy choice. It is possible to strengthen Proposition 2, however again the
simple form here suffices to show that in the cases where quantification in the
scope of an epistemic operator gives a satisfactory semantics, the quantifier can
be moved out of scope of that operator, and hence QAPI suffices.

4.3 Discussion

Nesting of quantification and epistemic or temporal operators leads to counter-
intuitive behavior, since quantification introduces a degree of non-uniformity,
whereas a core issue in the epistemic setting is to enforce sufficient uniformity
to ensure that agents have enough knowledge to decide on the “correct” move
to play in every situation. Although we did not give a complete characterization
of the cases in which temporal/epistemic operators and quantifiers commute
and it is notoriously difficult to give a good definition of a “natural” semantics,
our results give strong evidence for our claim: In the cases where infix quan-
tification leads to a natural semantics, the quantifiers can be swapped with the
temporal/epistemic operators, hence infix quantification is unneeded.

Another reason why QAPI only allows quantifiers in the prefix of a formula
is that in the presence of strategy choices, infix quantification does not seem to
be particularly useful: Quantification of strategies that may be different in any
state should be handled by strategy choices in a way that is compatible with the
epistemic setting, since strategy choices may return different strategies in states
that are distinguishable for an agent. On the other hand, infix quantification of
strategy choices is very unnatural: Strategy choices express “global behavior”
of coalitions allowing prior agreement, but during the game only rely on com-
munication that is part of the game itself. Quantification inside formulas would
express “prior agreement” during the game, which defeats its purpose.

There may be interesting properties that can only be expressed using
QAPIinfix , but usually, QAPI is sufficient and avoids the above problems.

5 Simulations

Bisimulations relate structures in a truth-preserving way. They allow to obtain
decidability results for game structures with infinite state spaces (if a bisimilar
finite structure exists), or can reduce the state space of a finite system. In [15],
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Fig. 3. Game structure C1.

our bisimulation results are used to obtain a model-checking algorithm on an
infinite structure by utilizing a bisimulation between this structure and a finite
one. We give the following definition, which is significantly less strict than the one
in [14]: For example, our definition can establish bisimulations between structures
with different numbers of states (see example below). This is not possible in the
definition from [14], since there a bisimulation is essentially a relation Z which
is a simulation in both directions simultaneously. Since a simulation in the sense
of [14] is a function between state spaces, this implies that Z must contain, for
every state in one CGS, exactly one related state in the other. Hence such a Z
induces a bijection between state spaces, and is essentially an isomorphism. The
following definition is somewhat simplified to increase readability, it only treats
game structures that have a single degree of information, which is therefore
omitted here.

Definition 11. Let C1 and C2 be CGSs with state sets Q1 and Q2, the same set
of players, and the same set of propositional variables. A probabilistic bisimula-
tion between C1 and C2 is a pair of functions (Z1, Z2) where Z1 : Q1 → Q2 and
Z2 : Q2 → Q1 such that there are move transfer functions Δ1 and Δ2 such that
for {i, ī} = {1, 2} and all qi ∈ Qi, qī = Zi(qi), and all coalitions A:

– qi and qī satisfy the same propositional variables,
– if ci is a (A, qi) move, the (A, qī)-move cī(a) = Δi(a, qi, ci(a)) for all a ∈ A sat-

isfies that for {j, j̄} = {1, 2} and all (A, qj)-moves cA
j , there is a (A, qj̄)-move cA

j̄

such that for all q′
i ∈ Qi, Pr

(
Zī(δ(qī, cī ∪ cA′

ī
)) = q′

i

)
=Pr

(
δ(qi, ci ∪ cA

i ) = q′
i

)
.

– if qi ∼a q′
i, then Δi(a, qi, c) = Δi(a, q′

i, c) for all c
– if qi ∼a q′

i, then Zi(qi) ∼a Zi(q′
i)

– if qī ∼A q ′̄
i
, there is q′

i with Zi(q′
i) = q ′̄

i
and qi ∼A q′

i.
– Z1 ◦ Z2 and Z2 ◦ Z1 are idempotent.

Theorem 1. Let C1 and C2 be concurrent game structures, let (Z1, Z2) be a
probabilistic bisimulation between C1 and C2, let q1 and q2 be states of C1 and C2

with Z1(q2) = q1 and Z2(q1) = q2. Let ϕ be a quantified strategy state formula.
Then C1, q1 |= ϕ if and only if C2, q2 |= ϕ.

Consider the games C1 and C2 in Figs. 3 and 4. In both, player a starts, he has a
single choice in C1 and 4 choices in C2. The move by b then determines whether
ok holds in the final state. In states r1 of C1 and q1, q2, and q3 of C2, a must
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Fig. 4. Game structure C2.

play 1 to make ok true, in state q4 of C2, he must play 0. States q2 and q3 are
indistinguishable for a in C2. CGSs C1 and C2 with state sets Q1 and Q2 are
bisimilar via (Z1, Z2), where Z2 : Q2 → Q1 is defined as follows:

– Z2(q0) = r0,
– Z2(q1) = Z2(q2) = Z2(q3) = Z2(q4) = r1,
– Z2(q5) = Z2(q7) = Z2(q9) = Z2(q11) = r2,
– Z2(q6) = Z2(q8) = Z2(q10) = Z2(q12) = r3.

The move transfer function swaps moves 0 and 1 when transferring from r1
to q4. Z1 : Q1 → Q2 maps r0 to q0, r1 to q1, r2 to q5 and r3 to q6, the move
transfer functions map all of a’s possible moves in q0 to the move 1, the moves
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of b are mapped to themselves (note that q4 is not used in this direction). It is
easy to check that (Z1, Z2) is a bisimulation.

Theorem 1 states that state related via both Z2 and Z1 satisfy the same for-
mulas. This applies to (r0, q0), (r1, q1), (r2, q5), and (r3, q6). The example shows
a bisimulation between structures with complete and incomplete information,
and with different cardinalities.

6 Model Checking Complexity

Model checking is the problem to determine, for a CGS C, a quantified strategy
formula ϕ, and a state q, whether C, q |= ϕ. We state the following results for
completeness, the proofs are straight-forward using results and techniques from
the literature [2,3,5,14]. We note that the model-checking problem for a version
of QAPI with perfect recall strategies can easily seen to be undecidable.

Theorem 2. The QAPI model-checking problem is

1. PSPACE-complete for deterministic CGSs,
2. solvable in 3EXPTIME and 2EXPTIME-hard for probabilistic structures.
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Abstract. We developed a novel method for image segmentation using
deformable models. The deformable model adjustment is controlled by an
Artificial Neural Network (ANN), which defines the deformations of the
segmentation model through time. As deformable model we used Topo-
logical Active Nets, model which integrates features of region-based and
boundary-based segmentation techniques. The evolved Artificial Neural
Network learns to move each node of the segmentation model based on its
energy surrounding. The ANN is applied to each of the nodes and in dif-
ferent temporal steps until the final segmentation is obtained. The ANN
training is automatically obtained by simulated evolution, using differ-
ential evolution. This way, segmentation is an emergent process, result of
the small deformations in the active model elements and through time.
The new proposal was tested in different artificial and real images, show-
ing the capabilities of the methodology.

Keywords: Topological Active Nets · Differential evolution · Artificial
Neural Networks · Medical imaging

1 Introduction and Previous Work

The active nets model for image segmentation was proposed [1] as a variant of the
deformable models [2] that integrates features of region–based and boundary–
based segmentation techniques. To this end, active nets distinguish two kinds
of nodes: internal nodes, related to the region–based information, and external
nodes, related to the boundary–based information. The former model the inner
topology of the objects whereas the latter fit the edges of the objects. The
Topological Active Net (TAN) [3] model was developed as an extension of the
original active net model. It solves some intrinsic problems to the deformable
models such as the initialization problem. It also has a dynamic behavior that
allows topological local changes in order to perform accurate adjustments and
find all the objects of interest in the scene. The model deformation is controlled
by energy functions in such a way that the mesh energy has a minimum when
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the model is over the objects of the scene. This way, the segmentation process
turns into a minimization task.

The energy minimization of a given deformable model has been faced with
different minimization techniques. One of the simplest methods is the greedy
strategy [4]. The main idea implies the local modification of the model in a
way the energy of the model is progressively reduced. The segmentation finishes
when no further modification implies a reduction in terms of energy. As the main
advantages, this method is fast and direct, providing the final segmentations with
low computation requirements. However, as a local minimization method, it is
also sensitive to possible noise or complications in the images. This method was
used as a first approximation to the energy minimization of the Topological
Active Nets [3].

As the local greedy strategy presented relevant drawbacks, especially regard-
ing the segmentation with complex and noisy images, different global search
methods based on evolutionary computation were proposed. Thus, a global
search method using genetic algorithms [5] was designed. As a global search
technique, this method provided better results working under different compli-
cations in the image, like noise or fuzzy and complex boundaries, situations
quite common working under real conditions. However, this approach presented
an important drawback, that is the complexity. The segmentation process needed
large times and computation requirements to reach the desired results. As an
improvement of the genetic algorithm approach, another evolutionary optimiza-
tion technique was proposed [6]. This new approach, based in differential evo-
lution, allowed a simplification of the previous method and also speed up the
segmentation process, obtaining the final results in less generations (implying
less time).

There is very little work regarding emerging systems and deformable models
for image segmentation. “Deformable organisms” were used for an automatic seg-
mentation in medical images [7]. Their artificial organisms possessed deformable
bodies with distributed sensors, while their behaviors consisted of movements
and alterations of predefined body shapes (defined in accordance with the image
object to segment). The authors demonstrated the method with several pro-
totype deformable organisms based on a multiscale axisymmetric body mor-
phology, including a “corpus callosum worm” to segment and label the corpus
callosum in 2D mid-sagittal MR brain images.

In this paper, we used Differential Evolution (DE) [8,9] to train an Artificial
Neural Network (ANN) that works as a “segmentation operator” that knows
how to move each TAN node in order to reach the final segmentations. Section 2
details the main characteristics of the method. It includes the basis of the Topo-
logical Active Nets, deformable model used to achieve the segmentations (Sub-
sect. 2.1), the details of the ANN designed (Sub-sect. 2.2) and the optimization
of the ANN parameters using the DE method (Sub-sect. 2.3). In Sect. 3 different
artificial and real images are used to show the results and capabilities of the
approach. Finally, Sect. 4 expounds the conclusions of the work.
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2 Methods

2.1 Topological Active Nets

A Topological Active Net (TAN) is a discrete implementation of an elastic n-
dimensional mesh with interrelated nodes [3]. The model has two kinds of nodes:
internal and external. Each kind of node represents different features of the
objects: the external nodes fit their edges whereas the internal nodes model
their internal topology.

As other deformable models, its state is governed by an energy function, with
the distinction between the internal and external energy. The internal energy
controls the shape and the structure of the net whereas the external energy rep-
resents the external forces which govern the adjustment process. These energies
are composed of several terms and in all the cases the aim is their minimization.

Internal Energy Terms. The internal energy depends on first and second order
derivatives which control contraction and bending, respectively. The internal
energy term is defined through the following equation for each node:

Eint(v(r, s)) = α (|vr(r, s)|2 + |vs(r, s)|2) +
β (|vrr(r, s)|2 + |vrs(r, s)|2 + |vss(r, s)|2) (1)

where the subscripts represent partial derivatives, and α and β are coefficients
that control the first and second order smoothness of the net. The first and
second derivatives are estimated using the finite differences technique.

External Energy Terms. The external energy represents the features of the
scene that guide the adjustment process:

Eext(v(r, s)) = ω f [I(v(r, s))] +
ρ

|ℵ(r, s)|
∑

p∈ℵ(r,s)

1
||v(r, s) − v(p)||f [I(v(p))] (2)

where ω and ρ are weights, I(v(r, s)) is the intensity of the original image in the
position v(r, s), ℵ(r, s) is the neighborhood of the node (r, s) and f is a function,
which is different for both types of nodes since the external nodes must fit the
edges whereas the internal nodes model the inner features of the objects.

If the objects to detect are bright and the background is dark, the energy
of an internal node will be minimum when it is on a point with a high grey
level. Also, the energy of an external node will be minimum when it is on a
discontinuity and on a dark point outside the object. Given these circumstances,
the function f is defined as:

f [I(v(r, s))] =

⎧
⎪⎪⎨

⎪⎪⎩

IOi(v(r, s)) + τIODi(v(r, s)) for internal nodes

IOe(v(r, s)) + τIODe(v(r, s))+ for external
ξ(Gmax − G(v(r, s))) + δGD(v(r, s)) nodes

(3)

where τ , ξ and δ are weighting terms, Gmax and G(v(r, s)) are the maximum
gradient and the gradient of the input image in node position v(r, s), I(v(r, s)) is
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the intensity of the input image in node position v(r, s), IO is a term called “In-
Out” and IOD a term called “distance In-Out”, and GD(v(r, s)) is a gradient
distance term. The IO term minimizes the energy of individuals with the external
nodes in background intensity values and the internal nodes in object intensity
values meanwhile the terms IOD act as a gradient: for the internal nodes (IODi)
its value minimizes towards brighter values of the image, whereas for the external
nodes its value (IODe) is minimized towards low values (background).

The adjustment process consists of minimizing these energy functions, con-
sidering a global energy as the sum of the different energy terms, weighted with
the different exposed parameters, as used in the optimizations with a greedy
algorithm [3] or with an evolutionary approach [5,6].

2.2 Artificial Neural Networks for the Image Segmentation

A new segmentation technique that uses Artificial Neural Networks (ANNs) to
perform the optimization of the Topological Active Nets is proposed in this work.
In particular, we used a classical multilayer perceptron model that is trained to
know how the TAN nodes have to be moved and reach the desired segmentations.

The main purpose of the ANNs consist of providing, for a given TAN node,
the most suitable movement that implies an energy minimization of the whole
TAN structure. This is not the same as the greedy algorithm, which determines
the minimization for each node movement. All the characteristics of the network
were designed to obtain this behavior, and are the following:

Input. The ANN is applied iteratively to each of the TAN nodes. For each TAN
node, the four hypothetical energy values that would take the mesh if the
given node was moved in the four cardinal directions are calculated. The
ANN receives as inputs the four increments (positive or negative) in energy
in these new positions with respect to the current position. Moreover, these
energy increments are normalized with respect to the energy in the present
position, given the high values that the energy normally takes, following the
formula:

ΔE′
i = (Ei − Ec)/Ec (4)

where Ei is the given hypothetical energy to be normalized and Ec is the
energy with the TAN node in the present location.

Hidden Layers. One single hidden layer composed by a different number of
nodes. The sigmoid transfer function was used for all the nodes.

Output. The network provides the movement that has to be done in each axis
for the given TAN node. So, it has two output nodes that specify the shift
in both directions of the current position.

These characteristics can be seen in Fig. 1. In this case, we obtain the values
of the hypothetical energies that would be taken if we move the central node
in the x and y axes, represented by the Ex−, Ex+, Ey− and Ey+ values. The
corresponding energy increments are introduced as the input values in the corre-
sponding ANN, that produces, in this example, a horizontal displacement for the
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Fig. 1. Diagram of the shift production for a given TAN node using the ANN.

Step 0 Step 9 Step 23 Step 31

Step 38 Step 47 Step 52 Step 65

Fig. 2. Emergent segmentation provided by the ANN in different steps.

given TAN node. This movement, provided by the network outputs, is restricted
in a small interval of pixels around the current position, typically between 1 and
5 pixels in both axes and directions.

Once we have the ANN correctly trained (with the evolutionary algorithm),
we can use it as a “segmentation operator” that progressively moves the entire
set of TAN nodes until, after a given number of steps, the TAN reaches the
desired segmentation. In this process, the ANN is applied to each of the nodes
sequentially. Such a temporal “step” is the application of the ANN to all the
nodes of the TAN. An example of segmentation is shown in Fig. 2, where the
TAN was established initially in the limits of the image and all the nodes were
moved until a correct segmentation was reached.

2.3 Differential Evolution for the Optimization of the Artificial
Neural Network

Differential Evolution (DE) [8,9] is a population-based search method. DE cre-
ates new candidate solutions by combining existing ones according to a simple



154 J. Novo et al.

formula of vector crossover and mutation, and then keeping whichever candidate
solution which has the best score or fitness on the optimization problem at hand.
The central idea of the algorithm is the use of difference vectors for generating
perturbations in a population of vectors. This algorithm is specially suited for
optimization problems where possible solutions are defined by a real-valued vec-
tor. The basic DE algorithm is summarized in the pseudo-code of Algorithm 2.1.

One of the reasons why Differential Evolution is an interesting method in many
optimization or search problems is the reduced number of parameters that are
needed to define its implementation. The parameters are F or differential weight
and CR or crossover probability. The weight factor F (usually in [0, 2]) is applied
over the vector resulting from the difference between pairs of vectors (x2 and
x3). CR is the probability of crossing over a given vector (individual) of the
population (x1) and a vector created from the weighted difference of two vectors
(F (x2 − x3)), to generate the candidate solution or individual’s potentially new
position y. Finally, the index R guarantees that at least one of the parameters
(genes) will be changed in such generation of the candidate solution.

When compared with the classical evolutionary algorithms such as a Genetic
Algorithm (GA), DE has a clear advantage. The main problem of the GA
methodology is the need of tuning of a series of parameters: probabilities of
different genetic operators such as crossover or mutation, decision of the selec-
tion operator (tournament, roulette,), tournament size. Hence, in a standard GA
it is difficult to control the balance between exploration and exploitation. On the
contrary, DE reduces the parameters tuning and provides an automatic balance
in the search. As it was indicated [10], the fundamental idea of the algorithm is
to adapt the step length (F (x2−x3)) intrinsically along the evolutionary process.
At the beginning of generations the step length is large, because individuals are
far away from each other. As the evolution goes on, the population converges
and the step length becomes smaller and smaller.
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In our application, a single ANN was used to learn the movements that
have to be done by the internal and the external nodes. In the evolutionary
population, each individual encodes the ANN. The genotypes code all the weights
of the connections between the different nodes of the ANN. The weights were
encoded in the genotypes in the range [−1, 1], and decoded to be restricted in an
interval [-MAX VALUE, MAX VALUE]. In the current ANN used, the interval
[−1, 1] was enough to determine output values in the whole range of the transfer
functions of the nodes.

We initialized the TAN nodes in the borders of the images and applied a
fixed number of steps. Each step consists of the modification produced by the
ANN for each of the nodes of the TAN. Finally, the fitness associated to each
individual or encoded ANN is the energy that has the final configuration of the
TAN which must be minimized. So, the fitness is defined only by the final emer-
gent segmentation provided by an encoded ANN.

Moreover, the usual implementation of DE chooses the base vector x1 ran-
domly or as the individual with the best fitness found up to the moment (xbest).
To avoid the high selective pressure of the latter, the usual strategy is to inter-
change the two possibilities across generations. Instead of this, we used a tour-
nament to pick the vector x1, which allows us to easily establish the selective
pressure by means of the tournament size.

3 Results

Different representative artificial and real CT images were selected to show the
capabilities and advantages of the proposed method. Regarding the evolutionary
DE optimization, all the processes used a population of 1000 individuals and the
tournament size to select the base individual x1 in the DE runs was 5% of the
population. We used a fixed value for the CR parameter (0.9) and for the F
parameter (0.9). These values provided the best results in all the images. In the
calculation of the fitness of the individual, we applied a number of steps between
50 and 400, depending on the complexity and the resolution of the image.

Table 1 includes the energy TAN parameters used in the segmentation exam-
ples. Those were experimentally set as the ones in which the corresponding ANN
gave the best results for each training.

Table 1. TAN parameter sets used in the segmentation processes of the examples.

Figures Size α β ω ρ ξ δ τ

3,4,5 8 × 8 1.0 1.0 10.0 4.0 0.0 6.0 30.0

6 12 × 12 0.0 2.0 20.0 3.0 0.0 5.0 0.0

7 8 × 8 4.5 0.8 10.0 2.0 7.0 20.0 40.0

8 8 × 8 4.5 0.8 10.0 2.0 7.0 20.0 40.0
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3.1 Segmentation of Artificial Images

Firstly, we tested the methodology with artificial images with different charac-
teristics. In this case, we used a training set of 4 artificial images, each one with
different characteristics (different shapes, inclusion of concavities, holes, etc.).
The fitness is defined as the sum of the individual fitnesses provided by the
same ANN (individual) in all the training images.

Figure 3 shows the final segmentations obtained with the training set. More-
over, we tested the trained ANNs with a different set of images. Once we have the
ANNs trained, the segmentation is fast and direct, applying the modifications
to the TAN nodes a given number of steps until we reach the final segmentation.
Note that two of the images have great difficulties for a perfect segmentation,
with a big hole and a deep concavity, so some nodes can incorrectly fall in the
hole or the concavity. For testing the trained ANN, we scaled and rotated a
couple of difficult images of the training dataset, to verify the independence of
the training regarding modifications in the used objects. Figures 4 and 5 show
the final results with the test set of images. As the Figures show, the ANNs are
able to reach correct results, which demonstrates that the ANN has learned to
move correctly the nodes, independently of the training image or images used,
to provide a final correct segmentation.

3.2 Comparison of the Proposed Method and the Greedy Algorithm

We compared the proposed method with respect to the greedy approach previ-
ously defined. We selected a domain with real difficult images, as we segmented

Fig. 3. Results obtained with the best ANN for the segmentation of the training images.

Fig. 4. Results obtained when the best ANN is tested with scaled artificial objects.
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Fig. 5. Results obtained when the best ANN is tested with rotated artificial objects.

the optic disc in eye fundus images, as detailed in [11]. The objective is the seg-
mentation of the optic disc (oval bright area in the image) which also provides
the localization of the center of the optic disc. As Fig. 6 shows, the greedy local
search falls in local minima quite fast, being impossible to reach the optic disc
boundary (Fig. 6(a)). On the contrary, the ANN learned how to move all the
nodes and was capable to reach an acceptable result (Fig. 6(b)–(d)). Note the
capability of the evolved ANN to overcome the high level of noise, that prevents
the correct segmentations by the greedy methodology.

In this case, additionally to the TAN energy parameters depicted in Table 1,
we also used the ad-hoc energy terms designed for this specific task, as detailed
in [11]. These energy terms are “circularity”, that potentiates a circular shape
of the TAN, and “contrast of intensities”, that tries to put the external nodes in

Fig. 6. Comparison between the greedy algorithm and the proposed method. (a) Final
result with the greedy approach. (b)–(d) Segmentation provided by the ANN in differ-
ent temporal steps: 30, 171 and 399.
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Fig. 7. Percentage of TAN node movements with an energy maintenance or improve-
ment, over the temporal steps, and using the trained ANN in the segmentation of
Fig. 6.

locations with bright intensities in the inside and dark intensities outside. This
term was designed to avoid the falling of the external nodes in the inner blood
vessels. In this segmentation, the corresponding energy parameters of these two
ad-hoc energy terms took values of cs = 30.0 and ci = 15.0, respectively.

To explain why the greedy local search and the proposed method behave
differently, we included, in Fig. 7, a graphic with the percentage of the TAN
node shifts that implied a maintenance or improvement (decrement) in terms
of energy, and for each step in the segmentation of the optic disc of Fig. 6. In
the graphic, the main difference between the proposed method and the greedy
local search is clear. Using the greedy method, all the movements of the TAN
nodes imply a new position with an energy at least the same as the previous
one, and better if possible (100% in the graph). That is why, in this particular
segmentation, the greedy method falls in local minima, because the nodes cannot
find a better position in the neighborhood and in few steps. However, with the
proposed method, the ANN learned to produce “bad” movements (an average of
50% at the final steps), that implied worse energies in the short term, but they
were suitable to find a correct segmentation in terms of the entire segmentation
process.

3.3 Segmentation of Real Images

Moreover, as in the case with artificial images, we trained the ANNs with a
given set of medical CT images, and after that, we tested the method with a
different dataset. We selected a set of images that included objects with different
shapes and with different levels of complexity. The CT images correspond to
a CT image of the head, the feet, the knee and a CT image at the level of
the shoulders. The images used in the testing correspond to CT images of the
same close areas, but with a slightly different shape and with deeper concavities.
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Fig. 8. Results obtained with the best evolved ANN and the training set of real CT
images.

Fig. 9. Results obtained with the best evolved ANN and the test dataset of real CT
images.

All these CT images presented some noise surrounding the object, noise that was
introduced by the capture machines when obtaining the medical CT images.

Figure 8 includes the final segmentations with the training dataset, whereas
Fig. 9 details the final segmentations obtained with the best trained ANN and
the test set of images. In both cases, the evolved ANN was capable to provide
acceptable results, including a correct boundary detection and overcoming the
presence of noise in the images.

Again, in the difficult parts of the images, like the concavities, some external
nodes fall incorrectly in the background. This can be improved changing the
energy parameters, increasing the TAN energy GD (Gradient Distance), but
it deteriorates other objectives like smoothness. So, the energy parameters are
always a compromise to obtain acceptable results in different kind of images.

For example, in the second row of testing images, that are sections farther
from the corresponding images in the training set, some external nodes tend
to finally fall outside the image boundaries in the areas with deep concavities.
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This is because the training images included few situations with deep concavities,
which can be improved, as indicated previously, increasing parameter values like
δ, which weights Gradient Distance (GD), and τ , which weights distance In-Out
(IOD). However, in doing so we can worse the homogeneous distribution of the
nodes.

4 Conclusions

We proposed a new methodology for image segmentation using deformable mod-
els. We used Topological Active Nets as extended model which integrates features
of region-based and boundary-based segmentation techniques. The deformation
through time was defined by an evolutionary trained ANN, since the ANN deter-
mined the movements of each one of the nodes. The process was repeated for
all the nodes and in different temporal steps until the final segmentation was
obtained.

Thus, the ANN provides an “emergent” segmentation, as a result of the local
movements provided by the ANN and the local and surrounding energy infor-
mation that the ANN receives as input. The methodology was proved successful
in the segmentation of different artificial and real images, and overcoming noise
problems. Moreover, we tested the ANN, trained with a set of images, with dif-
ferent testing images, obtaining acceptable results. So, our trained ANNs can be
considered as “segmentation operators”.
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Abstract. Hand gesture recognition for human computer interaction, being a
natural way of human computer interaction, is an area of active research in
computer vision and machine learning. This is an area with many different
possible applications, giving users a simpler and more natural way to commu-
nicate with robots/systems interfaces, without the need for extra devices. So, the
primary goal of gesture recognition research is to create systems, which can
identify specific human gestures and use them to convey information or for
device control. For that, vision-based hand gesture interfaces require fast and
extremely robust hand detection, and gesture recognition in real time. In this
study we try to identify hand features that, isolated, respond better in various
situations in human-computer interaction. The extracted features are used to
train a set of classifiers with the help of RapidMiner in order to find the best
learner. A dataset with our own gesture vocabulary consisted of 10 gestures,
recorded from 20 users was created for later processing. Experimental results
show that the radial signature and the centroid distance are the features that
when used separately obtain better results, with an accuracy of 91 % and 90,1 %
respectively obtained with a Neural Network classifier. These to methods have
also the advantage of being simple in terms of computational complexity, which
make them good candidates for real-time hand gesture recognition.

Keywords: Hand gesture recognition � Machine vision � Hand features � Hog
(Histogram of oriented Gradients) � Fourier descriptors � Centroid distance �
Radial signature � Shi-Tomasi corner detection

1 Introduction

Hand gesture recognition, being a natural way of human computer interaction, is an
area of active current research, with many different possible applications, in order to
create simpler and more natural forms of interaction, without using extra devices [1, 2].
To achieve natural human-computer interaction, the human hand could be considered
as an input device. Hand gestures are a powerful way of human communication, with
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lots of potential applications, and vision-based hand gesture recognition techniques
have many proven advantages compared with traditional devices. Compared with
traditional HCI (Human Computer Interaction) devices, hand gestures are less intrusive
and more convenient to explore, for example, three-dimensional (3D) virtual worlds.
However, the expressiveness of hand gestures has not been fully explored for HCI
applications. So, hand gesture recognition has become a challenging topic of research.
However, recognizing the shape (posture) and the movement (gesture) of the hand in
images or videos is a complex task [3].

The approach normally used for the problem of vision-based hand gesture recog-
nition consists of identifying the pixels on the image that constitute the hand, extract
features from those identified pixels in order to classify the hand, and use those features
to train classifiers that can be used to recognize the occurrence of specific pose or
sequence of poses as gestures.

In this paper we present a comparative study of seven different algorithms for hand
feature extraction, for static hand gesture classification. The features were analysed
with RapidMiner (http://rapid-i.com) in order to find the best learner, among the fol-
lowing four: k-NN, Naïve Bayes, ANN and SVM. We defined our own gesture
vocabulary, with 10 gestures as shown in Fig. 1, and we have recorded videos from 20
users performing the gestures, without any previous training, for later processing. Our
goal in the present study is to learn features that, isolated, respond better in various
situations in human-computer interaction. The results show that the radial signature and
the centroid distance are the features that when used separately obtain better results,
being at the same time simple in terms of computational complexity. The features were
selected due to their computational simplicity and efficiency in terms of computation
time, and also because of the good recognition rates shown in other areas of study, like
human detection [4]. The rest of the paper is as follows. First we review related work in
Sect. 2. Section 3 introduces the actual data pre-processing stage and feature extraction.
Machine learning for the purpose of gesture classification is introduced in Sect. 4.
Datasets and experimental methodology are explained in Sect. 5. Section 6 presents
and discusses the results. Conclusions and future work are drawn in Sect. 7.

Fig. 1. The defined gesture vocabulary.
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2 Related Work

Hand gesture recognition is a challenging task in which two main approaches can be
distinguished: hand model based and appearance-based methods [5, 6]. Although
appearance-based methods are view-dependent, they are more efficient in computation
time. They aim at recognizing a gesture among a vocabulary, with template gestures
learned from training data, whereas hand model-based methods are used to recover the
exact 3D hand pose. Appearance-based models extract features that are used to rep-
resent the object under study. These methods must have, in the majority of cases,
invariance properties to translation, rotation and scale changes. There are many studies
on gesture recognition and methodologies well presented in [7, 8]. Wang et al. [9] used
the discrete Adaboost learning algorithm integrated with SIFT features for accom-
plishing in-plane rotation invariant, scale invariant and multi-view hand detection.
Conceil et al. [6] compared two different shape descriptors, Fourier descriptors and Hu
moments, for the recognition of 11 hand postures in a vision based approach. They
concluded that Fourier descriptors gives good recognition rates in comparison with Hu
moments. Barczak et al. [10] performed a performance comparison of Fourier
descriptors and geometric moment invariants on an American Sign Language database.
The results showed that both descriptors are unable to differentiate some classes in the
database. Bourennane et al. [3] presented a shape descriptor comparison for hand
posture recognition from video, with the objective of finding a good compromise
between accuracy of recognition and computational load for a real-time application.
They run experiments on two families of contour-based Fourier descriptors and two
sets of region based moments, all of them invariant to translation, rotation and scale-
changes of hands. They performed systematic tests on the Triesch benchmark database
[11] and on their own with more realistic conditions, as they claim. The overall result of
the research showed that the common set Fourier descriptors when combined with the
k-nearest neighbour classifier had the highest recognition rate, reaching 100 % in the
learning set and 88 % in the test set. Huynh [12] presents an evaluation of the SIFT
(scale invariant feature transform), Colour SIFT, and SURF (speeded up robust fea-
tures) descriptors on very low resolution images. The performance of the three
descriptors are compared against each other on the precision and recall measures using
ground truth correct matching data. His experimental results showed that both SIFT
and colour SIFT are more robust under changes of viewing angle and viewing distance
but SURF is superior under changes of illumination and blurring. In terms of com-
putation time, the SURF descriptors offer themselves as a good alternative to SIFT and
CSIFT. Fang et al. [13] to address the problem of large number of labelled samples, the
usually costly time spent on training, conversion or normalization of features into a
unified feature space, presented a hand posture recognition approach with what they
called a co-training strategy [14]. The main idea is to train two different classifiers with
each other and improve the performance of both classifiers with unlabelled samples.
They claim that their method improves the recognition performance with less labelled
data in a semi-supervised way. Rayi et al. [15] used the centroid distance Fourier
descriptors as hand shape descriptors in sign language recognition. Their test results
showed that the Fourier descriptors and the Manhattan distance-based classifier
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achieved recognition rates of 95 % with small computational latency. Classification
involves a learning procedure, for which the number of training images and the number
of gestures are important facts. Machine learning algorithms have been applied suc-
cessfully to many fields of research like, face recognition [16], automatic recognition of
a musical gesture by a computer [17], classification of robotic soccer formations [18],
classifying human physical activity from on-body accelerometers [19], automatic road-
sign detection [20, 21], and static hand gesture classification [2]. K-Nearest Neighbour
(k-NN) was used in [16, 18]. This classifier represents each example as a data in
d–dimensional space, where d is the number of attributes. Given a test sample, the
proximity to the rest of the data points in the training set is computed using a measure
of similarity or dissimilarity. In the distance calculation, the standard Euclidean dis-
tance is normally used, however other metrics can be used [22]. An artificial neural
network is a mathematical /computational model that attempts to simulate the structure
of biological neural systems. They accept features as inputs and produce decisions as
outputs [23]. Maung et al. [1, 18, 21, 24] used it in a gesture recognition system, Faria
et al. [18] used it for the classification of robotic soccer formations, Vicen-Buéno [21]
used it applied to the problem of traffic sign recognition and Stephan et al. used it for
static hand gesture recognition for human-computer interaction. Support Vector
Machines (SVM’s) is a technique based on statistical learning theory, which works
very well with high-dimensional data. The objective of this algorithm is to find the
optimal separating hyper plane between two classes by maximizing the margin between
them [25]. Faria et al. [16, 18] used it to classify robotic soccer formations and the
classification of facial expressions, Ke et al. [26] used it in the implementation of a real-
time hand gesture recognition system for human robot interaction, Maldonado-Báscon
[20] used it for the recognition of road-signs and Masaki et al. used it in conjunction
with SOM (Self-Organizing Map) for the automatic learning of a gesture recognition
mode. Trigueiros et al. [2] have made a comparative study of four machine learning
algorithms applied to two hand features datasets. In their study the datasets had a
mixture of hand features. In this paper all the features extracted are analysed indi-
vidually with machine learning algorithms to understand their performance and
robustness in terms of scale, translation and rotation invariant static hand gesture
recognition.

3 Pre-processing and Feature Extraction

Hand segmentation and feature extraction is a crucial step in computer vision appli-
cations for hand gesture recognition. The pre-processing stage prepares the input image
and extracts features used later with the classification algorithms. In the present study,
we used seven data sets with different features extracted from the segmented hand. The
hand features used for the training datasets are: the Radial Signature (RS), the Radial
Signature Fourier Descriptors (RSFDs), the Centroid Distance (CD), the Centroid
Distance Fourier descriptors (CDFDs), the Histogram of Oriented Gradients (HoG),
the Shi-Tomasi Corner Detector and the Uniform Local Binary Patterns (ULBP).

For the problem at hand, two types of images obtained with a Kinect camera were
used in the feature extraction phase. The first one, the hand grey scale image was used

Hand Gesture Recognition for Human Computer Interaction 165



in the HoG operator, the LBP (local binary pattern) operator and the Shi-Tomasi corner
detector. The second one, the segmented hand blob, was used in the radial signature
and the centroid distance signature after contour extraction.

3.1 Radial Signature

Shape signature is used to represent the shape contour of an object. The shape signature
itself is a one-dimensional function that is constructed from the contour coordinates.
The radial signature is one of several types of shape signatures.

A simple method to assess the gesture would be to measure the number of pixels
from the hand centroid to the edges of the hand along a number of equally spaced
radials [27]. For the present feature extraction problem, 100 equally spaced radials were
used. To count the number of pixels along a given radial we only take into account the
ones that are part of the hand, eliminating those that fall inside gaps, like the ones that
appear between fingers or between the palm and a finger (Fig. 2). All the radial
measurements can be scaled so that the longest radial has a constant length. With this
measure, we can have a radial length signature that is invariant to hand distance from
the camera.

3.2 Histogram of Gradients (HoG)

Pixel intensities can be sensitive to lighting variations, which lead to classification
problems within the same gesture under different light conditions. The use of local
orientation measures avoids this kind of problem, and the histogram gives us trans-
lation invariance. Orientation histograms summarize how much of each shape is ori-
ented in each possible direction, independent of the position of the hand inside the
camera frame [28]. This statistical technique is most appropriate for close-ups of the
hand. In our work, the hand is extracted and separated from the background, which
provides a uniform black background, which makes this statistical technique a good
method for the identification of different static hand poses, as it can be seen in Fig. 3.

This method is insensitive to small changes in the size of the hand, but it is sensitive
to changes in hand orientation.

We have calculated the local orientation using image gradients, represented by
horizontal and vertical image pixel differences. If dx and dy are the outputs of the
derivative operators, then the gradient direction is arctanðdx; dyÞ, and the contrast is

Fig. 2. Hand radial signature: hand with drawn radials (left); obtained radial signature (right).
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2x þ d2y

q
. A contrast threshold is set as some amount k times the mean image contrast,

below which we assume the orientation measurement is inaccurate. A value of k ¼ 1:2
was used in the experiments. We then blur the histogram in the angular domain as in
[29], with a (1 4 6 4 1) filter, which gives a gradual fall-off in the distance between
orientation histograms.

This feature descriptor was extensively used in many other areas like human
detection [4, 30], in conjunction with other operators like the Scale Invariant Feature
Transformation (SIFT) [31], the Kanade-Lucas-Tomasi (KLT) feature tracker [32] and
local binary patterns for static hand-gesture recognition [33]. Lu et al. [34] and Kaniche
et al. [32] used temporal HOGs for action categorization and gesture recognition.

3.3 Centroid Distance Signature

The centroid distance signature is another type of shape signature. The centroid dis-
tance function is expressed by the distance of the hand contour boundary points, from
the centroid xc; ycð Þ of the shape. In our study we used N ¼ 128 as the number of
equally sampled points on the contour.

d ið Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xc½ �2þ yi � yc½ �2

q
; i ¼ 0; . . .;N � 1 ð1Þ

where d ið Þ, is the calculated distance, and xi and yi are the coordinates of contour
points. This way, we obtain a one-dimensional function that represents the hand shape.
Due to the subtraction of centroid, which represents the hand position, from boundary
coordinates, the centroid distance representation is invariant to translation. Rayi Yanu
Tara et al. [15] demonstrated that this function is translation invariant and that a
rotation of that hand results in a circularly shift version of the original image.

3.4 Local Binary Patterns

LBP (local binary pattern) is a grey scale invariant local texture operator with powerful
discrimination and low computational complexity [35–38]. This operator labels the

Fig. 3. Hand gradients (left), Histogram of gradients (right).
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pixels of the image by thresholding the neighbourhood of each pixel g0 p ¼ð
0. . .P� 1Þ, being P the values of equally spaced pixels on a circle of radius R (R > 0),
by the grey value of its center ðgcÞ and considers the result as a binary code that
describes the local texture [35, 37, 38].

The code is derived as follows:

LBPP;R ¼
XP�1

p¼0

s gp � gc
� �

2p ð2Þ

where

s xð Þ ¼ 1; x� 0
0; x\0

�
ð3Þ

Figure 4 illustrates the computation of LBP8;1 for a single pixel in a rectangular
3 × 3 neighbourhood. g0 is always assigned to be the grey value of neighbour to the
right of gc. In the general definition, LBP is defined in a circular symmetric neigh-
bourhood, which requires interpolation of the intensity values for exact computation.
The coordinates of g0 are given by �R sin 2pp=Pð Þ;R cos 2pp=Pð Þð Þ [35].

The LBPP;R operator produces 2P different output values, corresponding to the 2P

different binary patterns that can be formed by the P pixels in the neighbourhood set.
As a rotation of a textured input image causes the LBP patterns to translate into a
different location and to rotate about their origin, if rotation invariance is needed, it can
be achieved by rotation invariance mapping. In this mapping, each LBP binary code is
circularly rotated into its minimum value

LBPriP;R ¼ min
i

ROR LBPP;R; i
� � ð4Þ

where ROR x; ið Þ denotes the circular bitwise right shift on the P-bit number x; i steps.
For example, 8-bit LBP codes 00111100b, 11110000b, and 00001111b all map to the
minimum code 00001111b. For P = 8 a total of 36 unique different values is achieved.
This operator was designated as LBPROT in [39]. Ojala et al. [35] had shown however,
that LBPROT as such does not provide very good discrimination. They have observed
that certain local binary patterns are fundamental properties of texture, providing the
vast majority of all 3 × 3 patterns presented in observed textures. They called this
fundamental patterns “uniform” as they have one thing in common – uniform circular

Fig. 4. Example of computing LBP8;1 pixel neighbourhood (left); threshold version (middle);
resulting binary code (right).
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structure that contains very few spatial transitions. They introduced a uniformity
measure U(pattern), which corresponds to the number of spatial transitions (bitwise 0/1
changes) in the “pattern”. Patterns that have a U value of at most 2 are designated
uniform and the following operator for grey-scale and rotation invariant texture
description was proposed:

LBPriu2P;R¼
PP�1

p¼0 s gp � gp
� �

; if U LBPP;R
� �� 2

P + 1, otherwise

(
ð5Þ

Equation (5) assigns a unique label corresponding to the number of “1” bits in the
uniform pattern, while the non-uniform are grouped under the “miscellaneous” label
Pþ 1ð Þ. In practice the mapping from LBPP;R to LBPriu2P;R is best implemented with a

lookup table of 2P elements. The final texture feature employed in texture analysis is
the histogram of the operator output (i.e., pattern labels).

In the present work, we used the histogram of the uniform local binary pattern
operator, with R (radius) equal to 1 and P (number of pixels in the neighbourhood)
equal to 8, as a feature vector for the hand pose classification.

3.5 Fourier Descriptors

Instead of using the original image representation in the spatial domain, feature values
can also be derived after applying a Fourier transformation. The feature vector cal-
culated from a data representation in the transform domain, is called Fourier descriptor
[40]. The Fourier descriptor is another feature describing the boundary of a region
[23, 41], and is considered to be more robust with respect to noise and minor boundary
modifications. In the present study Fourier descriptors were obtained for the histograms
calculated from the radial signature and the centroid distance. For computational effi-
ciency of the FFT, the number of points is chosen to be a power of two [6]. The
normalized length is generally chosen to be equal to the calculated histogram signature
length (N). Hence the Fourier Transform leads to N Fourier coefficients Ck:

Ck ¼
XN�1

i¼0

ziexp
2pjik
N

� 	
; k ¼ 0; . . .;N� 1 ð6Þ

Table 1 shows the relation between motions in the image and transform domains,
which can be used in some types of invariance.

Table 1. Equivalence between motions in the image and transform domains.

In the image In the transform

A change in size Multiplication by a
constant

A rotation of Ø about the origin Phase shift
A translation A change in the DC term
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The first coefficient C0 is discarded since it only contains the hand position. Hand
rotation affects only the phase information, thus if rotation invariance is necessary, it
can be achieved by taking the magnitude of the coefficients. Division of the coefficients
by the magnitude of the second coefficient, C1, on the other hand, achieves scale
invariance. This way we obtain N-1 Fourier descriptors Ik:

Ik ¼ Ckj j
C1j j ; k ¼ 2; . . .;N� 1 ð7Þ

Conceil et al. [6], showed that with 20 coefficients the hand shape is well recon-
structed, so we used this in our experiments. Centroid Distance Fourier descriptors,
obtained by applying Fourier transform on a centroid distance signature, were empir-
ically proven to have higher performance than other Fourier descriptors [41, 42].

3.6 The Shi-Tomasi Corner Detector

The Shi-Tomasi corner detector algorithm [43] is an improved version of the Harris
corner detector [44]. The improvement is in how a certain region within the image is
scored (and thus treated as a corner or not). Where the Harris corner detector deter-
mines the score R with the eigenvalues k1 and k2 of two regions (the second region is a
shifted version of the first one to see if the difference between the two is big enough to
say if there is a corner or not) in the following way:

R ¼ det k1k2ð Þ � k k1 þ k2ð Þ2 ð8Þ

Shi and Tomasi just use the minimum of both eigenvalues

R ¼ min k1; k2ð Þ ð9Þ

and if R is greater than a certain predefined value, it can be marked as a corner. They
demonstrated experimentally in their paper, that this score criterion is much better.

4 Machine Learning

The study and computer modelling of learning processes in their multiple manifesta-
tions constitutes the topic of machine learning [45]. Machine learning is the task of
programming computers to optimize a performance criterion using example data or past
experience [46]. For that, machine learning uses statistic theory in building mathe-
matical models, since the core task is to make inference from sample data. In machine
learning two entities, the teacher and the learner, play a crucial role. The teacher is the
entity that has the required knowledge to perform a given task. The learner is the entity
that has to learn the knowledge to perform the task. We can distinguish learning
strategies by the amount of inference the learner performs on the information provided
by the teacher. The learning problem can be stated as follows: given an example set of
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limited size, find a concise data description [45]. In our study, supervised learning was
used, where the classification classes are known in advance. In supervised learning,
given a sample of input-output pairs, called the training sample, the task is to find a
deterministic function or model that maps any input to an output that can predict future
observations, minimizing the error as much as possible. The models were learned from
the extracted hand features with the help of the RapidMiner tool. The best learners
identified for the produced datasets were the k-NN (k-nearest neighbour), the ANN
(artificial neural network) and the SVM (support vector machines).

5 Datasets and Experimental Methodology

For data analysis, careful feature selection, dataset preparation and data transformation
are important phases. In order to construct the right model it is necessary to understand
the data under study. Successful data mining involves far more than selecting a learning
algorithm and running it over your data [22]. In order to process the recorded videos, a
C++ application, using openFrameworks and the OpenCV [47] and OpenNI [48]
libraries, was developed. The application runs through all the recorded video files, and
extracts for each algorithm the respective features. The features thus obtained are saved
in text files, and converted later to Excel files so that they can be imported into Rapid
Miner for data analysis, and find the best learner for each one. The experiments were
performed in an Intel Core i7 (2,8 GHz) Mac OSX computer with 4 GB DDR3. The
experiments were performed under the assumption of the k-fold method. The k-fold
cross validation is used to determine how accurately a learning algorithm will be able to
predict data that it was not trained with [16, 45]. A value of k = 10 (10-fold cross
validation) was used, giving a good rule of approximation, although the best value
depends on the used algorithm and the dataset [22, 46]. The algorithms performance,
based on the counts of test records correctly and incorrectly predicted by the model,
was analysed. Table 2 summarizes the best learners for each dataset with the corre-
sponding parameters.

6 Results and Discussion

After analysing the different datasets, the obtained results were in most of the cases
encouraging, although in other cases weaker than one could expect. In order to analyse
how classification errors are distributed among classes, a confusion matrix was com-
puted for each learner with the help of RapidMiner. Following we present the different
results obtained with each dataset, in terms of best learner, the respective confusion
matrix and the average accuracy recognition rate.

For the Radial Signature dataset, the best learner was the Neural Network with an
accuracy of 91,0 %. Table 3 shows the respective confusion matrix. For the Centroid
Distance dataset, the best learner was the neural network, with an accuracy of 90,1 %.
Table 4 shows the respective confusion matrix. The k-NN classifier, with a value of
k = 1, was the one that obtained the best values for the Radial Signature Fourier
Descriptors and the Centroid Distance Fourier Descriptors with an accuracy of 82,28 %
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and 79,53 % respectively. Tables 5 and 6 show their respective confusion matrixes. For
the LBP operator and the HoG operator, the best learner was the SVM with a RBF
(radial basis function) kernel type and soft margins with C = 6 and C = 2 and a bias
(offset) of 0.032 and 0.149 respectively. The achieved accuracy was 89,3 % for the
LBP operator and 61,46 % for the HoG operator. The SVM library used was the
libSVM [49], since it supports multi-class classification. The obtained confusion
matrixes are shown in Tables 7 and 8. For the Shi-Tomasi corner detector the best
learner was the neural network with a learning rate of 0.1, but with very poor results.
As it can be seen from the HoG confusion matrix and the Shi-Tomasi corner detector
confusion matrix, a lot of misclassification occurred, resulting from similar results for
different gestures (Tables 8 and 9).

Table 2. ML algorithms identified as best learners for each dataset and used parameters.

Dataset Best learn.
Algor.

Parameters Accuracy

Radial Signature Neural Net 91,0 %
Centroid Distance Neural Net 90,1 %
Radial Sign. Fourier
Descriptors

k-NN k = 1 82,3 %

Centroid dist. Fourier
Descriptors

k-NN k = 1 79.5 %

Uniform Local Binary
Patterns

SVM
(libSVM)

Kernel = RBF; C = 6;
Bias = 0.032

89,3 %

Histogram of Gradients SVM
(libSVM)

Kernel = RBF; C = 2;
Bias = 0.149

61,46 %

Shi-Tomasi corners Neural Net Learning rate = 0.1 21,90 %

Table 3. Radial signature dataset confusion matrix.

Actual class 
 1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 234 1 2 2 3 4 2 6 4 6 
2 2 290 8 2 2 3 1 3 0 6 
3 2 1 273 2 4 5 5 2 2 8 
4 1 1 4 252 6 3 2 4 1 0 
5 5 1 4 2 291 7 1 5 0 0 
6 2 1 2 5 1 281 8 6 2 0 
7 2 1 2 4 1 3 290 3 0 6 
8 2 3 5 3 2 4 0 250 1 5 
9 7 3 9 0 2 3 2 1 276 4 
10 0 8 3 4 4 2 2 2 1 258 
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Table 4. Centroid distance dataset confusion matrix.

Actual class 
 1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 343 7 2 2 5 1 2 2 6 12 
2 9 335 4 4 8 4 12 3 1 1 
3 1 2 314 5 43 0 1 3 0 5 
4 1 0 2 287 7 3 1 12 1 8 
5 2 1 1 2 309 3 8 7 0 9 
6 2 1 0 7 4 345 3 5 9 4 
7 5 4 4 4 0 4 321 1 2 2 
8 3 3 9 3 5 2 1 299 3 3 
9 2 4 6 0 7 3 3 5 308 1 
10 2 4 3 8 11 5 5 9 1 271 

Table 5. Radial signature Fourier confusion matrix.

Actual class 
1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 250 1 4 2 9 12 3 3 2 2 
2 2 275 10 6 8 3 17 8 1 17 
3 3 5 249 9 7 5 6 17 0 16 
4 7 12 11 248 8 6 7 10 1 0 
5 6 2 4 20 241 16 10 14 2 8 
6 12 3 3 2 21 245 9 4 2 2 
7 3 8 3 5 4 7 228 2 0 10 
8 3 2 13 6 7 9 12 220 1 9 
9 9 1 1 0 2 4 0 6 287 1 
10 1 3 6 0 2 1 6 5 1 232 

Table 6. Centroid distance Fourier confusion matrix.

Actual class 
 1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 261 17 4 3 13 9 8 5 12 5 
2 8 258 7 8 9 4 8 10 5 6 
3 9 12 295 11 8 2 6 5 6 7 
4 6 6 8 234 7 11 6 7 7 11 
5 2 3 5 6 273 3 12 4 17 17 
6 2 5 4 6 8 290 15 1 6 17 
7 1 6 6 8 3 10 284 12 9 11 
8 9 11 6 5 6 4 3 260 4 14 
9 9 6 7 11 5 7 6 6 242 8 
10 2 6 7 4 7 15 10 15 8 237 

Hand Gesture Recognition for Human Computer Interaction 173



Table 7. Local binary patterns dataset confusion matrix.

Actual class 
 1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 460 7 4 4 2 2 6 5 10 15 
2 12 499 7 7 8 9 7 3 11 7 
3 2 4 457 24 11 1 2 1 5 9 
4 9 9 12 486 30 6 0 0 8 17 
5 3 15 18 35 522 8 3 0 5 17 
6 10 14 2 4 11 531 4 2 7 15 
7 3 2 1 0 0 1 517 1 2 4 
8 10 1 1 0 0 5 3 554 1 0 
9 5 7 7 8 1 9 4 0 525 4 
10 15 5 31 13 9 4 2 0 1 457 

Table 8. Histogram of gradients dataset confusion matrix.

Actual class 
 1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 174 15 14 11 5 0 1 17 19 17 
2 24 207 8 11 10 13 8 9 25 12 
3 18 10 199 25 12 4 2 6 20 13 
4 7 5 22 168 24 15 3 4 10 24 
5 8 7 11 18 181 19 15 4 6 19 
6 0 7 2 9 24 195 19 5 7 15 
7 16 39 16 21 34 62 259 39 20 38 
8 10 4 3 5 6 2 1 189 5 3 
9 30 19 17 9 8 3 1 12 176 14 
10 10 15 16 23 13 11 11 3 19 161 

Table 9. Shi-Tomasi corner detector confusion matrix.

Actual class 
1 2 3 4 5 6 7 8 9 10 

Pr
ed

ic
te

d 
cl

as
s 

1 45  26 36 22 23 19 15 17 30 25 
2 22 77  34 16 10 18 16 5 15 59 
3 46 40 49  52 49 40 27 33 25 42 
4 28 30 41 43  48 35 27 23 22 27 
5 23 16 36 36 30  42 22 23 14 11 
6 29 21 39 42 46 56  53 26 29 27 
7 16 23 15 30 34 35 75  16 31 28 
8 27 5 37 23 32 37 16 139 14 9 
9 27 22 12 13 20 26 38 7 104 24 
10 24 58 21 26 23 17 27 7 30 63  
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7 Conclusions and Future Work

This paper presented a comparative study of seven different algorithms for hand feature
extraction, aimed at static hand gesture classification and recognition, for human
computer interaction. We defined our own gesture vocabulary, with 10 gestures
(Fig. 1), and we have recorded videos from 20 persons performing the gestures for
hand feature extraction. The study main goal was to test the robustness of all the
algorithms, applied individually to scale, translation and rotation invariance. After
analysing the data and the obtained results we conclude that further pre-processing on
the video frames is necessary in order to minimize the number of different feature
values obtained for the same hand posture. The depth video images obtained with the
Kinect have low resolution and some noise, so it was concluded that some imprecision
on data recordings results from those problems, leading to more difficult class learning.
There are several interpretations of noise as explained in [46]. Due to this situation, it
was decided that a temporal filtering and/or a spatial filtering should be used and will
be tested and analysed to see if better results are achieved. It has been found that the
radial signature and the centroid distance are the best shape descriptors discussed in this
paper in terms of robustness and computation complexity. Sometimes we have to apply
the principle known as Occam’s razor, which states that “simpler explanations are more
plausible and any unnecessary complexity should be shaved off”. The Shi-Tomasi
corner detector implemented in OpenCV was the one that achieved the weaker results,
and we will try it with the bag-of-features approach [50, 51]. Better results were
expected from the Fourier descriptors, after having analysed related work on the area,
so we will evaluate them further after having implemented the video streaming tem-
poral filtering. In the local binary pattern operator, different radius and number of
neighbours will be tested to analyse if better results are obtained.

Recent studies and implementations for image noise minimization, without
degrading the performance in terms of frame rate was a cumulative average of hand
position. We were able to prove in the recent implementations, that this method was
able to improve feature extraction accuracy with implications in the final gesture
classification.
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Abstract. Dry eye syndrome is a prevalent disease which affects a wide
range of the population and can be diagnosed through an automatic
technique for tear film lipid layer classification. In this setting, class bina-
rization techniques and feature selection are powerful methods to reduce
the size of the output and input spaces, respectively. These approaches
are expected to reduce the complexity of the multi-class problem of tear
film classification. In previous researches, several machine learning algo-
rithms have been tried and only evaluated in terms of accuracy. Up to
now, the evaluation of artificial neural networks (ANNs) has not been
done in depth. This paper presents a methodology to evaluate the clas-
sification performance of ANNs using several measures. For this pur-
pose, the multiple-criteria decision-making method called TOPSIS has
been used. The results obtained demonstrate that class binarization
and feature selection improves the performance of ANNs on tear film
classification.

Keywords: Tear film lipid layer · Class binarization techniques ·
Feature selection · Filters · Multiple-criteria decision-making · Multi-
layer perceptron

1 Introduction

The tear film is a complex layer of liquid covering the anterior surface of the eye.
It was classically defined by Wolff [1] as a three-layered structure which consists
of an anterior lipid layer, an intermediate aqueous layer and a deep mucin layer.
The tear film is a essential component of the eye which plays some important
functions [2], such as visual and cleaning functions. Also, it plays an essential
role in the maintenance of ocular integrity by removing foreign bodies from the
front surface of the eye.

The lipid layer is the outermost and thinnest layer of the tear film and it is
mainly secreted by the meibomian glands [3]. It is a crucial component of the
tear film because it provides a smooth optical surface for the cornea and retards
c© Springer-Verlag Berlin Heidelberg 2014
J. Filipe and A. Fred (Eds.): ICAART 2013, CCIS 449, pp. 179–193, 2014.
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evaporation of the eye during the inter-blink period [4]. Other functions of the
lipid layer are establishing the tear film or sealing the lid margins during sleep.

Quantitative or qualitative changes in the normal lipid layer have a negative
effect on the evaporation of tears from the ocular surface and on the quality
of vision [5]. In fact, these changes are associated with the evaporative dry eye
(EDE), since it refers to disorders of the tear film caused by poor tear quality,
reduced tear production or excessive evaporation [6]. The international commit-
tee of Dry Eye Workshop (DEWS) defined the EDE as follows [7]:

Dry Eye is a multifactorial disease of the tears and the ocular surface
that results in symptoms of discomfort, visual disturbance, and tear film
instability with potential damage to the ocular surface. It is accompanied
by increases osmolarity of the tear film inflammation of the ocular surface

This disease affects a wide sector of the population, specially among con-
tact lens users, and worsens with age. The proportion of people with EDE has
increased due to the current work conditions [7], such as computer use.

EDE diagnosis is very difficult to accomplish, basically because of its multi-
factorial nature. There are several clinical tests which measures the tear quality
and the quantity of tears. One of these test is called lipid layer pattern assess-
ment and consists on evaluating tear film quality and lipid layer thickness by
non-invasively imaging the superficial lipid layer by interferometry. This test is
based on a standard classification defined by Guillon [8], who established various
categories of lipid layer patterns: open meshwork, closed meshwork, wave and
color fringe. Note that EDE is associated with the lipid layer thickness since a
thinner lipid layer speeds up water evaporation, which means a reduction in tear
film stability. Many eye care professionals have abandoned this test because it
is very difficult to interpret the lipid layer patterns, specially the thinner ones
which lack color and/or morphological features. Nevertheless, there is no doubt
that this technique is a valuable test which provides relevant information by
using noninvasive techniques. For this reason, the tear film lipid layer automatic
classification could become a key step to diagnose EDE.

Some techniques have been designed to objectively calculate the lipid layer
thickness by analyzing the interference color with an interference camera [9] or
by using a sophisticated optic system [10]. However, first attempts to automatize
the lipid layer pattern assessment test can be found in [11–13] which demonstrate
how the interference phenomena can be characterized as a color texture pattern.
Therefore, the automatic test can save time for experts and eliminate the subjec-
tivity of the process. Further investigation was carried out in [14] where a set of
color texture analysis techniques was applied to tear film lipid layer classification
and the previous results were improved. Regarding machine learning techniques,
the behavior of five different algorithms was studied over this set of color texture
analysis methods in [15]. A statistical comparison of them was performed using
only the accuracy of the classifiers.

To the best knowledge of the authors, there are no attempts in the
literature to study this multi-class problem using class binarization techniques.
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Class binarization techniques may improve performance on multi-class problems
of learners which could directly handle multi-class classification [16,17]. Further-
more, all previous researches analyses the color texture characterization based
on the accuracy of the classifiers, no other performance measures were studied.
In relation to machine learning techniques, there is no deep study about the
performance of artificial neural networks (ANNs). Finally, the number of fea-
tures which define the color texture pattern used to characterize the interference
phenomena is large enough to consider the use of feature selection techniques.

In this sense, there are a lot of unexplored areas of study in tear film lipid layer
automatic classification. Thus, a research methodology is proposed in this work
to analyze the performance of class binarization techniques and feature selection
methods applied to tear film classification using ANNs. For this purpose, the
obtained results will be analyzed in terms of a wide set of performance measures
and a multiple criteria decision making method will be used in order to validate
the different approaches.

This paper is organized as follows: Sect. 2 describes the steps of the research
methodology, Sect. 3 explains the experimental study performed, Sect. 4 shows
the results and discussion, and Sect. 5 includes the conclusions and future lines
of research.

2 Research Methodology

The methodology proposed in this search aims to evaluate tear film lipid layer
classification in terms of several criteria when using class binarization techniques
and feature selection methods.

2.1 Class Binarization Techniques

Methods can be roughly divided between two different approaches—the “single
machine” approaches, which construct a multi-class classifier by solving a sin-
gle optimization problem, and the “error correcting” approaches, which use the
ideas from error correcting coding theory to combine a set of binary classifiers
[17]. There exist several techniques for turning multi-class problems into a set
of binary problems [18–21]. A class binarization is a mapping of a multi-class
learning problem to several two-class learning problems in a way that allows a
sensible decoding of the prediction [20].

– The “one-vs-all” strategy consists in constructing one classifier per class,
which is trained to distinguish the samples of one class from the samples
of all remaining classes. These two-class problems are constructed by using
the examples of class i as the positive examples and the examples of the rest
of the classes as the negative examples.

– The “one-vs-one” strategy consists in training one classifier for each pair of
classes. Thus, for a problem with c classes, c(c−1)

2 subproblems are constructed
to distinguish the samples of one class from the samples of another class. The
binary classifier for a problem is trained with examples of its corresponding
classes i, j, whereas examples of the rest of classes are ignored for this problem.
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Decoding Methods. If the classifiers are soft, as is the case of ANNs, they
compute the “likelihood” of classes for a given input, that is they obtain a con-
fidence p for the positive class and a confidence of 1 − p for the negative class.
The decoding method in the one-vs-all technique, if we assume the one-part as
the positive class and the all -part as the negative class, is simply done accord-
ing to the maximum probability p among classes. However, this method is not
appropriate for one-vs-one binarization techniques. Therefore, several decoding
methods for one-vs-one binarization techniques are described as follows,

– Hamming Decoding. Dietterich and Bakiri [18] suggested the use of a matrix
M ∈ {−1, 1}N×F , where N is the number of classes and F is the number
of binary classifiers. The i-th row of the matrix induces a partition of the
classes into two “metaclasses”, where a sample xi is placed in the positive
metaclass for the j-th classifier if and only if Myij = 1 [17], where yi stands
for the desired class of sample xi. If a new sample appears for classification,
the Hamming distance between the sign of the output of every binary classifier
f1(x), . . . , fF (x) and each row of the matrix M is then compared as follows,
choosing the minimizer,

f(x) = arg min
r=1...N

F∑

i=1

(
1 − sign(Mrifi(x))

2

)

where sign(z) = +1 if z > 0, sign(z) = −1 if z < 0, and sign(z) = 0
if z = 0. In [22], Allwein, Schapire and Singer extended the earlier work of
Dietterich and Bakiri. They chose the matrix M ∈ {−1, 0, 1}N×F , rather than
only allowing -1 and 1 as entries in the matrix. If Myij = 0, then example xi

is not used when the j-th classifier is trained.
– Loss-based Decoding. The major disadvantage of Hamming decoding is that

it ignores the significance of the predictions, which can be interpreted as a
measure of confidence. If the classifiers are soft, in [22] the authors suggest
using the loss function L instead of the Hamming distance. They proposed
that the prediction for a sample x should be the class n that minimizes the
total loss under the assumptions that the label for sample x in the f -th binary
classifier is Mnf :

f(x) = arg min
r=1...N

F∑

i=1

L(Mrifi(x))

The loss function depends on the learning algorithm. In this research, the most
appropriate loss function is the logistic regression L(z) = log(1 + e−2z) [22].

– Accumulative Probability with Threshold. If the classifiers obtain a confidence
p for the positive class and a confidence of 1 − p for the negative class, the
accumulative probability for every class is computed as the sum of their cor-
responding probabilities p. The prediction for a sample should be the class
that maximizes the accumulative sum. The accumulative probability with
threshold takes into consideration binary classifiers that will be ignored if the
difference between p and 1−p is under a threshold ε. It is assumed that ignored
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classifiers will correspond with class samples not used for their training pro-
cedure. In other words, only significant positive or negative probabilities will
be considered.

2.2 Feature Selection

Feature selection is a dimensionality reduction technique aimed at detecting
relevant features and discarding irrelevant ones, with the goal of obtaining a
subset of features that describes properly the given problem with minimum
degradation of performance [23]. Thus, feature selection is helpful in reducing
the computational effort, allocated memory and training time.

There exists three different models for feature selection: filter, wrapper and
embedded methods. Wrappers use a prediction method to score subsets of fea-
tures. Filters rely on the general characteristics of the training data to select
features with independence of the classifier. Halfway these two models, embed-
ded methods perform feature selection as part of the training process of the
classifier. It is well-known that wrappers and embedded methods have the risk
of overfitting when having more features than samples [24], as it is the case
in this research. Therefore, filters were chosen because they prevent the risk of
overfitting and also allow for reducing the dimensionality of the data without
compromising time and memory requirements of learning algorithms.

The three filters used in this work will be described as follows. They were
selected based on previous researches [25,26].

– Correlation-based Feature selection (CFS) is a simple filter algorithm that
ranks feature subsets according to a correlation based heuristic evaluation
function [27]. The bias of the evaluation function is toward subsets that con-
tain features that are highly correlated with the class and uncorrelated with
each other. Irrelevant features should be ignored because they will have low
correlation with the class. Redundant features should be screened out as they
will be highly correlated with one or more of the remaining features. The
acceptance of a feature will depend on the extent to which it predicts classes
in areas of the instance space not already predicted by other features. CFS’s
feature subset evaluation function is defined as,

Ms =
krcf√

k + k(k − 1)rff

where MS is the heuristic “merit” of a feature subset S containing k features,
rcf is the mean feature-class correlation (f ∈ S) and rff is the average feature-
feature intercorrelation. The numerator of this equation can be thought of as
providing an indication of how predictive of the class a set of features is; and
the denominator of how much redundancy there is among the features.

– Consistency-based filter [28] evaluates the worth of a subset of features by
the level of consistency in the class values when the training instances are
projected onto the subset of attributes. The algorithm generates a random
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subset S from the number of features in every round. If the number of features
of S is less than the current best, the data with the features prescribed in S is
checked against the inconsistency criterion. If its inconsistency rate is below a
pre-specified one, S becomes the new current best. The inconsistency criterion,
which is the key to the success of this algorithm, specifies to what extent the
dimensionally reduced data can be accepted. If the inconsistency rate of the
data described by the selected features is smaller than a pre-specified rate, it
means the dimensionally reduced data is acceptable.

– INTERACT [29] is a subset filter based on symmetrical uncertainty (SU)
[30], which is defined as the ratio between the information gain (IG) and the
entropy (H) of two features, x and y:

SU(x, y) =
2IG(x|y)

H(x) + H(y)

where the information gain is defined as:

IG(x|y) = H(y) + H(x) − H(x, y)

being H(x) the entropy and H(x, y) the joint entropy. Besides SU, INTERACT
also includes the consistency contribution (c-contribution). C-contribution of
a feature is an indicator about how significantly the elimination of that fea-
ture will affect consistency. The algorithm consists of two major parts. In the
first part, the features are ranked in descending order based on their SU values.
In the second part, features are evaluated one by one starting from the end of
the ranked feature list. If c-contribution of a feature is less than an established
threshold, the feature is removed, otherwise it is selected. The authors stated in
[29] that INTERACT can thus handle feature interaction, and efficiently selects
relevant features.

2.3 Multiple-criteria Decision-making

Classification algorithms are normally evaluated in terms of multiple criteria
such as accuracy, precision or training time. Thus, algorithm selection can be
modeled as a multiple-criteria decision-making (MCDM) problem. MCDM meth-
ods evaluate classifiers from different aspects and produce rankings of classifiers
[31]. Among many MCDM methods that have been developed up to now, tech-
nique for order of preference by similarity to ideal solution (TOPSIS) [32] is a
well-known method that will be used in this research.

TOPSIS. TOPSIS is a MCDM method proposed by Hwang and Yoon in 1981
[32]. It finds the best algorithms by minimizing the distance to the ideal solution
whilst maximizing the distance to the anti-ideal one. The extension of TOPSIS
proposed by Opricovic and Tzeng [33] and Olson [34] is used in this research,
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1. Compute the decision matrix consisting of m alternatives and n criteria. For
alternative Ai, i = 1, . . . , m, the performance measure of the j-th criterion
Cj , j = 1, . . . , n, is represented by xij .

2. Compute the normalized decision matrix. The normalized value rij is calcu-
lated as,

rij =
xij√∑m
i=1 x2

ij

3. Develop a set of weights w, where wj is the weight of the j-th criterion and∑n
j=1 wj = 1, and compute the weighted normalized decision matrix. The

weighted normalized value vij is computed as,

vij = xijwj

4. Find the ideal alternative solution S+ and the anti-ideal alternative solution
S−, which are computed as,

S+ = {v+
1 , . . . , v+n }

=
{(

max
i

vij |i ∈ I ′
)

,
(
min
i

vij |i ∈ I ′′
)}

and

S− = {v−
1 , . . . , v−

n }
=

{(
min
i

vij |i ∈ I ′
)

,
(
max

i
vij |i ∈ I ′′

)}

respectively, where I ′ is associated with benefit criteria and I ′′ is associated
with cost criteria.

5. Compute the distance of each alternative from the ideal solution and from
the anti-ideal solution, using the Euclidean distance,

D+
i =

√√√√
n∑

j=1

(vij − v+
j )2

and

D−
i =

√√√√
n∑

j=1

(vij − v−
j )2

respectively.
6. Compute the ratio R+

i equal to the relative closeness to the ideal solution,

R+
i =

D−
i

D+
i + D−

i

7. Rank alternatives by maximizing the ratio R+
i .
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3 Experimental Study

The aim of this research is to evaluate the influence of binarization and feature
selection in tear film lipid layer classification. The multilayer perceptron (MLP)
was selected as base learning algorithm.

3.1 Data Source

The methodology proposed in this research has been tested on the VOPTICAL-
I1 dataset [35]. This set includes 105 images categorized by optometrists from the
Faculty of Optics and Optometry of the University of Santiago de Compostela
(Spain). All these images were acquired from healthy subjects aged from 19 to
33 years. The dataset includes 29 open meshwork, 29 closed meshwork, 25 wave
and 22 color fringe images. Table 1 shows one representative image for each
Guillon category obtained from this dataset.

Table 1. Lipid layer interference patterns.

Open meshwork Closed meshwork Wave Color fringe

In [14], it was demonstrated that the interference phenomena can be charac-
terized as a color texture pattern and the automatic classification into Guillon
categories is feasible. The results presented by Remeseiro et al. [14] show how
co-occurrence features [36], as a texture extraction method, and the Lab color
space [37] provide the highest discriminative power from a wide range of methods
analyzed. From a single image, a quantitative vector composed of 588 features
is obtained to categorize it. Notice that the time to extract some of the textural
features is too long which could prevent the practical clinical use of the automatic
classification. Therein lies the importance of using feature selection in order to
reduce the input space and, for this reason, the time to process the input images
will be considered as a performance measure to evaluate the classification.

3.2 Performance Measures

Most performance measures in machine learning are defined to be used in two-
class problems. Since a multi-class problem is studied in this research, all these
measures will be calculated for each class individually. As tear film lipid layer
classification is a 4-class problem, the total number of measures would be four
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times the number of binary measures. In order to reduce the total amount of
measures, each multi-class measure will be obtained as the minimum of its four
binary measures according to [38]. Thus, the performance of the learning algo-
rithms are computed as a lower bound, or pessimistic, estimation.

The binary performance measures considered are:

– Accuracy: the proportion of true results, both true positives and negatives,

Accuracy =
TN + TP

TP + FP + FN + TN

– True Positive Rate (TPR): the proportion of positives which are correctly
classified (also called sensitivity or recall),

TPR =
TP

TP + FN

– True Negative Rate (TNR): the proportion of negatives which are correctly
classified (also called specificity),

TNR =
TN

TN + FP

– Precision: the proportion of the true positives against all the positive results,

Precision =
TP

TP + FP

– F-measure: the harmonic mean of precision and recall (also known as TPR),

F − measure =
2 ∗ Precision ∗ Recall

Precision + Recall

– Area Under the Curve (AUC): the area under the receiver operating charac-
teristic (ROC) curve, which is created by plotting the TPR versus the false
positive rate (FPR = FP

TP+TN ).

Finally, the image processing and the training times are also considered,

– Image Processing Time (IPT): the time elapsed for processing the input image
and obtaining its quantitative vector. Note that this time is different for each
class binarization technique, since the features selected are also different.

– Training Time (TT): the time elapsed for training a learning model. Note that
this comprises training a set a classifiers when class binarization techniques
are used.

Notice also that the testing time, that is the time elapsed for outputting
a new classification, is negligible thus it will not be considered as a selection
criterion.
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3.3 Experimental Procedure

A leave-one-out cross-validation was used, which consists in using a single sample
from the dataset as the test set and the remaining samples are retained as the
training set. This process is repeated such that each sample is used once as the
test set. The experimental research was carried out as follows,

1. Apply the three feature selection methods (CFS, consistency-based and
INTERACT) to the VOPTICAL-I1 dataset, to provide the subset of features
that properly describes the given problem. Note that the binarization tech-
niques modify the output of the dataset thus the feature selection methods
have to be applied on each “dataset”, that is,
– In the one-vs-all technique, four subsets of features are obtained corre-

sponding with 1-vs-all, 2-vs-all, 3-vs-all and 4-vs-all datasets.
– In the one-vs-one technique, six subsets of features are obtained corre-

sponding with 1-vs-2, 1-vs-3, 1-vs-4, 2-vs-3, 2-vs-4 and 3-vs-4 datasets.
2. Train a MLP for each combination of binarization technique, feature selection

method, and number of hidden units. In [39], it was demonstrated that a MLP
that contains a single hidden layer with sufficient number of hidden units is
able to approximate any function. Thus, only the number of hidden units
will vary in this research ranging from 2 to 64. In particular, 2, 4, 8, 16, 32,
and 64 hidden units were tested. Empirical results showed risk of overfitting
for a larger number of hidden units. Finally, the mean square error was used
as error function and the hyperbolic tangent sigmoid was used as transfer
function in the processing units.

3. Compute the performance measures, that is, accuracy, TPR, TNR, precision,
F-measure, AUC, image processing time and training time.

4. Apply TOPSIS in order to evaluate the different binarization techniques, fea-
ture selection methods and number of hidden units proposed in this research.
The values of the weights (see Sect. 2.3) are assigned equally, except for the
training time that is reduced to 0.01. Notice that the training step is executed
off-line, making its value not as relevant as the other performance measures.
Note also that the image processing and training times are cost criteria while
the other measures are benefit criteria.

Experimentation was performed on an Intel c© Core
TM

i5-650 CPU @ 4M
Cache, 3.20 GHz with RAM 6 GB DDR3. Matlab was the software used to train
the MLP networks.

4 Results

Table 2 shows the number of features selected by the three feature selection
filters (CFS, consistency-based, and INTERACT) in single machine, one-vs-all,
and one-vs-one approaches. The median percentage of features selected (out of
588 features) is in parenthesis.
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Table 2. Number of features selected by the three filters in single machine, one-vs-all,
and one-vs-one approaches (median percentage in parentheses).

Technique Feature selection

CFS Cons INT

Single 27 6 21

Median(%) (4.59 %) (1.02 %) (3.57 %)

One-vs-all 1-vs-all 17 2 14

2-vs-all 27 6 17

3-vs-all 11 3 14

4-vs-all 33 4 14

Median(%) (3.74 %) (0.59 %) (2.38 %)

One-vs-one 1-vs-2 20 2 12

1-vs-3 53 1 53

1-vs-4 23 1 23

2-vs-3 27 3 14

2-vs-4 24 3 14

3-vs-4 27 4 13

Median(%) (4.34 %) (0.43 %) (2.38 %)

Broadly speaking, consistency-based filter performed the most aggressive
selection retaining only the 1.02 %, 0.59 %, and 0.43 % of the features in single
machine, one-vs-all, and one-vs-one approaches, respectively. CFS retained from
four to ten times more features (4.59 %, 3.74 %, and 4.34 %) than the former.
Halfway, INTERACT selected in average 3.57 %, 2.38 %, and 2.38 % of the fea-
tures, respectively. As expected, in average the percentage of features selected in
the single machine approach is larger than the percentage in binarization. Notice
that binarization may reduce the complexity of the problem.

The set of techniques, methods and topologies used in this research lead to
120 alternatives in total. Thus, for purposes of simplicity only the most signif-
icant results are shown. Table 3 shows the top 20 results ranked by TOPSIS
in terms of the binarization method, feature selection filter, number of hidden
units (H ), ratio R+ (see TOPSIS, Sect. 2.3), accuracy, TPR, TNR, precision,
F-measure, AUC, image processing time (in seconds) and training time (in sec-
onds). Note that single stands for the single machine, multi-class, approach.

In general, the techniques and methods proposed in this research outperform
the single machine approach (see Table 3). In the top 20, 14 out of 20 classifiers
use binarization, and every classifier applies feature selection. Moreover, bina-
rization leads to smaller topologies in the MLP. In the top 20, the average number
of hidden units is 25.86 in binarization against 37.33 in the single machine app-
roach. These are logical results because binarization techniques reduce the size
of the output space. Notice that the low number of samples in the dataset, which
is composed of 105 images, does not favor the use of the one-vs-one technique
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Table 3. Top 20 measure results obtained by TOPSIS.

# Method Filter H R+ Acc. TPR TNR Prec. F AUC TT(s) IPT(s)

1 Single CFS 64 0.9957 0.95 0.91 0.96 0.90 0.91 0.94 4.36 116.18

2 Single CFS 32 0.9920 0.95 0.88 0.96 0.89 0.90 0.93 4.36 95.65

3 1-vs-1b CFS 64 0.9894 0.95 0.90 0.97 0.91 0.90 0.93 9.75 223.71

4 Single INT 64 0.9884 0.94 0.88 0.95 0.88 0.90 0.93 1.65 130.61

5 1-vs-1b INT 64 0.9861 0.94 0.87 0.96 0.89 0.88 0.92 4.41 223.07

6 1-vs-1a CFS 16 0.9854 0.95 0.89 0.96 0.88 0.90 0.93 9.75 187.08

7 Single INT 16 0.9852 0.93 0.88 0.96 0.88 0.88 0.92 1.65 106.77

8 1-vs-1a CFS 64 0.9841 0.95 0.89 0.96 0.87 0.89 0.94 9.75 221.06

9 1-vs-1b CFS 8 0.9833 0.94 0.89 0.96 0.90 0.89 0.92 9.75 185.72

10 1-vs-1a CFS 8 0.9830 0.94 0.88 0.96 0.88 0.90 0.93 9.75 183.44

11 1-vs-1b INT 32 0.9817 0.94 0.86 0.96 0.88 0.88 0.91 4.41 198.80

12 1-vs-1b CFS 2 0.9816 0.94 0.88 0.96 0.89 0.89 0.92 9.75 205.10

13 1-vs-1b CFS 32 0.9792 0.94 0.87 0.96 0.89 0.88 0.92 9.75 203.15

14 1-vs-1a CFS 32 0.9792 0.94 0.88 0.96 0.87 0.89 0.92 9.75 198.09

15 Single INT 32 0.9763 0.93 0.87 0.95 0.87 0.87 0.91 1.65 112.00

16 Single CFS 16 0.9758 0.94 0.86 0.95 0.87 0.87 0.91 4.36 89.49

17 1-vs-1b INT 16 0.9746 0.93 0.85 0.96 0.87 0.87 0.91 4.41 196.30

18 1-vs-1a CFS 4 0.9734 0.94 0.87 0.95 0.86 0.89 0.92 9.75 189.14

19 1-vs-1b CFS 16 0.9719 0.93 0.86 0.96 0.88 0.88 0.91 9.75 188.79

20 1-vs-1b CFS 4 0.9716 0.93 0.87 0.96 0.88 0.87 0.91 9.75 191.37

Decoding methods in 1-vs-1 binarization: aHamming decoding, bLoss-based
decoding.

since the training datasets are reduced to the samples of two classes. Thus, it is
expected that in larger datasets one-vs-one approaches improve their results.

5 Conclusions and Future Research

Three binarization techniques and three feature selection methods have been
used in this research for tear film lipid layer classification. The evaluation of the
techniques and methods was based on several criteria: accuracy, TPR, TNR,
precision, F-measure, AUC, image processing time and training time. TOPSIS
method was used as a tool for selecting classification algorithm when algorithm
selection involves more than one criterion. In general terms, binarization and fea-
ture selection outperform the single machine, multi-class, approach. To the best
knowledge of the authors, the use of binarization techniques, features selection
filters, and MCDM methods was not attempt so far in the literature for improv-
ing classification performance in the assessment of the tear film lipid layer. These
results demonstrate the soundness of the methods presented in this research.
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For future work, the authors plan to extend this research to different learn-
ing algorithms (e.g. naive Bayes classifier or decision trees) and different MCDM
methods. Since different MCDM methods will evaluate different learning clas-
sifiers from different criteria, they may produce divergent rankings. Thus, the
authors plan to implement an approach to resolve disagreeing rankings.
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and by the Conselleŕıa de Industria of the Xunta de Galicia through the research project
CN2011/007. Beatriz Remeseiro and Diego Peteiro-Barral acknowledge the support of
Xunta de Galicia under Plan I2C Grant Program.

We would also like to thank the Escuela de Óptica y Optometŕıa of the Universidade
de Santiago de Compostela for providing us with the annotated image dataset.

References

1. Wolff, E.: Anatomy of the Eye and Orbit, 4th edn. H. K. Lewis and Co., London
(1954)

2. Korb, D.: The Tear Film: Structure, Function and Clinical Examination.
Butterworth-Heinemann, Oxford (2002)

3. Nichols, K., Nichols, J., Mitchell, G.: The lack of association between signs and
symptons in patients with dry eye disease. Cornea 23, 762–770 (2004)

4. Bron, A., Tiffany, J., Gouveia, S., Yokoi, N., Voon, L.: Functional aspects of the
tear film lipid layer. Exp. Eye Res. 78, 347–360 (2004)
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Abstract. This paper proposes the SMACH multi-agent simulation
framework that allows energy experts to run scenario-based experiments
to investigate the link between residential electricity consumption and
inhabitants behaviour. We first present the proposed meta-model and
the associated simulator. We illustrate their use by specialist on con-
crete examples featuring classical household activities. We also put an
emphasis on the systems adaptation mechanism that permits to outline
emergent habits and other behavioural patterns.

Keywords: Agent-based modelling · Social simulation · Energy con-
trol · Inhabitants’ dynamic behaviour

1 Introduction

Energy efficiency and consumption reduction is a major challenge for our society
due to awareness raising to the greenhouse effect and growing tensions on the
energy market. European Union (EU) set the ambitious objective to divide by
four greenhouse gas emissions by 2050. Yet, a large part of the final energy con-
sumed in Europe, 26.6 %, is used within residential sector, according to the EEA
[2]. For this reason, several programmes in the residential sector have been pro-
posed such as building renovation, definition of low energy building (LEB) and
smart energy controller [4], consumer awareness to cost and carbon emissions
thanks to real-time feedback [13]. At a larger scale, smart grid have been pro-
posed [9] in order to optimise the production and the distribution of electricity
depending on consumption.

Nevertheless, individuals’ behaviour also strongly influences energy consump-
tion. In France, according to [12], despite a moderate increase of household elec-
tricity consumption (8 % from 1973 to 2003), a strong increase of the specific
c© Springer-Verlag Berlin Heidelberg 2014
J. Filipe and A. Fred (Eds.): ICAART 2013, CCIS 449, pp. 194–210, 2014.
DOI: 10.1007/978-3-662-44440-5 12
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uses of electricity (i.e. electricity used except for heating) occurred (85 % for the
same period). In this context, the study of propositions to diminish specific uses
of electricity becomes a crucial issue.

One aspect of the problem is to study the consumption of electrical appliances
in real-life situations. That aspect is at the core of the REMODECE1 european
project, that provides knowledge on electricity waste due to inefficient appliances
and standby consumption. A complementary approach is to study household
activities. Several works have been proposed in this direction such as [1,7,8],
but they usually focus on electricity demand prediction, so as to optimise energy
control systems. Nevertheless, one might want to consider influencing people’s
consumption behaviour through incentives such as variable electricity pricing,
awareness campaigns, etc. For instance, [10] suggests that a critical peak price
program might reduce by 30 % the peak load.

Several models allows to take into account human activities and their result-
ing electricity demands. Many of them rely on statistical approaches such as
[18,20] that use hidden Markov chains to generate human activities related to
electricity demands. Despite their statistical validity, they focus on representing
an “average” familly and scenario and, thus, do not allow to investigate on the
activity dynamics related, for instance, to specific events. Actually, agent-based
models are best fitted for such analysis, as recently exhibited by the model pro-
posed in [7]. This model relies on the Brahms language [16] to allow explicit
representation and organisation of human activities. Nevertheless, the parame-
trization of this model appears to be very complex. They are hardly accessible
to field experts and do not allow simulation of complex and long situations.

In this paper, we present a meta-model and a simulator, called SMACH,
that allows experts to model, simulate and study the household activities and
their relation with electrical consumption depending on specific pricing policies
or appliance use. This system can be used to evaluate possible incentives to
diminish peak hours electricity demand.

In numerous modelling efforts, expertise collection is combined with defini-
tion of the technical architecture which often limits the scalability of the model.
In contrary, our approach, incremental and situated modelling [15], clearly sep-
arated the two processes: (1) we propose a meta-model generic enough to (2) let
field experts integrate their knowledge and evaluate their hypotheses by defin-
ing scenarios (for instance, in the present application: a household of two adults,
two kids, one infant, their activities their habits, house environment and specific
events). Once a new question emerges or an incoherence is pointed out by domain
experts, the cycle starts again by making amendment to the previous meta-
model. In practice, our meta-model and the dedicated simulator (SMACH) allow
experts to define fine-grain activities (ranging from few minutes to hours) and to
study their evolution over long period of time (one year). Using an advanced and
intuitive user interface, the simulator allows experts to understand the respective
influence of activities and energy consumption, and the co-influence of activities.

1 http://remodece.isr.uc.pt

http://remodece.isr.uc.pt
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In this paper, we focus on the presentation of the meta-model of human
activities within the household (presented in Sect. 2) and the dynamics of this
model which includes communication, beliefs, action selection and behaviour
adaptation (detailed in Sect. 3). Section 4, introduces the simulator GUI and
provides two distinctive examples of household emergent adaptation forced by
action competition and variable electricity pricing. Section 5 concludes the paper
and presents the ongoing work.

2 Meta-Model of Human Activity

Our meta-model of human activity follows two purposes that are tightly con-
nected. First, it aims at describing human behaviours in the context of household
electricity consumption. This description must remain easy to manipulate, even
for non-computer specialists. To this purpose, we followed an individual-centered
agent-based approach in which human activity is decomposed into tasks. Second,
it serves as agent description model for our multi-agent simulator (Sect. 3). This
simulator allows to study the evolution of human behaviour depending on the
characteristici.e.s of energy pricing and household appliances, that are defined
in the environment.

2.1 Environment

Let [ds, de] be the considered time period. Energy prices can be specified to
different time periods {[di; di+1], pricei} with d0 = ds and pricei ∈ R

+, the
kilowatt hour price (kWh) for the ith sub-period.

The house is composed of several rooms where electrical appliances are
spread. Let R be the set of rooms and E the set of appliances. For each room
r (r ∈ R), we note Er ⊂ E the set of electrical appliances in this room. In our
model, each appliance can only be in one room, fixed for the duration of the
simulation.

Appliances. Each appliance e ∈ E is characterised by its electrical consumption
θi. We note power : E → R

+ the function that returns the current electrical
consumption of an appliance. In our model, we consider two different kinds of
appliances:

State-based appliances are defined as a tuple {θo, θs, st} where θo and θs are
the electrical consumptions (in R

+) when e is running or in standby mode, and
st ∈ {off, standby, on} is the state of the appliance, modified by individuals in
the house during their activities. Heaters, TVs, fridges... can be represented by
state-based appliances.

Program-based appliances are defined as a tuple < Pe, st > where Pe is a
set of operating programs characterised by load curves. Each program p is a
couple (τp, φp) where τp is the program duration and φp : [0, τp] → R

+ gives
the appliance consumption at each time of the program. The status st of the
appliance is then defined by a couple st = (pc, tc) where pc is the currently
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selected program and tc is the time since the beginning of this program. Thus,
power(e) = φpc

(tc). Ovens can be represented by this kind of appliances. Note
that state-based appliances can be seen as specific cases of program based appli-
ances (with three programs and constant load curves).

All energy consumption profiles comes in our model from real data from the
REMODECE project.

2.2 Household Members and Their Behaviours

Individuals represent the household members. Each individual i ∈ I is charac-
terised by its responsibility level resi and the set of actions it can perform Ai

(see below).
The responsibility level allows us to distinguish between children, youngsters,

adults and elderlies in the simulation (see Sect. 3). Moreover, at each time of the
simulation, we note:

– room(i) ∈ R the room in which the individual is located;
– action(i) ∈ Ai the individual’s current activity;
– Bi the individual’s beliefs set (see Sect. 3.1);
– Ci the individual’s communications set (see Sect. 3.1);

Tasks. A task t ∈ T represents a generic activity in the house, from which individ-
ual actions are derived. A task is a tuple < τmin, τmax, bene, visi, coll, Et, Tpre >
where:

– τmin, τmax the minimum and the maximum task duration;
– bene ∈ {alone, collective} describes whether this task, once achieved, can be

used by other individuals or not (see preconditions below);
– visi ∈ {none, individual, room, house} describes the visibility (by other indi-

viduals) during and after the task realisation (see visibility of actions in the
following subsection);

– coll ∈ {none, allowed,mandatory} describes whether this task cannot, can or
must be performed alone or with other individuals.;

– Et = {< e, p >} | e ∈ E & p ∈ {e.Pe} the set of appliances used during this
task realisation and the associated programs (for program-based appliances);

– Tpre ⊂ T is the set of pre-conditional tasks of t. An individual can perform a
given task if and only it has the information that all pre-conditional tasks have
been achieved by himself (if bene = alone) or by others (if bene = collective).
The precondition relation maps into a graph of tasks;

Actions, Rythms and Events. An action a ∈ A represents the instanciation
of a task by an individual. We denote actor(a) the unique i ∈ I such that
a ∈ Ai.2

2 When different individuals can perform the same task, each one is associated with
a different instance.



198 É. Amouroux et al.

An action is defined by a tuple a = 〈t, w,Ra, st〉 where t ∈ T is the associated
task, w ∈ W is the action rhythm (see below), Ra ∈ R is the set of rooms in
which this action can be performed and st ∈ undone, done is the action status,
whose dynamics is described in Sect. 3.2. When an action has been achieved
(st = done), we note rooms(a) the set of rooms in which it has been done.

Rhythms. In order to express habits of humans, the concept of rhythm has been
introduced in the meta-model. A rhythm w (w ∈ W ) allows to define, for each
action, a frequency and preferred periods. The preferred period allows to specify
the month, day of the week and the time slots in which an agent may perform a
task. To each of these specifications is associated a force indicating if the system
should more or less take into account these periods. More formally, a rhythm is
a tuple 〈perw, freqw, varw, Ppw〉 where:

– per ∈ {day,week,month, year} is the period considered;
– freq ∈ N

+ is the frequency for this period;
For instance, per = day and freq = 2 means “twice a day”.

– var ∈ {weak,medium, strong} is the frequency variability;
– PP is a set of preferred sub-periods in the considered period. Each preferred

period ppi is a tuple with 〈[d1, d2], strength〉 where d1 and d2 define the sub-
period, strength ∈ {weak,medium, imperative} the strength of the preferred
period;

For instance, let us consider the task “eating”. We might want to define the
default rhythm for this task as being performed three times a day in most sit-
uations (per = day, freq = 3, var = weak) with preferred periods pp1 =<
[7 : 00, 9 : 00], imperative >, pp2 =< [12 : 00, 14 : 00], weak > and pp3 =<
[19 : 00, 22 : 00], strong >, which means that our individual will eventually eat
in the morning, possibly at lunch and very probably at dinner. Note that the
number of preferred periods does not need to be equal to freq (in which case
some executions of the task will remain completely free over the period).

Events. Events represents exceptional situations (such as holidays, sickness, etc.)
during which usual actions cannot be performed. An event q ∈ Q can be defined
as a couple ([dsq , deq ],Wq with Wq a set of couples (a,w). Concretely, an event
associates new rhythms w to some actions a for a given time period [dsq , deq ].
For instance, during holidays, the rhythm associated with actions “work” is null.

Collective Aspects. Our meta model was designed so as to integrate the
collective aspects in family organisation, such as helping the children, sharing
domestic tasks or spending time together during certain activities. The coll and
bene parameters in tasks play a key role in leading to a cooperation mechanism
among individuals, following the simulation model that is presented in the next
section. As an illustration, there is a synchronisation mechanism between agents
when coll = mandatory so that individuals wait for each other to begin the task.
Similarly, the fact that some tasks with collective benefits can be used by other
agents allows to really describe complex cooperation in the house.
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3 Simulation of Human Activities

Based on the meta-model presented in the previous section, human activity is
simulated in a multi-agent simulator called SMACH. In this simulator, agents
correspond to the human individuals in the model and their procedural loop is
presented in the next two subsections. The adaptation of this loop over time to
the scenario constraints is presented in Subsect. 3.3.

3.1 Multi-agent Model

To each individual i ∈ I corresponds an agent in SMACH. All agents run syn-
chronously in the platform and each step consists into selecting the best current
action based on the agent’s beliefs. In this subsection, we present the agent beliefs
and the communication model. Next subsection presents the agent’s dynamics.

Beliefs. A belief b of an individual is a tuple b = 〈d, a, s〉 such that d is the
creation date, a ∈ A an action and s ∈ {undone, running,done} is the believed
status of this action. < d, a, s >∈ Bi means that, at time d, individual i had an
information about action a being in status s (with s = running when ∃i ∈ I
such that action(i) = a). This belief is kept in i’s beliefs base as long as no
observation or deduction contradicts it.

The initial beliefs set Bi of an agent i is that all actions have the status:
undone. We also consider individuals know from the start which one can perform
which task. The dynamics of the beliefs set is presented in Sect. 3.2.

Communications. In addition to individual actions, people in the household
must communicate to exchange information or request the participation of others
in tasks. This is represented using a multi-agent communication approach such
as FIPA-ACL [3], based on speech-act theory by Searle [14].

A conversation c ∈ Ci is an ordered set of n messages, msg1, ...,msgn with
msgi =< d, to, from, perf ∈ Perf, c > where d is the date of the message, to
and from are the sender and the receiver of the message, perf is the message
performative and c its content.

In our model, the main considered performatives are: I do ..., Are you ready
to ... ?, What are you doing?, Did you ... ?, Can you ... ? and their following
replies No, Yes, Later. The content of the message, when required, is always a
single task t ∈ T .

The selection of messages, based on the agents beliefs, is presented in the
next subsection.

3.2 Agents’ Dynamics

This section first presents how beliefs are maintained in the agents base. Then,
we present how actions are selected, based on individual’s preferences, beliefs
and communications.
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Beliefs Update. Beliefs in the agent’s base Bi are added or removed at each
turn, based on the agent’s perception (either direct perception in the visibility
zone of an action, or via a message) and on automatic inferences on actions
status and individual’s possible rooms.

More formally, let d0 be the current time stamp and let us note +ib and −ib
the addition and removal of belief b in Bi.

We first define the visibility zone of an action a ∈ A, depending on its status
and task’s visibility, as follows (all cases are exclusive):

– if a.t.visi = none, then it is not visible: visi(a) = ∅;
– if a is active (i.e. ∃i ∈ I such that action(i) = a) and has visibility a.t.visi ∈

{individual, room}, then visi(a) = {room(i)}∀i|action(i)=a;
– if a is active and a.t.visi = home, then visi(a) = R
– if a is finished (i.e. a.st = done) and a is visible on individuals (a.t.visi =

individual), then visi(a) = room(actor(a));
– if a is finished and a.st.visi ∈ {room, home}, then visi(a) = rooms(a);

The agent belief base Bi is updated when observing actions from their visi-
bility zone:

∀a|room(i) ∈ visi(a), �〈d′, a, status(a)〉 ∈ Bi ⇒ +i〈d0, a, status(a)〉
Similarly, when receiving a message with performative I do or an answer to

a message Did you in a conversation, a new belief is added: +i〈d0, a, status(a)〉,
with a the action corresponding to the sender and the task (content) of the
message.

Moreover, a coherence mechanism removes all previous incompatible belief:

– An action can only have one status: +i〈d0, a, status(a)〉 ⇒ ∀d′ < d0,−i〈d′, a,
s′ �= status(a)〉;

– An agent can only do one action at a time: +i〈d0, a, status(a)〉 ⇒ ∀a′|actor(a)=
actor(a′),−i〈d′, a′, s′〉 and +i 〈d0, a′, done〉;

– A task “must” be over after its maximum duration: if ∃b ∈ Bi such that
b.d + b.a.t.τmax > d0, then −ib and +i〈d0, b.a, done〉;

– Two actions associated with one single “exclusive” task (a1.t = a2.t = t
and t.coll = none) cannot be active simultaneously: −i〈d′, a2, running〉 and
+i〈d0, a2, done〉.

Note that when a previous belief is updated, its status is moved to done (actions
that can no longer be performed are considered as achieved by default).

Action Dynamic. The status of an action st (from undone to done) is actu-
ally more complex than a simple done/undone boolean. It is controlled by four
internal variables:

– realnumber ∈ N
+ is the number of realisation already conducted within the

current day. The value of a.st ∈ {done, undone} used in beliefs is directly
derived from a.realnumber ≥ 1;

– realmax ∈ N
+ is the planned maximum number of realisation for the current

day (which directly depends on w);
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Table 1. Action availability conditions.

– τ ≤ a.t.τmax is the elapsed duration when a is running;
– pr ∈ [−1; 1] is the action priority.

The priority a.pr evolves in time (see below, Sect. 3.2) and the agent selects
the action with the highest priority amongst all possible actions. An action is
possible if and only if all the following criteria are met (see also Table 1):

– Every precondition tasks have been conducted;
– All needed appliances are available;

Note that a.st cannot be computed directly by the agent. On the contrary,
the agent will use its belief base to decide whether actions are done or undone
and whether they can be performed. In the algorithm in Table 1, a.st = x means
∃ < d, a, done >∈ Bi. However, when starting an action, the simulator will check
all the actual preconditions and an agent will not be able to perform an action
that it believed possible if Table 1 is not checked. In this case, all inconsistent
beliefs are removed from the agent base.

Interruption and Realisation. The running action of an individual (a =
action(i)), can be interrupted for two reasons: (1) another (possible) action, a′,
has a higher priority or (2) a became impossible. When this occurs, another
action will be selected and the status of a is modified depending on its duration
time:

– If a has been executed for a duration τ ≥ τmin, its number of realisation
a.realnumber is incremented and a.τ is reset to 0. The action status a.st
switches do done.

– If a.τ < τmin The action is put in a “standby mode“: a.τ is blocked at its
current value, its number of realisation is not increased. For instance, a child
is interrupted during homework, (s)he does not loose the benefit of having
started working.

Daily Reset. The action’s state evolves over time depending on the individual
behaviour and his/her environment. It is reset at midnight except for the sleep
action which is reset at noon. In practice, a.st is reset to undone, a.realnumber,
a.τ and a.pr are reset to 0, and the maximum number of realisation is re-
computed depending on the action rhythm if the new day contains a preferential
period, ppi, and if some realisation are to be done (w.real < w.realmax).
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Table 2. Raw priority external factors.

Action Priority. An action priority takes into account the individual’s internal
state: preference3, commitment to the current action (see Table 2 for details) and
the influence of the associated rhythm (a.w, see also Sect. 3.3). In addition to the
individual’s internal state, the priority of an action may be influenced by external
factors: energy price level (variability of the energy price is summarised as 3
levels), other individuals invitations (through messages) and events influence.
Table 2 describes the computation of this raw priority, called prraw:

prraw = pref + inf real + inf pp+ inf eng + inf ener + inf inci+ inf eve

All the coefficient values have been determined empirically, only their relative
order is significant. For instance, the individual preference is much less important
than its commitment/lassitude to his/her current action.

In order to allow the representation of sequential behaviour (e.g. leave for
work requires to be suit up which requires to have taken a shower), the action
priority must also consider the priority of the most urgent depending action, i.e.
the maximum of priorities of all actions for which a is in precondition:

prdep = maxa.t∈a′.Tpre
{a′.pr}

3 Minimal factor enabling complete differentiation between actions with similar
priorities.
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Thus, the action priority a.pr is the maximum of these two values:

a.pr = max{a.prraw, prdep}

3.3 Behaviour Adaptation

Adaptation is essential in our model as we want to study the possible reactions of
a household to variable energy pricing, habits emergence and other single events
(e.g. holidays, sickness, etc.). Adaptation is conducted trough re-organisation of
the household, i.e. when tasks are made and who does which collective task.

We implemented two adaptation mechanisms during a simulation: (1) every-
day life obligations or strong habits are represented through rhythms with imper-
ative frequencies and/or preferred period (PP) and (2) habits may emerge thanks
to the controlled mobility of actions.

Everyday Life Strong Constraints. Some everyday life actions may require
to be conducted at specific time. Such constraint is controlled through the PP
influence (see Table 2): positive during a PP and negative outside of any PP,
in order to favour within PP and penalise outside PP realisation respectively.
Unfortunately, as in the everyday life, i.e. several actions may compete for a
realisation during an overlapping timeslot (e.g. have breakfast and take shower
both should be done between 7 to 8am). To lessen such competition between
imperative rhythms, each action at the end of the day reevaluates its bonus and
penalty values according to the following policy:

bonus must remain between 0 and 0.15;
penalty must remain between −0.15 and 0;
When the action could not be executed during its PP this day, bonus is

increased 0.02;
When the action was achieved during its PP for this day, the bonus is decreased

by 0.01. This ensures a slow re-organisation capacity.
When the action was executed outside a PP, bonus is increased by 0.01;
When the system could not reach the target realisation number for this action

(i.e., realnumber < realmax), penalty is decreased by 0.02, since we want to
give priority to action achievement over PP constraints.

In other words, actions that could be done during their PP during day n will
be less favoured on their PP in day n + 1 and vice-versa. Moreover, actions that
missed some executions will be encouraged. Although this policy cannot guar-
antee the satisfaction of all realisation constraints (which may not be possible
at all), it provides modeller more freedom regarding rhythms definition.

Everyday Life Habits. Outside the competitive timeslot, habits may emerge
as in everyday life. This is achieved in SMACH via the automatic creation of
non-imperative rhythms during simulation. In practice, if an action has been
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triggered at a given period, this period will be favoured the following days (using
a limited memory window)4. As a consequence, all actions with no specified PP
are allowed to find the most suitable periods for their realisations and to keep
them as long they are suitable.

The maximum values for bonus and penalty are lesser than those of impera-
tive PP, so this kind of actions can change its PP more easily. The next section
will give an example of such adaptation: in conjunction with the priority penalty
during periods with expensive energy, the household organisation is altered.

4 Implementation and Evaluation

The SMACH simulator has been implemented in Java and several example sce-
narios have been proposed to validate our approach.

We developed our own agent-based simulation platform for the SMACH
project because we required a GUI adapted to domain expert (e.g. use of a
programming language was out of the question) with an intuitive way to define
the model. Such experts also demanded a specific simulation analysis GUI to
correlate activities and electricity consumption. This GUI is detailed in the fol-
lowing subsection. We will also discuss two examples that illustrate the ability
of the model to express rhythm constraints and, at the same time, and the
actions reorganisation process. The first example focuses on action competition
whereas the second one demonstrates how is handled household adaptation in
the situation of a change in electricity pricing policy.

4.1 Simulation Analysis GUI

The SMACH simulation analysis GUI shown in Fig. 1 can be detailed as follows.
The overall electricity consumption is shown in panel (1). Each color represents
a different appliance’s consumption (the central gap correspond to holidays).
Panel (1’) presents some global variable (total electricity consumption, associ-
ated price and social indicators). Below, panel (2), details individuals activities
over the week selected in panel 1 (S45) whereas panels (3 and 3’) presents a zoom
for even more details (one rectangle representing one minute). Finally, panel
(4) allows to investigates actions actual rhythms (only some actions are selected).
Concretely, the horizontal axe represent the passing of days whereas the vertical
axe represen the time of the day. For instance, we can see that the work actions
(blocks centered horizontally) occurs only during week days.5

4 The implementation detail of this mechanism is not detailed in this paper but it is
very similar to the one presented in the previous subsection.

5 In addition, another simulation analysis GUI mode is also available in order to
compare several simulations: overall evolution and specific period of time can be
compared with side by side diagrams.
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4.2 Dealing with Competing Actions

Our first example considers a family of 3 with a conflict situation: they have to
make diner, have diner and have shower within the 7–9 pm time slot. This time
slot imposes a constraint due to the actions durations and the exclusiveness of
the have shower action (one at a time). The adaptation process will organise
progressively the actions to ease their execution.

In the simulation first week, individuals usually fails to have shower as shown
in Fig. 2(a). This diagram represents the individuals’ acitvities as colored bar
over time. In particular, the sleep action (strawberry pink) and the work action
(brown) can serve as reference points. These actions have regular schedule since
the beginning (no adaptation needed) as they have no strong competitors and
large preferred periods (around 8 hours). In the conflict timeslot, diner-related
actions are occuring whereas have shower is not (only the mother do it on
monday). The advantage of diner-related actions is due to two factors: (1) make
dinner is a collective benefit task (one individual can cook for 3) and (2) have
dinner is a coordinated one which imply strongly incentive invitations.

Fig. 1. SMACH GUI (analysis mode).

Fig. 2. Activity diagram: (a) first week and (b) working day pattern.
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The conflict is resolved through adaptation of the preferred periods (PP)
and results in the following working-day pattern showed in Fig. 2(b). After work,
the mother takes her shower while the father and Liz make diner. Once diner is
ready, the father or Liz invite the others to have diner. After diner, the father
takes a shower followed by Liz.

This example demonstrates how the adaptation process can organize the
actions in relation with PP constraints. Although, this organization is not fully
stable, due to the continuous adaptations of the PP, it can last several weeks.

4.3 Adaptation of Habits in Relation with a New Pricing

The second example is based on similar parameters but shows how PP modi-
fications work with agents sensitivity to the electricity price. In this example,
the simulation spans over 10 weeks from January to March. In order to evaluate
the capabilities of adaptation to variable electricity price we make the following
hypotheses. In January, the electricity price is fixed to a medium level. The fol-
lowing month, we introduce a variable price policy: high from 6 to 8 pm and low
for the rest of day (everyday). Finally, in March, the price is switched back to
the original policy (fixed price at medium level).

Several actions, i.e. watch TV, use computer, garden, take shower, play chess,
without specified PP are also added to the ones presented in the previous exam-
ple. Some of them consume electricity and are, thus, sensible to electricity price.
The variation of electricity pricing induce actions mobility as show on the long
term activity diagrams (Fig. 3). In Fig. 3(a), we focus on the watch TV action
(in black). Although, two actions have been added as time landmark: have break-
fast (in the bottom) that takes place between 6:30 and 8:15 and have diner (in
the top) between 19:30 and 20:30. In this simulation, individuals do watch TV
during 4 periods: (1) After breakfast, (2) during the afternoon on week-ends and
wednesday (3) before and (4) after diner.

Fig. 3. Long term activity diagram: (a) watch Tv and (b) homework (Color figure
online).
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In January, individuals mostly watch TV before the diner though a slow
change from after diner to after breakfast habit is appearing all along this month.
When February comes, with its special pricing, the before diner period is aban-
doned to the benefit of the after breakfast and after-diner periods due to the
energy price penalty. One may notice that a slim black line remains before diner
in February. Indeed only 2 agents have completely quit watching TV before
diner. The third one continues to do it but for a shorter duration. It means
that the other influences, mainly the strength of the before-diner PP, have bal-
anced the energy-price penalty. It is interesting to notice that the effect of the
penalty is progressive (it may completely stop or just shorten an action) and vary
from one agent to another. In March, when the special pricing is stopped, we can
observe a motion from after-breakfast and after-diner periods to the before-diner
period as there is no electricity price penalty. Nevertheless, the last two weeks
of simulation still bear this penalty influence (as adaptations are a progressive
process): the before-diner period happens later and lasts shorter. This evolution
demonstrates the capacity both to create and to modify habits thanks to the
adaptation of the PP.

Note that, the movement of the watch TV action implies that other action
have moved too. On the second long-term diagram (Fig. 3(b)), we track the
evolution of the do homework action (red). As the time slot occupied by the
watch TV action in January is free in February, the action do homework happens
more often during the before-diner period. We observe that the return of an
uniform pricing does not push back the do homework action: Energy special
pricing effects persists even after its end.

4.4 Adaptation to Unforeseen Event

Our third example is a similar simulation, lasting 10 weeks, considering a family
of three (John and Mary and their children Bill). In contrary to the previous
examples, we have here a change of schedule. Concretely, Mary starts as unem-
ployed but gets a job on the 5th week (full time from monday to friday).

Once Mary starts to work, she has more activities to conduct but the same
amount of time. As our agents have a tendency to stability, she tries to conduct
all her previous activities plus the work one. The result of such contradiction is
a drop of the completion rate (from 97 to 93 %): Mary starts some action but
does not have time to finish them. Such phenomenon may not be realistic we
do not study it. The one phenomenon to consider here is the evolution of the
household chore reputation before and after the employment of Mary. During
the first 4 weeks, Mary perform more than 70 % of them because she has more
spare time than John as shown on the Fig. 4(b). Later on, her workload rises
thus, a significant part of the housework migrates toward John: Mary having
less time to deal with them, those tasks are more likely to be made by John. As
we set her working hours longer than his, John then takes the bigger part of the
housework, around 60 %. Bill, on his side, can participate a bit to the collective
tasks making breakfast and lunch, the only housework tasks possible for him.
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Fig. 4. (a) Completion rate in % by week and (b) Housework tasks sharing in % (Mary
in blue, John in green and Bill in yellow) (Color figure online).

Even though a balanced housework sharing is not a general feature of a “real
world household”, we believe that the workload allocation ability of our model
to be useful as a general trend. Although, when necessary, several possibilities
to constrain the sharing are offered to the modeller.

4.5 Discussion on Evaluation

These three examples illustrate the ability of the model to express rhythm con-
straints and, at the same time, and the actions reorganisation process due to
various. In particular, any individuals can have too many activities to conduct
in a given time period. Some of these activities are strongly constrained, in terms
of frequency and time (e.g. work), of synchronisation with other individuals (e.g.
dinner together, homework help) whereas others are much less constrained (e.g.
various household chore) or even almost not constrained (leisure mostly). These
challenges are tackled thanks to the adaptive priority computation and the emer-
gence of habits. Once, the household organisation is in place, our model also pro-
vide dynamic organisation mechanisms that allows the household to cope with
unforeseen events (e.g. energy tariff change or new activities in our examples).

5 Conclusions and Current Work

In this paper, we presented the model and implementation of SMACH, a multi-
agent simulator of human activity. This simulator supports the investigation of
activity adaptation and energy consumption evolution in response to different
appliances or pricing policies. We could not present all the details of this simu-
lator that results from a 5-years collaboration between the French EDF energy
company and AI researchers, but we outlined its main features: accessibility
of the model to non-computer specialists and intelligent interface for activity
analysis and explanation. SMACH also comprises a machine learning algorithm
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for automated management of temperature in the house [5] and an interactive
modelling system that helps refining the agent’s behaviour [15].

This model has been evaluated in several example scenarios. The three exam-
ples presented in this paper illustrated the ability of our model to represent both
the constraints and some of the “degrees of freedom” of everyday life. Further-
more, with the help of the two adaptation processes (actions competition and
habits emergence), agents are able to explore new organisation and to discover
pattern of actions in relation with time constraints and energy price for saving
purpose and other unforeseen events. In addition to this evaluation, our simu-
lator is provided with a participatory-simulation user interface (introduced in
[6]) that allow to give control of one or several agents to users. Students in our
lab “played their own role” in our test scenarios, which allowed us to validate
the believability of the model. In most situations, students could not distinguish
between artificial agents and human-controlled ones.

We are currently extending the SMACH model to study the activity of groups
of families in different environments, over long period of time (one year) and tak-
ing into account external temperature and building’s thermodynamical proper-
ties. This lead us to reconsider the action rhythm model and to use multi-level
agent systems for individuals, families and activities. Our long-term goal is to
allow energy companies to be able to investigate incentive to reduce or to have
a better prediction of consumption peaks using simulation of human activity.
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210 É. Amouroux et al.

10. Newsham, G.R., Bowker, B.G.: The effect of utility time-varying pricing and load
control strategies on residential summer peak electricity use: a review. Energ. Pol-
icy 38(7), 3289–3296 (2010)

11. North, M., Howe, T., Collier, N., Vos, J.: A declarative model assembly infrastruc-
ture for verification and validation. In: Takahashi, S., Sallach, D., Rouchier, J.
(eds.) Advancing Social Simulation: The First World Congress, pp. 129–140.
Springer, Kanazawa (2007)

12. Poquet, G., Dujin, A.: Pour les ménages, la recherche du confort prime encore sur
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Abstract. Our approach of process-driven document analysis (DA)
aims at supporting enterprises in managing the complexity of multi-
ple input channels. Within this approach, we proposed earlier to map
each incoming document to its corresponding task context - denomi-
nated as Attentive Task (AT) - by applying search with Dempster-Shafer
theory. In this paper, we extend the search algorithm with methods
from machine learning for addressing the challenges in real enterprise
domains: (1) information gain trees for optimizing initial evidence selec-
tion and (2) five strategies for detecting search failures. We evaluate all
proposed methods on a corpus from a financial institution and give an
overview on how the approach enables automation services in multichan-
nel management.

Keywords: Evidence based search · Information gain tree · Search
failure detection · Dempster-Shafer theory · Multichannel document
analysis

1 Introduction

Today, enterprises are truly challenged by the management of new communica-
tion channels, such as email, having to deal with information overload. Accord-
ing to Bellotti et al., the quantity and the complexity of incoming requests can
explain this overload [1]. Enterprises strive toward managing the multichannel
complexity, but fail when relying on existing IT solutions. The systems often
suffer from the fragmentation between communication channels and also from
the lack of connection to internal processes leading to information gaps. Mostly,
their functionality is limited to legal requirements only. Instead, users need a
system that helps them understanding the request, finding the related process
instance, and extracting relevant information.

We proposed the approach of process-driven document analysis (DA) [2].
A document arriving through an input channel is mapped to the corresponding
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task. The information expectations of the task are then used for conducting
an analysis of the document and for extracting all relevant information. We
applied two concepts: (1) Attentive Tasks (ATs) formally describing information
expectations toward incoming documents and (2) the Specialist Board (SB),
first introduced by [3], describing all available DA methods. First, we generate a
DA plan. Second, we extract information about the document according to the
DA plan. Finally, we search the corresponding AT based on this information. If
necessary, the DA plan is adopted according to the AT. All steps are repeated
until the matching AT is found and no more information can be extracted.

In this paper, we focus on improving the novel AT search algorithm that
enables mapping on a task instance level. In [4], we use DA results as evidences
for prioritizing the available AT set by calculating a degree of belief (DoB) for
each AT and evidence before combining them with Dempster-Shafer theory [5].
First evaluations demonstrated promising search results and good robustness,
but also that the selection of initial evidences is crucial to search performance.
Applying our approach to enterprises raises two challenges: (1) The introduced
two step evidence structure remains insufficient for domains with more evidence
types. Learning a sophisticated structure is necessary. (2) The approach fails
when no AT fits the document which is either the case when a new process is
triggered by an incoming document, or when the mechanism of generating ATs
failed due to processing errors. A failure detection method is needed.

Our goal is to address these enterprise requirements by enhancing AT search
with methods from machine learning: (I) Learning evidence type trees by max-
imizing the average information gain, (II) using strategies for detecting search
failure: (i) identifying evidences that appear only in documents leading to a new
AT, (ii) comparing the maximum DoB to an expected DoB, (iii) and introduc-
ing general AT templates, (iv) as well as hybrid combinations from the previous
strategies. We evaluate all approaches on a corpus from a financial institution.

Next, we review related work. We give a brief overview on our approach of
process-driven DA focusing on the concept of ATs and the search algorithm. We
then introduce our two approaches and present the results of their evaluations.
Finally, we present an outlook on automation services, draw conclusions, and
discuss future work.

2 Related Work

There exist many approaches for mapping documents to processes or tasks -
especially in the email environment, but they all have numerous drawbacks
regarding our problem. They consider usually a few processes and ignore impor-
tant process context information instead of numerous task instances. They are
often costly to transfer to new domains, and they do not respect the importance
of search criteria or search failure.

Some approaches rely on heuristics for mapping documents to tasks, e.g.,
thrasks that are a combination of conversation threads and tasks [1] or other
context information for aggregation [6]. They assume a direct connection between
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heuristic and task. Other approaches use established classification methods, like
Näıve Bayes or Support Vector Machines. For example, Cohen et al. classify
emails into sender intentions based on verb-noun pairs called speech acts [7] as
well as Scerri et al. who apply rule based task classification with speech acts
[8]. Dredze et al. combine classification methods that rely on involved people
or topics [9]. Faulring et al. propose a regular logistic regression algorithm for
task type classification [10], whereas Granitzer et al. pursue to aggregate tasks
from user interaction behavior [11]. Unfortunately, all these approaches do not
involve a dynamic task set and are, therefore, not applicable to Attentive Tasks
(ATs). Krämer recognizes the importance of tasks instances but uses manual
task assignment [12]. Only Kushmerick and Lau use unsupervised learning for
deriving process structures from emails. Their approach is applicable to personal
email management with unstructured and implicit processes [13]. However, their
approach has a limited applicability for well-defined processes as they appear in
enterprises. Overall, none of the existing approaches consider search criteria, as
for example, results from DA, or provide handling of search failure.
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Fig. 1. (a) Process-driven document analysis system. (b) Main steps of the process-
driven document analysis algorithm.

3 Overall Approach

This section presents the process-driven document analysis (DA) approach focus-
ing on Attentive Task (AT) search [2,4]. We detail concept, AT terminology and
generation. We conclude with the main challenges from enterprise application.

3.1 Process-driven Document Analysis

The basic elements of the process-driven DA system are depicted in Fig. 1(a).
The system deals with documents coming from the main input channels in enter-
prises: email, mail, fax, call center, and eDocs. The system’s core consists of the
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DA planner, the DA executor, and an AT search module. The system iteratively
analyzes the document according to a plan and searches for the corresponding
AT in the available AT set. The modules use knowledge about evidence types,
available DA methods described in the Specialist Board (SB), and enterprise
knowledge. This work focuses on AT search and the use of initial evidences.

The main steps of the algorithm are outlined in Fig. 1(b). When a document
arrives, the system decides which evidences have to be extracted initially. Based
on these evidence types, it generates the initial state, the current goal state,
and a DA plan. This plan is then executed and DA results are created in form
of annotations. An annotation contains at least a type, value, and reference to
the text sequence. Annotations are used as evidences for performing priority
search on the set of available ATs. If there is a fitting AT and more information
needs to be extracted, the system adopts the goal state, the initial state, and the
DA plan before proceeding. If the AT is detected as missing, the corresponding
AT template is identified for generating a new AT and adopting the goal. The
algorithm stops when no more information is necessary or available.

3.2 Attentive Tasks

We detail the AT formalism, their generation, search, and the challenges in
enterprises.

Terminology. An Attentive Task (AT) describes a process instance’s informa-
tion expectations toward an incoming document at one step. The information
expectations are represented by a list of slots, where each slot contains a descrip-
tor, a value, and an information type, as well as constraints – in case the value is
not available. Table 1 depicts an example of an AT for a change of contract owner
request. It contains information known from previous steps of the process, e.g.,
customer name. Additionally, there is new information expected, e.g., about the
owner’s date of birth. An AT template contains no process instance information
and is used for generating ATs.

Generating Attentive Tasks. Since ATs formalize the information expecta-
tions of internal processes, they need to be generated by them. For example,

Table 1. Example of an Attentive Task.

Descriptor Value Type Constraints

SenderEmail anna@blue.org EmailAddress in(customer.email)

SenderName Anna Blue Person in(customer.name)

RequestClass ChangeOfOwner Class in(requestClasses)

NewOwnerName Klaus Mustermann Person -

NewOwnerDoB ? Date DD.MM.YYYY

AdmissionOffice ? Organization in(organizations)

?: New value expected
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a service employee processes a customer request, sends out a request, asking
for missing information, and waits for reply. At this point, an AT is generated,
i.e., the correct AT template is filled with known and expected information of
the process instance. Depending on the enterprise’s IT infrastructure, there are
several options for triggering AT generation:

1. Manual Generation. The user manually selects the template, fills in all infor-
mation, and stores the AT on the server. This option requires high manual
effort and might result in a high error rate.

2. Full Automatic Generation. The ideal generation of an AT is driven by an
underlying system. This can be a workflow, an ERP1, or any other system.
Depending on the size and type of the system (e.g., standard software or
self-tailored solutions) this option requires expensive customization. It is rec-
ommended to use existing APIs2 of these systems for keeping adaptation
effort low.

3. Supported Generation. An AT generation software supports the user in gen-
erating new ATs. It operates on the user’s computer and communicates with
a central system. Whenever the user needs to generate a new AT, he uses the
system with a few selections. Due to system independence, this option is less
cost intense but also less convenient than the full automatic generation.

Depending on each process and its underlying systems, the generation method
can be a mixture of them. A complete set of ATs requires full process knowledge
and perfect generation of ATs either by employees or by the systems. Each of
these factors can fail resulting in an incomplete set of ATs.

Attentive Task Search. In our previous work, we proposed a search algorithm
that performs prioritization of a set of ATs using DA results as evidences.

It calculated for each evidence and AT a degree of belief (DoB) by assigning
a mass value and normalizing over the search whole set. All normalized mass
functions were combined with the Dempster-Shafer rule [5] (see details in [2]).
Evaluations showed that the AT search is robust in terms of parameterization.
We also examined that selected evidence types influence search performance
and that an evidence structure is needed for optimizing search performance.
A two level structure was sufficient for our simple evaluation corpus. We believe
that for larger evidence type sets, as appearing in enterprises, we need a more
sophisticated structure.

Enterprise Requirements. The application of AT search faces two main chal-
lenges in the enterprise environment:

1. Initial Evidence Structure. We need a structure for the initial evidence-based
search for prioritizing the AT set with a minimum number of search steps,
i.e., number of evidences used for search.

1 ERP= Enterprise Resource Planning.
2 API= Application Interface.
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2. Identification of documents without Attentive Tasks. We need a failure detec-
tion strategy for identifying documents without a corresponding AT - either
documents that trigger a new process or cases where AT generation failed.
So we can avoid processing errors.

4 Information Gain Trees

In this section, we present a structure for deciding initial evidence extraction
for search. This structure is build with supervised learning and applied auto-
matically to Attentive Task (AT) search. We propose to generate evidence trees
labeled with the average information gain at this level. In the following, we intro-
duce the tree structure, the supervised learning algorithm and the integration
into the AT search.

4.1 Learning

Figure 2 displays an exemplary information gain tree. Apart from the root node,
it contains nodes, each labeled with an evidence type and the average information
gain value of this evidence type at the current level. Leaves are reached when
no evidence type generates an information gain above a defined threshold. The
tree span is limited by the number of evidence branches at each level.
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Fig. 2. Information gain tree.

We rely on the concept of information gain IG introduced by Kullback and
Leibler, because it measures the difference between the current entropy H and
the expected entropy He after applying one more attribute (=evidence) e to the
current search set [14]. The information gain for an evidence e on a set of ATs
A is defined as follows:

IG(A, e) = H(A) − He(A|e) (1)

=
∑

v∈val(e)

|{a|ae = v}|
|A| He({a|ae = v})
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where a ∈ A and ae is the slot in a with evidence type of e. Since the information
gain depends on the current AT set, we learn average information gains for
random AT sets repeatedly for each tree level.

The tree learning algorithm is outlined in Algorithm1. It consists of two
functions, generateTree and avgInfoGains. The first one is a recursive function
that learns a tree tree for a given test set set consisting of documents and their
related ATs, based on average information gain values. First, we calculate for
all evidence types ets the average information gains and return a list of nodes
nodeList. From this list, we select the top items limited by a branching factor
branch and a fixed minimum threshold thresh for the information gain value.
If the topList does not contain any more evidence types, we have reached a leaf
and return. Otherwise, we add each node from topList to the tree and perform
generateTree on the next level from the current node n2.

The function avgInfoGains calculates repeatedly information gains for the
remaining evidence types ets on a random AT set. First, we get a list of all used
evidence types usedEts from the tree and reduce the list to the available evidence

Algorithm 1. Generate information gain tree.

function generateTree(set,ets,tree,n)
nodeList ← avgInfoGains(set, ets, tree, n)
topList ← getTopItems(nodeList, thresh, branch)
if isEmpty(topList) then return tree
end if
for all n2 in topList do

tree ← addNode(tree, n, n2)
tree ← generateTree(docs, ats, ets, tree, n2)

end for
return tree

end function
function avgInfoGains(set, ets, tree, n)

usedEts ← getPath(tree, n)
leftEts ← reduceList(ets, usedEts)
for i ← 0 : i ≤ iterations; i + + do

ats ← createRandomATSet(set)
doc ← selectRandomDoc(ats, set)
doc.evids ← analyseDoc(usedEts)
prioAts ← atSearch(ats, doc.evids)
subAts ← createSubgroup(prioAts)
for all e in lefEts do

g ← calcInfoGain(subAts, doc, e)
infoGains(e).add(g)

end for
end for
avgIGs ← calcAvgInfoGains(infoGains)
nodes ← createNodes(leftEts, avgIGs)

return sort(nodes)
end function
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Algorithm 2. Extract evidences from document doc according to evidence decision

tree tree.
function applyEvidenceTree(doc, ats, tree)

while tree.hasNext() do
node ← tree.getNextWithMaxInfoGain()
e ← analyse(doc, node.eType)
if e! = null then

evidList.add(e)
else

tree.stepBack()
tree.prunePaths(node.eType)

end if
end while
prioList ← ATsearch(ats, evidList)

return prioList
end function

types leftEts. We repeat information gain calculation iterations times. For each
iteration, we select a random AT search set ats and a corresponding document
doc. Then, we extract all evidences doc.evids according to the used evidence
types. AT search is performed. Based on the priority list of ATs, we select the
remaining AT subgroup subAts. For this subgroup, we calculate the information
gain g for each evidence type. Finally, we calculate the average information gain
for each evidence type and return a sorted node list.

4.2 Application to Search

Algorithm 2 outlines, how we apply the learned information gain tree to AT
search.

The function applyEvidenceTree generates one path of evidences evidList
within the tree tree that can be extracted from the document doc. The DA
results are applied as evidences to AT search. For generating the evidence list
evidList, the next node node in the tree is selected by the maximum information
gain assigned to the descendants of the current node. If this evidence type can
be extracted from the document, the evidence e is added to the list of evidences.
If not, we move one level up in the tree and prune all paths in the tree that
include this evidence type. The resulting evidence list is used for AT search and
the function finally returns a sorted AT list.

5 Failure Detection Strategies

Sometimes, when a document arrives, there does not exist a matching Attentive
Task (AT). This is either the case if the document invokes a new process instance
in the enterprise or if the generation of the AT failed (see Sect. 3.2). During AT
search, we need to decide fast if there is an AT or not for avoiding processing
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errors. These search failures can be handled by creating a new AT from the
corresponding AT template. In the following, we present three strategies and
combinations of them for identifying such documents during or in advance to
AT search.

5.1 Specific Evidence Types

Documents triggering a new process instance often contain evidence types that
are not contained in other documents and vice-versa. These are most likely basic
information that is not mentioned again during a conversation. We propose learn-
ing of evidence types specific for new requests and extracting them before AT
search. Equation 2 formalizes the rule for determining AT failure for a document
d depending on evidence types Enew specific for new documents:

failspec(d,Enew) =

{
1.0 if ∃e ∈ d.E|e.t ∈ Enew

0.0 else
(2)

where failure is true (1.0) if there exists at least one evidence e extractable from
the document d.E, whose evidence type e.t is contained in Enew. This approach
is not costly in terms of search steps, because it does only require extraction
steps. It cannot detect AT generation failures.

5.2 Expected Degree of Belief

The degree of belief (DoB) measures to which extent each AT matches the
evidences from a document in comparison to all other ATs. Therefore, we propose
to use the DoB value for detecting documents, where we believe that no AT
matches. We compare an expected DoB dobe for a set of evidence types E to the
actual DoB of the first AT in the prioritized list dobtop. If the difference is beyond
a threshold t, a failure is detected. Equation 3 formalizes failure detection for a
document d, the AT set A, and an expected DoB function dobe, as well as a
threshold function t:

failDoB(d,A, dobe, t) =

{
1.0 if dobe(d.E, |A|) − dobtop(d.E,A) > t

0.0 else
(3)

where failure is detected if the difference between the expected DoB dobe and
the actual top DoB after search dobtop is greater than the defined threshold.
This strategy postulates that the DoB of documents with existing AT differs
significantly from documents without AT. We conduct evaluations to confirm
this assumption. Since the detection strategy includes information about the
current AT set, it addresses both failure cases.

5.3 Attentive Task Templates

For failure handling we generate new ATs from AT templates. We, therefore,
propose to add all AT templates to the AT search set. Equation 4 formalizes
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template failure detection for a document d, the current ATs A, and all tem-
plates T :

failtem(d,A, T ) =

{
1.0 if atop(d, (A ∪ T )) ∈ T

0.0 else
(4)

where failure is detected if the top AT atop after search on the combined AT set
A and T is a template. This strategy addresses both failure cases and is simple
to implement, since it does not require learning.

5.4 Hybrid Strategies

We consider combining the different strategies for achieving better and faster
detection results. The Expected Degree of Belief and AT Templates strategies
exclude each other, because inserting templates in the search set prevents using
the DoB of a non-matching AT on top of the list. Thus, we combine the Specific
Evidence Types strategy with the others. First, we detect if a document contains
an evidence type specific for new documents. If the document passes, we apply
the second or third strategy. In this way, we expect to reduce search steps for
new documents and to improve overall detection.

6 Evaluation of Information Gain Trees

We conduct evaluations with the information gain tree structure. First, we learn
the tree and apply it then to Attentive Task (AT) search.

6.1 Evaluation Setup

We perform the evaluations on a corpus generated from two business processes
of a financial institution. The corpus includes 49 emails from probands that
conducted requests toward a bank. Each document in the corpus has been anno-
tated with document analysis (DA) results and we have generated an AT for each
document. Our approach is general to all input channels, but we focus on email
here for reducing complexity not relevant to search performance. It is possible to
extend the approach to the other channels. The evaluations of the information
gain tree have been conducted in two steps:

1. Tree Learning. The proposed tree learning algorithm depends on the infor-
mation gain threshold and the number of branches per node. We varied both
parameters for analyzing resulting trees in terms of number of nodes and
average tree depth.

2. Tree Search. The goal of using information gain trees is to provide a structure
that reaches good search results in a minimal number of search steps. We
compare the tree setups generated during learning and compare them to
simpler structures as random selection from all evidences (All), a set of best
performing structures (Top7 ), and the two level structure (Top7 2-Level).
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Table 2. Information gain tree properties for
alternating branches and thresholds.

Branches Number of nodes Average depth

Threshold

0.4 0.3 0.2 0.15 0.1 0.4 0.3 0.2 0.15 0.1

1 0 2 5 3 3 0.0 2.0 5.0 3 3

2 0 6 69 104 87 0.0 2.0 5.8 7 7,1

3 0 12 365 1,898 5K 0.0 2.0 5.9 7.8 8.9

4 0 15 792 9K 83K 0.0 2.0 5.8 7.9 10.1

5 0 18 1,392 23K >1,000K 0.0 2.0 5.7 7.9 11.7

Table 3. Information gain tree search results.

Branches AvgRank Search steps (extraction)

Threshold

0.3 0.2 0.15 0.1 0.3 0.2 0.15 0.1

1 0.74 0.75 0.74 0.74 1.1 (2.0) 1.3 (2.2) 1.4 (2.2) 1.3 (2.2)

2 0.75 0.74 0.75 0.75 1.1 (2.9) 1.3 (3.1) 1.3 (3.1) 1.3 (3.1)

3 0.75 0.74 0.75 0.74 1.1 (3.7) 1.3 (4.0) 1.3 (4.0) 1.3 (4.0)

4 0.75 0.74 0.74 0.74 1.2 (4.6) 1.4 (5.0) 1.4 (5.0) 1.4 (5.0)

Table 4. Performance of previ-
ous methods.

Method Evidences AvgRank Search steps

(extraction)

All E=6 1.04 6.0 (6.0)

E=7 0.77 7.0 (7.0)

Top7 E=3 1.17 3.0 (3.0)

E=4 0.54 4.0 (4.0)

Top7 E=2 0.81 2.0 (2.0)

2-level

E=3 0.59 3.0 (3.0)

6.2 Tree Learning

The overall goals of implementing information gain trees are the minimization
of search and extraction steps, while keeping good search results, creating a
structure that is robust to non-extractable evidences, and minimizing learning
time.

During learning evaluation, we, alternated the two main parameters - branch
factor and threshold - to terminate branch extension. For each tree, we counted
the number of nodes that directly correlates to learning time, and the average
tree depth that influences number of search steps. We derive the main findings
depicted in Table 2 as follows:

1. Learning Time. The lower the threshold and higher the branch factor is, the
larger the tree becomes – growing exponentially. In terms of learning time,
the threshold should be limited to 0.2, whereas branches to 4. A threshold of
0.4 or higher does not generate any node (except the root node).

2. Search Steps. Average tree depth depends on the threshold and increases
when decreasing the threshold. Experienced in simple search, good search
results derive from 3 or more search steps. A threshold between 0.3 and 0.4
is corresponding.

3. Branches. The more branches, the more robustness to not extractable evi-
dences we achieve. Therefore, a high branching factor is preferable, but does
also influence learning time tremendously. The results show, that a limitation
of the number of branches, can help to limit overall tree size.

We conclude that the limitation of threshold and branches is necessary for lim-
iting tree learning time.
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6.3 Tree Search

For tree search, we compare search performance and runtime optimization for
each tree configuration. Then, we compare tree search with the three previously
used methods for determining initial evidences: All, Top7, and Top7 2-level. For
search performance, we use the average ranks as main measure. Optimization is
measured in search and extraction steps. We summarize the results in Table 3
as follows:

1. Average Rank. All trees perform similar with an average rank between 0.74
and 0.75. A small, simple tree structure is sufficient for achieving good search
results for our corpus. The evidences in the first branch are most likely
extractable.

2. Search steps. Average number of search steps is low (from 1.1 to 1.4) and
increases slightly with decreasing threshold. This supports that in most cases
the first branches are used for search.

3. Extraction Steps. Average number of extraction steps increases from 2.0 up to
5.0 with decreasing threshold and increasing branching factor. When an evi-
dence in the first branches cannot be used, several extraction steps are
necessary.

Comparing the tree search results to the previous methods (see Table 4) reveals
that tree search reaches similar search performance as All between 6 and 7
evidences, as Top7 between 3 and 4, and as Top7 2-level between 2 and 3. We
infer that tree search optimizes search and extraction steps in comparison to
simpler methods.

In conclusion, we found a structure that optimizes search and extraction
steps and delivers good search results with relatively low effort in training time
and calibration of the method. We believe, the information gain trees will enable
our system to deal with more complex setups.

7 Evaluation of Failure Detection

In this section, we evaluate the different failure detection strategies regarding
detection performance. We pre-evaluate the degree of belief (DoB) in dependence
on the search set size and the evidence type to prepare the second strategy
(expected DoB).

7.1 Evaluation Setup

We evaluate on the same corpus in two steps:

1. Degree of Belief Values. We conduct Attentive Task (AT) search on random
search setups for evaluating the dependency of the degree of belief (DoB)
value on search set size and evidence type. Further, we repeat the experiment
for understanding, how DoB develops in case of a search failure, and for
generating a threshold. We repeat each search setup 20,000 times.
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Fig. 3. Influencing factors on Degree of Belief (DoB) values: (a) Influence of search set
size for all evidence types on DoB, (b) Influence of search steps (=no. of evidences) on
average compound growth rate of DoB, (c) and influence of search steps and selection
of evidence types on distance between expected DoB and top DoB when the Attentive
Task is missing.

2. Failure Detection Strategies. We evaluate each of the proposed strategies: (1)
specific evidence types, (2) expected DoB, (3) inclusion of AT templates,
as well as hybrid strategies, (1) & (2) and (1) & (3). We compare them
with established classification measures: precision Pr = tp/(tp + fp), recall
Re = tp/(tp + fp), and accuracy Acc = (tp + fp)/(tp + fp + tn + fn). True
positives tp are correctly detected failures, false positives fp non-failures clas-
sified as failures, true negatives tn correctly detected non-failures, and false
negatives fn not detected failures. We also conduct a separate evaluation of
the two failure cases. Additionally, we aim at minimizing the costly search
steps. Experiments were repeated 80,000 times for each setup including vary-
ing number of search steps from 1 to 6, which are the number of evidences
used for search.

7.2 Degree of Belief Evaluation

We repeated DoB experiments for different ATs search sets and varied the search
set size, number of evidences as input for search, and the type of evidence group.
For evidence groups, we differentiate between the best performing evidence types
from our previous work (Top7 ), all evidence types (All), and all possible evidence
types without the Top7 (All w/o Top7 ). For each search experiment, we generate
a random AT set of random size, select one corresponding document, extract
evidences according to the evidence type group, and execute search. The findings
depicted in Fig. 3(a)–(c) are summarized as follows:

1. Search Set Size. The larger the search set is, the smaller the DoB value of the
corresponding AT. Figure 3(a) displays the DoB development for all evidence
types when one evidence is used. This effect is diminished with increasing
number of evidences (see Fig. 3(b)). To measure the development over search
set size we calculate the compound growth rate (CGR)3 between search set
size 2 and 17 for different evidence numbers.

3 CGR(s0, sn) = (avgDoB(sn)
avgDoB(s0)

)
1

sn−s0 −1, si is the search set size and avgDoB(si) the
average DoB for search set size si.
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2. Evidence Type Performance. The well performing evidence types (Top7 ) have
less decreasing influence on the DoB value than the others. We derive that
DoB is more stable for calibrated searches.

3. Search Failures. Comparing the DoB for successful searches and the top DoB
for failures shows that only a few selected evidence type combinations result
in relevant differences between the values (see Fig. 3(c)). This is caused by
many evidences also matching to one or more incorrect ATs. In such a case,
the ATs get a higher matching value and after normalization they get a value
similar to the correct AT. For the expected DoB strategy, we use only the
selected evidence types and half of the average difference as threshold.

We conclude that in our setup the DoB value is highly sensitive to search set size
and evidence type. There are only a few evidence type combinations that allow
to use the DoB distance to an expected DoB for identifying if the corresponding
AT is not included in the search set. We will further evaluate the related strategy,
but these results indicate that the expected DoB strategy could become fragile
in other domains.

Table 5. Classification performance of the failure detection strategies.

#Search steps (1) Evidence types (2) Expected DoB (3) Templates (1) & (2) (1) & (3)

Pr Re Acc Pr Re Acc Pr Re Acc Pr Re Acc bf Pr Re Acc

0 1.00 0.23 0.47 - - - - - - 1.00 0.23 0.47 1.00 0.23 0.47

1 - - - 0.77 0.54 0.57 1.00 0.23 0.34 0.82 0.71 0.69 1.00 0.52 0.59

2 - - - 0.93 0.80 0.82 0.99 0.53 0.60 0.94 0.87 0.87 0.99 0.73 0.77

3 - - - 0.93 0.77 0.80 0.99 0.73 0.76 0.94 0.86 0.86 0.99 0.86 0.87

4 - - - 0.93 0.59 0.69 0.98 0.85 0.86 0.94 0.75 0.80 0.98 0.93 0.93

5 - - - 0.92 0.51 0.63 0.98 0.88 0.88 0.94 0.70 0.76 0.98 0.94 0.94

6 - - - 0.92 0.39 0.55 0.98 0.91 0.90 0.95 0.62 0.71 0.98 0.96 0.95

7.3 Failure Detection Strategies

We evaluate the five proposed detection strategies on a randomly generated AT
set for a randomly selected document. We alternate the number of evidences
used for search, because this is the most expensive calculation step (O(n2)).
We repeat all experiments for search failure and for non-failure. For documents
triggering a new process compared to documents related to one process instance,
we use the ratio from the corpus (new: 38 %, instance: 62 %). For the case of AT
generation failure, we assume a 50 % ratio. We expect a much lower ratio in
enterprise application. Due to the dependency on the AT generation approach,
it is difficult to predict this ratio. We apply the same ratios for all strategies, so
the results remain comparable. The main findings are depicted in Table 5 and a
separate overview of the two cases of search failure is displayed in Fig. 4(a) and
(b). We summarize the results for each strategy as follows:

(1) Selected Evidences. This strategy does not involve any search steps. Preci-
sion is optimal (1.0) whereas recall (0.23) and accuracy (0.47) are very low.
The reason for the discrepancy is that the strategy only detects documents
triggering a new process (see Fig. 4(a) and (b)).
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(2) Expected DoB. This strategy performs optimal when using two evidences. It
reaches precision of 0.93, recall of 0.80, and accuracy of 0.82. According to
the DoB pre-evaluations, the difference between expected DoB and DoB in
case of failure is best differentiating and leads to good results. Both failure
cases develop similar.

(3) Templates. When including AT templates, precision decreases slightly (from
1.00 to 0.98) with increasing search steps, whereas recall and accuracy
increase tremendously (from 0.23 to 0.91, from 0.34 to 0.90). This correlates
to the general AT search development, where increasing number of evidences
improve search results. The strategy performs better for generation failures
than new documents. A similar performance to strategy (2) at search step
two is reached with four.

(1) & (2). The combination leads to better failure detection performance overall.
There is again an optimum for two search steps. Precision reaches 0.94,
recall 0.87, and accuracy 0.87. This is caused by the improvements in new
document detection (see Fig. 4(a)).

(1) & (3). This hybrid strategy also improves detection performance. Accuracy
(from 0.47 to 0.98) and recall (from 0.23 to 0.96) increase with number of
search steps. Precision decreases again from 1.0 to 0.98. The improvements
are caused by improvements in new email detection (see Fig. 4(a)). A similar
performance to strategy (1) & (2) at search step two is reached with three.

We conclude that it is recommendable using a hybrid strategy. The combination
with the expected DoB strategy results in best detection performance with only
two search steps. Nevertheless, this strategy also has drawbacks. The learning
of evidence combinations is intricate, the results seem fragile and depend on the
application domain. Additionally, the required evidences for a good detection
performance might not perfectly fit with the optimal evidences for initial search.
Hence, we hesitate recommending this strategy in general for any domain.

The combination with templates appears more reliable, even if it produces
similar results as (1) & (2) with three search steps. The selection of evidences
for search is compatible with initial evidence selection and the method does not

Fig. 4. Accuracy of the failure detection strategies separated by the case of absent AT:
(a) New document without related AT, (b) AT of the document is missing.
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require pre-learning. We, therefore, recommend implementing template search in
the first place and evaluating the performance of expected DoB in the particular
domain.
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Fig. 5. System architecture including selected automation services.

8 Automation Services

The presented process-driven DA approach enables many automation services
in enterprise communication. Figure 5 depicts an exemplary architecture of the
overall system including four major automation services.

1. Auto-storage. This module stores the extracted information in databases of
the internal enterprise systems. Hence, no manual processing is necessary.

2. Manual Verification. This module enhances the user’s view on the current
document with the extracted and the additional AT information. Since the
user only needs to verify the data, the manual document processing time is
expected to decrease.

3. Routing. This module can use the information from the AT and the internal
routing rules and load information for routing the document to a service
employee with an appropriate skill-profile. Manual routing is avoided.

4. Auto-Reply. For simple requests or requests with incomplete information, a
module can automatically generate a reply and send it through an output
channel, mainly email, mail, or eDoc. Reply generation time is reduced.

In order to prioritize the implementation of such services, it is necessary to
quantify the potential time and cost savings through these automation services.

9 Conclusions

In this paper, we propose two approaches enhancing our existing AT search
algorithm and making it more robust to real world requirements: (i) informa-
tion evidence gain trees and (ii) missing Attentive Task (AT) detection strate-
gies. First evaluations already show that the application of trees significantly
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minimizes search steps and we expect it to support even more complex search
domains. For search failure detection strategies, we found that combining the
specific evidence type decisions with the two strategies integrating the search
set performs best. For simplification, we recommend applying first the insertion
of AT templates and then investigating whether the expected degree of belief
(DoB) comparison is applicable to the corresponding domain or not. Further,
we present four initial automation services based on our approach.

For future work, we plan transferring the results to more complex domains
and increasing the search set size. Further, we aim at evaluating DA planning
and the presented automation services.
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Abstract. A comparably new application for support vector machines
is their use for meta-modeling the feasible region in constrained opti-
mization problems. Applications have already been developed to opti-
mization problems from the smart grid domain. Still, the problem of
a standardized integration of such models into (evolutionary) optimiza-
tion algorithms was as yet unsolved. We present a new decoder approach
that constructs a mapping from the unit hyper cube to the feasible region
from the learned support vector model. Thus, constrained problems are
transferred into unconstrained ones by space mapping for easier search.
We present result from artificial test cases as well as simulation results
from smart grid use cases for real power planning scenarios.

Keywords: Smart grid · Constraint-handling · Decoder · Constraint
modeling · SVDD

1 Introduction

A popular class of commonly used heuristics for solving hard optimization prob-
lems is known as evolutionary search methods. These methods usually work
with candidate solutions that encode each parameter within an allowed interval
between a lower and an upper limit and try to improve them within these bounds.
Thus, all solutions are defined in a d-dimensional hypercube. Nevertheless, due
to additional constraints, not all of these solutions are usually feasible. Effec-
tively solving real world optimization problems often suffers from the additional
presence of constraints that have to be obeyed when exploring alternative solu-
tions. Evolutionary algorithms have been widely noticed due to their potential
for solving complex (discontinuous or non differentiable) numerical functions.
However, a full success in the field of nonlinear programming problems is still
missing, because constraints have not been addressed for integration in a sys-
tematic way [1,2]. For constraint handling, the general constrained continuous
nonlinear programming (NLP) problem is often used as problem formulation:

Find x ∈ R
d that optimizes f(x) subject to a set of constraints:

equalities: gi(x) = 0; 1 ≤ i ≤ m (1)
inequalities: gj(x) ≤ 0; 1 ≤ j ≤ n.

c© Springer-Verlag Berlin Heidelberg 2014
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Real world problems often additionally face nonlinear constraints or such con-
straints that are not given as explicit formulation. One example for a not explic-
itly given constraint is a simulation model that devalues given solutions as not
feasible judged by simulation runs. We are going to focus on (but not restrict
ourselves to) the latter type.

In general, the set of constraints defines a region within a search space (the
hypercube defined by parameter bounds) that contains all feasible solutions.
Taking into account non-linear constraints, the NLP is generally intractable [1].
Evolutionary Algorithms approximately solve non linear optimization very effi-
ciently. Nevertheless, surprisingly low effort has been put in the integration of
constraint handling and evolutionary optimization (cf. [2]). Standard constraint-
handling techniques are for example the introduction of a penalty for infeasi-
ble solutions, the separation of objectives and constraints to transform a given
optimization problem into an unconstrained many-objective one, or decoder
approaches to give an algorithm hints on how to construct feasible solutions
by imposing a relationship between feasibility and decoder solution.

At the same time, support vector machines and related approaches have been
shown to have excellent performance when trained as classifiers for multiple
purposes, especially real world problems. In [3] a support vector model has been
developed for the feasible region of an optimization problem specific to the smart
grid domain. This model only allows for afterwards checking the feasibility of an
already given solution.

We integrate these two approaches to a new decoder approach for constraint
handling [4]. Such a decoder is a constraint-handling technique that maps the
constrained problem space to some other not-restricted space where the search
operates. The basic idea is to construct a mapping from the original, uncon-
strained domain of the problem (the hypercube) to the feasible space. The
mapping will be derived from the support vector model. After a brief review
of constraint handling techniques and black-box modelling with support vector
approaches, we introduce the underlying model and describe the construction of
our mapping approach in detail. We present results from several test scenarios
with artificial optimization problems and conclude with results from applying
our method to the load balancing problem in smart grid scenarios.

2 Related Work

Several techniques for handling constraints are known. Nevertheless, many are
concerned with special cases of NLP or require priori knowledge of the problem
structure for proper adaption [1]. We will briefly discuss some prominent repre-
sentatives of such techniques. A good overview can for instance be found in [5]
or, more recently, in [2].

Penalty. A widely and long since used approach for constraint handling is the
introduction of a penalty into the objective function that devalues all solutions
that violate some constraint. In this way, the problem is transformed into an
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unconstrained one. Most commonly used are exterior penalties that draw out-
side solutions towards the feasible region in contrast to interior ones that keep
solutions inside, but require to start with a feasible solution [5].

Separation of Objectives and Constraints. Constraints or aggregations of
constraints may be treated as separate objectives. This leads to a transformation
into a (unconstrained) many objective problem. Such approaches have some
computational disadvantages from determining Pareto optimality or may lack
the ability (in the case of a disjoint region) to escape a sub-region [5]. Moreover,
a functional description of constraints must be known here in advance, what is
not the case when using surrogate models that hide original relations and only
model the original behaviour.

Solution Repair. Some combinatorial optimization problem allow for an easy
repair of infeasible solutions. In this case, it has been shown that repairing infea-
sible solutions often outperforms other approaches [6]. This approach is closely
related to the decoder based approaches.

Decoder. In order to give hints for solution construction, so called decoders
impose a relationship between feasibility and decoder solutions. For example,
[7] proposed a homomorphous mapping between an n-dimensional hyper cube
and the feasible region in order to transform the problem into an topological
equivalent one that is easier to handle, although with a need for extra parameters
that have to be found empirically and with some extra computational efforts. In
contrast, we will see later how a similar approach can be automatically derived
from a given support vector description. Earlier approaches e.g. used Riemannien
mapping [8].

A relatively new constraint handling technique is the use of meta-models for
black-box optimization scenarios with no explicitly given constraint boundaries.
Such a model allows for efficiently checking feasibility and thus eases the search
for the constraint boundary between a feasible and an infeasible solution in case
a repair of a mutation is needed. Various classification or regression methods
might be harnessed for creating such models for the boundary [2].

An example from the smart grid for the latter case that has been realized
by an SVDD approach can be found in [9] and is also an example for scenarios
with (at least partly) unknown functional relationships of the constraints. When
lacking full knowledge on hidden variables or intrinsic relations that determine
the operability of a electric device, the feasible region can only be derived by
sampling a simulation model [3]. The model is learned by SVDD from a set
of operable (feasible) examples; in another example, [10] used a two-class SVM
for learning operation point and bias (regarding allowed voltage and current
bands) of a line in a power grid for easier classifying a grid state as feasible or
not. In both cases, at the time of searching for the optimum, the only available
information is the model, i.e. a set of support vectors and associated weights.
Every information about the original constraints is no longer available in such
scenarios.
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For our real world use case we will briefly review load balancing. Within
the framework of today’s (centralized) operation planning for power stations,
different heuristics are harnessed. Short-term scheduling of different generators
assigns (in its classical interpretation) discrete-time-varying production levels
to energy generators for a given planning horizon [11]. It is known to be an
NP-hard problem [12]. Determining an exact global optimum is not possible in
practice until ex post due to uncertainties and forecast errors. Additionally, it
is hard to exchange operational constraints in case of a changed setting (e.g. a
new composition of energy resources) of the generation system.

Coordinating a pool of distributed generators and consumers with the intent
to provide a certain aggregated load schedule for active power has some objective
similarities to controlling a virtual power plant. Within the smart grid domain
the volatile character of such a coalition has additionally to be taken into account.
On an abstract level, approaches for controlling groups of distributed devices can
be roughly divided into centralized and distributed scheduling algorithms.

Centralized approaches have long time dominated the discussion [13] and
are discussed in the context of static pools of energy unit with drawbacks and
restrictions regarding scalability and particularly flexibility. Recently, distrib-
uted approaches gained more and more importance. Different works proposed
hierarchical and decentralized architectures based on multi-agent systems and
market based computing [14]. Newer approaches try to establish self-organization
between actors within the grid [15,16].

In load balancing scenarios, a scheduling algorithm (centralized or distrib-
uted) must know for each participating energy resource which load schedules
are actually operable (satisfy all constraints) and which are not. Each energy
resource has to restrict its possible operations due to several constraints. These
can be distinguished into hard constraints (usually technically rooted, e.g. min-
imum and/or maximum power input or output) and soft constraints (often eco-
nomically or ecologically rooted, e.g. personal preferences like noise pollution in
the evening). When determining an optimal partition of the schedule for power
production distribution, an alternative schedule is sought from each unit’s search
space of individual operable schedules (individual feasible region) in order to
assemble a desired aggregate load schedule.

3 Mapping Algorithm

We now describe the integration of a SVDD based black-box for feasible regions
into an arbitrary evolutionary optimization algorithm with proper and effective
constraint handling and propose handling constraints in a different way: by learn-
ing a mapping that transforms the original parameter hypercube to resemble the
feasible region.

3.1 SVDD-Model for Feasible Regions

As a prerequisite for our mapping, we assume that the feasible region of an
optimization problem has been encoded by SVDD as e.g. described in [9]. We will
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briefly describe this approach before deriving our new utilization method. Given
a set of data samples xi ∈ X , the inherent structure of the region where the data
resides in is derived as follows: After mapping the data to a high dimensional
feature space, the smallest images enclosing sphere is determined. When mapping
back the sphere to data space, its pre-image forms a contour (not necessarily
connected) enclosing the data sample.

This task is achieved by determining a mapping Φ : X ⊂ R
d → H, x �→ Φ(x)

such that all data from a sample from a region X is mapped to a minimal
hypersphere in some high-dimensional space H. The minimal sphere with radius
RS and center a in H that encloses {Φ(xi)}N can be derived from minimizing
‖Φ(xi)−a‖2 ≤ R2+ξi with ‖·‖ as the Euclidean norm and slack variables ξi ≥ 0
for soft constraints.

After introducing Lagrangian multipliers and further relaxing to the Wolfe
dual form, the well known Mercer’s theorem (cf. e.g. [17]) may be used for cal-
culating dot products in H by means of a kernel in data space: Φ(xi) · Φ(xj) =
k(xi, xj). In order to gain a more smooth adaption, it is known to be advanta-
geous to use a Gaussian kernel: kG(xi, xj) = e− 1

2σ2 ‖xi−xj‖2
[18]. SVDD delivers

two main results: the center a =
∑

i βiΦ(xi) of the sphere in terms of an expan-
sion into H and a function R : Rd → R that allows to determine the distance of
the image of an arbitrary point from a ∈ H, calculated in R

d by:

R2(x) = 1 − 2
∑

i

βikG(xi, x) +
∑

i,j

βiβjkG(xi, xj). (2)

Because all support vectors are mapped right onto the surface of the sphere, the
radius RS can be determined by the distance of an arbitrary support vector to the
center a. Thus the feasible region is modeled as F = {x ∈ R

d|R(x) ≤ RS} ≈ X .
This model might be used as a black-box that abstracts from any explicitly

given form of constraints and allows for an easy and efficient decision on whether
a given solution is feasible or not. Moreover, as the radius function Eq. 2 maps
to R, it allows for a conclusion about how far away a solution is from feasi-
bility. Nevertheless, a systematic constraint-handling during optimization is not
induced in this way. In the following, we present a way of integrating such SVDD
surrogate models into optimization.

3.2 The Decoder

Let F denote the feasible region within the parameter domain of some given
optimization problem bounded by an associated set of constraints. It is known,
that pre-processing the data by scaling it to [0, 1]d leads to better adaption [19].
For this reason, we consider optimization problems with scaled domains and
denote with F[0,1] the likewise scaled region of feasible solutions. We construct
a mapping

γ : [0, 1]d → F[0,1] ⊆ [0, 1]d; x �→ γ(x) (3)
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that maps the unit hypercube [0, 1]d onto the d-dimensional region of feasible
solutions. We achieve this mapping as a composition of three functions: γ =
Φ 1̃

� ◦ Γa ◦ Φ̂�. Instead of trying to find a direct mapping to F[0,1] we go through
kernel space. The commutative diagram (Eq. 4) sketches the idea. We start with
an arbitrary point x ∈ [0, 1]d from the unconstrained d-dimensional hypercube
and map it to an �-dimensional manifold that is spanned by the images of the �
support vectors. After drawing the mapped point to the sphere in order to pull
it into the image of the feasible region, we search the pre-image of the modified
image to get a point from F[0,1].

(4)

H(�)d

x

Ψ̂x

Ψ̃x

x∗

Rmax

RS

Fig. 1. Deriving the decoder from the support vector model.

Step 1: Mapping to the SV Induced Subspace H(�) with an Empirical
Kernel Map. We will now have a closer look onto the respective steps of this
procedure. Let

Φ� : Rd → R
�, (5)

x �→ k(., x)|{s1,...,s�}
= (k(s1, x), . . . , k(s�, x))
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be the empirical kernel map w.r.t. the set of support vectors {s1, . . . , s�}. Then

Φ̂� : R
d → H(�), (6)

x �→ K− 1
2 (k(s1, x), . . . , k(s�, x))

with Kij = k(si, sj): the kernel Gram Matrix, maps points x, y from input space
to R

�, such that k(x, y) = Φ̂�(x) · Φ̂�(y) (cf. [17]). With Φ̂� we are able to map
arbitrary points from [0, 1]d to some �-dimensional space H(�) that contains a
lower dimensional projection of the sphere. Again, points from F[0,1] are mapped
into or onto the projected sphere, outside points go outside the sphere (cf. Fig. 1).

Step 2: Re-adjustment in Kernel Space. In general, in kernel space H
the image of the region is represented as a hypersphere S with center a and
radius RS (Eq. 2). Points outside this hypersphere are not images of points from
X , i.e. in our case, points from F[0,1] are mapped (by Φ) into the sphere or
onto its surface (support vectors), points from outside F[0,1] are mapped outside
the sphere. Actually, using a Gaussian kernel, Φ maps each point into a n-
dimensional manifold (with sample size n) embedded into infinite dimensional
H. In principle, the same holds true for a lower dimensional embedding spanned
by � mapped support vectors and the �-dimensional projection of the hypersphere
therein. We want to pull points from outside the feasible region into that region.
As we do have rather a description of the image of the region, we draw images
of outside points into the image of the region, i.e. into the hypersphere; precisely
into its �-dimensional projection. For this purpose we use

Ψ̃x = Γa(Ψ̂x) = Ψ̂x + μ · (a − Ψ̂x) · Rx − RS
Rx

(7)

to transform the image Ψ̂x produced in step (1) into Ψ̃x ∈ Φ̂�(F[0,1]) by drawing
Ψ̂x into the sphere. Alternatively, the simpler version

Ψ̃x = a +
(Ψ̂x − a) · RS

Rx
(8)

may be used for drawing Ψ̂x just onto the sphere but then without having to
estimate parameter μ ∈ [1, Rx]. Parameter μ allows us to control how far a point
is drawn into the sphere (μ = 1 is equivalent to Eq. 8, μ = Rx draws each point
onto the center). If μ is set to RS

Rmax
(compare Fig. 1), a larger sphere containing

all images (including infeasible) is rescaled onto the smaller one. In this way,
each image is re-adjusted proportional to the original distance from the sphere
and drawn into the direction of the center.

Points from the interior are also moved under mapping γ in order to compen-
sate for additional points coming from the exterior. In this way, the whole unit
hypercube is literally squeezed to the form of the feasible region without a too
large increasing of the density at the boundary. Though, if the feasible region
is very small compared with the hypercube, density at the boundary increases
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(depending on the choice of μ). On the other hand, the likelihood of an optimum
being at the boundary increases likewise. So, this might be a desired effect.

After this procedure we have Ψ̃x which is the image of a point from F[0,1] in
terms of a modified weight vector w̃Γa .

Step 3: Finding an Approximate Pre-image. As a last step, we have to
find the pre-image of Ψ̃x in order to finally get the wanted mapping to F[0,1].
A major problem in determining the pre-image of a point from kernel space is
that not every point from the span of Φ is the image of a mapped data point
[17]. As we use a Gaussian kernel, none of our points from kernel space can be
related to an exact pre-image except for trivial expansions with only one term
[20]. For this reason, we will look for an approximate pre-image whose image
lies closest to the given image using an iterative procedure after [21]. In our case
(Gaussian kernel), we iterate x∗ to find the point closest to the pre-image and
define approximation Φ 1̃

� by equation

x∗
n+1 =

∑�
i=1(w̃

Γa
i e−‖si−x∗

n‖2/2σ2
si)∑�

i=1(w̃
Γa
i e−‖si−x∗

n‖2/2σ2)
. (9)

As an initial guess for x∗
0 we take the original point x and iterate it towards

F[0,1]. As this procedure is sensitive to the choice of the starting point, it is
important to have some fixed starting point in order to ensure determinism of
the mapping. Empirically, x has showed up to be a useful guess.

Fig. 2. 2(a): Sample from a artificial double banana shaped region. 2(b): Re-sampling
the feasible region by mapping random points from [0, 1]2. 2(c): marked optima of the
Six-hump camel back objective function withing the used domain (depicted as heat
map in the background).

Finally, we have achieved our goal to map an arbitrary point from [0, 1]d

into the region of feasible solutions described merely by a given set of support
vectors and associated weights: x∗

n is the sought after image under mapping γ of
x that lies in F[0,1]. We may use this decoder approach to transform constrained
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optimization problems into unconstrained ones by automatically constructing
mapping γ from a SVDD model of the feasible region that has been learned
from a set of feasible example solutions.

4 Experiments

We present evaluation results of our decoder method with several theoretical
test cases as well as results from the smart grid power planning problem.

4.1 General Test Cases

We started with several artificially constrained optimization problems and test
functions. We consider optimization problems as described in Sect. 1 and use
the above described procedure as constraint handling technique, i.e. we trans-
form problem Eq. 1 into an unconstrained optimization problem by applying
mapping γ:

optimize f(γ(x)), s.t. x ∈ [0, 1]d. (10)

Of course, the restriction to the unit hypercube still entails a box constraint,
but as these are easily handled by almost all algorithm implementations, this is
not a serious obstacle. If x◦ ∈ [0, 1]d is the found position of the optimum in
the unconstrained space then x̃ = γ(x◦) ∈ F[0,1] is the solution to the original,
constrained problem.

(a) (b)

Fig. 3. 3(a): Randomly generated double ring data set as representation of a second toy
region. Again, the orange line denotes the learned boundary that encloses the feasible
space. 3(b): Mapping a mesh with grid size 0.02 into the learned region of a double
ring data set.

In the case of evolutionary algorithms, the method can be easily applied by
defining the neighborhood in [0, 1]d and search the whole unit hypercube, but
evaluate a solution x at the position γ(x). Note that mapping γ(x) generates
a feasible solution regardless of the choice of x. Therefore optimization might
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Table 1. PSO and ABC and their absolute fitnesses (lower is better) after n iterations
for the Shubert function as test function and double banana as constraint region.

Algorithm n Penalty Mapping

PSO 5 70.912 ± 89.714 −13.360 ± 0.256

10 24.734 ± 68.949 −13.435 ± 0.278

25 5.923 ± 47.904 −13.446 ± 0.28

50 0.013 ± 41.368 −13.477 ± 0.286

ABC 5 67.189 ± 89.783 −13.310 ± 0.17

10 22.128 ± 64.272 −13.367 ± 0.137

25 −2.897 ± 35.965 −13.496 ± 0.175

50 −10.236 ± 15.765 −13.596 ± 0.153

always start with an arbitrary (randomly chosen) x ∈ [0, 1]d without having to
find a feasible start solution first.

For some first tests, we generated random samples from toy regions and
used them as training sets. The retrieved support vectors and weights are taken
as a model for feasible region F[0,1]. Figure 2(a) shows an example with a 2-
dimensional double banana set. With these models, we constructed our mapping
γ. As a first test, a set of 1 million equally distributed points has been randomly
picked from [0, 1]2 and mapped. Figure 2(b) shows the result with mapped points.

Next, we applied standard particle swarm optimization (PSO) [22] and stan-
dard artificial bee colony (ABC) optimization [23] in order to find optima of
several standard test objective functions. For this purpose, both algorithms have
been equipped with mapping γ, while the topology of the neighbourhood that
both algorithms operate on is defined as the whole unit hypercube. Figure 2(c)
shows an example of found optima for the above sketched setting (both succeeded
equally good). In this case, the well known Six-hump camel back function [24]
has been used with the domain −1.9 ≤ x1 ≤ 1.9, −1.1 ≤ x2 ≤ 1.1 scaled to
[0, 1]2.

Fig. 4. A typical result for the speed of convergence in a higher dimensional test case;
dashed: penalty approach.
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Table 2. Results for different objective functions and algorithms. A double banana set
has been used for all objectives. ABC: 87.98 and PSO: 83.22 % were valid solutions for
the penalty case; mapping: 100 %.

Banana Rings

Objective Alg. Penalty Mapping Penalty Mapping

Shubert PSO 5 −1.63± 38.95 −13.3± 0.41 −13.61± 9.02 −14.07± 0.75

Shubert ABC 5 −11.59± 8.35 −13.6± 0.35 −14.14± 0.49 −14.25± 0.22

Shubert PSO 50 −13.99± 0.06 −13.87± 0.13 −14.43± 0.0 −14.43± 0.01

Shubert ABC 50 −13.93± 0.08 −13.89± 0.01 −14.43± 0.0 −14.42± 0.01

Branin PSO 5 135.39± 80.35 36.36± 0.91 43.61± 40.24 33.14± 0.17

Branin ABC 5 46.91± 33.78 36.15± 0.19 33.56± 1.73 33.12± 0.02

Zakharov PSO 5 1.54± 14.9 0.39± 0.08 0.18± 0.15 0.14± 0.01

Zakharov ABC 5 0.51± 3.9 0.38± 0.0 0.18± 0.08 0.14± 0.0

Bohachevsky 2 PSO 5 0.93± 11.21 0.26± 0.1 0.43± 0.22 0.32± 0.05

Bohachevsky 2 ABC 5 0.4± 2.76 0.24± 0.01 0.38± 0.11 0.28± 0.02

Bohachevsky 2 PSO 50 0.24± 0.0 0.24± 0.0 0.27± 0.0 0.27± 0.0

Bohachevsky 2 ABC 50 0.24± 0.01 0.24± 0.0 0.28± 0.01 0.27± 0.0

Himmelblau PSO 5 179.84± 30.05 137.6± 1.96 127.11± 19.04 121.84± 0.31

Himmelblau ABC 5 145.08± 14.38 136.03± 1.1 123.1± 1.69 121.74± 0.06

As a second test case, double ring data sets (Fig. 3(a)) have been generated.
The contour plot in the background shows as objective Shubert’s function [25].
For the depicted configuration, different almost equally good local optima are sit-
uated near different distant positions at the boundary of the feasible region. Nev-
ertheless, all algorithms equipped with mapping γ succeeded in finding optima
inside (or at the boundary of) the feasible region.

As a next step, we compared how fast a solution converges with a mapped
objective function. We compared the performance, i.e. the speed of convergence,
with exterior penalty approaches. Such a constraint handling approach entails
additional penalty values to solutions outside the feasible region. According to
[26], a penalty function that reflects the distances from the feasible region, is
supposed to lead to better performance. Therefore, we have chosen the distance
function of the SVDD (Eq. 2) as the penalty that attracts an outside solution to
the feasible region. As we do not have any information on the original constraints,
it is not in general possible to model penalties based on the number of or based on
any individual constraint. Both algorithms converged faster with mapping than
with penalty. The whole swarm operates completely inside the feasible region
from the beginning when using a mapped objective function while retaining
normal swarm behaviour in [0, 1]d.

Tables 1 and 2 show further results. Table 1 focusses on the population size
of swarm based approaches. Table 2 shows further results (the lower the better)
on various combinations of algorithms and further objective functions for the
case of the double banana dataset. Stated are respectively absolute achieved
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fitnesses, thus the ratio between mapping and penalty is to be compared. A major
drawback of the penalty approach is the fact that it not always converges to a
feasible solution. Whereas the mapping method always served feasible solutions,
the penalty approach failed in up to 17 % of the test runs.

Nevertheless, the inaccuracy inherent in the model from learning the
region still remains an inaccuracy for mapping. But, the same holds true for
all approaches that are based on such a surrogate model, including the penalty
approach. Although, we made the observation that γ performs better at sharp
edges than the decision boundary Eq. 2 (cf. Fig. 2(b)).

Figure 3(b) shows the result of mapping a regular mesh from [0, 1]2 onto the
double rings. The mapped mesh shows how points from different parts of the
feasible region become neighbours under the γ by bypassing the infeasible region
inside the rings. Figure 4 shows some results for test runs on an 8-dimensional
problem with a stretched ellipse as feasible region and Himmelblau [27] as objec-
tive function. We compared artificial bee algorithms with 5 individuals for the
mapping case and 200 individuals for the penalty case. Nevertheless, the mapping
approach performs better and some penalty runs still converged to a infeasible
solution, showing the superiority of the mapping approach.

(a) (b)

(c)

Fig. 5. Results from a smart grid load balancing scenario with a standard penalty
constraint-handling technique on the left (5(a)) and the mapping based approach on
the right (5(b)); 5(c) compares the speed of convergence.
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4.2 The Smart Grid Use Case

Finally, we applied our method to the following real world problem from the
smart grid domain: An individual schedule has to be determined for each member
of a pool of micro-co-generation (CHP) plants such that the aggregated electric
load schedule of all plants resembles a given (probably demanded by market)
target schedule in an optimal way. For the sake of simplicity, we will consider
optimality as a close as possible adaption of the aggregated (sum of individual
loads) schedule to the requested on. Optimality usually refers to additional local
(individual cost) as well as to global (e.g. environmental impact) objectives.
When determining an optimal partition of the schedule for load distribution,
exactly one alternative schedule is taken from each generators search space of
individual operable schedules in order to assemble the desired aggregate schedule.

Therefore, the optimization problem is: finding any combination of schedules
(one from each energy unit with Xi as the set of possible choices) that resembles
the target schedule lT as close as possible, i.e. minimize some distance between
aggregated and target schedule:

‖
∑

i

xi − lT ‖ → min, s.t. xi ∈ Xi. (11)

Of course, each generator has individual constraints such as time varying buffer
charging, power ranges, minimum ON/OFF times, etc. Thus, we simulated indi-
vidual plants. For our simulations, we used simulation models of modulating
CHP-plants (combined heat and power generator capable of varying the power
level) with the following specification: Min./max. electrical power: 1.3/4.7 kW,
min./max. thermal power: 4/12.5 kW; after shutting down, the device has to
stay off for at least 2 h.

The relationship between electrical (active) power and thermal power was
modeled after [28]. In order to gain enough degrees of freedom for varying active
power, each CHP is equipped with an 800 litre thermal buffer store. Thermal
energy consumption is modeled and simulated by a model of a detached house
with its several heat losses (heater is supposed to keep the indoor temperature on
a constant level) and randomized warm water drawing for gaining more diversity
among the devices.

For each simulated household, we implemented an agent capable of simulat-
ing the CHP (and surroundings and auxiliary devices) on a meso-scale level with
energy flows among different model parts but no technical details. All simula-
tions have so far been done with a time resolution of 15 min for different forecast
horizons. Although, our method is indifferent about any such time constraints.
We have run several test series with each CHP randomly initialized with differ-
ent buffer charging levels, temperatures and water drawing profiles.The feasible
spaces of individual CHP had been encoded with the SVDD approach. These
support vector models have then been used for the search for optimal schedules:
with a penalty approach on the one hand and with the proposed mapping on the
other. Figure 5 shows a typical result. We used a co-variance matrix adaption
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Fig. 6. Power planning result with 750 micro co-generation plants. The top chart shows
the target (dotted) as well as the achieved schedule. The load charts in the middle
show the individual schedules of two types of chp in the group, the bottom chart shows
resulting buffer temperatures. The grey bands denote allowed ranges of values.

evolution strategy (CMA-ES) approach [29] for finding combinations of sched-
ules that best resemble the dashed target schedule in the top chart (Fig. 5(a) and
(b)). Both seem to have equally good results, but, looking at individual loads
(in middle) and the temperatures (bottom) reveals that the penalty approach
gets easily stuck at an (at least partly) infeasible solution whereas the mapping
approach succeeds with feasible solutions. This effect amplifies with the number
of plants and therefore with the number of used penalties. Moreover, the map-
ping approach most times converges faster as Fig. 5(c) shows for this specific
example.

Considering the complexity, additional computational costs are entailed on
solution evaluation. Step 1 of the mapping growing quadratically with the num-
ber of support vectors � is decisive together with the number of iterations nec-
essary for finding the pre-image in step 3. Empirically, during our experiments,
we observed for instance a mean number of iterations of 6.75 ± 0.3 for the case
of the 2-dimensional double banana and 36.3 ± 26.4 for the case of a stretched
8-dimensional ellipse in order to reach convergence with 10−8 accuracy. Addition-
ally, this number reduces in the course of optimization as soon as the evolution
approaches feasible space. Otherwise, fewer function evaluations are necessary
with our decoder approach, because we never evaluate infeasible solutions and
we do not have to check feasibility during optimization. Both effects put into
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perspective the computational costs. Figure 6 shows an example from a sce-
nario with 750 co-generation plants, demonstrating the ability to handle larger
problems.

5 Conclusions

Many real world optimization problems face the effect of constraints that restrict
the search space to an arbitrary shaped possibly disjoint region that contains the
feasible solutions. Conventional constraint handling techniques often require the
set of constraints to be a priori known and are hardly applicable for black-box
models of feasible regions. Although penalties may be used with such models,
the task of correctly tuning the objective with these additional losses stays an
error prone job due to the unknown nature of the original constraints that are
no longer known at optimization time.

We proposed a new constraint handling technique for support vector modeled
search spaces and demonstrated its applicability and usefulness with the help of
theoretical test problems as well as for a real world optimization problem taken
from the smart grid domain. The major benefit of this approach is the universal
applicability for problem transformation, solution repair and standardized inte-
gration in arbitrary evolutionary algorithms by constructing a modified objective
function and treating the whole unconstrained domain as valid for search. So far,
we have restricted ourselves to problems scaled to [0, 1]d. Further tests will show
whether this limitation should be kept or whether arbitrary domains perform
equally good.
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edges the support of the Lower Saxony Ministry of Science and Culture through the
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Abstract. Some working contexts have such a complexity that initial
training cannot prepare the workers to handle every kind of situation
they migh encounter. This lack of training comes at a high price and leads
to productivity loss or low quality manufacturing in industry. Above all,
it may be the cause of major accident in high-risk domains. To prevent
this risks, virtual environments for training should provide a wide range
of learning situations, especially the hard ones, to train the learner how to
cope with them. Our purpose is to generate such situations according to
the user’s capacities. Drawing on the Zone of Proximal Development, we
designed a learner’s profile based on a multidimensional space of classes
of situations. Each point of the space depicts a belief on the learner’s
ability to handle a kind of situation.

Keywords: Virtual environment for training · Adaptative · Knowledge
model

1 Introduction

Nowadays’ working contexts are getting more and more complex, they are
composed of a wide range of situations. Training is a major issue in industry
for different reasons. It prevents accident in domain where security is critical
(high-risk industry, nannies training), it fosters productivity in high-performance
industry (aeronautic assembly, submarine maintenance), it also prevents man-
ufacturing defects where customer satisfaction is a key point. Most commonly,
in a professional environment, operative attends a short training before getting
on the site. They lack of experience and each new situation is difficult to handle
because it is a whole new one. It is widely accepted that experience is the most
important way to develop professional skills in these domains. By encounter-
ing various situations, apprentices may consolidate their knowledge and build
their own effective mental representations of the task processing. Moreover,
it is accepted that situated learning can offer an efficient learning framework.

c© Springer-Verlag Berlin Heidelberg 2014
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As such training is expensive and requires the material to be requistionned, vir-
tual environment for training have been proven to be a good solution to provide
learning in complex situations [1].

By simulating the work context, these environments deliver a wide range of
real situations. However, providing content is not enough to ensure an efficient
learning. The content must be adapted to the learner’s profile and historic: what
has been learned? What needs to be learned next? Which errors are most com-
monly made? Besides, the content answering these questions must be provided
in an engaging way. Our goal is to generate pedagogical content adapted to the
learner level and presented through a story in which the learner will feel involved.
The content proposed must enable learners to meet many and varied kinds of
situations and keep their motivation at a high level. To fulfill this requirement,
we propose to dynamically generate relevant learning situations with regard of
the learner’s trace and learning objectives. A relevant learning situation is a set
of states of the world that will test a subset of skills and knowledge in a effi-
cient and engaging way. As our works fits in the situated learning theory, we
considered that each learner builds his own mental representation in disregard
of an elicitation of knowledge and skills. Thus, it makes it difficult to control
knowledge acquisition. Another issue is to ensure that the generated content is
relevant, which means it fulfills both pedagogical and narrative requirements.
This also raised the underlying question about the balance between narrative
and motivational factors and pedagogical needs.

Seldon, standing for ScEnario and Learning situations adaptation through
Dynamic OrchestratioN, aim to generate and control scenario within a virtual
environment. As part of the Seldon model, we propose the Tailor model to
generate a canvas which is a sequence of constraints on the state of the world,
called situations, that should be met or prevented to facilitate knowledge learn-
ing and skills acquisition. The canvas is then used by the other part of Seldon, a
scenario planner, Director [2] to constrain the simulation. This paper presents
our contribution on activities selection based on belief about learner’s aptitudes
and pedagogical needs. In Sect. 2 we present how our contribution positions in
relation to different approaches on adaptive scenarisation. Then, we introduce
the overall process of situation constraints generation and present a detailled
method of selection of the constraints depending on pedagogical needs in Sect. 3.
Section 4 shows an illustration of this selection through the case of nannies train-
ing. Then we will present the perspectives we foresee to extend this work and
conclude over the whole contribution.

2 Related Works

Adaptive scenarisation is the process of reacting to user’s actions to provide
content fitted to their need. In videogames, it might be used to adjust difficulty
according to player’s level without using typical discrete mode such as “Easy”,
“Hard”, etc. With adaptive features, players are always in the flow [3]: the
difficulty remains high enough to propose a suitable challenge, yet, players can
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overcome it so that they do not get bored or frustrated. Such a concept might
be used to adapt difficulty in a training session so that learners keep a high
level of motivation. The system can propose activities that are always difficult
enough to challenge the learner but always manageable to prevent frustration
and loss of motivation. Our objective is twofold: providing adapted content (1)
and presenting this content in such a manner it does not cut the user from the
flow and, moreover, motivate him (2).

The adaptation can be made at different levels of granularity. A first approach
is to have a global adaptation: a whole scenario has been written [4] or generated
[5] and the outcomes of the events were scripted beforehand. This approach
allows the building of a scaffolding scenario which present many advantages:

– Pedagogical Coherence: the scenario ensures a progressive learning through
the session, assistance can be given easily at relevant key points;

– Narrative Involvement: it is therefore possible to unfold the event as a story
which will involve the learner.

A main drawback is the lack of reactivity of the system. As the whole session
has been planned, the system cannot reorient the scenario to adapt to the very
current learner’s state. The only way to cope with it is to foresee each possible
path which can represent a huge amount of work. An opposite approach is to
provide reactive adaptation by controlling the outcomes of learner’s actions. It
enables:

– Dynamic Adaptation: the system triggers outcomes of learner’s actions and
provides assistances depending on pedagogical needs.

For example, in the application V3S [6], the triggering of a hasardous matter leak
is computed in real-time by Hera [7], an intelligent tutoring system, according
to a learner’s model.

The simulation where the adaptation takes place can be run with opposite
approaches: the controlled approaches versus the emergent approaches.

The controlled approach aims to provide a very efficient learning by orches-
trating each part of the simulation: state of the objects, virtual character’s behav-
iours, possibilities of action the learner, etc. It permits:

– Pedagogical Control: each element of the simulation serves the scenario and
pedagogical needs.

This approach which is used in the Generic Virtual Training [8] helps building
pedagogically efficient scenarios but disables the possibility to encounter unin-
tended - though relevant - situations. Moreover, such an approach demands an
exhaustive modeling of the world functionment which handicaps the evolutivity
of the system. The whole modeling has to be reconsidered to avoid incoher-
ence each time an author adds new contents. Any attempt to interfere with
the simulation can cause incoherence for the learner: virtual characters become
unpredictible, states of objects changes with no coherent reason. As a result,
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there is no way to explain a posteriori the unfolding of events. These explana-
tions are critical for the learner to understand causes and consequences of events
and actions and they can be provided at the end of the session or reviewed by a
teacher.

By a clever modelling of small behaviors of the world, emergent approaches
allow new situations to arise [9]. It also enables:

– Freedom of Action: learners are not framed by the task they are supposed to
do, they can experiment and discover the outcomes of their actions;

– Autonomous Virtual Characters: as they are not being controlled by a super-
visor, virtual characters maintain their autonomy and their behaviours remain
coherent throughout the simulation run.

The issue with emergent approaches is the lack of pedagogical control. The
simulation runs itself according to initial parameters and there is no way to
orchestrate the events to adapt the simulation to the current learner’s state.
Each of these approaches has attractive features but none of them fulfills our
requirements as explained below.

3 Proposition

3.1 Approach

Our work aims to provide a relevant adaptation at different level of granularity.
At the lowest level, adaptation should modulate the consequences of the actions
of the learner, this means an even set of events might have different outcomes
depending of the expertise of the learner. Then, the adaptation must work on
a middle level basis by producing complex sequences of events leading to a
specific learning in a session. Finally, skills development requires a learner to
follow a path of different learning situations during different learning sessions,
the adaptation should also provide information about the path to follow between
different sessions. For this purpose, we will try to adopt a balanced approach
which is both global and local.

Besides, learners should have a total freedom and the system must react as
it would in reality to help them to develop skills from their mistakes. Technical,
organisational and human systems are getting more and more complex in work-
ing context. An exhaustive explicitation of each possible scenarios beforehand
would result in a combinatorial explosion. To address the growing complexity
of such systems, we chose to model them through an emergent approach. How-
ever, as our purpose is to provide an efficient situated learning, we must ensure
that relevant assistances are provided to learners as they would be provided in a
working context. Moreover, we need to orchestrate dynamically the course of the
training to adapt to current learner state. This can only be achieved by control-
ling the flow of events to some extent. We need to adopt an emergent approach
to model the world but we want to provide pedagogical control over it.
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To be able to have both global and local adaptation with pedagogical control
over an emergent simulation, we propose to orient dynamically the simulation
towards specific situations which are consistant with the current state of the
world, without breaking the coherence of neither object states nor the behaviour
of virtual characters. This is the purpose of Seldon, standing for ScEnario and
Learning situation adaptation through Dynamic OrchestratioN, which is a part
of the Humans platform described below.

3.2 HUMANS Framework

The HUman Models-based Artificial eNvironments Software platform is dedi-
cated to the simulation of virtual environments within complex domains where
human factors are critical. humans platform allows high cognitive virtual char-
acters and learners to coexist in a simulation.

humans uses three models which were designed to be informed by domain
experts (ergonomists, didacticians, etc.):

Fig. 1. Part of an ontological representation of DOMAIN.

Fig. 2. Hierarchical representation of ACTIVITY.
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Fig. 3. Graph representation of Causality.

– Domain (Fig. 1) describes the world in a static way, the object, physical or
abstract, that exists in the world and the relations between them through an
ontology. It also includes a dynamic description: possible actions, the behav-
iours these actions trigger and events that might occur through rules;

– Activity (Fig. 2) uses a hierarchical representation of the task to describe
the activity as observed on a real site and not as depicted in procedures and
protocols. The basic tasks are the actions referenced in Domain;

– Causality (Fig. 3) expresses pertinent causal chains occuring in the environ-
ment through a direct acyclic graph. It might describe causal chains of risks
(when informed through a risk analysis);

These models manipulate common entities and each unit (Entity in Domain,
Task in Activity and Event in Causality) can be tagged to specify something
to which a unit is related (skills, risks, performance criteria, etc.). Tailor is the
first of two parts constituting Seldon. It produces constraints for the second
part, Director, whose role is to apply this constraints to the simulation.

3.3 General Overview

As shown in Fig. 4, the Tailor model of constraints generation is divided in
three parts: diagnosis, pedagogical selection, narrative framing.

The first part updates a dynamic model based on the Zone Of Proximal
Development to establish a diagnosis of learner’s capacities.

Second part computes this model to determine a set of situation constraints
that fulfill pedagogical needs along with metrics on these situations. They describe
if situations should be avoided or should be met. Situation constraints describe
states of the world which should bring learners to discover/develop/use specific
skills and knowledge. One of these situation contraints defines a goal situation
toward the simulation should be leading. This situation is not the end of the sce-
nario but merely one of its key points.

In a third part, key points are then framed into common narrative patterns to
generate a story and modulate the dramatic tension. The canvas is the succession
of situations constraints build upon time. The description of the metrics and of
the narrative framing is beyond the scope of this paper.

We present in the following subsection a model for selecting a goal situation
according to a uncertain learner’s model.
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3.4 Description of the Pedagogical Process

Input Data. The dynamic mechanism of selection of activities underlying
Tailor lies on both inputs from the learner and the teacher.

– Learner’s inputs: each session of training the learner follows is recorded
through a trace based on HERA model [7]. As the model is based on activity
analysis, traces identify previous situations encountered, errors, causes and con-
sequences, risk produced. Traces are also enriched with activity traces of virtual
characters as well as the tracking of causal chains within the environment;

– Teacher’s inputs: the teacher can influence the simulation beforehand at dif-
ferent levels: he can select situations which should be encounter during the
session in the causality model, task to be performed in activity model
and performance criteria to favour.

Fig. 4. General overview.
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Diagnosis. On this purpose, the first matter is to establish and maintain a
diagnosis of learner’s current level of knowledge. As seen in [10], most systems
use an elicitation of knowledge, of the influences they have between each other
and of the events which are clues of learning.

Actually, we fit our work in the paradigm of situated learning, it would be
paradoxal to build a model of skills and knowledge acquisition. Moreover, we
want to produce a progressive learning individualized to each learner. Vygotsky
proposes the model of Zone Proximal of Development (ZPD) [11] for the con-
text of education in which a student can develop skills inside its confort zone
and enlarge it by the help of the teacher. We think the ZPD can be used in
a more general learning context than education and that the teacher, which is
responsible of the scaffolding, might be played by virtual scaffolding and by an
dynamic scenarisation of events. To operationnalize this approach, we choose to
deal with a belief the system has in the capabilities of a learner to handle a cer-
tain class of situations depicted by constraints. This constraints include all the
variable of a situations as observed on site. First, tasks to perform are an obvi-
ous variable of situation. Then, constraints are also the cognitive variables which
are the parameters to take into account to perform the tasks successfully. We
finally choose to add “tags”, which are meta-information about task. They help
defining if a task is related to some domain-dependant concept such as Qual-
ity, Safety, Cleanness, etc. All this variables and there meanings are informed
by pedagogical experts of the domain within the models presented in Sect. 3.2.
These constraints “mold” a space where each situation is described by is compo-
nent for each variable. Situations encountered by the learner are reported with
a belief on whether the he/she handled it successfully or unsucessfully. This
space is designed so that two points in space are representative of semantically
close situations in the simulation. Beliefs are propagated around each point to
estimate a belief on the capabilities of a learner to handle a situation matching
another set of constraints semantically close. The Transferable Belief Model and
the conjunctive rule of combination (CRC) described in [12] are used to represent
and udpate these beliefs.

For each point of this space, describing a class of situations, we have four
values:

– a - Belief on the ability to handle this situation,
– d - Belief on the disability to handle this situation,
– i - Ignorance, either ability or disability
– c - Conflict between belief of ability and disability

With a + d + i + c = 1
Tailor parses traces produced by the trace-based system called monitor

that exists within the humans framework. Based on activity and causality
models, monitor aims to record every action agents makes whether they are
real learners or virtual characters. These actions are linked to task and high-level
tasks in the activity hierarchy and are associated to a potentiality to trigger an
error, a risk or affecting a performance criteria. Each trace is used as a source
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of information to update the beliefs about a class of situations. New values are
compute according to the application of the conjunctive rule of combination as
shown in Eqs. (1, 2, 3 and 4).

anew = acur ∗ asource + icur ∗ asource + isource ∗ acur (1)

dnew = dcur ∗ dsource + icurr ∗ dsource + isource ∗ dcur (2)

inew = icur ∗ isource (3)

cnew = 1 − hnew − dnew − inew (4)

Where hcur, dcur, icur are the current values, hsource, dsource, isource are values
provided by the trace and hnew, dnew, inew, cnew are the updated values.

The association between beliefs and the multidimensionnal space described
above draws our ZPD we call zpd-space.

3.5 Pedagogical Selection of Activities

As the learner progresses throughout activities and sessions, the space is filled
with points and associated beliefs are updated thanks to the monitoring module.

Tailor will then select a set of points in this space to generate a new sit-
uation. The difficulty lies in determining which points will produce an efficient
learning. The selection is made based on the 4 values aforementionned using
pedagogical rules.

– Points where belief has a high ignorance-value are not likely to be interesting;
– Points where belief has a high ability-value are not interesting to produce new

learning, but they can be used in the beginning of the session to make the
learner at ease;

– Points where belief has a high disability-value are interesting, because they
are the proof of an error, a violation and more generally a misconception.
Depending on specific pedagogical rules, the situation will be avoided or, on
the contrary, a learning situation will be generate to break the misconception
through an assistance;

– Points where belief has a high conflict-value are interesting. Mathematically,
it means the different sources of information are contradictory. In our case,
it means the learner is able to handle a situation in a specific context but a
misconception prevent him from using the same skills in another context.

A set of pedagogical rules helps selecting relevant points according to these
values and pedagogical objectives. After this filtering, Tailor compute Domain,
Activity and Causality model to determine which events and which activities
responds to these constraints.
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Output Data. At each iteration, Tailor generates a set of situation constraints
associated to a desirability which represent how desired this state of the world
is (see Table 1). A negative value describe a situation that should be avoid. One
situation is tagged as the goal situation. A situation is depicted by a subset of
triple describing a specific state of the world using the formalism of Domain.

Table 1. Situations and desirability.

Situation constraints Desirability

Sit1 D1 ∈ [−1, 1]

... ...

Sitn Dn ∈ [−1, 1]

SitGoal 1

4 Example: Training in Aeronautics Assembly

For the purpose of the NIKITA (Natural Interaction, Knowledge and Immer-
sion in Training for Aeronautics) we applied the model generation to a scenario
of airplane assembly operative training. The LATI lab of Paris-Descartes Uni-
versity made a torough study of the work environment in Méaulte (Picardy,
France) facility of the AEROLIA group. Their analyses, video and comments
made possible the authoring of the Domain model and the Activity tree of
the operatives. The Méaulte facility capabilities are mainly the assembly of the

Fig. 5. A screenshot of NIKITA - Aeronautics training simulator.
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Fig. 6. ZPD-space initialisation in aeronautics training simulator.

nose fuselage and of the lower shell fuselage. Those fuselage has been made of
composite panel since 2010. The Nikita application aims to train the opera-
tive to perform riveting task on various material (Fig. 5). The LATI Lab runs
an analysis based on conceptual structure for the representation [13]. We use
this information to design a zpd-space. For the sake of the example, we will
only focus on two dimensions of the zpd-space. The first dimension we consider,
named Material, depicts the different materials on which the learner has to work.
These include common alloy but also composite material which requires special
care. The second dimension, named Time Pressure, depicts the level of time
which is set upon the operative to perform his work. The pedagogical objective
has arbitrarily been set to Material = Composite. In the following example M
stand for the Material axis and TPL for the Time Pressure Level axis.

Step 1: Initialisation. In this example we consider there is no conflict, and that
the learner has successfully handled situation S1 (Fig. 6). The darker the color
the surer the system knows that the learner will be able to handle a situation
generated from this point. Blank areas express the lack ok knowledge about the
learners habilities. The ZPD is where the belief on the ability of the learner is
beyond a threshold (0.4 in this case).

Step 2. In regard of the pedagogical objectives, which here emphasize on M =
Composite, the system selects points to privilege this kind of situation. The point
(M = Composite1, TPL = 1) is selected (Fig. 7). By computing the Activity
model, Tailor determines tasks requiring a (M = Composite1, TPL = 1) set
of skills. The task “Drilling the front bark on the A3YY” is an activity that
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Fig. 7. Situations generation.

fulfills this requirement. In regard with this, the scene is initialized with a bark
of an A3YY where the learner would be asked to fix a support on the bark.

Situations
Goal

Desirability:1
States:

(?prescription :has-task ?Fix_piece)
(?Fix_piece :has-support Support01)

(?Fix_piece :has-bark ?Bark01)
(Bark01 :has-type :composite)
(?prescription :has-delivering-delay ?time)
(?time :has-hour"24")

Step 3. The learner reacted well to the previously generated situation by making
good quality drilling and taking into account specificities of composite material,
the ZPD-space is updated. The point SG(M = Composite1, TPL = 3) is now
selected (Fig. 8), the system has a belief of 0.4 for the learner to handle this class
of situations. This class of situations will allow the evaluation of the capacities of
the learner to work with composite material with a time pressure. By computing
the Activity model, Tailor determines that time pressure is induced when the
delivering delay is reduces and the foreman ask for a quicker delivering (which is
an action called AskForHaste). But, a “rush” in work may cause an overcrowded
workspace by virtual agent which will react to the new state of the world, yet
this is not the kind of situation that has to be encountered. Tailor generate
another constraints to keep the crowd level in workspace low.
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Fig. 8. ZPD-space udpate and new activities selection.

Situations
Goal

Desirability:1
States:

(?prescrition rdf:type :Prescription)
(?prescription :has-task ?Fix_piece)

(?Fix_piece :has-support :Support01)
(?Fix_piece :has-bark ?Bark01)
(Bark01 :has-type :composite)
(?prescription :has-delivering-delay ?time)
(?time :has-hour "18")

Situation1
Desirability:-1

States:
(:Learner00 :has-workspace ?w)

(?w :has-crowd ?number)
greater(?number,4)

Events
(?evt rdf:type :AskForHaste)
(?evt :agent :Foreman01)
(?evt :cible :Learner00)

Final Step. In order to deal with the time pressure, the learner choose not
to do some specific tasks. These task are allowed not to be done when han-
dling common material. But, these task are mandatory when handling compos-
ite material. This shows a lack in the knowledge of the learner. The ZPD-space
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Fig. 9. End of training session.

is updated accordingly (Fig. 9). In order to prevent future mistake, Tailor pro-
pose to trigger crack in the panel. Thus, the learner will likely understand that
more care were needed. In the ZPD-Space, the information of a remediation has
been recorded for this class of situations (M = Composite1, TPL = 3). The
effectiveness of the remediation will be tested in a further training session.

5 Perspectives and Future Works

The ZPD-space we are currently using are designed by-hand according to the
knowledge models informed by didacticians and ergonomists, i.e., we choose the
axis, their scale and their meaning. Future works will explore how to generate
those axis automatically by parsing our knowledge models. The issue is that
some variables migh correlated which may add a flow on our process. We may
use data analysis method such as principal component analysis [14] to build a
new space with uncorrelated variables.

Selection of activities is the first part of our work. To provide adapted con-
tent is essential but to involve the learner, we need to use motivational factors.
Modulating the dramatic tension is a possible solution. To create tension, a story
must be built upon the events and the world depicted within the simulation. The
aim is to provide an interest for the learner by showing the virtual characters
as story characters who can be helpers or opponents, the events as plot points
that will increase or decrease the tension. We plan to use narrative pattern, as
described by [15,16] or [17] to extends current pedagogicial situations. The ele-
ment described by the situations will be fitted with element from a pattern such
as location, helpers, opponents, goal,etc. For one pedagogical situation, many
narrative configurations are possible. We will use a measure of the narrative
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utility based on earlier events in the simulation. The utility will maximize if it
furthers the development of the story depicted in past events without disrupting
the whole coherence.

6 Conclusions

We proposed in this paper a model to dynamically generate scenarios in a virtual
environment regarding learner’s capacities. The process uses a phase of diagnosis
which compute traces at the initialisation and in real time. It operationnalizes
the theory of zone of proximal development through a multidimensionnal space
of beliefs, updated at each task performed by the learner within the virtual
environment. Then the system computes current world state to determine which
situation can take place to answer ZPD and pedagogical objectives requirements.
We build a first prototype within the Humans platform working on the example
of aeronautics assembly. Our future works will focus in the narratives considera-
tion by framing the successive situations in a narrative pattern to relate a story.
Besides, we are exploring new method to build the zpd-space.
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Abstract. Multi-document summarization aims to create a single sum-
mary based on the information conveyed by a collection of texts. After
the candidate sentences have been identified and ordered, it is time to
select which will be included in the summary. In this paper, we describe
an approach that uses sentence reduction, both lexical and syntactic, to
help improve the compression step in the summarization process. Three
different algorithms are proposed and discussed. Sentence reduction is
performed by removing specific sentential constructions conveying infor-
mation that can be considered to be less relevant to the general message
of the summary. Thus, the rationale is that sentence reduction not only
removes expendable information, but also makes room for further rele-
vant data in a summary.

Keywords: Sentence reduction · Compression · Multi-document sum-
marization

1 Introduction

The increased use of mobile devices brought concerns about text compression,
by providing less space for the same amount of text. Compression must be accu-
rate and all the information displayed should be essential. Multi-document text
summarization seeks to identify the most relevant information in a collection
of texts, complying with a compression rate that determines the length of the
summary.

Ensuring at the same time the compression rate and the informativeness of
the summary is not an easy task. The most common solution allows the last
sentence to be cut in two in the number of words, where the exact compression
rate has been reached, compromising the fluency and grammaticality of the sum-
mary, and thus the quality of the final text. An alternative is the one where the
last candidate sentence is kept in full, surpassing the compression rate. None of
these solutions is optimal. Compromising the compression rate by enhancing the
quality of the text may not introduce relevant information. Still, compromising
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the quality of the text can be troublesome for a user wanting to make use of the
summary.

Given this, our proposal is to use sentence reduction to compress the extracted
sentences down to their main content only, so that more information can fit
into the summary, producing a more informative text. After the summarization
process has determined the most significant sentences, sentential structures, that
are less essential to figure in the summary’s short space, can be removed.

The rationale behind using sentence reduction in a summarization context
is twofold. On the one hand, it removes expendable information, generating a
simpler and easier to read text. On the other hand, it allows the addition of more
individual (reduced) sentences to the summary, that otherwise have not been
included. Experiments made with human users [1] have shown that reduction
indeed helps to improve the summaries produced.

Note that, sentence reduction is also referred in the literature as sentence
compression. In this work, the expression “sentence reduction” is used to define
“sentence compression”, in order to distinguish it from “compression” itself. We
name “compression” as the step that follows reduction in the summarization
process, where the sentences identified as the most relevant ones are selected,
based on a predefined compression rate, thus compressing the initial set of sen-
tences contained in the collection of texts submitted as input.

At this point, consider the following list of sentences that can be part of the
summary:

1. EU leaders signed a new treaty to control budgets on Friday.
2. Only Britain and the Czech Republic opted out of the pact, signed in
Brussels at a summit of EU leaders.
3. UK Prime Minister David Cameron, who with the Czechs refused to sign
it, said his proposals for cutting red tape and promoting business had been
ignored.
4. The countries signed up to a promise to anchor in their constitutions – if
possible – rules to stop their public deficits and debt spiralling out of control
in the way that led to the eurozone crisis.
5. The treaty must now be ratified by the parliaments of the signatory coun-
tries.

This list contains 105 words. However, a compression rate of 80 % of the
original text states that the summary must only contain 84 words. As the sum
of the words of the three first sentences (57 words) does not meet the desired
total number of words for the summary, the fourth sentence is also added. Yet,
by adding the fourth sentence, the summary makes up 92 words, so the total
number of words defined by the compression rate has been surpassed in 9 words.
The first option would be to cut the last nine words of the last sentence. That
would produce an incorrect sentence.

There are particular constructions that can be removed from these sen-
tences making room for the inclusion of more relevant information. Appositions,
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parenthetical phrases and relative clauses are examples of those constructions.
Consider, for instance, the following expressions candidates for removal:

– The parenthetical phrase: signed in Brussels at a summit of EU leaders.
– The relative clause: who with the Czechs refused to sign.
– The parenthetical phrase: if possible.

These expressions sum a total of 18 words. The last sentence that has not
been added to the summary sums a total of 13 words. So, if all these expressions
were removed from the sentences, we would have been able to include in the
summary the last sentence. Otherwise that sentence would not be included in the
final text, despite being relevant to the overall informativeness of the summary.

The summary, in which sentences have been simplified, contains 84 words
and is shown below:

EU leaders signed a new treaty to control budgets on Friday.
Only Britain and the Czech Republic opted out of the pact.
UK Prime Minister David Cameron said his proposals for cutting red tape
and promoting business had been ignored.
The countries signed up to a promise to anchor in their constitutions rules
to stop their public deficits and debt spiraling out of control in the way that
led to the eurozone crisis.
The treaty must now be ratified by the signatory countries’ parliaments.

In a pilot study [2], Lin showed the potential of sentence reduction to improve
a multi-document summarization system, using a noisy-channel model approach.
Also, [3] used a machine learning approach to perform sentence extraction and
compression for multi-document summarization, which proved to be effective in
improving the quality of the summaries produced.

In a different perspective, [4] demonstrated that “a hybrid approach to sen-
tence compression – explicitly modeling linguistic knowledge – rather than a
fully data-driven approach” is the better way to perform sentence reduction.

As shown in the summary, it is possible to produce a summary containing
the maximum relevant information conveyed by the original collection of texts.
Hence, this summary can be a comprehensible and fluent one.

Thus, this work uses an hybrid approach by combining a statistical parser,
that was trained on a specific corpus, with linguistic rules designed based on the
output of the parser, defining the structure of the phenomena taken into account
in this procedure.

Sentence reduction condenses, then, the initial summary, in order to produce
a new text containing simpler, more precise and more concise sentences, and
conveying only the essential information.

This paper is organized as follows: Sect. 2 reports the related work; Sect. 3
overviews the summarization process; Sect. 4 details the algorithms experimented
in the context of sentence reduction; Sect. 5 describes a pilot study involving the
three algorithms; Sect. 6 argues about the pros and cons of each algorithm; and,
finally, in Sect. 7, some final conclusions are drawn.
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2 Related Work

Text simplification is an Natural Language Processing (NLP) task that aims at
making a text shorter and more readable by simplifying its sentences structurally,
while preserving as much as possible the meaning of the original sentence. This
task is commonly addressed in two ways: lexical and syntactic simplification.
Lexical simplification involves replacing infrequent words by their simpler more
common and accessible synonyms. Syntactic simplification, in turn, includes a
linguistic analysis of the input texts, that produces detailed tree-structure repre-
sentations, over which transformations can be made [5]. Syntactic simplification
can also be named after sentence reduction.

Previous works ([6,7]) have focused on syntactic simplification, targeting spe-
cific types of structures identified using rules induced through an annotated
aligned corpus of complex and simplified texts.

Jing and McKeown [8] used simplification in a single-document summarizer,
by performing operations, based on the analysis of human abstracts, that remove
inessential phrases from the sentences. Blair-Goldensohn et al. [9] remove appos-
itives and relative clauses in a preprocessing phase of a multi-document summa-
rization process. Another proposal is the one of [10], that combine a simplification
method, that uses shallow parsing to detect lexical cues that trigger phrase elim-
inations, with an HMM sentence selection approach, to create multi-document
summaries.

Closer to our work is the work of [11], in which sentence simplification
is applied together with summarization. However, they used simplification to
improve content selection, that is, before extracting sentences to be summa-
rized. Their simplification system is based on syntactic simplification performed
using hand-crafted rules that specify relations between simplified sentences.

Zajic et al. [12] applied sentence compression techniques to multi-document
summarization, using a parse-and-trim approach to generate headlines for news
stories. Constituents are removed iteratively from the sentence parse tree, using
rules that perform lexical simplification – by replacing temporal expressions,
preposed adjuncts, determiners, conjunctions, modal verbs –, and syntactic sim-
plification – by selecting specific phenomena in the parse tree.

A different approach was used by [13], that experimented a tree-to-tree trans-
duction method for sentence compression. They trained a model that uses a
synchronous tree substitution grammar, which allows local distortions of a tree
topology, used to capture structural mismatches between trees.

A word graph method, to create a single simplified sentence of a cluster of
similar or related sentences, was used by [14]. Considering all the words in these
related sentences, a directed word graph is built by linking word A to word B
through an adjacency relation, in order to avoid redundancy. This method was
used to avoid redundancy in the summaries produced.

Lloret [15] proposed a text summarization system that combines textual
entailment techniques, to detect and remove information, with term frequency
metrics used to identify the main topics in the collection of texts. In addition,
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a word graph method is used to compress and fuse information, in order to
produce abstract summaries.

More recently, [16] investigated the usage of a machine translation technique
to perform sentence simplification. They created a method for simplifying sen-
tences by using Phrase Based Machine Translation, along with a re-ranking
heuristic based on dissimilarity. Then, they trained it on a monolingual parallel
corpus, and achieved state-of-the-art results.

Finally, [17] proposed new semantic constraints, to perform sentence com-
pression. These constraints are based on semantic roles, in order to directly
capture the relations between a predicate and its arguments.

3 Summarization Process

The system used is an extractive multi-document summarizer that receives a
collection of texts in Portuguese and produces highly informative summaries.

Summarization is performed by means of two main phases executed in
sequence: clustering by similarity and clustering by keywords. Aiming to avoid
redundancy, sentences are clustered by similarity, and only one sentence from
each cluster is selected. Yet, the keyword clustering phase seeks to identify the
most relevant content within the input texts. The keywords of the input texts are
retrieved and the sentences that are successfully grouped to a keyword cluster
are selected to be used in the next step of the process. Furthermore, each sen-
tence has a score, which is computed using the tf-idf (term frequency – inverse
document frequency) of each sentence word, smoothed by the number of words
in the sentence. This score defines the relevance of each sentence and it is thus
used to order all the sentences. Afterwards, the reduction process detailed in
Sect. 4 is performed, producing the final summary. A detailed description of this
extractive summarization process can be found in [18].

4 Sentence Reduction

In this work, reduction is performed together with compression.
Firstly, from the original input list of sentences, a new list is created, by

selecting one sentence at the time, until the total number of words in the list
surpasses the maximum number of words determined by the compression rate.

Afterwards, sentences are reduced by removing the expendable information
in view of the general summarization purpose. There are a number of struc-
tures that can be seen as containing “elaborative” information about the content
already expressed.

Due to the fact that reduction removes words from the sentence, once sen-
tences have been reduced, new sentences are added to the list of sentences to
achieve the maximum number of words of the summary once again. Those newly
added sentences are then reduced. This process is repeated while the list is
changed or if the compression rate has not been meet.
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Sentence reduction algorithms can consider many structures. These struc-
tures are described in Sect. 4.1. Afterwards, the algorithms that perform sentence
reduction are discussed in Sect. 4.2.

4.1 Targeted Structures

Different structures for different algorithms are targeted. At most six types of
structures can be targeted:

– Appositions;
– Adjectives;
– Adverbs or adverb phrases;
– Parentheticals;
– Relative clauses;
– Prepositional phrases.

Appositions are noun phrases that describe, detail or modify its antecedent
(also a noun phrase). The following sentence contains a an apposition (in bold).

original sentence:
José Sócrates, primeiro-ministro, e Jaime Gama querem cortar os salários
dos seus gabinetes.
José Sócrates, the Prime Minister, and Jaime Gama want to cut the salaries of
their offices.

simplified sentence:
José Sócrates e Jaime Gama querem cortar os salários dos seus gabinetes.
José Sócrates and Jaime Gama want to cut the salaries of their offices.

Adjectives qualify nouns or noun phrases, thus being structures prone to
be removed. The following sentence contains an adjective (in bold).

original sentence:
O palco tem um pilar central, com 50 metros de altura.
The stage has a central pillar, 50 meters high.

simplified sentence:
O palco tem um pilar, com 50 metros de altura.
The stage has a pillar, 50 meters high.

Adverbs or adverb phrases are considered differently whether they appear
in a noun or in a verb phrase, due to the usage of the adverbs of negation, which
typically precede the verb. The adverbs appearing in a verb phrase are handled
differently, to avoid removing negative adverbs and modifying the meaning of
the sentence. The following sentence contains an adverb phrase (in bold).
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original sentence:
José Sócrates chegou um pouco atrasado ao debate.
José Sócrates arrived a little late to the debate.

simplified sentence:
José Sócrates chegou atrasado ao debate.
José Sócrates arrived late to the debate.

Parenthetical phrases are phrases that explain or qualify other informa-
tion being expressed. The following sentence contains a parenthetical phrase (in
bold).

original sentence:
O Parlamento aprovou, por ampla maioria, a proposta.
The Parliament approved by large majority the proposal.

simplified sentence:
O Parlamento aprovou a proposta.
The Parliament approved the proposal.

Relative clauses are clauses that modify a noun phrase. They have the
same structure as appositions, differing in the top node. The following sentence
contains a relative clause (in bold).

original sentence:
O Parlamento aprovou a proposta, que reduz os vencimentos dos
deputados.
The Parliament approved the proposal, which reduces the salaries of deputies.

simplified sentence:
O Parlamento aprovou a proposta.
The Parliament approved the proposal.

Prepositional phrases are phrases that modify nouns and verbs, indicat-
ing various relationships between subjects and verbs. They are used to include
additional information within sentences. The following sentence contains a prepo-
sitional phrase (in bold).

original sentence:
No Médio Oriente, apenas Israel saudou a operação.
In the Middle East, only Israel welcomed the operation.

simplified sentence:
Apenas Israel saudou a operação.
Only Israel welcomed the operation.

In order to perform sentence reduction, a parse tree is created for each sen-
tence, using a constituency parser for Portuguese [19]. The structures prone to
be removed are identified in the tree using Tregex [20], a utility for matching
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patterns in trees. Tregex takes a parse tree and a regular expression pattern. It,
then, returns a subtree of the initial tree which top node meets the pattern.

After identifying the subtrees representing each structure, these subtrees are
replaced by null trees in the original sentence parse tree, removing its content
and generating a new tree without the identified structure.

4.2 Algorithms

There were several algorithms that were experimented for sentence reduction.
This section describes three of them: main clause, blind removal, and best
removal. These algorithms differ not only in the structures that are removed,
but also on the way those are removed. All these algorithms take a collection of
sentences and return them reduced. The targeted structures are identified. After-
wards, reduced sentences are created by applying the algorithm that combines
the removal of those structures.

The final step of the algorithm determines if the new reduced sentence can
replace the former sentence, based on a specific criteria that takes into account
the sentence score. In the summarization context, the sentence score defines the
sentence relevance in the complete collection of sentences found in the input
texts. This score is then a measure of informativeness. It states whether a sen-
tence is important in the context of all the sentences in the texts to be summa-
rized. Likewise, the score of a reduced sentence determines its informativeness.

The algorithms proposed in this work are described below. Thereafter, their
pros and cons are discussed.

Main Clause. This is a two step algorithm. First, the main clause of the sen-
tence is identified. In this phase, other than the next, the desired subtree is
selected, ignoring the other subtrees of the main tree. Consider the following
sentence:

No Médio Oriente, apenas Israel saudou a operação.
In the Middle East, only Israel welcomed the operation.

The main clause of this sentence is:

Apenas Israel saudou a operação.
Only Israel welcomed the operation.

The expression “No Médio Oriente” is ignored, since it is not part of the
main clause (in bold). The original sentence is replaced by the reduced one, in
which further reduction rules are applied. In this step, clauses in a SVO structure
are considered. If the sentence is not in this format, the whole original sentence
is used.

After the main clause has been obtained, it is used to identify the struc-
tures to be removed. The subtrees of the structures are identified in the sentence
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parse tree. Five types of structures are targeted: appositions, adjectives, adverbs,
parenthetical phrase, and relative clauses. In fact, this first step removes the pre-
viously mentioned prepositional phrases, since those are typically the structures
used in a sentence before its main clause. So that, prepositional phrases are not
taken into account in the next step. After the targeted passages have been iden-
tified, a reduced sentence is build by removing all the structures found in the
main clause of the original sentence.

In this example, the main clause of this sentence contains just one removable
passage:

– Adverb phrase – Apenas (only).

So that, the reduced sentence produced by this algorithm would be the fol-
lowing.

Israel saudou a operação.
Israel welcomed the operation.

A detailed description of this algorithm can be found in [21].

Blind Removal. This algorithm takes four types of structures and removes
them all from the original sentence. The structures considered in this algo-
rithm are: appositions, parenthetical phrases, relative clauses, and prepositional
phrases.

Consider the following sentence:

Também hoje, na conferência de ĺıderes, o ministro dos Assuntos Parla-
mentares, Jorge Lacão, afirmou ter-se descoberto que o gabinete do primeiro-
ministro tinha ficado de fora.
Today also, at the leadership conference, the Minister for Parliamentary Affairs,
Jorge Lacão, said to have discovered that the office of the prime minister had been
excluded.

Removable passages:

– Apposition – Jorge Lacão.
– Prepositional phrase – na conferência de ĺıderes (at the leadership conference).

In this algorithm, all these passages are removed from the original sentence,
building the following reduced sentence.

Também hoje, o ministro dos Assuntos Parlamentares afirmou ter-se
descoberto que o gabinete do primeiro-ministro tinha ficado de fora.
Today also, the Minister for Parliamentary Affairs said to have discovered that the
office of the prime minister had been excluded.

This reduced sentence is the one used to be compared to the original sentence.
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Best Removal. This is an algorithm that uses the concept of power set, the
set of all subsets of a given set. In the context of this work, the power set of
a given sentence is composed by all the sentences obtained by combining the
removal of the structures that have been identified as removable. Four types of
structures are considered in this algorithm: appositions, parenthetical phrases,
relative clauses, and prepositional phrases. Recall the sentence illustrated in the
previous algorithm and its removable passages.

Também hoje, na conferência de ĺıderes, o ministro dos Assuntos Parla-
mentares, Jorge Lacão, afirmou ter-se descoberto que o gabinete do primeiro-
ministro tinha ficado de fora.
Today also, at the leadership conference, the Minister for Parliamentary Affairs,
Jorge Lacão, said to have discovered that the office of the prime minister had been
excluded.

This sentence contains two removable passages (underlined): the apposition
– Jorge Lacão –, and the prepositional phrase – na conferência de ĺıderes.

The following example shows the original sentence and its score.

Também hoje, na conferência de ĺıderes, o ministro dos Assun-
tos Parlamentares, Jorge Lacão, afirmou ter-se descoberto que o
gabinete do primeiro-ministro tinha ficado de fora

1.7200

Today also, at the leadership conference, the Minister for Parliamen-
tary Affairs, Jorge Lacão, said to have discovered that the office of
the prime minister had been excluded

The following table describes the sentences in the power set and their respec-
tive scores. These sentences were created by combining the removal of the identi-
fied structures. Their scores were obtained by summing the score (obtained in the
summarization process) of each word composing the reduced sentence divided
by the total number of words defining the new sentence. From the first sentence
was removed the apposition phrase Jorge Lacão. The second sentence does not
contain both removable passages Jorge Lacão and na conferência de ĺıderes.
Finally, the third one does not include the parenthetical phrase na conferência
de ĺıderes.

After the power set has been defined, all the sentences are ordered by their
score. As shown in the table, depending on the passage that has been removed
or the combination of passages removed, the score of the reduced sentence keeps
changing. This means that there are some expressions that contain more infor-
mation than others, as the sentence score is a measure of informativeness. The
reduced sentence will then be the sentence in the power set that has the maxi-
mum score.
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Também hoje, na conferência de ĺıderes, o ministro dos Assun-
tos Parlamentares afirmou ter-se descoberto que o gabinete do
primeiro-ministro tinha ficado de fora

1.8175

Today also, at the leadership conference, the Minister for Parliamen-
tary Affairs said to have discovered that the office of the prime min-
ister had been excluded

Também hoje o ministro dos Assuntos Parlamentares afirmou
ter-se descoberto que o gabinete do primeiro-ministro tinha
ficado de fora

1.7053

Today also the Minister for Parliamentary Affairs said to have dis-
covered that the office of the prime minister had been excluded

Também hoje o ministro dos Assuntos Parlamentares, Jorge
Lacão, afirmou ter-se descoberto que o gabinete do primeiro-
ministro tinha ficado de fora

1.6000

Today also the Minister for Parliamentary Affairs, Jorge Lacão, said
to have discovered that the office of the prime minister had been
excluded

4.3 Sentence Selection

After the structures have been removed from the sentence, it is time to determine
if this new reduced sentence should replace the original one.

Hence, the sentence score is considered. As mentioned above, in the sum-
marization algorithm, the sentence score defines the sentence relevance to the
complete collection of sentences obtained from the input texts. This score is
computed using the tf-idf metric, which states that the relevance of a term not
only depends on its frequency over the collection of texts, but also it depends
on the number of documents in which the term occurs. Equation 1 describes the
computation of the sentence score.

scoreS =
∑

w tf − idfw
totalWordsS

(1)

Hence, scoreS of the sentence S measures the relevance of this sentence
considering the collection of sentences obtained from the input texts.

As words or expressions were removed from the original sentence to create
the new reduced sentence, the score of this reduced sentence must be computed,
considering only the words that it now contains. After having both sentence
scores, the original sentence score is compared to the one of its reduced version.
If the reduced sentence score is higher than the one of the original sentence, the
reduced sentence replaces the former one in the summary.

This procedure ensures that sentence reduction indeed helps to improve the
content of the summary, by including only the reduced sentences that contribute
to maximize the informativeness of the final summary.
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5 Pilot Study

In order to illustrate the previous algorithms, a pilot study including a summary
composed by two sentences has been conducted. Note that, in this study, after
sentence reduction is applied to the summary, no more information is being
added to it, despite that the summarization process completes the summary
until the number of words defined by the compression rate is met.

Consider the following summary:
Esta foi a primeira pesquisa da série CNI/Ibope feita já com a lista oficial de

candidatos à Presidência registrados no TSE (Tribunal Superior Eleitoral). Se a
eleição fosse hoje, o presidente Luiz Inácio Lula da Silva, candidato à reeleição,
teria 44% das intenções de voto, contra 25% de Geraldo Alckmin, de acordo com a
pesquisa CNI/Ibope divulgada nesta sexta-feira.

This was the first survey in the series CNI/IBOPE, done already with the official list

of presidential candidates registered in the TSE (Supreme Electoral Tribunal). If the

election were today, President Luiz Inacio Lula da Silva, candidate for re-election,

would have 44 % of the vote, against 25 % of Geraldo Alckmin, according to CNI/Ibope

released on Friday.

This summary contains the following structures (underlined in the example)
that can be targeted to be removed:

– Adverb#1 – já.
– Adjective – oficial.
– Parenthetical phrase – Tribunal Superior Eleitoral.
– Adverb#2 – hoje.
– Apposition phrase – candidato à reeleição.
– Prepositional phrase – de acordo com a pesquisa CNI/Ibope divulgada nesta
sexta-feira.

Also, the main clauses of each have been identified:

Main clause#1. Esta foi a primeira pesquisa da série CNI/Ibope.
Main clause#2. O presidente Luiz Inácio Lula da Silva, candidato à reeleição,

teria 44% das intenções de voto, contra 25% de Geraldo Alckmin, de acordo
com a pesquisa CNI/Ibope divulgada nesta sexta-feira.

Table 1 describes which structures were removed using each algorithm.
As illustrated in the previous Table, main clause does not take into account

the first four structures, since its first step is to obtain the main clause, and those
structures are not part of the main clause. Yet, both blind removal and best
removal do not consider adjectives and adverbs.

Table 2 describes the number of words removed by all these algorithms.
In this very small example, there are some issues to be noticed. Despite that

by applying best removal there is no more space in the summary for another
sentence, it is possible to be sure that, with this algorithm, the best reduced
sentence is created, maximizing the information of the current summary. Yet,
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Table 1. Structures removed using each algorithm.

Main clause Blind removal Best removal

Adverb#1 N/A - -

Adjective N/A - -

Parenthetical phrase N/A Yes Yes

Adverb#2 N/A - -

Apposition phrase Yes Yes Yes

Prepositional phrase - Yes No

Main clause#1 Yes - -

Main clause#2 Yes - -

Table 2. Algorithm statistics (number of words removed).

Main clause Blind removal Best removal

Sentence#1 16 3 3

Sentence#2 8 12 3

Total 24 15 6

blind removal removes all the structures allowing for more room to include
new information, whether this information is relevant or not. Otherwise, when
using main clause, two much information is lost, and there are no guarantees
that the sentences added afterwards would include this information.

6 Discussion

The main assumption of a reduction process is that the identified structures are
considered prone to be removed because they express additional information in
the context of the sentence that can be avoided without jeopardizing the key
content of the sentence they belong to. In addition, a well-defined sentence is
easier to understand. Based on these two assumptions was created the very first
approach to sentence reduction: the main clause algorithm. Firstly, the sentence
is reduced to its main content, by identifying its SVO structure, and afterwards,
the additional information is removed considering five types of passages.

However, this algorithm has some drawbacks. In fact, the SVO structure
was difficult to retrieve, since there are many sentences that do not follow this
structure. Furthermore, there were too many passages identified to be removed
and sometimes the meaning of the sentence was not expressed, specially when
adjectives and adverbs were removed.

These observations brought new decisions concerning the type of structures
targeted. As not all these structures should be considered dispensable, a subset
of them was selected. Considering their specific nature, appositions, parenthetical
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phrases, prepositional phrases and relative clauses are phrases that contain addi-
tional information to the content already expressed.

Thus, the next two algorithms, blind removal and best removal, consid-
ered only these types of passages. The next approach to the current reduc-
tion process, blind removal, defines that all the information expressed in those
structures is dispensable. Thus, all the candidate passages are blindly removed
from all the sentences that go through this process. Considering the parenthet-
ical nature of these passages, their simple removal would make room for more
information to be included in the summary. In fact, the verification of the score,
made after the sentence has been reduced, accounts for the informativeness of
the sentence, and thus of the summary. However, after applying this algorithm,
we concluded that there were some passages that by being removed would com-
promise the comprehensiveness of the text.

This conclusion drove the decision of applying the third algorithm, best
removal. This algorithm aims to both maximize the information in the sentence
and improve the comprehension of that sentence. By removing the structures
carefully, taking into account the ones that improve the sentence informative-
ness, it is expected that consequently the informativeness of the summary also
improves. Despite that by definition these structures constitute additional infor-
mation, this information might not have been expressed yet in the summary.
As stated above, the simple removal of all these structures can create incom-
prehensible sentences with too few information. The sentence score, by being
the measure of the sentence informativeness, determines which of the reduced
sentences created is the best, that is, the one that contains more information
and, at the same time, discards the additional information.

In conclusion, best removal was then the final algorithm selected, since it
verifies three important conditions: (1) it considers only the structures that indeed
make up additional information; (2) it produces the best combination of a reduced
sentence, and (3) in itself it takes into account the informativeness of the redu-
ced sentences within the whole collection of sentences by considering their score.

7 Final Remarks

This paper presents three possible algorithms to perform sentence reduction.
The idea behind all these algorithms is detailed. Also, pros and cons of each one
are commented and some final conclusions about their differences are drawn.

The approach that combines summarization with sentence reduction is an
effective procedure that seeks to maximize the relevant information within a
summary. In fact, by reducing the sentences from the initial set of sentences
into their main content, sentence reduction allows for the inclusion of further
sentences containing novel and relevant information. Moreover, the type of struc-
tures that are removed is also a matter of concern. As was discussed above, there
are some structures that should not be removed, in order to ensure that the
meaning of a sentence is kept. The algorithms presented also take this issue into
account.
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In the context of summarization, such a combination – summarization fol-
lowed by sentence reduction – aims to produce highly informative summaries,
containing the maximum amount of significant information.
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Abstract. Nowadays, unmanned aerial vehicles (UAVs) are more and
more often used to solve various tasks in both the private and the
public sector. Some of these tasks can often be performed completely
autonomously while others are still dependent on remote pilots. They
control an UAV using a command display where they can control it
manually using joysticks or give it a simple task. The command displays
allow to plan the UAV trajectory through waypoints while avoiding no-
fly zones. Nevertheless, the operator can be aware of other preferences or
soft restrictions for which it’s not feasible to be inserted into the system
especially during time critical tasks. We propose to provide the opera-
tor with several different alternative trajectories, so he can choose the
best one for the current situation. In this contribution we propose sev-
eral metrics to measure the diversity of the trajectories. Then we explore
several algorithms for the alternative trajectories creation. Finally, we
experimentally evaluate them in a benchmark 8-grid domain and we also
present the evaluation by human operators.

Keywords: Trajectory planning · UAV · Human-machine interface

1 Introduction

Unmanned aerial vehicles (UAVs) are more and more often used in military opera-
tions, in humanitarian and rescue missions, and in private sector tasks. Some of the
tasks, e.g. the photo-mapping, can often be performed completely autonomously,
while others are still dependent on remote pilots. They control an UAV using a
command display where they can control it manually using joysticks or give it a
simple task, e.g. to fly through a sequence of points on the map.

A human operator (pilot) seems to be a bottleneck of the system when sev-
eral UAVs collaborate on a single mission. Each operator or a team of operators
is responsible for one UAV and controls its actions. The human operators com-
municate among themselves and coordinate their actions in order to achieve a
common goal. The whole system containing UAVs and all HMI machines used
to control the UAVs is called Unmanned Aerial System (UAS). One of the main
goals of research tackling UAVs is to improve the UAS so that a controller or
a group of controllers can control larger groups of UAVs easily. This can be
achieved by two means:
c© Springer-Verlag Berlin Heidelberg 2014
J. Filipe and A. Fred (Eds.): ICAART 2013, CCIS 449, pp. 277–292, 2014.
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– increase UAV autonomy,
– improve human–machine interface (HMI).

In this article we explore a solution which is overlapping both of these
approaches. It increases the autonomy of UAS as a whole by extension of UAV
planning capability (still not increasing its own autonomy) and changes the HMI.
We will focus on the problem of the trajectory planning. Usually, all UAVs are
controlled directly by remote operators (pilots) or they can fly following prede-
fined trajectories. In the latter case, once the operator realizes that a trajectory
needs to be changed, it can define a new trajectory, e.g. by means of waypoints
and no-fly zones. When the waypoints are updated, the new trajectory is planned
(on UAV or within ground control station). If the operator agrees with the tra-
jectory it is applied. If the operator does not want to use the planned trajectory
he can reject it and specify a new set of waypoints or introduce a new no-fly
zone to get the trajectory matching his preferences better.

Even thought the planned trajectory is the optimal solution with respect to
the fuel consumption, needed time, or other user specified criteria, the operator
can be aware of other preferences, where the plane should fly, or soft restrictions
on areas which would be nice to avoid. These can contain, for example, possible
future colliding traffic, weather conditions, flights over inhabited areas, etc. It is
not feasible to insert all these preferences into the system, especially during time
critical tasks. The operator typically does not accept proposed trajectory in the
cases when he sees other which is suboptimal but more preferable one. Then
he has to change input values to force the system to give the desired solution.
This can be repeated several times before the trajectory meets all the operator’s
criteria and preferences.

This iterative process can be improved by a system giving several possible
trajectories out of which the operator selects one based on his preferences which
is then applied. These proposed trajectories should be different by means of oper-
ator perception and preferences. For example, imagine an UAV flying directly
through a no-fly zone. Shorter way to go around this no-fly zone is the southern
way but the operator sees that the northern way is just a bit longer and he
knows (based on his experience) that the southern trajectory can later collide
with some other currently unknown traffic for the planner. Currently used tra-
jectory planners, e.g. A* [1], or Θ* [2], would propose the optimal trajectory,
i.e. the southern one. It can be quite difficult for the operator to make the UAV
to pass around the no-fly zone by north – he can add an extra way-point or
block the southern direction by new a no-fly zone. At this moment, it would be
very helpful for the operator to have a possibility to select between the optimal
southern way and an alternative northern way as it’s illustrated in Fig. 1.

It is very difficult to create several plans which are different enough and
understandable from the human operator’s perspective. Currently there are
several algorithms allowing to give k-best solutions but in our domain all these
solution would be usually very similar to the best one and can be even indistin-
guishable for the human operator. They would typically differ in a small speed
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Fig. 1. New generation of HMI displays will allow a user to select from several proposed
trajectories when the current trajectory needs to be replanned. This figure illustrate a
situation when a new no-fly zone (orange circle) has been inserted. Since the current
UAV trajectory (black colored stripe) is crossing this new no-fly zone, the trajectory
has to be replanned. Along with the optimal trajectory (cyan trajectory) several alter-
natives (green trajectory) will be proposed to the user. He can then easily choose new
trajectory based on his own preferences, stay with the current one, or change the def-
inition of the trajectory by changing its waypoints or by adding new no-fly zone or
removing an existing one (Color figure online).

change or in an unobservable deviation from the optimal trajectory. What we
really need are the alternatives which are different from the operator’s perspective.

The goal of our work is to extend a common trajectory planner so it allows
us to create distinguishably different trajectories. Firstly, we need to define what
different actually means. The notion of difference is connected to the human per-
ception and thus can be individual. However, it’s necessary to formally define it.

In this contribution we propose several metrics measuring how much the tra-
jectories differ and several approaches to generate different trajectories. We start
with the definition of several trajectory diversity metrics in Sect. 2. In Sect. 3,
we describe a trajectory metric based approach which penalizes the trajectories
similar to the previously generated ones. Section 4 describes an approach which
systematically extends obstacles and then uses any traditional optimal trajectory
planner to find individual alternative trajectories. The last approach, described
in Sect. 5, extends this idea by using the Voronoi and the Delaunay graphs. All
the proposed approaches are evaluated using the presented metrics in benchmark
experimental domain and they are also evaluated by human operators. All the
results are examined in Sect. 6.

Our benchmark experiments are based on a 8-grid domain [3] and in Sect. 7
we show how the diverse planning is implemented in a real mission control dis-
play. Some of the proposed diverse planning algorithms do not change the plan-
ners and thus any planner (e.g. maneuver planner) can be used.

Obviously, similar approach can be used in other real world domains where
a system proposes a solution to a human operator. The operator typically has
broader knowledge about the task and the related environment. Thus, giving the
operator several possibilities can help him to choose the best overall solution.
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2 Trajectory Diversity Metrics

In this section, we introduce several approaches to the trajectory comparison. We
will use definitions similar to those used in [4], which defines the diversity metric
for a general plan as follows. Let D : π × π → [0,∞) be a metric describing the
distance between two trajectories. For a non-empty set of trajectories Π, Coman
in [4] defines the plan-set diversity DivD(Π) as:

DivD(Π) =

∑
π,π‘∈Π

D(π, π‘)

|Π|×(|Π|−1)
2

,

and the relative diversity RelDivD(π,Π) of plan π relative to plan-set Π:

RelDivD(π,Π) =

∑
π‘∈Π

D(π, π‘)

|Π|
where |Π| stands for the number of plans in the plan-set.

We will use the plan-set diversity to aggregate trajectory distances over the
whole set of trajectories.

2.1 Metric: Different States

The different states metric DStates takes into consideration states of the plans
only. In the case of trajectory, the plan state is the robot location together
with some other attributes, e.g. direction, battery level, etc. In our experimental
domains, the state represents a 2D location only. Metric DStates then counts the
number of states of one plan which are also in the other plan and transforms it
into a distance metric:

DStates(π, π‘) = 1 −

∑
s∈π

{
1 for s ∈ π‘
0 for s /∈ π‘

|π|
where the |π| stands for the number of states in the path.

This metric is very general and can be used to any planning problem, not
necessarily to the trajectory planning. In the continuous domain, it would be
useful to add a threshold determining which plane states are considered to be
the same, e.g. based on the position and heading of the planes.

2.2 Metric: Trajectory Distance

The trajectory distance metric DDistance is a generalization of the different states
metric. It requires some knowledge about the domain – the distance metric
between the states δ(s1, s2). For each state in the first plan it counts it’s distance
to the second plan, i.e. the distance to the closest state of the other plan.
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DDistance(π, π‘) =
∑

s∈π

min
s‘∈π‘

δ(s, s‘)

2.3 Metric: Obstacle Avoidance

The obstacle avoidance metric DObstacles takes also into consideration how obsta-
cles are avoided by each trajectory. This idea is based on the human perception
of what are different trajectories. Most of the trajectories well evaluated by
the metrics described in the previous sections are perceived to be very similar
and quite unreasonable – just worsening the optimal trajectory without chang-
ing anything significantly. Human preferred alternatives are often described by
means of how the obstacles are avoided. Therefore we need a metric that cap-
tures that the obstacles have been avoided from some side. For that we need to
specify what the ’same side’ exactly means. We say that a robot passes obstacle
o by direction d when a ray going from o in direction d crosses the trajectory.
Metric DObstacles is then defined as follows:

DObst.(π, π‘) = 1 −

∑
o∈O

∑
d∈D

⎧
⎪⎨

⎪⎩

1 if π passes o by d

⇔ π‘ passes o by d

0 otherwise
|O||D|

where the O is the set of all obstacles and D is a set of all directions we are
testing. In our experiments, we use the set of four directions: north, east, south
and west.

3 Metrics Based Planners

In this section, we introduce a most general approaches to the trajectory com-
parison. They are solely based on the metrics described in Sect. 2. This is the
most general case which can be easily generalized to be applied in a general
STRIPS planning problem [5].

Firstly this planner, listed as Algorithm 1, finds the optimal trajectory π∗

using provided trajectory planner. Then it iteratively looks for other diverse
trajectories. It updates the goal function to use the trajectory distance metric
D together with the current set of found trajectories Π. The goal function for
every trajectory π is then calculated as the relative diversity RelDivD(π,Π).

Let’s have a metric D : π ×π → [0,∞) evaluating the distance of two trajec-
tories and the relative diversity metric RelDiv(π,Π) as described in Sect. 2. We
can use it in a planning algorithm to get the next optimized trajectory which
is different enough with respect to Π trajectories already calculated. This can
easily be done by defining the new evaluating function

gD(π) = g(π) + α(MaxDiv − RelDivD(π,Π)),
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Algorithm 1. Trajectory distance metric based diverse trajectory planner.

Data: G – state graph
Data: O – set of obstacles
Data: start, target – start and target states
Data: planner – any trajectory planner
Data: n – required number of trajectories
Data: D – trajectory distance metric
Result: Π – set of trajectories
π∗ ← planner.findPath(G, O, start, target) ;
Π = {π∗} ;
while |Π| < n do

planner.updateGoalFunction(D, Π) ;
π ← planner.findPath(G, O, start, target) ;
Π ← Π ∪ {π} ;

end
return Π ;

where g(π) is the original price of the trajectory (e.g. it’s length) and α is
the weight of the RelDiv relative diversity metric value which is transformed
into the penalty by being subtracted from MaxDiv, the maximal value of the
D metric, which is 1 for most of our cases.

The pro of trajectory based metrics is that, unlike the other metrics described
in the following sections, they can create different trajectories also for domains
without any obstacles.

3.1 Trajectory Distance Metric Planner

Trajectory distance metric planner uses DDistance trajectory distance metric.
Trajectories created when using this metric are very sensitive to the α value.
They can be very suboptimal when the value of α is large. We can avoid this
problem if we omit the trajectories much worse than the optimal one, e.g. tra-
jectories more than 20 % longer than the optimal trajectory. Note that we know
the quality of the optimal trajectory because it’s found as the first trajectory,
before any metric is used. See Fig. 2 for illustration how the planner with this
metric would work.

In our experiments we limit the maximal diversity value to 2 (MaxDiv in
the updated goal function gD). All the DivD values bigger than 2 are considered
to be 2 and thus result in 0 penalty.

TrajectoryDistanceMetricMaxMinPlanner. The trajectory distance met-
ric planner tries to minimize the penalty derived from the DivDDistance

diversity
function. That means that it tries to find a trajectory, which is in average the most
different to the previously found trajectories. Another possibility is to look for a



Diverse Planning for UAV Trajectories 283

Fig. 2. Trajectory distance metric. Blue lines show the trajectories created during the
subsequent runs of the trajectory planner. Dark gray lines show the trajectories forming
the set Π, i.e. the trajectories created during previous iterations. We can see that this
method is very sensitive to the threshold specifying how much created trajectory can
differ from the optimal one. In the 2-obstacles case the allowed deviation from the
optimal price is not large enough to cover the cases where the obstacles are passed
around. Note, that even if the algorithm would run more iterations, such a solution
would not be found (Color figure online).

Fig. 3. Different state metric. Blue and dark gray lines have the same meaning as in
Fig. 2. It needs several iterations to find a solution avoiding the 2-obstacles case by
going around – which is better behavior than we observed in the trajectory distance
metric described in Sect. 3.1 (Color figure online).

trajectory which is the most different to the most similar trajectory, i.e. to com-
pute the RelDivD function as the minimal distance instead of their average:

RelDivMin
D (π,Π) = min

π‘∈Π
D(π, π‘)
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On our illustrative cases, this planner behaves similarly to the trajectory
distance metric planner (Fig. 2). Nevertheless in our experiments it showed better
performance, especially with respect to the obstacle avoidance metric.

3.2 Different State Metric Planner

The different state metric planner, based on the DStates metric, is illustrated
in Fig. 3. We can see that most of the trajectories are very similar and human
operator would not consider them as real alternatives to the optimal trajectory.

4 Obstacle Extension Approach

This approach works differently than the previous ones. It transforms the plan-
ning task into several new tasks and then runs a traditional trajectory plan-
ner to find the optimal trajectory in each transformed task as illustrated by
Algorithm 2.

The transformed task contains obstacles extended in different directions.
Having that each obstacle can be extended to one of 4, or 8, possible directions,
the algorithm tries all possible combinations of extensions (generated by func-
tion allObstacleExtensions(O, directions)) and for each combination it takes the
shortest trajectory found by the trajectory planner. This approach is very com-
putational power demanding – it needs to run the trajectory planner dk-times,
where d is the number of directions, where the obstacles can be expanded, and
k is the number of obstacles. Many cases will result in the same trajectories or
in no solution at all. On the other hand it allows to create many different alter-
natives which cannot be found by the previously described planners. Figure 4
shows how the obstacles are extended and corresponding trajectories found by
the trajectory planner.

Algorithm 2. Obstacle extension based diverse trajectory planner.

Data: G – state graph
Data: O – set of obstacles
Data: start, target – start and target states
Data: planner – any trajectory planner
Data: directions – possible extension directions
Result: Π – set of trajectories
O∗ ← allObstacleExtensions(O, directions) ;
Π = {} ;
forall the O′ ∈ O∗ do

π ← planner.findPath(G, O′, start, target) ;
Π ← Π ∪ {π} ;

end
return Π ;
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Fig. 4. Obstacle extension approach. The blue line is a trajectory found by the trajec-
tory planner for a task, where the obstacles are extended in the direction of continuous
red lines. Dashed red lines show other possible obstacle extensions producing the same
trajectory. In the 2-obstacles case, we can see that this approach proposed also a S-
shaped trajectory which has not been proposed by any other approach yet. Even though
this trajectory is much longer than the shortest one and thus would not be probably
chosen by the operator, it well demonstrates that this approach is more general than
the previous ones (Color figure online).

5 Voronoi–Delaunay Graph Based Trajectories

For each point in the space we can find the closest obstacle to that point. Voronoi
diagram [6] is a decomposition of the space into disjunctive Voronoi areas con-
taining points with the same closest obstacle. The Voronoi graph is composed
of the borders between the Voronoi areas. The edges represent an abstraction
of each passage between the obstacles. Since this graph is discreet even for 2D
space, it is often used for the trajectory planning [7,8]. The Delaunay graph [9]
is an inverted graph to the Voronoi graph. The vertexes represent the centers
of Voronoi areas, i.e. the obstacles in our case, and the edges show which two
Voronoi areas have a common border. For planning alternative trajectories, the
algorithm works with the extended Voronoi graph, where start and target points
are connected to the graph. The Delaunay graph is extended to contain edges
connecting centers of outermost Voronoi areas (those which are crossing the
planning area border) towards the borders1.

We propose to use the extended Voronoi and the Delaunay graphs in the
problem of finding diverse trajectories as described in Algorithm 3.

In principal, this algorithm generates all the paths connecting the start and
the target states in extended Voronoi graph Gπ. Although these paths repre-
sent nice set of different paths, they are not locally optimal (they pass half way
between two obstacles) and they do not fulfill all the requirements on the tra-
jectory (e.g. the UAV aerodynamics). To overcome these shortcomings, for each
path we convert unused edges of the Voronoi graph into new obstacles using
their dual representation in the Delaunay graph. Then, similarly to the Obstacle
Extansion approach, we just add these new obstacles to the original task and
using any state of the art trajectory planner we find a trajectory fulfilling all the
requirements.
1 Additional nodes are placed on the intersection of the border and the added edge

into the Delaunay graph.
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Algorithm 3. Voronoi-Delaunay graph based diverse trajectory planner.

Data: G – state graph
Data: O – set of obstacles
Data: start, target – start and target states
Data: planner – any trajectory planner
Result: Π – set of trajectories
GV ← createExtendedVoronoiGraph(O, start, target) ;

P V ← findAllPaths(GV , start, target) ;
Π = {} ;

forall the πV ∈ P V do
GD ← createDelaunayGraph(GV ) ;

Gπ ← removeDualEdges(GD, πV ) ;
Oπ ← convertEdgesToObsacles(Gπ) ;
π ← planner.findPath(G, O ∪ Oπ, start, target) ;
Π ← Π ∪ {π} ;

end
return Π ;

The extended Voronoi and Delaunay graphs with Gπ from one iteration of
the planning algorithm is shown in Fig. 5. Multiple iterations of the algorithm
in the 8-grid domain [3] with few obstacles are shown in Fig. 6. This approach is
more efficient than the Obstacle Extension Approach because every call of the
trajectory planner on defined sub-planning problem will result in a new, original,
alternative trajectory.

6 Experiments

We have evaluated all proposed diverse trajectory planners in two domains with
different number of obstacles. Here, we present results of the 10 × 10 8-grid
domain. The start location is placed to the upper-left corner [0, 0] and the target
to the bottom-right corner [10, 10]. A certain number, ranging from 2 to 16, of
randomly generated obstacles are added to each scenario. These obstacles rep-
resent restricted nodes in the grid graph. During the generation of the obstacles
the following rules had to be fulfilled:

1. no two obstacles can be adjacent, and
2. no obstacle can be on the border line, and
3. there exists a path from start to target (implied by the previous conditions).

These conditions assure that every obstacle can be avoided by every side and
also that there can be a path between each pair of obstacles. Each run with a
given number of randomly generated obstacles has been repeated 10 times and
the average value are presented.
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Fig. 5. The no-fly zones, represented by the red circles, define the Voronoi diagram
(gray areas). Its dual graph, the extended Delaunay graph, is shown by the red lines.
When a path (thicker black line) in the Voronoi graph is found, all the edges of the
extended Delaunay graph, that do not cross that path, are considered to be the obsta-
cles (continuous red lines) and the shortest path (blue line) is found using any optimal
trajectory planner (Color figure online).

Fig. 6. Voronoi–Delaunay graph based trajectories. Each row demonstrates subsequent
steps of the algorithm. The first column shows the extended Voronoi graph (red lines)
derived from the obstacles. Then all the paths from the start to the target are found –
an example trajectory (blue line) is shown in the second column. The third column
consists of extended Delaunay graphs (red lines) without the edges which have been
crossed by the current path from the second column. Red lines are considered to be
obstacles in the last column, where the alternative trajectory (blue line) is found by
an optimal trajectory planner (Color figure online).
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First two graphs (Fig. 7) show how many alternatives have been found for a
different number of obstacles and how long it took. As expected, values for the
Obstacle extension approach and the Voronoi–Delaunay graph based approach
are growing exponentially with the number of obstacles. The Obstacle extension
approach has been evaluated up to 6 obstacles only, since it took too long for
the cases with more obstacles to be evaluated. The computational complexity
of diversity metric based algorithms is almost constant with a small grow for
small number of obstacles, where the planning algorithm has to explore larger
area before it gets to the target node. Along with the exponentially growing
time complexity of the two algorithms we can see that the number of found
different paths also grows exponentially, even though it grows only a bit faster
for the Obstacle extension approach, which shows that the Voronoi–Delaunay
graph based approach is more effective.

Since the Voronoi–Delaunay graph based planner has found too many possi-
ble trajectories for even few obstacles and it would be inappropriate to present
all these trajectories to the user, we decided to limit the number of evaluated
trajectories. Since the main criteria for the trajectory planning is the trajectory
length, we decided to select 5 or 100 shortest paths respectively.

The left graph of Fig. 8 shows the average length of trajectories given by
each planner. And the following graphs (right graph of Fig. 8 and graphs in
Fig. 9) show the plan-set diversity metric values defined in Sect. 2. As expected,
the trajectory diversity metric based algorithms maximized the corresponding

Fig. 7. Time (left) and number of created alternatives (right).

+

Fig. 8. Trajectory Length (left) and Different States metric (right).
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+

Fig. 9. Trajectory Distance (left) and Obstacle Avoidance (right) metrics.

Fig. 10. Example of trajectories generated by the Voronoi-Delaunay graph based
diverse trajectory planner. In the left figure we can see the shortest 5 trajectories
and all 21 found trajectories are depicted in the right one.

metric. There is one exception in the graph of trajectory distance metric where,
in most cases, the Voronoi-Delaunay graph based planner had higher score. This
is caused by the limitation of the maximal distance of trajectories (introduced by
the MaxDiv parameter in the updated goal function) which prevents creation
of trajectories too far from each other.

The last Fig. 10 shows examples of trajectories created by the Voronoi-
Delaunay graph based diverse trajectory planner in the scenario with 5 obstacles.
We can see that the 5 shortest trajectories give user a good selection of different
possibilities how to pass the obstacles even though these trajectories were not
evaluated very well by the presented trajectory diversity metrics. The reason
for that is that even though the human perception of diversity of trajectories is
based on the trajectory–obstacle relation it is mostly just binary. Thus if two
trajectories avoid any obstacle from different direction than they are considered
to be different. We are now about to proceed with the experiments with human
users to verify this hypothesis and, hopefully, to create a metric which will better
reflect human perception.
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Fig. 11. Average (left) and the worst (right) quality marks given by human operators.

Fig. 12. Average quality evaluated by human operator: cluster centroids.

6.1 Human Operator Test

It can be very difficult to measure the usefulness of created diverse trajectories
using the metrics described above only. Thus, we have also performed a user test
where a group of 12 people, familiar with the trajectory planning and the UAV
control problem, have manually evaluated results of each method. Each user
has evaluated 15 problem instances of the 8-grid scenario with randomly placed
obstacles and a set of 5 trajectories proposed by each method. User graded each
solution with 1 to 5 points (more points means better solution).

Average and the worst quality evaluation of each method for different num-
ber of obstacles are shown in Fig. 11. We can see that the best score was
achieved by the Trajectory Distance Metric MaxMin planner and the Voronoi-
Delaunay graphs based planner. The Voronoi-Delaunay graphs based planner
outperformed other methods mainly in the horizontal scenario with up to 12
obstacles. Based on our experience, one segment of the UAV trajectory typically
does not avoid more obstacles which makes this method very suitable for use in
operators’ control panels.

Closer evaluation shows that the users can be divided into two groups. Some
have preferred trajectories whose length is closer the to optimum while the oth-
ers preferred more diverse trajectories. First group of users, graded higher the
Voronoi-Delaunay graphs based planner while the latter one preferred the Tra-
jectory Distance Metric MaxMin planner. We used k-means clustering to find
centroids of both groups. These centroids of evaluations both groups are shown
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Fig. 13. Upper screenshot shows several trajectories, which are proposed to the user
after he set up two new waypoints for the UAV (whose last radar positions are shown
by gray scaled dots). We can see that all the trajectories avoid the obstacles in different
ways and thus the user can select the one which the best fits his preferences. When the
user selects green trajectory, it is applied by the UAV as shown in the lower screenshot.

in the Fig. 12. This observation will direct our future research to create a method
which will satisfy both groups.

7 Voronoi-Delaunay Graphs Based Planner Deployment

We have implemented the Voronoi-Delaunay graphs based planner together with
RRT* (optimal rapid-random trees) planner into a prototype of UAV control
display. RRT* allows to find a non-optimal trajectory in high dimensional non-
graph based search space. It randomly samples the space and constructs a tree of
states reachable from the start position. Whenever new sample is taken, RRT*
connects it to the existing tree if there is a direct connection. The algorithm can
reorganize the tree to assure the convergence to the optimal path, see [10,11] for
details.

When user specifies new waypoints, several diverse trajectories are created
and proposed to the user, as shown in Fig. 13. User can choose one trajectory or
refuse all of them. When a trajectory is accepted, the green one in our example,
it is sent to the UAV and it starts to follow it.

8 Conclusions and Future Work

A human-UAV interaction is a bottleneck of today’s unmanned aerial systems.
The interface during the trajectory planning can be certainly improved by pro-
viding a user with several alternative trajectories from which the user can choose
the most suitable one. This problem has not been targeted by the scientific com-
munity yet even though it has a significant practical impact. This contribution
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introduces the problem of planning of the alternative trajectories and proposes
several different approaches to its solution.

In the paper, we proposed several ways how to measure difference of tra-
jectories and also several approaches to the planning of alternative trajectories
itself. We started with the trajectory metric based approaches which penal-
ize the trajectories similar to the previously generated ones. Then we focused
on the trajectory-obstacles relations and proposed to add new obstacles into the
area to force the planning of more different trajectories. And finally we proposed
two approaches which systematically extend the obstacles and then use any tra-
ditional optimal trajectory planner to find individual alternative trajectories.
The last approach, based on the Voronoi and the Delaunay graphs, seems to
be very promising both in the effectiveness and in the ability to generate many
alternative trajectories. In the time critical scenarios a trajectory metric based
algorithm can be used. All the approaches have been evaluated in a benchmark
scenario by both the designed metrics and by the human users. We also have
implemented the Voronoi-Delaunay graphs based planner together with RRT*
planner into a prototype of UAV control display.
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Abstract. We propose a representation method for semantically
enriched business processes by combining in a uniform logical framework
both the procedural and the domain dependent knowledge. First, we define
a rule-based procedural semantics for a relevant fragment of BPMN, a very
popular graphical notation for specifying business processes. Our seman-
tics defines a state transition system by following an approach similar to
the Fluent Calculus, and allows us to specify state change in terms of pre-
conditions and effects of the enactment of activities. Then, we show how
the procedural process knowledge can be seamlessly integrated with the
domain knowledge specified by using the OWL-RL rule-based ontology
language. As a result, our framework provides a wide range of reasoning
services by using standard logic programming inference engines.

Keywords: Business processes · Ontologies · Rule-based reasoning ·
Verification

1 Introduction

The adoption of structured and systematic approaches for the management of
the Business Processes (BPs) operating within an organization is constantly
gaining popularity in various industrial sectors, especially in medium to large
enterprises, and in the public administration. The core of such approaches is
the development of BP models that represent the knowledge about processes
in machine accessible form. However, standard BP modeling languages are not
fully adequate to capture process knowledge in all its aspects. While their focus
is on the procedural representation of a BP as a workflow graph that specifies
the planned order of operations, the domain knowledge regarding the entities
involved in such a process, i.e., the business environment in which processes are
carried out, is often left implicit. This kind of knowledge is typically expressed
through natural language comments and labels attached to the models, which
constitute very limited, informal and ambiguous pieces of information.
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The above issues are widely recognized as an obstacle for the further automa-
tion of BP Management (BPM) tools and methodologies [8]. Process modeling, in
particular, is still mainly a manual activity, where a very limited support is given
in terms of reuse and retrieval functionalities, or automated analysis facilities,
i.e., for verifying whether the requirements specified over the models are enforced.
The latter aspect is addressed in the BPM community mainly from a control flow
perspective, with the aim of verifying whether the behavior of the modeled system
presents logical errors (see, for instance, the notion of soundness [24]).

However, in order to verify that a BP actually behaves as expected, addi-
tional domain knowledge is required. In this respect, the application of well-
established techniques stemming from the area of Knowledge Representation in
the domains of BP modeling [8,11,26] and Web Services [2,6] has been shown
as a promising approach. In particular, the use of computational ontologies is
the most established approach for representing in a machine processable way the
knowledge about the domain where business processes operate, providing formal
definitions for the basic entities involved in a process, such as activities, actors,
data items, and the relations between them. However, there are still several open
issues regarding the combination of BP modeling languages (with their execu-
tion semantics) and ontologies, and the accomplishment of behavioral reasoning
tasks involving both these components.

The main objective of this paper is to design a framework for representing
and reasoning about business process knowledge from both the procedural and
ontological point of views. To achieve this goal, we do not propose yet another
business process modeling language, but we provide a rule-based framework for
reasoning about process-related knowledge expressed by using de-facto standards
for BP modeling, like BPMN [17], and ontology definition, like OWL [9]. To
this end we define a rule-based procedural semantics for a relevant fragment of
BPMN, and we extend it in order to take into account OWL annotations that
describe preconditions and effects of activities and events occurring within a BP.
Our procedural BP semantics seamlessly integrates with OWL-RL [9], a fragment
of the OWL ontology language which has a suitable rule-based presentation, and
is achieving increasing success because it constitutes an excellent compromise
between expressivity and efficiency.

In essence, the contributions of this paper can be summarized as follows. In
Sect. 2 we introduce a set of rules, expressed in the logic programming formalism
[13], for modeling the procedural semantics of a BP regarded as a workflow.
The proposed rule set can cope with a relevant fragment of the BPMN 2.0
pecification, allowing us to deal with a large class of process models. We then
propose in Sect. 3 an approach for the semantic annotation of BP models, where
preconditions and effects of BP elements are described by using an OWL-RL
ontology. In Sect. 4 we provide a general verification mechanism by encoding the
temporal logic CTL [4] as a set of rules which allow us to analyze properties of
BPs depending on both the control flow and semantic annotations. Finally, in
Sect. 5 we show how we can perform some very sophisticated reasoning tasks,
such as verification, querying and trace compliance checking, that combine both
the procedural and domain knowledge relative to a BP.
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Fig. 1. Handle Order BP.

2 Behavioral Semantics of BP Schemas

In this section we introduce a formal representation of business processes by
means of the notion of Business Process Schema (BPS). A BPS, its meta-model,
and its procedural (or behavioral) semantics will all be specified by sets of rules,
for which we adopt the standard notation and semantics of logic programming
(see, for instance, [13]). In particular, a rule is of the form A ← L1 ∧ . . . ∧ Ln,
where A is an atom (i.e., a formula of the form p(t1, . . . , tm)) and L1, . . . , Ln are
literals (i.e., atoms or negated atoms). If n = 0 we call the rule a fact. A rule
(atom, literal) is ground if no variables occur in it. A logic program is a finite set
of rules. Throughout the paper we will consider the class of (locally) stratified
logic programs, i.e., programs that can be layered into strata such that negated
atoms in higher strata are defined by rules in lower strata. Every program P
in this class has a unique perfect model, denoted Perf(P ), constructed as shown
in [18].

2.1 Business Process Schemas

We show how a BPS is specified by means of an example. The full definition can
be found in [21]. Let us consider the BP depicted in Fig. 1, where the handling
of a purchase order is represented using the BPMN notation. The process starts
with the ordering activity, which is a compound activity where, upon receiving
a customer request, a purchase order is created (create order), approved (accept
order) or canceled (cancel order). An approved order can also be subjected to a
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Table 1. BPS representing the Handle Order process.

bp(ho,s,e) seq(notify rejection, g6, ho) seq(parts auction, g4, ho)

seq(ordering,g1,ho) exc branch(g1) seq(g4,g5,ho)

seq(g1,g3,ho) inc branch(g3) seq(g5,fulfill order,ho)

seq(g3,allocate inventory,ho) comp act(ordering,s1, e1) seq(fulfill order,g6,ho)

seq(allocate inventory,g4,ho) seq(s,ordering,ho) seq(g6,e,ho)

seq(g5,g2,ho) seq(g1,g2,ho) exc merge(g2)

seq(g2,notify rejection,ho) seq(g3,parts auction,ho) . . .

number of modifications (modify order). If the order is canceled, the rejection is
notified to the customer and the order is archived (notify rejection). Otherwise,
after the requisition of the requested items (parts auction and allocate inven-
tory), the delivery of products takes place together with the payment of the
order (fulfill order).

A BPS (e.g., Handle Order) consists of a set of flow elements and relations
between them, and it is associated with a unique start event and a unique end
event, which are flow elements that represent the entry point and the exit point,
respectively, of the process. An activity is a flow element that represents a unit
of work performed within the process. A task represents an atomic activity (e.g.,
accept order), i.e., no further decomposable, while a compound activity is asso-
ciated with a process that provides the definition of its internal structure (e.g.,
ordering). An intermediate event represents “something that occurs during the
process execution” (e.g., the time-out exception attached to the accept order
activity). The sequencing of flow elements is specified by the sequence flow rela-
tion (corresponding to solid arrows), and the branching/merging of the control
flow is specified by using three types of gateways: exclusive (XOR, e.g., g1 ),
inclusive (OR, e.g., g3 ), and parallel (AND, not exemplified in Fig. 1). The item
flow relation (corresponding to dotted arrows) specifies that a flow element uses
as input (e.g., accept order and order) or produces as output (e.g., create order
and order) a particular item, i.e., a physical or information object.

A BPS can also represent other entities usually employed to model processes,
such as participants and messages, not presented here for lack of space. Indeed,
by following our approach we can represent the constructs common to the most
used BP modeling languages and, in particular, the ones based on the BPMN
specification [17].

Formally, a BPS is specified by a set of ground facts of the form p(c1, . . . , cn),
where c1, . . . , cn are constants denoting flow elements (e.g., activities, events,
and gateways) and p is a predicate symbol. An excerpt of the translation of the
Handle Order process (referred to as ho) as a BPS is shown in Table 1.

Our formalization also includes a set of rules that represent the meta-model,
defining a number of structural properties which regard a BPS as a directed
graph, where edges correspond to sequence and item flow relations. Two cate-
gories of structural properties should be verified by a well-formed (i.e., syntac-
tically correct) BPS: (i) local properties related to its elementary components
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(e.g., every activity must have at most one ingoing and at most one outgoing
sequence flow), and (ii) global properties related to the overall structure of the
BPS (e.g., every flow element must lie on a path from the start to the end
event). Furthermore, other meta-model properties are related to the notions of
path and reachability between flow elements, such as the following ones, which
will be used in the sequel: seq+(E1, E2, P ), representing the transitive closure of
the sequence flow relation, and n reachable(E1, E2, E3, P ), which holds if there
is a path in P between E1 and E2 not including E3.

2.2 Behavioral Semantics

Now we present a formal definition of the behavioral semantics, or enactment,
of a BPS, by following an approach inspired to the Fluent Calculus, a well-
known calculus for action and change (see [23] for an introduction). In the Fluent
Calculus, the state of the world is represented as a collection of fluents, i.e., terms
representing atomic properties that hold at a given instant of time.

An action, also represented as a term, may cause a change of state, i.e., an
update of the collection of fluents associated with it. Finally, a plan is a sequence
of actions that leads from the initial to the final state.

For states we use set notation (here we depart from [23], where an associative-
commutative operator is used for representing collections of fluents). A fluent is
an expression of the form f(a1, . . . , an), where f is a fluent symbol and a1, . . . , an

are constants or variables. In order to model the behavior of a BPS, we represent
states as finite sets of ground fluents. We take a closed-world interpretation of
states, that is, we assume that a fluent F holds in a state S iff F ∈ S. This
set-based representation of states relies on the assumption that the BPS is safe,
i.e., during its enactment there are no concurrent executions of the same flow
element [24]. This assumption enforces that the set of states reachable by a given
BPS is finite.

A fluent expression is built inductively from fluents, the binary function sym-
bol and, and the unary function symbol not. The satisfaction relation assigns a
truth value to a fluent expression with respect to a state. This relation is encoded
by a predicate holds(F, S), which holds if the fluent expression F is true in the
state S. We also introduce a constant symbol true, such that holds(true, S) holds
for every state S. Accordingly to the closed-world interpretation given to states,
the satisfaction relation is defined by the following rules:

holds(F, S) ← F = true
holds(F, S) ← F ∈ S
holds(not(F ), S) ← ¬holds(F, S)
holds(and(F1, F2), S) ← holds(F1, S) ∧ holds(F2, S)

We will consider the following two kinds of fluents: cf(E1, E2, P ), which means
that the flow element E1 has been executed and the flow element E2 is waiting
for execution, during the enactment of the process P (cf stands for control
flow); en(A,P ), which means that the activity A is being executed during the
enactment of the process P (en stands for enacting). To clarify our terminology



298 F. Smith and M. Proietti

note that, when a flow element E2 is waiting for execution, E2 might not be
enabled to execute, because other conditions need to be fulfilled, such as those
depending on the synchronization with other flow elements (see, in particular,
the semantics of merging behaviors below).

We assume that the execution of an activity has a beginning and a comple-
tion (although we do not associate a duration with activity execution), while
the other flow elements execute instantaneously. Thus, we will consider two
kinds of actions: begin(A) which starts the execution of an activity A, and
complete(E), which represents the completion of the execution of a flow ele-
ment E (possibly, an activity). The change of state determined by the execution
of an action will be formalized by a relation result(S1, A, S2), which holds if the
action A can be executed in the state S1 leading to the state S2. For defin-
ing the relation result(S1, A, S2) the following auxiliary predicates will be used:
(i) update(S1, T, U, S2), which holds if S2 = (S1 −T )∪U , where S1, T, U, and S2

are sets of fluents, and (ii) setof(F, C, S), which holds if S is the set of ground
instances of fluent F such that condition C holds.

The relation r(S1, S2) holds if a state S2 is immediately reachable from a
state S1, that is, some action A can be executed in state S1 leading to state S2:
r(S1, S2) ← result(S1, A, S2).

We say that a state S2 is reachable from a state S1 if there is a finite sequence
of actions (of length ≥ 0) from S1 to S2, that is, reachable state(S1, S2) holds,
where the relation reachable state is the reflexive-transitive closure of r.

In the rest of this section we present a fluent-based formalization of the
behavioral semantics of a BPS by focusing on a core of the BPMN language.
The proposed formal semantics, reported in Table 2, mainly refers to the BPMN
semantics, as described (informally) in the most recent specification of the lan-
guage [17]. Most of the constructs considered here (e.g., parallel or exclusive
branching/merging) have the same interpretation in most workflow languages.
However, when different interpretations are given, e.g., in the case of inclusive
merge, we stick to the BPMN one.

Activity and Event Execution. The enactment of a process P begins with the
execution of the associated start event E in a state where the fluent cf(start, E, P )
holds, being start a reserved constant. After the execution of the start event, its
unique successor waits for execution (rule E1). The execution of an end event
leads to the final state of a process execution, in which the fluent cf(E, end, P )
holds, where E is the end event associated with the process P and end is a
reserved constant (rule E2).

The execution of an activity is enabled to begin after the completion of its
unique predecessor flow element. The effects of the execution of an activity vary
depending on its type (i.e., atomic task or compound activity). The beginning
of an atomic task A is modeled by adding the en(A,P ) fluent to the state (rule
A1). At the completion of A, the en(A,P ) fluent is removed and the control flow
moves on to the unique successor of A (rule A2). The execution of a compound
activity, whose internal structure is defined as a process itself, begins by enabling
the execution of the associated start event (rule A3), and completes after the
execution of the associated end event (rule A4).
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Table 2. Fragment of the behavioral semantics of the BPAL language.

According to the informal semantics of BPMN, intermediate events are
intended as instantaneous patterns of behavior that are registered at a given
time point. Thus, we formally model the execution of an intermediate event as
a single state transition, as defined in rule E3. Intermediate events in BPMN
can also be attached to activity boundaries to model exceptional flows. Upon
occurrence of an exception, the execution of the activity is interrupted, and the
control flow moves along the sequence flow that leaves the event (rule E4).

Branching Behaviors. When a branch gateway is executed, a subset of its
successors is selected for execution. We consider here exclusive, inclusive, and
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parallel branch gateways. An exclusive branch leads to the execution of exactly
one successor, while an inclusive branch leads to the concurrent execution of a
non-empty subset of its successors. The set of successors of exclusive or inclusive
decision points is selected by using guards, i.e., fluent expressions whose truth
value is tested with respect to the current state. The value of guards may depend
on fluents different from cf(E1, E2, P ) and en(A,P ). Indeed, extra fluents can
be introduced for modeling the effects of the execution of flow elements (e.g.,
operations on items) as shown in Sect. 3.2. A guard is associated with a gateway
by the predicate c seq(G,B, Y, P ) modeling a conditional sequence flow, where
G is a fluent expression denoting a guard, B is an exclusive or inclusive branch
gateway and Y is a successor flow element of B in the process P . We also have
the rule seq(B, Y, P ) ← c seq(G,B, Y, P ). The semantics of inclusive branches
is defined in rule B1. The semantics of exclusive branches can be defined in a
similar way and is omitted. Finally, a parallel branch leads to the concurrent
execution of all its successors (rule B2).

Merging Behaviors. An exclusive merge can be executed whenever at least
one of its predecessors has been executed. Here we omit the straightforward
formal definition.

For the inclusive merge several operational semantics have been proposed,
due to the complexity of its non-local semantics, see e.g., [10]. An inclusive
merge is supposed to be able to synchronize a varying number of threads, i.e., it
is executed only when n(≥1) predecessors have been executed and no other will
be eventually executed. Here we refer to the semantics described in [25] adopted
by BPMN, stating that (rule O1) an inclusive merge M can be executed if the
following two conditions hold (rules O2, O3):

(1) at least one of its predecessors has been executed,
(2) for each non-executed predecessor X, there is no flow element U which is

waiting for execution and is upstream X. The notion of being upstream cap-
tures the fact that U may lead to the execution of X, and is defined as
follows. A flow element U is upstream X if (rules O4, O5): (a) there is a
path from U to X not including M, and (b) there is no path from U to an
executed predecessor of M not including M.

Finally, a parallel merge can be executed if all its predecessors have been executed
as defined in rule P1, where exists non executed pred(M,P, S1) holds if there
exists no predecessor of M which has not been executed in state S1 (rule P2).

3 Semantic Annotation

In the previous section we have shown how the behavioral semantics of the work-
flow specified by a BPS can be modeled in our rule-based framework. However,
not all the relevant knowledge regarding process enactment is captured by a
workflow model, which defines the planned order of operations but does not pro-
vide an explicit representation of the domain knowledge regarding the entities
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involved in such a process, i.e., the business environment in which processes are
carried out.

Similarly to proposals like Semantic BPM [8] and Semantic Web Services [6],
we will make use of semantic annotations to enrich the procedural knowledge
specified by a BPS with domain knowledge expressed in terms of a given business
reference ontology. Annotations provide two kinds of ontology-based information:
(i) formal definitions of the basic entities involved in a process (e.g., activities,
actors, items) to specify their meaning in an unambiguous way (terminological
annotations), and (ii) specifications of preconditions and effects of the enactment
of flow elements (functional annotations). In this work we focus on functional
annotations and on their interaction with the control flow to define the behavior
of a BPS, thus extending the framework presented in [21] where terminological
annotations only were considered.

3.1 Rule-Based Ontologies

A business reference ontology is intended to capture the semantics of a business
scenario in terms of the relevant vocabulary plus a set of axioms (TBox) which
define the intended meaning of the vocabulary terms. In order to represent the
semantic annotations and the behavioral semantics of a BPS in a uniform way,
we will represent ontologies by sets of rules. To this end, we consider a fragment
of OWL falling within the OWL 2 RL [9] profile, which is an upward-compatible
extension of RDF and RDFS whose semantics is defined via a set of Horn rules,
called OWL 2 RL/RDF rules. OWL 2 RL ontologies are modeled by means of
the ternary predicate t(s, p, o) representing an OWL statement with subject s,
predicate p and object o. For instance, the assertion t(a, rdfs:subClassOf, b) rep-
resents the inclusion axiom a � b. Reasoning on triples is supported by OWL
2 RL/RDF rules of the form t(s, p, o) ← t(s1, p1, o1) ∧ · · · ∧ t(sn, pn, on). For
instance, the rule t(A, rdfs:subClassOf, B) ← t(A, rdfs:subClassOf,
C) ∧ t(C, rdfs:subClassOf, B) defines the transitive closure of the subsumption
relation.

Table 3. Business Reference Ontology excerpt.

ClosedPO � Order ApprovedPO � Order

CancelledPO � ClosedPO FulfilledPO � ClosedPO

UnavailablePL � PartList AvailablePL � PartList

payment � related ∃ payment− � Invoice

CancelledPO � ApprovedPO � ⊥ UnavailablePL � AvailablePL � ⊥
ApprovedPO �∃related.Invoice � FulfilledPO Order �∃related.UnavailablePL � CancelledPO

An OWL 2 RL ontology is represented as a set O of rules, consisting of a set
of facts of the form t(s, p, o), called triples, encoding the OWL TBox and the set
of Horn rules encoding the OWL 2 RL/RDF rules. This kind of representation
allows us to take advantage of the efficient resolution strategies developed for
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logic programs, in order to perform the reasoning tasks typically supported by
Description Logics reasoning systems, such as concept subsumption and ontology
consistency.

3.2 Functional Annotation

By using the ontology vocabulary and axioms, we define semantic annotations
for modeling the behavior of individual process elements in terms of precondi-
tions under which a flow element can be executed and effects on the state of
the world after its execution. Preconditions and effects, collectively called func-
tional annotations, can be used, for instance, to model input/output relations
of activities with data items, which are the standard way of representing infor-
mation storage in BPMN diagrams. Fluents can represent the status of a data
item affected by the execution of an activity at a given time during the execu-
tion of the process. A precondition specifies the status a data item must posses
when an activity is enabled to start, and an effect specifies the status of a data
item after having completed an activity. In order to provide concrete examples
to illustrate the main ideas, in the rest of the paper we refer to the excerpt of
reference ontology reported in Table 3, describing the items involved in the BPS
depicted in Fig. 1.

Functional annotations are formulated by means of the following two
relations:

– pre(A,C, P ), which specifies the fluent expression C, called enabling condition,
which must hold to execute an element A in the process P ;

– eff(A,E−, E+, P ), which specifies the set E− of fluents, called negative effects,
which do not hold after the execution of A and the set of fluents E+, called
positive effects, which hold after the execution of A in the process P . We
assume that E− and E+ are disjoint sets.

In the presence of functional annotations, the enactment of a BPS is modeled
as follows. Given a state S1, a flow element A can be enacted if A is waiting
for execution according to the control flow semantics, and its enabling con-
dition C is satisfied, i.e., holds(C, S1) is true. Moreover, given an annotation
eff(A,E−, E+, P ), when A is completed in a given state S1, then a new state S2

is obtained by taking out from S1 the set E− of fluents and then adding the set
E+ of fluents. We will assume that effects satisfy a consistency condition which
guarantees that: (i) no contradiction can be derived from the fluents of S2 by
using the state independent axioms of the reference ontology, and (ii) no fluent
belonging to E− holds in S2. This consistency condition will be formally defined
later in this section, and can be regarded as a way of tackling the Ramification
Problem due to indirect effects of actions (see e.g., [19,23]). The state update
is formalized by extending the result relation so as to take into account the pre
and eff relations. We only consider the case of task execution. The other cases
are similar and will be omitted.
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Table 4. Functional annotations for the Handle Order process.

result(S1, begin(A), S2) ← task(A)∧ holds(cf(X,A,P ), S1) ∧ pre(A,C, P ) ∧
holds(C, S1)∧ update(S1, {cf(X,A,P )}, {en(A,P )}, S2)

result(S1, complete(A), S2) ← task(A)∧ holds(en(A,P ), S1)∧ eff(A,E−, E+, P )∧
seq(A, Y, P ) ∧ update(S1, {en(A,P )} ∪ E−, {cf(A, Y, P )} ∪ E+, S2)

The enabling conditions and the negative and positive effects occurring in func-
tional annotations are fluent expressions built from fluents of the form tf (s, p, o),
corresponding to the OWL statement t(s, p, o), where we adopt the usual rdf,
rdfs, and owl prefixes for names in the OWL vocabulary, and the bro prefix for
names relative to our specific examples. We assume that the fluents appearing in
functional annotations are either of the form tf (a, rdf:type, c), corresponding to
the unary atom c(a), or of the form tf (a, p, b), corresponding to the binary atom
p(a, b), where a and c are individuals, while c and p are concepts and proper-
ties, respectively, defined in the reference ontology O. Thus, fluents correspond
to assertions about individuals, i.e., the ABox of the ontology, and hence the
ABox may change during process enactment due to the effects specified by the
functional annotations, while O, providing the ontology definitions and axioms,
i.e., the TBox of the ontology, does not change.

Let us now present an example of specification of functional annotations. In
particular, our example shows nondeterministic effects, that is, a case where a
flow element A is associated with more than one pair (E−, E+) of negative and
positive effects.

Example 1. Consider again the Handle Order process in Fig. 1. After the exe-
cution of create order, a purchase order is issued. This order can be approved or
canceled upon execution of the activities accept order and cancel order, respec-
tively. Depending on the inventory capacity checked during the check inventory
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task, the requisition of parts performed by an external supplier is performed
(parts auction). Once that all the order parts are available, the order can be
fulfilled and an invoice is associated with the order. This behavior is specified by
the functional annotations reported in Table 4.

In order to evaluate a statement of the form holds(tf (s, p, o),X), where
tf (s, p, o) is a fluent and X is a state, the definition of the holds predicate
given previously must be extended to take into account the axioms belonging
to the reference ontology O. Indeed, we want that a fluent of the form tf (s, p, o)
be true in state X not only if it belongs to X, but also if it can be inferred from
the fluents in X and the axioms of the ontology. For instance, let us consider
the fluent F = tf (o, rdf:type, bro:CancelledPO). We can easily infer that F holds
in a state which contains {tf (o, rdf:type, bro:CancelledPO)} (e.g., reachable after
the execution of cancel order) by using the rule holds(F, X) ← F ∈ X. However,
by taking into account the ontology excerpt given in Table 3, we also want to be
able to infer that F holds in a state which contains {tf (o, rdf:type, bro:Order),
tf (o, bro:related, pl), tf (pl, rdf:type, bro:UnavailablePL)} (e.g., reachable after the
execution of parts auction).

In our framework the inference of new fluents from fluents belonging to states
is performed by including extra rules derived by translating the OWL 2 RL/RDF
entailment rules as follows: every triple of the form t(s, p, o), where s refers
to an individual, is replaced by the atom holds(tf (s, p, o),X). Below we show
the rules for concept subsumption (1), role subsumption (2), domain restriction
(3), transitive property (4), and concept disjointness (5).

1. holds(tf (S, rdf:type, C),X) ← holds(tf (S, rdf:type, B),X) ∧
t(B, rdfs:subClassOf, C)

2. holds(tf (S, P,O),X) ← holds(tf (S, P1, O),X) ∧ t(P1, rdfs:subPropertyOf, P )
3. holds(tf (S, rdf:type, C),X) ← holds(tf (S, P,O),X) ∧ t(P, rdfs:domain, C)
4. holds(tf (S, P,O),X) ← holds(tf (S, P,O1),X) ∧ holds(tf (O1, P,O),X) ∧

t(P, rdf:type, owl:TransitiveProperty)
5. holds(false,X) ← holds(tf (I1, rdf:type, A),X) ∧ holds(tf (I2, rdf:type, B),X) ∧

t(A, owl:disjointWith, B)

We denote by F the set of rules that encode the functional annotations, that is,
the facts defining the relations pre(A,C, P ) and eff(A,E−, E+, P ), along with
the rules for evaluating holds(tf (s, p, o),X) atoms (such as rules 1–5 above). The
rules in O ∪ F may also be needed to evaluate atoms of the form holds(G,X)
in the case where G is a guard expression associated with inclusive or exclusive
branch points via the relation c seq(G,B, Y, P ). Indeed, G may depend on fluents
introduced by functional annotations.

We are now able to define the consistency condition for effects in a rigorous
way. We say that eff is consistent with process P if, for every flow element A
and states S1, S2, the following implication is true:

If the state S1 is reachable from the initial state of P , the relation result
(S1, complete(A), S2) holds, and the relation eff(A,E−, E+, P ) holds,
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Then O ∪ F ∪ {¬holds(false, S2)} is consistent And for all F ∈ E−, O ∪ F ∪
{¬holds(F, S2)} is consistent.

We will show in Sect. 5 how the consistency of effects can be checked by using
the rule-based temporal logic we will present in the next section.

4 Temporal Reasoning

In order to provide a general verification mechanism for behavioral properties, in
this section we propose a model checking methodology based on a formalization
of the temporal logic CTL (Computation Tree Logic, see [4] for a comprehensive
overview) as a set of rules. Model checking is a widely accepted technique for the
formal verification of BP schemas, as their execution semantics is usually defined
in terms of states and state transitions, and hence the use of temporal logics for
the specification and verification of properties is a very natural choice [7,12].
The abstract syntax of a CTL formula F is defined as follows:

F ::= e | true | false | ¬F | F1 ∧ F2 | EX(F ) | EU(F1, F2) | EG(F )

where e is a fluent expression. Other operators can be defined in terms of the
ones given above, e.g., EF(F ) ≡ EU(true, F ) and AG(F ) ≡ ¬EF(¬F ) [4].

The semantics of CTL formulas is defined by taking into account the imme-
diate reachability relation r between states (i.e., finite sets of ground fluents)
introduced in Sect. 2.2, which here is also called the transition relation.

In the definition of the semantics of CTL given in [4], the transition relation
r is assumed to be total, that is, every state S1 has at least one successor state
S2 for which r(S1, S2) holds. This assumption is justified by the fact that the
reactive systems considered in [4] can be thought as ever running processes.
However, this assumption is not realistic in the case of business processes, for
which there is always at least one state with no successors, namely one where
the end event of a BPS has been completed. For this reason the semantics of the
temporal operators given in [4], which refers to infinite sequences of states, is
suitably changed here by taking into consideration maximal paths, i.e., sequences
of states that are either infinite or end with a state that has no successors, called
a sink.

Now we give a rule-based formalization of the semantics of CTL by extending
the definition of the predicate holds. (A similar formalization based on constraint
logic programming is proposed in [16], where however the semantics refers to
infinite paths).

EX(F ) holds in state S0 if F holds in a successor state of S0:

holds(ex (F ), S0) ← r(S0, S1) ∧ holds(F, S1)

EU(F1, F2) holds in state S0 if there exists a maximal path π: S0 S1 . . . such that
for some Sn occurring in π we have that F2 holds in Sn and, for j = 0, . . . , n−1,
F1 holds in Sj :
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holds(eu(F1, F2), S0) ← holds(F2, S0)
holds(eu(F1, F2), S0) ← holds(F1, S0) ∧ r(S0, S1) ∧ holds(eu(F1, F2), S1)

EG(F ) holds in a state S0 if there exists a maximal path π starting from S0

such that F holds in each state of π. Since the set of states is finite, EG(F )
holds in S0 if there exists a finite path S0 . . . Sk such that, for i = 0, . . . , k, F
holds in Si, and either (1) Sj = Sk, for some 0 ≤ j < k, or (2) Sk is a sink state.
Thus, the semantics of the operator EG is encoded by the following rules:

holds(eg(F ), S0) ← fpath(F, S0, S0)
holds(eg(F ), S0) ← holds(F, S0) ∧ r(S0, S1) ∧ holds(eg(F ), S1)
holds(eg(F ), S0) ← sink(S0) ∧ holds(F, S0)

where: (i) the predicate fpath(F, X, X) holds if there exists a path from X to X
itself, consisting of at least one r arc, such that F holds in every state on the
path and (ii) the predicate sink(X) holds if X is a sink state.

Finally, we define a special fluent expression final(P ) the final state of a
process P , whose semantics is given by the following rule:

holds(final(P ), Z) ← bp(P, S,E) ∧ holds(cf(E, end, P ), Z)

Note that our definition of the semantics of EG avoids the introduction of
greatest fixed points of operators on sets of states which are required by the
approach described in [4]. Indeed, the rules defining holds(eg(F ), S0) are inter-
preted according to the usual least fixpoint semantics (i.e., the least Herbrand
model [13]). Note also that in some special cases the assumption that paths are
maximal, but not necessarily infinite, matters. For instance, if S0 is a sink state,
then holds(ag(F ), S0) is true iff holds(F, S0) is true, since the only maximal path
starting from S0 is the one constituted by S0 only.

5 Reasoning Services

Our rule-based framework supports several reasoning services which can combine
complex knowledge about business processes from different perspectives, such as
the workflow structure, the ontological description, and the behavioral semantics.
In this section we will illustrate three such services: verification, querying, and
trace compliance.

Let us consider the following sets of rules: (1) B, representing a set of BP
schemas and the BP meta-model defined in Sect. 2.1, (2) T , defining the behav-
ioral semantics presented in Sect. 2.2, (3) O, collecting the OWL triples and
rules which represent the business reference ontology defined in Sect. 3.1, (4) F ,
encoding the functional annotations defined in Sect. 3.2, and (5) CTL, defin-
ing the semantics of CTL presented in Sect. 4. Let KB be the set of rules
B ∪ T ∪ O ∪ F ∪ CTL. KB is called a Business Process Knowledge Base
(BPKB). We have that KB is a locally stratified logic program and its semantics
is unambiguously defined by its unique perfect model, denoted by Perf(KB) [18].

Verification. In the following we present some examples of properties that can
be specified and verified in our framework. A property is specified by a predicate
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prop defined by a rule C in terms of the predicates defined in KB. The verification
task is performed by checking whether or not prop ∈ Perf(KB ∪ {C}).
(1) A very relevant behavioral property of a BP p is that from any reachable
state, it is possible to complete the process, i.e., reach the final state. This prop-
erty, also known as option to complete [24], can be specified by the following rule,
stating that the property opt com holds if the CTL property AG(EF(final(p)))
holds in the initial state s0 of p:
opt com ← holds(ag(ef (final(p))), s0)
where s0 = {cf(start, st ev, p)} and st ev is the start event associated with p.
(2) Temporal queries allow us to verify the consistency conditions for effects
introduced in Sect. 3.2. In particular, given a BPS p, inconsistencies due to the
violation of some integrity constraint defined in the ontology by rules of the form
false ← G (e.g., concept disjointness) can be verified by defining the inconsis-
tency property as follows:
inconsistency ← holds(ef (false), s0)
(3) Temporal queries can also be used for the verification of compliance rules,
i.e., directives expressing internal policies and regulations aimed at specifying the
way an enterprise operates. In our Handle Order example, one such compliance
rule may be that every order is eventually closed. In order to verify whether this
property holds or not, we can define a noncompliance property which holds if it
is possible to reach the final state of the process where, for some O, it can be
inferred that O is an order which is not closed. In our example noncompliance
is satisfied, and thus the compliance rule is not enforced. In particular, if the
exception attached to the accept order task is triggered, the enactment continues
with the notify rejection task (due to the guards associated to g1), and the order
is never canceled nor fulfilled.

noncompliance ← holds(ef (and(tf (O, rdf:type, bro:Order),
and(not(tf (O, rdf:type, bro:ClosedPO)),final(p))), s0)

The verification of a property prop is performed by evaluating the query ← prop
in KB ∪ {C} using SLG-resolution, that is, resolution for general logic programs
augmented with the tabling mechanism [3]. The following definition is needed for
presenting the termination, soundness, and completeness of query evaluation.

Definition 1. Let f be a term representing a CTL formula. A subterm e of
f is grounding if one of the following conditions hold: (i) f is an atomic fluent
and e is f , (ii) f is and(f1, f2) and e is a grounding subterm of either f1 or f2,
(iii) f is ex (f1) and e is a grounding subterm of f1, (iv) f is eu(f1, f2) and e is
a grounding subterm of f2, (v) f is eg(f1) and e is a grounding subterm of f1.

Theorem 1. Let C be a rule of the form prop ← L1 ∧ . . . ∧ Ln, where, for
i = 1, . . . , n, the predicate of Li is defined in KB. Suppose that: (i) if Li is
of the form holds(f, S), all free variables of f occur in atomic fluents, and
(ii) each variable X of C has its leftmost occurrence in a positive literal Li

such that either (ii.1) Li has not predicate holds or (ii.2) Li = holds(f, S) and
the occurrence of X is in a grounding subterm of f .
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Then: (1) the evaluation of the query ← prop in KB ∪ {C} terminates by using
SLG-resolution with left-to-right computation rule, and (2) the query succeeds
iff prop ∈ Perf(KB ∪ {C}).

Hypothesis (i) guarantees that no variable ranges over an infinite domain, such
as the set of all CTL formulas. Hypothesis (ii) guarantees that the query does
not flounder, that is, non-ground negative literals are never selected during SLG
resolution. The termination property (1) can be proved by showing that KB∪{C}
satisfies the bounded-term-size property [3]. The soundness and completeness
property (2) follows from the soundness and completeness of SLG resolution
with respect to the perfect model semantics [3].

Querying. The inference mechanism based on SLG-resolution can be used for
computing boolean answers to ground queries, but also for computing, via unifi-
cation, substitutions for variables occurring in non-ground queries. By exploiting
this query answering mechanism we can easily provide, besides the verification
service described in the previous section, also reasoning services for the retrieval
of process fragments.

The following queries show how process fragments can be retrieved according
to different criteria: q1 computes every activity A (and the process P where it
occurs) which operates on an order as an effect (e.g., create order and cancel
order); q2 computes every exclusive branch G occurring along a path delimited
by two activities A and B which operate on orders (e.g., create order) and
invoices (e.g., fulfill order), respectively; finally, q3 is a refinement of q2, where
it is also required that the enactment of B is always preceded by the enactment
of A.

q1(A,P ) ← eff(A,E−, E+, P ) ∧ holds(tf (O, rdf:type, bro:Order), E+)
q2(A,G,B, P ) ← eff(A,E−

A , E+
A , P ) ∧ seq+(A,G,P ) ∧

holds(tf (O, rdf:type, bro:Order), E+
A ) ∧ exc branch(G) ∧ seq+(G,B, P ) ∧

eff(B,E−
B , E+

B , P ) ∧ holds(tf (I, rdf:type, bro:Invoice), E+
B )

q3(A,G,B, P ) ← q2(A,G,B, P ) ∧ holds(not(eu(not(en(A,P )), en(B,P ))), s0)

Trace Compliance. The execution of a process is modeled as an execution trace
(corresponding to a plan in the Fluent Calculus), i.e., a sequence of actions of the
form [act(a1), . . . , act(an)] where act is either begin or complete. The predicate
trace(S1,T, S2) defined below holds if T is a sequence of actions that lead from
state S1 to state S2:

trace(S1, [ ], S2) ← S1 = S2

trace(S1, [A|T], S2)←result(S1, A, U)∧trace(U,T, S2)

A correct trace T of a BPS P is a trace leading from the initial to the final state
of P :

ctrace(T, P ) ← trace(s0, T, Z) ∧ holds(final(P ), Z)

The correctness of a trace t with respect to a given BPS p can be verified by
evaluating a query of the type ← ctrace(t, p), where t is a ground list and p
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is a process name. The rules defining the predicate ctrace can also be used to
generate the correct traces of a process p that satisfy some given property. This
task is performed by evaluating a query of the type ← ctrace(T, p) ∧ cond(T ),
where T is a free variable and cond(T ) is a property that T must enforce. For
instance, we may want to generate traces where the execution of a flow element
a is followed by the execution of a flow element b:

cond(T ) ← concat(T1, T2, T ) ∧ complete(a) ∈ T1 ∧ complete(b) ∈ T2

The termination of querying and trace correctness checking can be proved under
assumptions similar to the ones of Theorem 1. However, stronger assumptions
are needed for the termination of trace generation if we want to compute the set
of all correct traces satisfying a given condition, as this set may be infinite in
the presence of cycles.

6 Related Work

Among several mathematical formalisms proposed for defining a formal seman-
tics of BP models, Petri nets [24] are the most used paradigm to capture the
execution semantics of the control flow aspects of graph-based procedural lan-
guages. (The BPMN case is discussed in [5].) Petri net models enable a large
number of analysis techniques, but they do not provide a suitable basis to rep-
resent and reason about additional domain knowledge. In our framework we are
able to capture the token game semantics underlying workflow models, and we
can also declaratively represent constructs, such as exception handling behav-
ior or synchronization of active branches only (inclusive merge), which, due to
their non-local semantics, are cumbersome to capture in standard Petri nets. In
addition, the logical grounding of our framework makes it easy to deal with the
modeling of domain knowledge and the integration of reasoning services.

Program analysis and verification techniques have been largely applied to the
analysis of process behavior, e.g., [7,12]. These works are based on the analysis
of finite state models through model checking techniques [4] where temporal log-
ics queries specify properties of process executions. However, these approaches
are restricted to properties regarding the control flow only (e.g., properties of
the ordering, presence, or absence of tasks in process executions), and severe
limitations arise when taking into consideration ontology-related properties rep-
resenting specific domain knowledge.

There is a growing body of contributions beyond pure control flow verifi-
cation. In [26] the authors introduce the notion of Semantic Business Process
Validation, which aims at verifying properties related to the absence of logical
errors which extend the notion of workflow soundness [24]. Validation is based on
an execution semantics where token passing control flow is combined with the AI
notion of state change induced by domain related logical preconditions/effects.
The main result is constituted by a validation algorithms which runs in polyno-
mial time under some restrictions on the workflow structure and on the expressiv-
ity of the logic underlying the domain axiomatization, i.e., binary Horn clauses.
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This approach is focused on providing efficient techniques for the verification of
specific properties, while the verification of arbitrary behavioral properties, such
as the CTL formulae allowed in our framework, is not addressed. Moreover, our
language for annotations is more expressive than binary Horn clauses.

Several works propose the extension to business process management of tech-
niques developed in the context of the semantic web [8]. Meta-model process
ontologies, e.g., [11], are derived from BP modeling languages and notations
with the aim of specifying in a declarative, formal, and explicit way concepts
and constraints of a particular language. Semantic Web Services approaches,
such as OWL-S [2] and WSMO [6], make an essential use of ontologies in order
to facilitate the automation of discovering, combining and invoking electronic
services over the Web. To this end they describe services from two perspectives:
from a functional perspective a service is described in terms of its functionality,
preconditions and effects, input and output; from a process perspective, the ser-
vice behavior is modeled as an orchestration of other services. However, in the
above approaches the behavioral aspects are abstracted away, since the semantics
of the provided constructs is not axiomatized within their respective languages,
hampering the availability of reasoning services related to the execution of BPs.

To overcome such limitations, several solutions for the representation of ser-
vice compositions propose to translate the relevant aspects of the aforementioned
service ontologies into a more expressive language, such as first-order logic, and
to add a set of axioms to this theory that constrains the models of the the-
ory to all and only the intended interpretations. Among them, [22] adopts the
high-level agent programming language Golog [1,15,19] rely on Situation Calcu-
lus variants. However, such approaches are mainly tailored to automatic service
composition (i.e., finding a sequence of service invocations such that a given goal
is satisfied). Thus, the support provided for process definition, in terms of work-
flow constructs, is very limited and they lack a clear mapping from standard
modeling notations. In contrast, our framework allows a much richer procedural
description of processes, directly corresponding to BPMN diagrams. Moreover,
a reference ontology can be used to “enrich” process descriptions by means of
OWL-RL annotations, a widespread language for ontology representation.

Other approaches based on Logic Programming which are worth to men-
tion are [14,20]. These approaches mainly focus on the verification and on the
enactment of BPs, while we are not aware of specific extensions that deal with
the semantic annotation of procedural process models with respect to domain
ontologies.

Finally, with respect to our previous works [21], we have proposed several
extensions: (1) we have increased the expressivity from a workflow perspective,
by modeling arbitrary cycles, unstructured diagrams and exceptions; (2) we have
introduced functional annotations and we have provided a semantics for their
integration with the control flow; (3) we have introduced a general verification
mechanism based on CTL.
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7 Conclusions

The rule-based approach for representing and reasoning about business processes
presented in this paper offers several advantages. First of all, it enables the com-
bination of the procedural and ontological perspectives in a very smooth and
natural way, thus providing a uniform framework for reasoning on properties
that depend on the sequence of operations that occur during process enact-
ment and also on the domain where the process operates. Another advantage
is the generality of the approach, which is open to further extensions, since
other knowledge representation applications can easily be integrated, by provid-
ing a suitable translation to logic programming rules. Our approach does not
introduce a new business process modeling language, but provides a framework
where one can map and integrate knowledge represented by means of existing
formalisms. This is very important from a pragmatic point of view, as one can
express process-related knowledge by using standard modeling languages such
as BPMN for business processes and OWL for ontologies, while adding extra
reasoning services. Finally, since our rule-based representation can be directly
mapped to a class of logic programs, we can use standard logic programming
systems to perform reasoning tasks such as verification and querying.

We have implemented in the XSB logic programming system1 the various
sets of rules representing a Business Process Knowledge Base, and on top of
the latter, the verification, querying, and trace compliance services. The resolu-
tion mechanism based on tabling [3] provided by XSB guarantees a sound and
complete evaluation of a large class of queries. We have also integrated the afore-
mentioned services in the tool described in [21], which implements an interface
between the BPMN and OWL representations of business processes and refer-
ence ontology specifications on one hand, and our rule-based representation on
the other hand, so that, as already mentioned, we can use the reasoning facilities
offered by our framework as add ons to standard tools. First experiments are
encouraging and show that very sophisticated reasoning tasks can be performed
on business process of small-to-medium size in an acceptable amount of time and
memory resources. Currently, we are investigating various program optimization
techniques for improving the performance of our tool and enabling our approach
to scale to large BP repositories.
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Abstract. A Simple Temporal Network with Uncertainty (STNU) is
a framework for representing and reasoning about temporal problems
involving actions whose durations are bounded but uncontrollable.
A dynamically controllable STNU is one for which there exists a strat-
egy for executing its time-points that guarantees that all of the temporal
constraints in the network will be satisfied no matter how the uncon-
trollable durations turn out. A Conditional Simple Temporal Network
with Uncertainty (CSTNU) augments an STNU to include observation
nodes, the execution of which incrementally and dynamically determines
the set of constraints that must be satisfied. Previously, we generalized
the notion of dynamic controllability to cover CSTNUs and presented a
sound algorithm for determining whether arbitrary CSTNUs are dynam-
ically controllable. That algorithm extends edge-generation/constraint-
propagation rules from an existing DC-checking algorithm for STNUs
with new rules required to deal with the observation nodes. This paper
revisits that algorithm, modifying some of its rules to cover more cases,
while preserving the soundness of the algorithm.
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1 Introduction

Workflow systems have been used to model business, manufacturing and medical-
treatment processes. To meet the needs of such domains, Combi and Posenato [1]
presented a new workflow model that accommodates tasks with uncertain/un-
controllable durations; temporal constraints among tasks; and branching paths,
where the branch taken is not known in advance. Subsequently, Hunsberger
et al. [2] introduced a Conditional Simple Temporal Network with Uncertainty
(CSTNU) to represent the key features of that workflow model. The impor-
tant property of dynamic controllability (DC) for CSTNUs was also defined.
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Fig. 1. An excerpt of a healthcare workflow schema.

A CSTNU is dynamically controllable if there exists a strategy for executing the
tasks in the associated workflow in a way that ensures that all temporal con-
straints will be satisfied no matter how the uncontrollable durations or branching
events turn out.

A previous version of this paper [3] presented an algorithm for determining
whether arbitrary CSTNUs are dynamically controllable. That algorithm, which
is proven to be sound, extends the DC-checking algorithm for a simpler class of
networks, called STNUs, developed by Morris and Muscettola [4]. Our algorithm
propagates labeled values on graph edges in a way that draws from prior work
by Conrad and Williams [5]. This paper revisits the DC-checking algorithm for
CSTNUs, modifying some of its rules to cover additional cases, while preserving
the soundness of the algorithm. Finding a complete DC-checking algorithm for
CSTNUs is the goal of ongoing research.

2 Motivating Example

In the following, we will consider, as a motivating example, a process taken from
the healthcare domain. More precisely, consider the excerpt from a workflow
schema depicted in Fig. 1, which follows the model proposed by Combi and
Posenato [1].

The workflow schema is a directed graph where nodes correspond to activi-
ties and edges represent control flows that define dependencies on the order of
execution. There are two types of activity: tasks and connectors. Tasks represent
elementary work units that will be executed by external agents. Each task is repre-
sented graphically by a rounded box and has a mandatory duration attribute that
specifies the allowed temporal spans for its execution. Typically, the duration of a
task is not controlled by the system responsible for managing the overall execution
of the workflow (i.e., the Workflow Management System, WfMS). Unlike a task,
a connector represents an internal activity whose execution is controlled by the
WfMS. In particular, the WfMS uses connectors to coordinate the execution of
the tasks. Connectors are represented graphically by diamonds. Like tasks, each
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connector has a mandatory duration attribute that specifies allowable temporal
spans for its execution. However, unlike tasks, the WfMS can choose the value of
each connector duration dynamically, in real time, to facilitate the coordination of
the tasks in the workflow. There are two kinds of connectors: split and join. Split
connectors are nodes with one incoming edge and two or more outgoing edges.
After the execution of the predecessor, possibly several successors have to be con-
sidered for execution. The set of nodes that can start their execution is determined
by the kind of split connector. A split connector can be: Total, Alternative or Con-
ditional. Join connectors are nodes with two or more incoming edges and only one
outgoing edge. A join connector can be either And or Or. Control flow is governed
by oriented edges. Each oriented edge connects two activities, where the execution
of the first activity (the predecessor) must be finished before starting the execu-
tion of the second one. Every edge has a delay attribute that specifies the allowed
times that can be spent by the WfMS for possibly delaying the execution of the
second activity.

Besides the temporal constraints associated with the duration and delay
attributes of tasks, connectors and edges, a workflow schema can also include rel-
ative constraints. A relative constraint constrains the temporal interval between
(the starting or ending time-points of) two non-consecutive workflow activi-
ties. Graphically, a relative constraint is represented by a directed edge from
one activity to another, labeled by an expression of the form, t1[MinD,MaxD]t2,
where t1 ∈ {S,E} specifies whether the constraint applies to the starting or
ending time-point of the first activity; t2 ∈ {S,E} specifies whether the con-
straint applies to the starting or ending time-point of the second activity; and
[MinD,MaxD] specifies the allowed range for the temporal interval between the
specified time-points.

The graph instance in Fig. 1 is a small excerpt from a process in a clinical
domain. After the initial task, Patient Evaluation, whereby a physician deter-
mines whether the patient is in need of immediate medical attention (emergency
state), there is an alternative connector, labeled Treatment Decision, from which
three different treatment paths are possible, depending upon the age and emer-
gency status of the patient. The three different treatments involve the following
tasks: (1) Elder Emergency Intervention, (2) Standard Treatment, and (3) Emer-
gency Intervention. The times at which the Elder Emergency Intervention and
Emergency Intervention tasks must be completed, relative to the initial Patient
Evaluation task, are restricted by the relative temporal constraints emanating
from the Patient Evaluation node. These constraints are labeled E[16, 30]E and
E[20, 22]E, respectively, in the figure.

Given a particular workflow schema, it is important to determine in advance
whether the WfMS is able to successfully execute the tasks in the schema, while
observing all relevant temporal constraints, no matter how the durations of
the tasks turn out. (Task durations are typically not controllable by the WfMS.)
It is interesting to observe that the overall workflow schema in Fig. 1 may not be
successfully executed by the WfMS for some possible task durations, even though
each possible workflow subschema (or workflow path) is controllable when age
and emergency status are known before execution begins.



An Algorithm for Checking the Dynamic Controllability of a CSTNU 317

A CSTNU is a more general formalism that allows the representation of all
kinds of temporal constraints for workflow execution. In the following, after some
background on related kinds of temporal networks, we will discuss CSTNUs and
a new algorithm for determining the dynamic controllability of CSTNUs.

3 Background

Dechter et al. [6] introduced Simple Temporal Networks (STNs). An STN is a set
of time-point variables (or time-points) together with a set of simple temporal
constraints, where each constraint has the form Y − X ≤ δ, where X and Y
are time-points and δ is a real number. The all-pairs, shortest-paths matrix for
the associated graph is called the distance matrix for the STN. Any STN has a
solution (i.e., a set of values for the time-points that satisfy all of the constraints)
if and only if the associated graph has no negative loops (i.e., the distance matrix
has zeros on its main diagonal).

Morris et al. [7] presentedSimpleTemporalNetworkswithUncertainty (STNUs)
that augment STNs to include contingent links that represent uncontrollable-but-
bounded temporal intervals. They gave a formal semantics for the important prop-
erty of dynamic controllability, which holds if there exists a strategy for executing
the time-points in the network that guarantees that all of the constraints will be
satisfiednomatter howthe contingentdurations turnout.1 Crucially, thedurations
of contingent links are observed in real time, as they complete; execution decisions
can only depend on past observations.

Morris et al. [7] also presented a pseudo-polynomial-time algorithm—called
a DC-checking algorithm—for determining whether any given STNU is dynam-
ically controllable (DC). Later, Morris and Muscettola [4] presented the first
polynomial DC-checking algorithm, which operates in O(N5) time. Because this
algorithm plays an important role in this paper, it will henceforth be called the
MM5 algorithm. Morris [9] subsequently presented an O(N4)-time DC-checking
algorithm for STNUs, but it will not be discussed further in this paper.

Tsamardinos et al. [10] introduced the Conditional Temporal Problem (CTP)
which augments an STN to include observation nodes. When an observation node
is executed, the truth value of its associated proposition becomes known. Each
node in a CTP has a propositional label that is a conjunction of zero or more
(positive or negative) literals. A node is executable only in scenarios where its
propositional label is true. Tsamardinos et al. presented a formal semantics for
the important property of dynamic consistency, which holds if there exists a
strategy for executing the time-points in the network that guarantees that all
of the constraints will be satisfied no matter how the observations turn out.
Crucially, the truth values of propositions associated with observation nodes
only become known in real time, as the observation nodes are executed. They
showed how to convert the semantic constraints inherent in the definition of
dynamic consistency into a Disjunctive Temporal Problem (DTP). They then
1 Hunsberger [8] subsequently corrected a minor flaw in the semantics of dynamic

controllability.
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Table 1. Edge-generation rules for the MM5 algorithm. (Generated edges are dashed.)

used an off-the-shelf DTP solver to determine the dynamic consistency of the
original network in exponential time.

Hunsberger et al. [2] combined the features of STNUs and CTPs to produce a
Conditional Simple Temporal Network with Uncertainty (CSTNU). They proved
that their definition of a CSTNU generalizes both STNUs and CTPs. In addi-
tion, they introduced a definition of dynamic controllability for CSTNUs that
they proved generalizes the corresponding notions for STNUs and CTPs. They
noted that because the existing DC-checking algorithms for STNUs and CTPs
work so differently, they could not be easily combined to yield a DC-checking
algorithm for CSTNUs. Instead, they suggested that a new kind of algorithm be
defined that incorporates new edge generation rules that take into account the
propositional truth values generated by the observation nodes. In preparation
for this kind of algorithm, they presented a preliminary Label-Modification rule
for edges in a CSTNU.

This paper discusses aDC-checking algorithm forCSTNUs that follows the pro-
posal mentioned above.2 It extends the edge-generation/constraint-propagation
rules used by the MM5 algorithm for STNUs to accommodate observation nodes.
The algorithm, called the CSTNU DC-checking algorithm, generates edges that
are labeled by conjunctions of propositional literals, where the truth values of indi-
vidual literals are determined in real time as the corresponding observation nodes
are executed. Because there can be multiple such labeled edges between any pair
of time-points, the algorithm carefully manages the potentially-exponential explo-
sion of labels using techniques inspired by the work of Conrad and Williams [5].

3.1 DC-Checking for STNUs

Following Morris et al. [7], an STNU is a set of time-points and temporal con-
straints, like those in an STN, together with a set of contingent links.
Each contingent link has the form, (A, x, y, C), where A and C are time-point
2 A preliminary version of this algorithm was presented previously [3].
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variables (or time-points) and 0 < x < y < ∞. A is called the activation time-
point; C is the contingent time-point. Once A is executed, C is guaranteed to
execute such that C − A ∈ [x, y]. However, the particular time at which C
executes is uncontrollable. Instead, it is only observed as it happens.

Let S = (T ,C ,L ) be an STNU, where T is a set of time-points, C is a
set of constraints, and L is a set of contingent links. The graph for S has the
form, (T ,E ,E�,Eu), where each time-point in T serves as a node in the graph;
E is a set of ordinary edges; E� is a set of lower-case edges; and Eu is a set of
upper-case edges [4]:

– Each ordinary edge has the form, X
v−→ Y , representing the constraint,

Y − X ≤ v.
– Each lower-case edge has the form, A

c : x−−→C, representing the possibility that
the contingent duration, C − A, might take on its minimum value, x.

– Each upper-case edge, C
C:−y−−−−→A, represents the possibility that the contingent

duration, C − A, might take on its maximum value, y.

The MM5 algorithm works by recursively generating new edges in the STNU
graph using the rules shown in Table 1. For each rule, pre-existing edges are
denoted by solid arrows and newly generated edges are denoted by dashed
arrows. Note that each of the first four rules takes two pre-existing edges as
input and generates a single edge as its output. The Label-Removal rule takes
only one edge as input. Finally, applicability conditions of the form, R �≡ S,
should be construed as stipulating that R and S must be distinct time-point
variables, not as constraints on the values of those variables.

Procedure 1. MM5-DC-Check(G).

Input: G: STNU graph instance to analyze.
Output: the controllability of G.
for 1 to Cutoff Bound do

if (AllMax matrix inconsistent) then return false;
generate new edges using rules from Table 1;
if (no edges generated) then return true;

return false

Note that the edge-generation rules only generate new ordinary or upper-case
edges. Unlike the upper-case edges in the original graph, the upper-case edges
generated by these rules represent conditional constraints, called waits [7]. In
particular, an upper-case edge, Y

C:−w−−−−→A, represents a constraint that as long
as the contingent time-point, C, remains unexecuted, then the time-point, Y ,
must wait at least w units after the execution of A, the activation time-point
for C.

Procedure 1 gives pseudocode for the MM5 DC-checking algorithm. It has
been shown that its time complexity is O(N5) [4].
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3.2 Conditional Simple Temporal Networks with Uncertainty

A Conditional Simple Temporal Network with Uncertainty (CSTNU) is a net-
work that combines the observation nodes and branching from a CTP with the
contingent links of an STNU [2]. There is a one-to-one correspondence between
observation nodes and propositional letters: the execution of an observation node
generates a truth value for the corresponding proposition. However, nodes and
edges in a CSTNU graph may be labeled by conjunctions of propositional liter-
als. The time-point corresponding to a node with label, �, need only be executed
in scenarios where � is true. Similarly, the constraint corresponding to an edge
with label, �, is only applicable in scenarios where � is true. The label universe,
defined below, is the set of all possible labels.

Definition 1 (Label, Label Universe). Given a set P of propositional letters,
a label is any (possibly empty) conjunction of (positive or negative) literals from
P . For convenience, the empty label is denoted by �. The label universe of P ,
denoted by P ∗, is the set of all labels whose literals are drawn from P .

In the following, when not specified, lower-case Latin letters will denote propo-
sitions of P , while Greek lower-case letters will denote labels of P ∗.

Definition 2 (Consistent Labels, Label Subsumption). Labels, �1 and �2,
are called consistent, denoted by Con(�1, �2), if and only if �1 ∧ �2 is satisfiable.
A label �1 subsumes a label �2, denoted by Sub(�1, �2), if and only if |= (�1 ⇒ �2).

The following definition of a CSTNU is extracted from Hunsberger et al. [2].
The most important ingredients of a CSTNU are: T , a set of time-points; C , a
set of labeled constraints; OT , a set of observation time-points; and L a set of
contingent links.

Definition 3 (CSTNU). A Conditional STN with Uncertainty (CSTNU) is a
tuple, 〈T ,C , L,OT ,O, P,L 〉, where:
– T is a finite set of real-valued time-points;
– P is a finite set of propositional letters;
– L : T → P ∗ is a function that assigns a label to each time-point in T ;
– OT ⊆ T is a set of observation time-points;
– O : P → OT is a bijection that associates a unique observation time-point to

each propositional letter;
– L is a set of contingent links;
– C is a set of labeled simple temporal constraints, each of the form, (Y −X ≤

δ, �), where X,Y ∈ T , δ is a real number, and � ∈ P ∗;
– for any (Y − X ≤ δ, �) ∈ C , � is satisfiable and subsumes both L(X) and

L(Y );
– for any p ∈ P and T ∈ T , if p or ¬p appears in T ’s label, then

• Sub(L(T ), L(O(p)), and
• (O(p) − T ≤ −ε, L(T )) ∈ C , for some ε > 0;

– for each (Y − X ≤ δ, �) ∈ C and each p ∈ P , if p or ¬p appears in �, then
Sub(�, L(O(p))); and
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– (T , 
C �,L ) is an STNU, where 
C � is the following set of unlabeled con-
straints: {(Y − X ≤ δ) | (Y − X ≤ δ, �) ∈ C for some �}.
The graph for a CSTNU is similar to that for an STNU except that some

nodes may be observation nodes; and there may be propositional labels on nodes
and edges. If p is a proposition, then the observation node whose execution
generates a truth value for p shall be denoted by P? The propositional label of a
node is usually represented near the node name, enclosed in square brackets. For
example, a node labeled by [cd] is only applicable to scenarios where propositions
c and d are both true. Since edges in a CSTNU graph can have both propositional
labels (associated with observation nodes) and alphabetic labels (associated with
lower-case and upper-case edges in an STNU), these different kinds of labels are
clearly distinguished in the labeled values for an edge, as follows.

Definition 4 (Labeled Values). A labeled value is a triple, 〈PLabel , ALabel ,
Num〉, where:
– PLabel ∈ P ∗ is a propositional label,
– ALabel , an alphabetic label, is one of the following:

• an upper-case letter, C, as on an upper-case edge in an STNU;
• a lower-case letter, c, as on a lower-case edge in an STNU; or
• �, representing no alphabetic label, as for an ordinary STN edge.

– Num is a real number.

For example, 〈p¬q, c, 3〉 is a labeled value for a lower-case edge; 〈pq¬r, C, −8〉
is a labeled value for an upper-case edge; 〈¬p, �, 2〉 is a labeled value for an
ordinary edge.

B?[ ]

A?[ ]

H [¬b]C[ab] E [¬ab]D[ab]

I[¬b]

F [¬ab]

〈 ,�,11〉〈 ,�,−2〉〈ab,�,30〉 〈ab,�,−16〉 〈¬ab,�,22〉〈¬ab,�,−20〉

〈ab,�,5〉

〈ab,�,−5〉

〈¬ab,�,4〉

〈¬ab,�,−2〉
〈¬b,�,10〉〈¬b,�,−1〉

〈ab,d,10〉

〈ab,D,−20〉
〈¬b, i,4〉〈¬b, I,−5〉

〈¬ab, f ,8〉

〈¬ab,F,−10〉

Fig. 2. A possible CSTNU graph mapping the main part of the workflow schema of
Fig.1.

Figure 2 shows a sample CSTNU that represents a possible mapping of the
main part of the workflow schema of Fig. 1. Initially, each ordinary edge in the
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network has only one labeled value, while each edge associated with a contingent
link has two labeled values: one representing an ordinary STN constraint and the
other representing an upper-case or lower-case STNU constraint. However, the
new edge-generation rules given below will typically result in situations where
a single edge may have numerous labeled values associated with it. The graph
in the figure includes two observation nodes and three contingent links. Obser-
vation node A? generates a truth value for the proposition, a, which represents
that the patient in question is over age 70. Observation node B? generates a
truth value for the proposition, b, which represents that the patient is in need
of immediate medical attention. The contingent link, (C, 10, 20,D), represents
an Elder Emergency Intervention task that takes between 10 and 20 min; the
contingent link, (H, 4, 5, I), represents a Standard Treatment task that takes
between 4 and 5 min; and the contingent link, (E, 8, 10, F ), represents an Emer-
gency Intervention task that takes between 8 and 10 min. To simplify the graph,
only the lower-case and upper-case edges for each contingent link are explicitly
represented.3 All other edges in the sample CSTNU represent ordinary temporal
constraints. For example, the edges between B? and A? represent that the obser-
vation of proposition a must occur between 2 and 11 min after the observation
of proposition b.

As defined previously [2], a scenario s is a label that specifies a truth value
for every propositional letter. The STNU formed by the nodes and edges (i.e.,
time-points and constraints) whose labels are true in a given scenario is called
a projection of the CSTNU onto that scenario. A situation ω for an STNU
specifies fixed durations for all of the contingent links. A drama (s, ω) is a sce-
nario/situation pair that specifies fixed truth values for all propositional letters
and fixed durations for all of the contingent links.

An execution strategy is a mapping from dramas to schedules. A schedule
assigns an execution time to all of the time-points. Thus, if σ is an execution
strategy and (s, ω) is drama, then σ(s, ω) is a schedule. For any time-point
X, [σ(s, ω)]X denotes the execution time assigned to X by the strategy σ in
the drama (s, ω). A dynamic execution strategy is one in which the execution
times assigned to non-contingent time-points only depends on past observations.
A CSTNU is dynamically controllable if it has a dynamic execution strategy that
guarantees the satisfaction of all temporal constraints no matter which drama
unfolds in real time.

Note that a constraint whose propositional label is � only needs to be satisfied
in scenarios where � is true. Similarly, a constraint whose alphabetic label is C
only needs to be satisfied while C remains unexecuted.

Each of the STNUs obtained by projecting the sample CSTNU of Fig. 2 onto
the scenarios, ab,¬ab and ¬b, is dynamically controllable—as an STNU. However,
as will be shown below, the sample CSTNU is not dynamically controllable—as
a CSTNU. This conforms to the observation by Combi and Posenato [12] that
the independent controllability of each path through a workflow is a necessary,
3 As proven elsewhere [11], the ordinary edges associated with contingent links are not

needed for the purposes of DC checking.
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but insufficient condition for the controllability of the entire workflow. For the
workflow in Fig. 1, it turns out that there is no execution time for the observation
node, A?, that will enable the rest of the network to be safely executed no matter
how subsequent observations turn out.

4 DC-Checking for CSTNUs

This section presents a DC-checking algorithm for CSTNUs. A preliminary ver-
sion of this algorithm was presented previously [3]. This paper modifies some
of the edge-generation rules used by the algorithm. The basic approach is to
extend the MM5 algorithm for STNUs to accommodate propositional labels. The
presence of observation nodes also requires some new label-modification rules. In
addition, since the propagation of labeled values involves conjoining labels, which
can lead to an exponential number of labeled values, it is important to carefully
manage the sets of labeled values, an issue that we address elsewhere [3].

A partial scenario is a scenario that assigns truth values to some subset of
propositional letters. Partial scenarios represent the outcomes of past observa-
tions. A label � (on a node or edge) is said to be enabled in a (possibly partial)
scenario s if none of the propositional literals in � is false in s. For example, the
label a¬c is enabled in the partial scenario b¬c, but not in the partial scenario
bcd. Note that the truth value of a is not determined in either of these partial
scenarios.

During the execution of a CSTNU instance, the WfMS keeps track of all
past observations, which together determine a partial scenario. For any as-yet-
unexecuted non-contingent time-point, the WfMS must consider all enabled
labeled constraints involving that time-point/node and verify that those con-
straints are satisfiable. For any pair of time-points, X and Y , it is possible that
more than one labeled constraint from X to Y is enabled because they are com-
patible with the current partial scenario and, therefore, all of them have to be
satisfiable. Thus, it is necessary to generate all possible constraints/edges for
all possible (partial) scenarios in order to evaluate if a CSTNU is dynamically
controllable. Hereinafter, we indifferently refer to the set of labeled constraints/
edges for a given pair of time-points as a set of different labeled constraints/
edges or as different labeled values of the same constraint/edge.

4.1 Edge Generation for CSTNUs

The edge generation rules for CSTNUs fall into two main groups. The first
group extends the edge-generation rules of the MM5 algorithm to accommodate
labeled edges; the second group consists of label-modification rules that address
interactions involving observation nodes.

Labeled Constraint Generation. We begin by modifying the edge-generation
rules for STNUs (cf. Table 1) to accommodate labeled edges. The new rules are
shown in Table 2. Note that each of the first four rules generates an edge whose
PLabel is the conjunction of the PLabels of its parent edges. If the resulting
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Table 2. New edge-generation rules for CSTNUs. (Only new edges with satisfiable
labels are kept.)

P? Y X
〈αβ p,�,u〉

〈βγ ¬p,�,−v〉
(a) Pre-existing edges, where 0 ≤ u < v, and α ,β
and γ are labels that do not share any literals; and
p,¬p are literals that do not appear in α,β or γ .

P? Y X
〈αβγ ,�,0〉

〈αβ p,�,u〉

〈βγ ¬p,�,−v〉
(b) Generated edge (dashed).

Fig. 3. The Observation Case rule (cf. Lemma 1).

PLabel is unsatisfiable (e.g., p¬p), then the new edge is not generated (or kept).
The fifth rule effectively removes the upper-case (alphabetic) label, resulting in
a labeled ordinary edge.

The sixth rule, the Observation Case rule, does not extend any of the MM5
rules; however, it is included here for convenience. This new rule addresses cir-
cumstances where an existing labeled edge from X to Y is inconsistent with
an existing labeled edge from Y to X. To avoid having to satisfy both of these
constraints—which would be impossible—this rule adds a new edge that ensures
that the value of the proposition p, which appears in both labels, will be known
before having to decide which constraint to satisfy. The soundness of this rule is
ensured by the following lemma.

Lemma 1 (Observation Case). Let σ be a dynamic execution strategy that
satisfies the labeled constraints in Fig. 3-(a). Then σ must also satisfy the labeled
constraint, (P? − Y ≤ 0, αβγ), shown in Fig. 3-(b).4

4 Recall that an execution strategy need only satisfy labeled constraints in scenarios
where their labels are true.
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Proof. Let σ be as in the statement of the lemma. Suppose there is a drama,
(s, ω), such that:

– the label αβγ is true in scenario s; but
– the schedule σ(s, ω) does not satisfy the constraint, (P? − Y ≤ 0, αβγ).

Then, in that schedule, P? − Y > 0 and, hence, Y < P? Next, since X − Y ≤
− v < 0, it follows that X < Y . Thus, X < Y < P? (i.e., both X and Y precede
P?).

Next, let s̃ be the same scenario as s except that the truth value of p is
flipped. Let t be the first time at which the schedules, σ(s, ω) and σ(s̃, ω), differ.
Thus, there must be some time-point T that is executed in one of the schedules
at time t, and in the other at some time later than t. In that case, the corre-
sponding histories (of past observations) at time t must be different. However,
since all other propositions and contingent durations are identical in the dra-
mas, (s, ω) and (s̃, ω), the only possible difference must involve the value of the
proposition p, whence P? must be executed in both schedules before the time of
first difference, t.

Now, in the schedule σ(s, ω), we have seen that both X and Y are executed
before P?, and hence before t. Thus, [σ(s, ω)]X = [σ(s̃, ω)]X and [σ(s, ω)]Y =
[σ(s̃, ω)]Y . But this is not possible because in one scenario Y −X ≤ u < v, while
in the other Y − X ≥ v. Both constraints cannot be satisfied using the same
values of X and Y . ��

Label Modification. This section introduces a variety of label-modification
rules that share some resemblance to the Label-Removal rule in Table 2. Thus,
we begin with a short description of the Label-Removal rule.

Suppose a CSTNU contains a contingent link, (A, 5, 12, C). In other words,
the contingent duration, C − A, is uncontrollable, but guaranteed to be within
the interval, [5, 12]. Suppose further that the network also contains an upper-
case edge, Y

C:−2−−−→A, which represents the following wait constraint: “As long as
the contingent time-point C remains unexecuted, Y must wait at least 2 units
after the execution of the activation time-point, A.” Given that the minimum
duration of this contingent link is 5, it follows that the contingent time-point C
must remain unexecuted until after the wait time of 2 has expired. As a result,
the decision to execute Y must, in every situation, wait at least 2 units after A.
For this reason, the Label-Removal rule generates the ordinary edge, Y

−2−−→A,
which represents the unconditional constraint, A−Y ≤ −2 (i.e., Y ≥ A+2). This
example illustrates that in certain circumstances, a constraint conditioned on an
uncontrollable event—in this case, the execution of the contingent time-point
C—might have the force of an unconditional constraint because the uncertainty
associated with the uncontrollable event will definitely not be resolved at the
time a particular execution decision—in this case, the decision to execute Y —
must be made.

The label-modification rules in Table 3 have the same general flavor, except
that they deal with the uncertainty associated with observation nodes, rather
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Table 3. Label-modification rules for CSTNUs. Labeled values in shaded boxes replace
those in dashed boxes.

P? X
〈α p, h̄,−w〉

(a) Pre-existing edge, where 0 ≤ w, p is a literal that does not
appear in α , and h̄ can be either � or an upper-case letter.

P? X
〈α , h̄,−w〉

(b) Modified label.

Fig. 4. The Label-Modification rule, R0 (cf. Lemma 2).

than contingent links. For example, consider the edge, P?
〈αp, �, −w〉−−−−−−−−→X, where

neither p nor ¬p appears in α, and w ≥ 0. This edge represents the conditional
constraint that “in scenarios where αp is true, X −P? ≤ −w (i.e., X +w ≤ P?)
must hold.” Given that w ≥ 0, it follows that in scenarios where αp is true, X
must be executed before the observation node P? But that, in turn, implies that
the truth value of p cannot be known at the time X is executed. And, of course,
the truth value of p cannot be known when the decision to execute P? is made
either. As a result, decisions about when to execute X and P? cannot depend
on the truth value of p. Thus, the PLabel on the edge from P? to X should be

modified to remove the occurrence of p, yielding the new edge, P?
〈α, �, −w〉−−−−−−−→X,

which represents the constraint that in scenarios where α holds, X − P? ≤ −w
(i.e., X +w ≤ P?) must hold. This is the idea behind the label-modification rule,
R0, shown in Table 3. For each rule in the table, pre-existing labeled values are
represented as usual, those to be modified (or replaced by new ones) are shown
within a dashed box, and newly generated labeled values are shown within a
shaded box. The following lemma shows that Rule R0 is sound.

Lemma 2 (Label-Modification Rule, R0). Suppose that w ≥ 0 and α is
a label that does not contain the literal p. If σ is a dynamic execution strategy
that satisfies the labeled constraint, (X − P? ≤ −w,αp), as shown in Fig. 4-(a),
then σ must also satisfy the labeled constraint, (X − P? ≤ −w,α), as shown in
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P? X Y
〈αβ ,�,−w〉 〈βγ p, h̄,v〉

(a) Pre-existing edges, where 0 ≤ w;v ≤ w;α ,β
and γ are labels that do not share any literals;
p is a literal that does not appear in α ,β or γ ;
and h̄ is either � or an upper-case letter.

P? X Y
〈αβ ,�,−w〉

〈αβγ , h̄,v〉
〈¬αβγ p, h̄,v〉

(b) New labels on the edge from
X to Y .

Fig. 5. The Label-Modification rule, R1 (cf. Lemma 3).

Fig. 4-(b). The rule also applies to upper-case edges (i.e., edges with an upper-
case alphabetic label, �).

Proof. Let (s, ω) be a drama such that:

– the label α¬p is true in scenario s; but
– the schedule σ(s, ω) does not satisfy the constraint, (X − P? ≤ −w).

In that case, X + w > P? Next, let s′ be the same scenario as s except that p
is true in s′. Then αp is true in s′, which implies that (X − P? ≤ −w) holds in
σ(s′, ω). Thus, X + w ≤ P? holds in σ(s′, ω).

Next, let t be the first time at which the schedules, σ(s, ω) and σ(s′, ω), differ.
Then there must be some time-point T that is executed in one of the schedules at
time t, and in the other at some time after t. But in that case, the corresponding
histories at time t must be different. Since the dramas, (s, ω) and (s′, ω), are
identical except for the truth value of p, it follows that the observation node,
P?, must be executed before time t. Now, in the drama (s′, ω), the constraint,
X + w ≤ P?, is satisfied; thus, both X and P? must be executed before time
t in that drama. Since the schedules, σ(s, ω) and σ(s′, ω), are identical prior to
time t, it follows that the same constraint is satisfied by σ(s′, ω), contradicting
the choice of (s′, ω). ��
Rule R1 in Table 3 first appeared in [2]. The corresponding lemma, given below,
shows that it is sound. Its proof is not repeated here.

Lemma 3 (Label-Modification Rule, R1). Let σ be a dynamic execution
strategy that satisfies the labeled constraints in Fig. 5-(a). Then σ must also
satisfy the labeled constraint (Y −X ≤ v, αβγ). The original constraint, (Y −X ≤
v, βγp), is replaced by the pair of labeled constraints, (Y − X ≤ v, αβγ) and
(Y − X ≤ v,¬αβγp), as depicted in Fig. 5-(b).

We remark that when v > w the rule is not needed because, in that case, the
execution of Y could be postponed until after the execution of P?, in which case
the truth value of p would become known.

Now, let us consider the case of an edge between X and P? with a labeled
positive value containing literal p.
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Lemma 4 (Label-Removal Rule, R2). Suppose that w ≥ 0 and α is a label
that does not contain the literal p. If σ is a dynamic execution strategy that
satisfies the labeled constraint, (P? − X ≤ w,αp), as shown in Fig. 6-(a), then
σ must also satisfy the labeled constraint, (P? − X ≤ w,α), as shown in Fig. 6-
(b). The rule also applies to upper-case edges (i.e., edges with an upper-case
alphabetic label, �).

Proof. It is straightforward to prove the soundness of this rule, since it is similar
to the proof for Lemma 2. ��
In the previous work [3], Rule R2 was less general because it was applicable only
when P? was for sure after X. It is straightforward to show that if P? occurs
before X, then the constraint is not considered; on the other way, when P? is
after X, the value of literal p cannot be known and, thus, we have to consider the
stronger constraint without p to be sure that any possible execution will satisfy
the given constraints.

When there is a negative value on a constraint from Y to X, we have another
case of label modification as shown in the following lemma.

Lemma 5 (Label-Modification Rule, R3). Let σ be a dynamic execution
strategy that satisfies the labeled constraints shown in Fig. 7-(a). Then σ must
also satisfy the labeled constraint, (X − Y ≤ −v, αβγ). The original constraint,
(X − Y ≤ −v, βγp), is replaced by the pair of labeled constraints, (X − Y ≤
−v, αβγ) and (X − Y ≤ −v,¬αβγp), as shown in Fig. 7-(b).

Proof. Let σ be as in the statement of the lemma. Suppose that there is some
drama, (s, ω), such that:

– the label αβγ is true in scenario s; but
– the schedule σ(s, ω), does not satisfy the constraint, (X − Y ≤ −v).

In that case, X −Y > −v, which implies that Y < X +v ≤ X +w ≤ P? (Recall
that v ≤ w and, given that αβ is true, the constraint, (X − P? ≤ −w), must be
satisfied by σ.) Note also that X ≤ P?

Next, let s̃ be the same scenario as s except that the truth value of p is
flipped. Let t be the first time at which the schedules, σ(s, ω) and σ(s̃, ω), differ.
Thus, there must be some time-point T that is executed in one of the sched-
ules at time t, and in the other at some time later than t. But in that case,
the corresponding histories at time t must be different. But the only possible
difference must involve the value of the proposition P?, since all other propo-
sitions and contingent durations are identical in the dramas, (s, ω) and (s̃, ω).
Thus, P? must be executed before time t. Now, in the schedule σ(s, ω), we have
seen that both Y and X are executed before P?, and hence before t. Thus,
[σ(s, ω)]X = [σ(s̃, ω)]X and [σ(s, ω)]Y = [σ(s̃, ω)]Y . But then the value of Y −X
must be the same in both schedules. Thus, the constraint X − Y ≤ −v must be
violated in both schedules. But this contradicts that the constraint X −Y ≤ −v
is satisfied in scenarios where βγp is true.
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P? X
〈α p, h̄,w〉

(a) Pre-existing edges, where 0 ≤ w; p is a
literal not in α ; and h̄ is either � or an upper-
case letter.

P? X
〈α , h̄,w〉

(b) New label on the edge from X
to P?.

Fig. 6. The Label-Modification rule, R2 (cf. Lemma 4).

P? X Y
〈αβ ,�,−w〉 〈βγ p, h̄,−v〉

(a) Pre-existing edges, where 0 ≤ w; v ≤ w; α ,
β and γ are labels that do not share any literals;
p is a literal that does not appear in α , β or γ ;
and h̄ is either � or an upper-case letter.

P? X Y
〈αβ ,�,−w〉

〈αβγ , h̄,−v〉
〈¬αβγ p, h̄,−v〉

(b) New labels on the edge from
Y to X .

Fig. 7. The Label-Modification rule, R3 (cf. Lemma 5).

Regarding the constraint (X−Y ≤ −v,¬αβγp), it is straightforward to show
that it is necessary to introduce it to maintain equivalence with the original
constraint from Y to X. Indeed, when α is false, the relation between P? and
X is not known. ��
The application of rules R0, R1, R2 and R3 has to be considered for all pairs of
time-points with respect to all suitable observation points.

4.2 A CSTNU DC-Checking Algorithm

Our CSTNU DC-checking algorithm works by applying the labeled constraint-
generation rules of Table 2 and the label-modification rules of Table 3 to all
relevant combinations of edges until:

– the associated AllMax matrix is found to be inconsistent; or
– the rules cannot generate any more new (stronger) edges; or
– a maximum number of rounds of rule applications has been reached.

The pseudocode for the algorithm is shown in Procedure 2, below.
The algorithm performs p(n2+nk+k) rounds, where n is the number of time-

points, k is the number of contingent links, and p is the number of propositional
letters that appear in the network.

Given the lemmas presented in this paper, it is straightforward to verify that
the algorithm is sound. Thus, whenever the algorithm is given a DC network,
the algorithm invariably declares it to be DC.
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Procedure 2. CSTNU-DC-Check(G).

Input: G = 〈T ,C , L,OT ,O, P,L 〉: a CSTNU instance
Output: the dynamic controllability of G.
G′ = G;
for 1 to |P |(|T |2 + |T ||L | + |L |) do

if (AllMax matrix of G is inconsistent) then return false;
// Label Modification Rules

G =LabelModificationRuleR0(G);
G =LabelModificationRuleR1(G);
G =LabelModificationRuleR2(G);
G =LabelModificationRuleR3(G);
// Labeled Constraints Generation

G′ = G′∪ needed LabeledNoCaseRule(G);
G′ = G′∪ needed LabeledUpperCaseRule(G);
G′ = G′∪ any LabeledCrossCaseRule(G);
G′ = G′∪ any LabeledLowerCaseRule(G);
G′ = G′∪ any LabeledLabelRemovalRule(G);
G′ = G′∪ any ObservationCaseRule(G);
if (no rules were applied) then return true;
G = G′;

return false

5 Discussion and Conclusions

This paper presented a DC-checking algorithm for CSTNUs. It modifies rule R2

with respect to the preliminary version of the algorithm presented previously [3].
Rule R2 has been generalized and now it has a similar form as Rule R0. Now,
the pair R0 and R2 allows the simplification of all possible constraints involving
observation nodes.

For future work, we aim to provide additional rules to make the algorithm
complete.
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Abstract. A Simple Temporal Network with Uncertainty (STNU) is a
structure for representing and reasoning about temporal constraints and
uncontrollable-but-bounded temporal intervals called contingent links.
An STNU is dynamically controllable (DC) if there exists a strategy for
executing its time-points that guarantees that all of the constraints will
be satisfied no matter how the durations of the contingent links turn
out. The fastest algorithm for checking the dynamic controllability of
STNUs is based on an analysis of the graphical structure of STNUs. This
paper (1) presents a new method for analyzing the graphical structure of
STNUs, (2) determines an upper bound on the complexity of certain
structures—the indivisible semi-reducible negative loops; (3) presents
an algorithm for generating loops—the magic loops—whose complexity
attains this upper bound; and (4) shows how the upper bound can be
exploited to speed up the process of DC-checking for certain networks.

Keywords: Temporal networks · Dynamic controllability

1 Background

Agent-based applications invariably involve actions and temporal constraints.
Dechter et al. [1] introduced Simple Temporal Networks (STNs) to facilitate the
management of temporal constraints. Vidal and Ghallab [14] were the first to
incorporate actions with uncertain durations into an STN-like framework, and
to define a notion of dynamic controllability. Morris et al. [6] developed the
most widely accepted formalization of Simple Temporal Networks with Uncer-
tainty (STNUs) and dynamic controllability. Morris and Muscettola [7] devel-
oped an O(N5)-time algorithm for checking the dynamic controllability of
STNUs. Morris [5] presented an O(N4)-time DC-checking algorithm based on
an analysis of the structure of STNU graphs; it is the fastest DC-checking algo-
rithm to date. This paper presents a new way of analyzing the structure of
STNU graphs, and shows how it can be used to speed up DC checking for some
networks.

The rest of this section summarizes the definitions and results for STNs,
STNUs and dynamic controllability that will be used in the rest of the paper.
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1.1 Simple Temporal Networks

Dechter et al. [1] introduced Simple Temporal Networks (STNs) and presented
the basic theoretical results for them. An STN is a pair, (T , C), where T is a
set of time-point variables (or time-points) and C is a set of constraints, each
having the form, Y − X ≤ δ, for some X,Y ∈ T , and real number δ. Typically,
the time-points in T represent starting or ending times of actions, or abstract
coordination times. The constraints in C can accommodate release, deadline,
duration and inter-action constraints. An STN is consistent if there exists a set
of values for its time-points that together satisfy all of its constraints.

For any STN, S = (T , C), there is a corresponding graph, G, where the nodes
in G correspond to the time-points in T , and for each constraint, Y − X ≤ δ, in
C, there is an edge in G of the form, X

δ−→ Y . For convenience, this paper calls
the constraints and edges in an STN ordinary constraints and edges.

The all-pairs, shortest-paths (APSP) matrix for G is called the distance matrix
for S (or G) and is denoted by D. Thus, for any X and Y in T , D(X,Y ) equals
the length of the shortest path from X to Y in the graph G. If D has nothing
but zeros down its main diagonal, then D is said to be consistent.

Theorem 1 (Fundamental Theorem of STNs). For any STN S, with graph G,
and distance matrix D, the following are equivalent: (1) S is consistent; (2) G has
no negative loops; and (3) D is consistent.

1.2 STNs with Uncertainty

Some applications involve actions whose durations are uncontrollable, but none-
theless guaranteed to fall within known bounds. For example, when I turn on
my laptop, I do not control how long it will take to load its operating system;
however, I know that it will take anywhere from one to four minutes. A Sim-
ple Temporal Network with Uncertainty (STNU) augments an STN to include
contingent links that represent this kind of uncontrollable-but-bounded tempo-
ral interval [6]. A contingent link has the form, (A, x, y, C), where A and C are
time-points and 0 < x < y < ∞. A is called the activation time-point; C is called
the contingent time-point. Intuitively, the duration of the interval from A to C
is uncontrollable, but guaranteed to fall within the interval [x, y]. Typically, an
agent controls the execution of the activation time-point A, but only observes
the subsequent execution of the contingent time-point C in real time.1

Formally, an STNU is a triple, (T , C,L), where (T , C) is an STN, and L is a set
of contingent links. N is used to denote the number of time-points in an STNU,
K the number of contingent links. The most important property of an STNU
is whether it is dynamically controllable (DC)—that is, whether there exists a
strategy for executing the non-contingent time-points that guarantees that all
of the constraints in the network will be satisfied no matter how the contingent
durations turn out. The strategy is dynamic in that its execution decisions are
1 Agents are not part of the semantics of STNUs; they are used here for illustration.
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Fig. 1. The ordinary and labeled edges associated with a contingent link, (A, x, y, C).

allowed to react to past observations, but not present or future observations. The
formal semantics for dynamic controllability is quite complicated, but it need
not be presented here because a more convenient—and equivalent—graphical
characterization is available, as follows.

Graph for an STNU. Let S = (T , C,L) be an STNU. The graph for S contains
all edges from the STN, (T , C), as well as additional edges derived from the
contingent links in L. In particular, for each contingent link (A, x, y, C) ∈ L, the
graph contains the edges shown in Fig. 1. The ordinary edges, A−→y C and
C−→−x A, represent the constraints, C −A ≤ y and A−C ≤ −x (i.e., C −A ∈
[x, y]). The other edges are labeled edges representing uncontrollable possibilities.
In particular, A−→c : x C, which is called a lower-case (LC) edge, represents
the possibility that the contingent duration might take on its minimum value,
x; and C−→C : −y A, which is called an upper-case (UC) edge, represents the
possibility that the contingent duration might take on its maximum value, y.

Because the graph of an STNU contains ordinary, lower-case and upper-case
edges, paths in an STNU graph can be quite complicated. However, as shall be
seen, the so-called semi-reducible paths are particularly important. For exposi-
tory convenience, the definition of a semi-reducible path is postponed; however,
the SR-distance matrix, D∗, can be defined now as the all-pairs, shortest-semi-
reducible-paths matrix for an STNU graph (i.e., for any time-points X and Y ,
D∗(X,Y ) equals the length of the shortest semi-reducible path from X to Y ).

Theorem 2 (Fundamental Theorem of STNUs). For any STNU S, with graph
G, and SR-distance matrix D∗, the following are equivalent: (1) S is dynamically
controllable; (2) G has no semi-reducible negative loops; and (3) D∗ is consistent.2

1.3 DC-Checking Algorithms

In view of Theorem 2, the problem of determining whether an STNU is dynami-
cally controllable can be answered by computing the SR-distance matrix D∗. If,
during the process, a negative entry along the main diagonal is ever discovered—
which would correspond to a semi-reducible negative loop—then the network
2 Morris and Muscettola [7] showed that an STNU is DC iff a certain matrix is con-

sistent. Morris [5] highlighted semi-reducible paths and showed that an STNU is DC
iff its graph has no semi-reducible negative loops. Hunsberger [3] showed that the
matrix computed by Morris and Muscettola is the SR-distance matrix, D∗.
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cannot be dynamically controllable. Algorithms for determining whether an
STNU is dynamically controllable are called DC-checking algorithms.

Two polynomial-time DC-checking algorithms have been presented so far in
the literature: the O(N5)-time algorithm of Morris and Muscettola [7], hence-
forth called the N5 algorithm; and the O(N4)-time algorithm of Morris [5],
henceforth called the N4 algorithm. The N5 algorithm uses a set of rules to gen-
erate new edges in the graph, effectively a new kind of constraint propagation
that accommodates labeled edges. After at most O(N2) rounds of edge genera-
tion, the algorithm is guaranteed to have computed the matrix D∗ or determined
that it is inconsistent. Since each round takes O(N3) time, the overall complex-
ity is O(N5). The N4 algorithm uses the same edge-generation rules but, as will
be seen, restricts their application to “reducing away” LC edges. This restricted
form of edge-generation is sufficient to compute the matrix D∗ or determine that
it is inconsistent. Based on an analysis of the structure of semi-reducible negative
loops, the N4 algorithm requires only K ≤ N rounds of edge-generation. Since
each round can be done in O(N3) time, its overall time-complexity is O(N4).

Edge-generation Rules. Intuitively, the ordinary constraints in an STNU are con-
straints that the agent in charge of executing time-points wants to satisfy. In con-
trast, the lower-case and upper-case edges represent uncontrollable possibilities
that could potentially threaten the satisfaction of the ordinary constraints. Typ-
ically, to eliminate such threats, the agent must satisfy additional constraints—
or, in graphical terms, add new edges to the graph. Toward that end, Morris
and Muscettola [7] presented the five edge-generation rules in Table 1, where
pre-existing edges are denoted by solid arrows and newly generated edges are
denoted by dashed arrows. Each rule takes two pre-existing edges as input and
generates a single edge as output. Incidentally, applicability conditions of the
form, Y �≡ Z, should be construed as stipulating that Y and Z must be distinct
time-point variables, not as constraints on the values of those variables.

Table 1. The edge-generation rules from Morris and Muscettola [7].
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Fig. 2. Two examples of transforming a path P into a path P ′.

The rules only generate new ordinary or upper-case edges, never new lower-
case edges. The generated ordinary edges represent additional constraints that
must be satisfied to avoid threatening the satisfaction of the original constraints.
The generated upper-case edges represent additional conditional constraints that
the agent must satisfy. A generated UC edge of the form, Y−→C : −w A, rep-
resents a conditional constraint that can be glossed as: “As long as the contin-
gent duration C − A might take on its maximum value, then A − Y ≤ −w (i.e.,
Y ≥ A + w) must be satisfied (i.e., Y must wait at least w after A).”

Path Transformations. Morris [5] showed that the process of edge generation
can also be viewed as one of path transformation or path reduction. For example,
suppose a path P contains two adjacent edges, e1 and e2, to which one of the first
four edge-generation rules can be applied to generate a new edge e, as illustrated
in the lefthand side of Fig. 2. Let P ′ be the path obtained from P by replacing e1
and e2 by the new edge e. We say that P has been transformed into (or reduced
to) P ′. Similarly, if P contains a UC edge E to which the Label-Removal rule
can be applied to generate a new ordinary edge Eo, then P can be transformed
by replacing E by Eo. Finally, any sequence of zero or more such transformations
also counts as a path transformation. The righthand side of Fig. 2 illustrates a
two-step transformation of a path P, using the No-Case and Lower-Case rules.

Importantly, path transformations preserve unlabeled length (i.e., the length
of the path ignoring any alphabetic labels on its edges). This follows directly
from the fact that each edge-generation rule preserves unlabeled length.

Morris [5] introduced semi-reducible paths, which play a central role in the
determination of dynamic controllability. For convenience, we present the defin-
ition of semi-reducible paths in terms of OU-edges and OU-paths.

Definition 1 (OU-edge, OU-path, Semi-reducible path, SRN loop). An OU-
edge is an edge that is either ordinary or upper-case. An OU-path is a path
consisting solely of OU-edges. A path in an STNU graph is called semi-reducible
if it can be transformed into an OU-path. A semi-reducible loop with negative
unlabeled length is called an SRN loop.

Note that the path, P, on the righthand side of Fig. 2 is semi-reducible, since it
can be transformed into the OU-path, P ′.

The N4 DC-checking Algorithm. The N4 algorithm takes a two-step approach
to determining whether an STNU has any SRN loops. In Step 1, it generates
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e′e

ẽ

Pe

Fig. 3. Reducing away a lower-case edge, e.

the OU-edges that could arise from the transformation of semi-reducible paths
into OU-paths. The dashed edges in Fig. 2 are examples of such edges. In Step
2, it gathers the OU-edges from Step 1—minus any alphabetic labels—into an
STN, S†. It then computes the corresponding distance matrix, D†, which turns
out to equal the SR-distance matrix, D∗, for the original STNU.

To illustrate Step 1, suppose P is a semi-reducible path consisting of original
STNU edges, including at least one LC edge e, as shown in Fig. 3. Since P is
semi-reducible, there must be a sequence of reductions by which P is transformed
into an OU-path. Thus, sometime during that transformation, the Lower-Case
or Cross-Case rule must be applied to e and some other edge e′ to yield a
new OU-edge ẽ, effectively removing e from the path. We say that e has been
“reduced away”. To enable this, the original path P must have a sub-path, Pe,
immediately following e, such that Pe reduces to the edge e′, as shown in Fig. 3.
The concatenation of the LC edge e with the sub-path Pe is called a lower-
case reducing sub-path (LCR sub-path); edges such as ẽ that are generated by
transforming an LCR sub-path into a single edge, are called core edges [3].

In view of the above, every occurrence of an LC edge, e, in any semi-reducible
path, P, must belong to an LCR sub-path in P. Equivalently, the edges in any
semi-reducible path, P, that do not belong to an LCR sub-path must be OU-
edges from the original STNU. Thus, Step 1 of the N4 algorithm searches for
LCR sub-paths and the core edges they generate. Crucially, this search does not
require exhaustively applying the edge-generation rules from Table 1. Instead,
as will be seen, the search can be limited to extension sub-paths, which have an
important nesting property. After Step 1, the algorithm has a set, E , of OU-edges.

For Step 2, note that there is a one-to-one correspondence between shortest
semi-reducible paths in the original STNU and shortest paths consisting of edges
in E . In particular, if P is a shortest semi-reducible path, then it can be trans-
formed into a path, P ′, whose edges are in E ; and since path transformations
preserve unlabeled length, |P| = |P ′|. Conversely, if P ′ is a shortest path with
edges in E , then, by “unwinding” the transformations that generated the edges
in E , P ′ can be “un-transformed” into a semi-reducible path P, with |P ′| = |P|.

Next, since alphabetic labels are irrelevant to the computation of unlabeled
lengths, let E† be the set of ordinary edges obtained by stripping any alphabetic
labels from the edges in E ; let S† be the corresponding STN; and let D† be the
corresponding distance matrix. Then D† is equal to the all-pairs, shortest-paths
matrix for paths with edges in E , and hence D† = D∗. Thus, the N4 algorithm
concludes that the original STNU is DC iff D† is consistent.
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2 Modifying Morris’ Analysis

To simplify his mathematical analysis, Morris [5] introduces two kinds of instan-
taneous reactivity into the semantics of dynamic controllability. First, he allows
contingent links of the form, (A, 0, y, C), in which the lower bound on the con-
tingent duration is zero. This effectively allows scenarios in which it is uncertain
whether the temporal interval between a cause and its effect will be instanta-
neous. Second, he allows an agent to react instantaneously to an observation
of a contingent execution. Although these sorts of instantaneous reactions may
be applicable to some domains, this author prefers to stick with the more real-
istic assumptions of the original semantics—and the edge-generation rules in
Table 1—in which both the lower bounds of contingent durations and agent reac-
tion times must be positive. The rest of this section shows how Morris’ approach
can be modified to conform to the original semantics of dynamic controllability.

Given his assumptions, Morris changed the conditions for the Lower-Case
rule to v < 0 (i.e., he eliminated the case, v = 0). The reason is that when v = 0,
the edge, S−→v T , represents the constraint, T − S ≤ 0 (i.e., T ≤ S), which
expresses that T must execute no later than the contingent time-point S. If able
to react instantaneously, an agent need only wait for S to execute and then
instantaneously execute T . Thus, no additional constraint is required to guard
against S executing early. If unable to react instantaneously, then the new edge
from Q to T is needed. Similar remarks apply to the Cross-Case rule.

Extension Sub-paths. Let e be some LC edge in a path, P; and let e1, e2, . . . be
the sequence of edges immediately following e in P. If e can be reduced away in
P, then it may be that there are many values of m ≥ 1 for which the sub-path,
e1, e2, . . . , em, could be used to reduce away e. For example, the LC edge from
Q to R in Fig. 2 can be reduced away not only by the two-edge sub-path from
R to T , as shown in the figure, but also by the three-edge sub-path from R to
U . In such cases, the extension sub-path, defined below, will turn out to be the
sub-path that can reduce away e for which the value of m is the smallest.

Definition 2 (Extension sub-path; moat edge). Let e be an LC edge in a path
P. Let e1, e2, . . . be the sequence of edges that immediately follow e in P. For each
i ≥ 1, let Pi

e be the sub-path of P consisting of the edges, e1, . . . , ei. If it exists,
let m be the smallest integer such that either: (1) |Pm

e | < 0; or (2) |Pm
e | = 0 and

Pm
e is not a loop. Then the extension sub-path (ESP) for e in P, notated Pe, is

the sub-path Pm
e ; and its last edge, em, is called the moat edge for e in P. If no

such m exists, then e has no ESP or moat edge in P.3

For the LC edge from Q to R in Fig. 2, the extension sub-path is the two-edge
path labeled Pe; and the moat edge is the edge from S to T .
3 For Morris [5], case (2) is not needed because he eliminated the case, v = 0, from

the applicability conditions for the Lower-Case and Cross-Case rules.
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extension sub-path

pesky prefix
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Fig. 4. An extension sub-path with two pesky prefixes.

Structure of ESPs. Given the setup in Definition 2, m is the smallest value for
which |Pm

e | < 0 or Pm
e is a zero-length non-loop. Conversely, for any i < m,

either |Pi
e| > 0 or Pi

e is a zero-length loop. This implies that any ESP must
consist of zero or more loops of length zero, followed by a (non-empty) sub-path
that has no prefixes that are zero-length loops. These observations motivate the
following.

Definition 3 (Pesky prefix; nice path). A pesky prefix of P is a non-empty
prefix of P that is a loop of length 0. A nice path is one having no pesky prefixes.

In general, an ESP may have zero or more pesky prefixes, followed by a non-
empty nice path.4 Figure 4 shows an ESP with two pesky prefixes, one nested
inside the other, followed by a non-empty nice suffix.

Nesting Property for ESPs. The following lemma confirms that ESPs as defined
in Definition 2 have the nesting property highlighted by Morris [5].5

Lemma 1 (Nesting Property for ESPs). Let P1 and P2 be two ESPs within the
same path P. Then P1 and P2 are either disjoint (i.e., share no edges) or one
is nested inside (i.e., is a sub-path of) the other.

Breaches and Usable/Unusable Moat Edges. Suppose that P is a path that con-
tains an occurrence of a lower-case edge, e, that derives from a contingent link,
(A, x, y, C). Thus, e has the form, A−→c : x C. Suppose further that e has an
extension sub-path, Pe, in P. The existence of an ESP for e in P turns out to be a
necessary, but insufficient condition for reducing away e in P. For example, using
Fig. 3 as a reference, if the edge, e′, into which Pe is transformed, happens to
be an upper-case edge with alphabetic label C (i.e., that matches the lower-case
label on e), then the Cross-Case rule cannot be applied to e and e′, blocking the
reducing away of e. (Recall the condition, R �≡ S, for the Cross-Case rule.) Such
moat edges are called unusable. (It could also be said that Pe is unusable.) The
following definitions specify the characteristics of usable/unusable moat edges.

4 Unlike Morris [5], for whom every ESP has negative length, this paper must carefully
distinguish pesky prefixes from ESPs of length zero.

5 Proofs for this lemma and all subsequent results are in a companion paper [4].
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Fig. 5. A semi-reducible path with nested ESPs.

Definition 4 (Breach; usable/unusable moat edge). Let e be an LC edge for a
contingent link, (A, x, y, C); let Pe be the ESP for e in some path P; and let
em be the corresponding moat edge. Any occurrence in Pe of an upper-case edge
labeled by C is called a breach. If Pe has no breaches, it is called breach-free. If
em is a breach and |Pe| < −x, then em is said to be unusable; else, it is usable.

Theorem 3 shows the crucial role of usable moat edges for semi-reducible paths [5].

Theorem 3. A path P is semi-reducible if and only if each of its lower-case
edges has a usable moat edge in P.

Since a pesky prefix, by definition, has length zero, extracting a pesky prefix
from an extension sub-path cannot affect its length. In addition, since a pesky
prefix cannot constitute the entirety of an extension sub-path, extracting a pesky
prefix cannot affect the moat edge. Therefore, the usability of a moat edge cannot
be affected by extracting a pesky prefix from an ESP and, hence, the semi-
reducibility of a path cannot be affected by extracting pesky prefixes.

Corollary 1. Let P be any path. Let P ′ be the path obtained from P by extract-
ing all pesky prefixes from any extension sub-paths within P. Then P is semi-
reducible if and only if P ′ is semi-reducible.

Given this result, the rest of this paper presumes that all pesky prefixes are
extracted from any path without affecting its semi-reducibility.

Corollary 2. Any semi-reducible path, P, can be transformed into an OU-path
using a sequence of reductions whereby each LC edge e in P is reduced away by
its corresponding extension sub-path Pe.

Figure 5 illustrates a semi-reducible path with nested extension sub-paths. In
the figure, lower-case edges are shown with a distinctive arrow type, ESPs are
shaded, and the core edges are dashed.

Morris [5] proved that an STNU with K contingent links has an SRN loop
if and only if it has a breach-free SRN loop in which extension sub-paths are
nested to a depth of at most K. Thus, his N4 DC-checking algorithm performs
K rounds of searching for breach-free extension sub-paths that could be used
to reduce away lower-case edges, each round effectively increasing the nesting
depth of the extension sub-paths it considers. The core edges generated in this
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way are then collected—minus any upper-case labels—into an STN, S†, as previ-
ously described, to compute the distance matrix, D†, which equals the all-pairs,
shortest-semi-reducible-paths matrix for the original STNU.

3 Indivisible SRN Loops

This section introduces a new approach to analyzing the structure of semi-
reducible negative loops. The key feature of the approach is its focus on the
number of occurrences of lower-case edges in what it calls indivisible SRN loops
(or iSRN loops). As will be seen, for the purposes of DC checking, it suffices to
restrict attention to iSRN loops. However, the main result of this section is that
the number of occurrences of LC edges in any iSRN loop in any STNU having
K contingent links is at most 2K − 1.

Definition 5. For any path, P, the number of occurrences of lower-case edges
in P is denoted by #P.

This sub-loop is not semi-reducible.

This sub-loop has non-negative length.

E
BAB

B :−2010
b : 1

40

B
BC

D
30 A

B :−20
d : 1

D
D :−30

b :1

−20

Fig. 6. An indivisible SRN loop, P.

Suppose that P is an SRN loop and Q is a sub-loop of P that also happens to
be an SRN loop (i.e., Q is an SRN sub-loop of P). Since every LC edge in Q
also belongs to P, it follows that #Q ≤ #P. However, if P is an indivisible SRN
loop, then #Q must equal #P. That is, no SRN sub-loop of an iSRN loop P
can have fewer occurrences of LC edges than P.

Definition 6 (iSRN loop). Let P be an SRN loop. P is called an indivisible
SRN loop (or iSRN loop) if #Q = #P for every SRN sub-loop Q of P.

Figure 6 shows an example of an SRN loop, P, that has no SRN sub-loops and,
thus, is indivisible. P contains three occurrences of LC edges (two from A to
B, one from C to D); thus, #P = 3. P is semi-reducible because each LC edge
has a corresponding breach-free extension sub-path that can be used to reduce
it away. In addition, |P| = −7 < 0. Finally, although P has many sub-loops, two
of which are shaded in the figure, none of them are SRN sub-loops. For example,
the lefthand shaded sub-loop is not semi-reducible and the righthand shaded
sub-loop is non-negative. Thus, P is an iSRN loop.

Lemma 2, below, shows that for DC checking, it suffices to restrict attention
to iSRN loops. The iSRN loop, P ′, is obtained by recursively extracting SRN
sub-loops until, eventually, an iSRN loop is found.
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Lemma 2. If an STNU S has an SRN loop P, then S also has an iSRN loop
P ′. Furthermore, P ′ can be chosen such that #P ′ ≤ #P.

The search for an upper bound on the number of occurrences of LC edges in any
iSRN loop begins by focusing on root-level LCR sub-paths (i.e., LCR sub-paths
that are not contained within any other). This notion can be defined since, by
Lemma 1, ESPs in any semi-reducible path must be disjoint or nested.

Definition 7 (Root-level). Let e be an occurrence of an LC edge in a semi-
reducible path P; and let Pe be the extension sub-path for e in P. If Pe is not
contained within any other ESP in P, then Pe is called a root-level ESP in P; e is
called a root-level LC edge in P; and the LCR sub-path formed by concatenating
e and Pe is called a root-level LCR sub-path.

Theorem 4 bounds the number of root-level LCR sub-paths in any iSRN loop.

Theorem 4. Any iSRN loop in any STNU with K contingent links has at most
K root-level LCR sub-paths.

Theorem 5, below, bounds the depth of nesting of LCR sub-paths (or, equiva-
lently, ESPs) in an iSRN loop. It extends Morris’ result that if an STNU with
K contingent links has an SRN loop, then it has a breach-free SRN loop whose
extension sub-paths are nested to a depth of at most K.

Theorem 5. Let P be an iSRN loop in an STNU having K contingent links.
Then P is breach-free and has LCR sub-paths nested to a depth of at most K.

Although Theorem 5 bounds the nesting depth of LCR sub-paths in an iSRN
loop, it does not limit the number of LC edges within any root-level LCR sub-
path. Theorem 6, below, shows that any non-trivial iSRN loop must have an LC
edge that occurs exactly once—and at the root level. Theorem 6 provides the
key for the inductive proof of Theorem 7, below, the main result of this section.

Theorem 6. If P is an iSRN loop that contains at least one lower-case edge,
then P must have a root-level LC edge that occurs exactly once in P.

Theorem 7. If P is an iSRN loop in an STNU with K contingent links, then
#P ≤ 2K − 1.

Finally, Theorem 8 shows that the ordinary edges associated with contingent
links (cf. Fig. 1) can be ignored for the purposes of DC checking. Although this
does not affect the worst-case complexity of DC checking, it has the potential
to limit the branching factor of edge generation in practice.

Theorem 8. Any STNU having an SRN loop has an iSRN loop that contains
none of the ordinary edges associated with contingent links.
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4 Magic Loops

Section 3 showed that the number of LC edges in any iSRN loop is at most
2K − 1. This section defines a magic loop as any iSRN loop that has exactly
2K − 1 occurrences of LC edges. It then presents an algorithm for constructing
such loops, thereby proving that the 2K − 1 bound is tight. Interestingly, the
STNUs used to generate these magic loops have only 2K + 1 time-points (two
time-points for each contingent link, plus one extra time-point) and 4K edges.

Definition 8 (Magic Loop). A magic loop of order K is any iSRN loop that (1)
belongs to an STNU having K contingent links; and (2) contains exactly 2K − 1
occurrences of LC edges

The algorithm for constructing magic loops is recursive. For each K ≥ 1, it
defines an STNU, SK , that contains a magic loop, MK , of order K. The STNUs
and magic loops employ edges whose lengths are specified by numerical parame-
ters, such as xi, yi, αi, βi, γi, and δi, where 1 ≤ i ≤ K. All of these parameters
have positive integer values; thus, any negative values are specified with explicit
negative signs, as in: −yi,−αi or −γi. Each magic loop, MK , also has sev-
eral sub-paths, called φi, χi and ωi. These sub-paths have important properties
that are exploited in the proofs. Whereas all of the parameters are positive, the
lengths of the sub-paths, φi, χi and ωi, are invariably negative. For convenience,
the rest of this section uses k instead of K, and ∗ instead of k + 1. Thus, for
example, S∗ is shorthand for SK+1.

C1 X−1
A1

C1 :−3

c1 : 1 2 C1 XA1 2
C1

C1 :−3 c1 : 1 −1

φ1

ω1

χ1

Fig. 7. The STNU S1 (left) and magic loop M1 (right).

For the base case, the STNU S1 and its magic loop M1 are shown in Fig. 7.
M1 contains two sub-loops, neither of which is an SRN loop; thus, M1 is an
iSRN loop. Also, M1 contains 21 − 1 = 1 occurrence of an LC edge; thus, M1

is a magic loop of order 1.
For the recursive case, suppose Sk is an STNU with k contingent links with

the form shown at the left of Fig. 8, and Mk is a magic loop of order k with the
form shown at the right of Fig. 8. Note that S1 and M1 have the desired forms.

The values of γk, |φk| and |χk| suffice to generate the values of the parameters,
α∗, β∗, γ∗, δ∗, x∗ and y∗, which are determined sequentially, as shown in Rules
1–6 of Table 2. (Recall that the asterisk is used as a shorthand for k + 1.) Once
these values are in hand, the STNU, S∗, is built out of Sk as shown in Fig. 9;
and the magic loop, M∗, is created with the structure shown in Fig. 10.
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X
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C1 :−y1
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time-points
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C1 XC1 ................ Ak

δk

−γk

χk

φk

ωk

Fig. 8. The generic form of Sk (left) and Mk (right).

Notice, too, that M∗ introduces a single, new lower-case edge associated with
a contingent link, (A∗, x∗, y∗, C∗). Since each χk sub-path has 2k −1 occurrences
of LC edges, the total number of occurrences of LC edges in M∗ is 1+2(2k−1) =
2k+1−1, as desired. Figure 11 shows the STNU S2 and magic loop M2 generated
using these parameters; the LCR sub-paths are shaded for convenience.

Finally, Theorem 9, below, shows that for each k ≥ 1, the loop, Mk, is indeed
a magic loop; and Theorem 10 shows that for each k ≥ 1, the only iSRN loops
in Sk are necessarily magic loops; thus, there are no iSRN loops in Sk having
fewer than 2k−1 occurrences of lower-case edges. Taken together, these theorems
show that magic loops are not only worst-case scenarios in terms of the number
of occurrences of LC edges in an iSRN loop, but also that there are STNUs for
which this worst-case scenario is the only case.

Theorem 9. For each k ≥ 1, the loop, Mk, is a magic loop of order k (i.e., an
iSRN loop having exactly 2k − 1 occurrences of lower-case edges).

Theorem 10. Let Sk be the STNU as described in this section for some k ≥ 1.
Every SRN loop in Sk has at least 2k − 1 occurrences of LC edges.

Table 2. Rules for generating parameters for the case k + 1.

XC1
δ∗

−γ∗
A1

C1 :−y1

c1 :x1

C∗
−α∗
β∗

A∗

c∗ :x∗
C∗ :−y∗

additional time-points and edges for S∗

and edges for Sk

additional time-points

Fig. 9. Building the STNU, S∗, from Sk.
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Fig. 10. The structure of M∗, a magic loop of order k + 1.
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Fig. 11. STNU S2 (top) and magic loop M2 (bottom).

5 Speeding up DC Checking

This section presents a recursive O(N3)-time pre-processing algorithm that
exploits the 2K − 1 bound on the number of occurrences of LC edges in iSRN
loops. For certain networks, this pre-processing algorithm decreases the compu-
tation time for the N4 DC-checking algorithm from O(N4) to O(N3).

Let S be an STNU having K contingent links. The pre-processing algorithm
computes, for each contingent time-point, Cj , an upper bound on the number
of distinct contingent time-points that can co-occur in any iSRN loop in S that
contains Cj . The largest of these upper bounds then serves as an upper bound,
UB , on the number of distinct contingent time-points—and hence the number
of distinct LC edges—that can co-occur in any single iSRN loop in S. Since
any iSRN loop having at most UB distinct lower-case edges can be viewed as an
iSRN loop in an STNU having exactly UB contingent links, such a loop can have
extension sub-paths nested to a depth of at most UB (cf. Theorem 5). Thus,
UB also provides an upper bound on the number of rounds needed for the N4

algorithm to check the dynamic controllability of S.
In cases where UB < K, the pre-processing algorithm can provide significant

savings. Indeed, for some STNUs, UB = 1, implying the need for only one
O(N3)-time round of the N4 algorithm, even though the unaware N4 algorithm
might still perform K rounds at a cost of O(N4). At the other extreme, for
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Fig. 12. The iSRN loop, P (left), and its OU-cousin, P◦ (right).

some STNUs, UB = K, in which case, the pre-processing algorithm provides no
benefit. However, since the pre-processing algorithm runs in O(N3) time, it does
not introduce a significant overhead for the N4 algorithm, whose first step is an
O(N3)-time computation of a distance matrix.

In more detail. Given an STNU, S, with K contingent links, the algorithm
begins by computing:

• 2K − 1, the max. number of occurrences of LC edges in any iSRN loop in S;
• Δ, the max. value of y − x among all contingent links, (A, x, y, C), in S; and
• D�, the APSP matrix for the OU-paths in S, computable in O(N3) time.

Next, for each pair of distinct contingent time-points, Ci and Cj , it computes:

LB ij = D�(Ci, Cj) + D�(Cj , Ci) − (2K − 1)Δ.

As will be shown, if P is any iSRN loop in S that contains both Ci and Cj ,
then |P| ≥ LB ij (i.e., LB ij is a Lower Bound for the lengths of iSRN loops
that contain both Ci and Cj). Thus, if LB ij ≥ 0, it follows that Ci and Cj

cannot co-occur in any iSRN loop in S. But in that case, any iSRN loop—if
such exists—can have at most K − 1 distinct LC edges and, thus, no more than
2(K−1) − 1 occurrences of LC edges.

If the upper bound on the number of occurrences of LC edges in iSRN loops
in S can be lowered in this way, the algorithm recursively seeks to identify
additional combinations of contingent time-points that cannot co-occur within
any iSRN loop. It terminates when no further combinations can be found.

Consider the scenario in Fig. 12, where the lefthand loop is an iSRN loop, P,
that contains a pair of distinct contingent time-points, Ci and Cj . Note that the
sub-path from Ci to Cj is called Pij , and the sub-path from Cj to Ci is called
Pji. Next, define the ordinary cousin of an LC edge, A−→c : x C, to be the
corresponding ordinary edge, A−→y C, for the contingent link (A, x, y, C)
(cf. Fig. 1). The righthand loop, P◦, in Fig. 12 is the same as P, except that any
occurrences of LC edges have been replaced by their ordinary cousins. Since P◦

may yet contain upper-case edges, we call it the OU-cousin of P. Notice that P◦

is the concatenation of the OU-cousins of Pij and Pji. Furthermore, since P◦
ij

and P◦
ji are OU-paths, it follows that their lengths are bounded below by the

corresponding OU-distance-matrix entries, whence:

D�(Ci, Cj) + D�(Cj , Ci) ≤ |P◦
ij | + |P◦

ji| = |P◦| (1)
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Now, by Theorem 7, since P is an iSRN loop, #P ≤ 2K − 1. Thus, the
difference in the lengths of P and P◦ is bounded as follows:

ΔP = |P◦| − |P| ≤ #P(2K − 1)Δ ≤ (2K − 1)Δ (2)

where Δ is the maximum value of y − x over all the contingent links in the
STNU. Combining the inequalities (1) and (2) then yields:

|P| ≥ |P◦| − (2K − 1)Δ ≥ D�(Ci, Cj) + D�(Cj , Ci) − (2K − 1)Δ

Since this inequality must hold whenever P is an iSRN loop in which the
distinct contingent time-points, Ci and Cj , both occur, it follows that if

D�(Ci, Cj) + D�(Cj , Ci) − (2K − 1)Δ ≥ 0

then there cannot be any such loop. (|P| must be negative if P is an iSRN loop.)
Next, for each pair of contingent time-points, Ci and Cj , let F(i, j) =

D�(Ci, Cj) + D�(Cj , Ci). Then the preceding rule, which is the main rule used
by the pre-processing algorithm, can be re-stated as:

• If Ci and Cj are distinct contingent time-points such that F(i, j) ≥ (2K −1)Δ,
then Ci and Cj cannot both occur in the same iSRN loop.

Pseudo-code for the pre-processing algorithm is given in Table 3. For each
contingent time-point, Ci, it defines the following variables:

• ctri, an upper bound (initially ctri = K) on the number of distinct contingent
time-points that can co-occur in any iSRN loop that contains Ci.

• Li, a list of entries from row i of the F matrix, sorted into decreasing order.

As the algorithm runs, any entry, (i, j,F(i, j)) from Li, for which F(i, j) ≥
(2ctri − 1)Δ, signals that Cj could not occur in the same iSRN loop with Ci.
Such entries are popped off Li and pushed onto the global queue. As each entry
from the global queue is processed, the corresponding ctri value decreases, which
may lead to further entries moving from Li to the global queue. The algorithm
terminates whenever the global queue is emptied, at which point no further
reductions in ctri values can be made. The algorithm returns the maximum ctri

value, which specifies the maximum number of distinct contingent time-points
that can co-occur in any iSRN loop in the given STNU. The Appendix proves
that the algorithm’s worst-case running time is O(N3).

In best-case scenarios, the pre-processing algorithm results in all off-diagonal
entries in F being crossed out, implying that there can be no nesting of LCR
paths in any iSRN loop. In such cases, it is only necessary to do one O(N3)-time
round of the N4 algorithm to ascertain whether the STNU is dynamically con-
trollable. The benefit in such cases can be dramatic, for if the network contains
even one semi-reducible path having K levels of nesting, then the unaided N4

algorithm would needlessly perform K rounds of processing in O(N4) time.
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Table 3. Pseudo-code for the pre-processing algorithm.

6 Conclusions

This paper presented a new way of analyzing the structure of STNU graphs with
the aim of speeding up DC checking. It proved that the number of occurrences
of lower-case edges in iSRN loops is bounded above by 2K − 1. It presented an
algorithm for constructing STNUs that contain iSRN loops that attain this upper
bound, thereby showing that the bound is tight. Given their highly convoluted
structure, such loops are called magic loops. And it presented an O(N3)-time pre-
processing algorithm that exploits the 2K −1 bound to speed up DC checking for
some networks. Thus, the paper makes theoretical and practical contributions.

Other researchers have sought to speed up the process of DC checking using
incremental algorithms. Stedl and Williams [11] developed Fast-IDC, an incre-
mental algorithm that maintains the dispatchability of an STNU after the inser-
tion of new constraints or the tightening of existing constraints. Shah et al. [10]
extended Fast-IDC to accommodate the removal or weakening of constraints.
Although intended to be applied incrementally, their algorithm showed orders
of magnitude improvement over an earlier pseudo-polynomial DC-checking algo-
rithm when evaluated empirically, checking dynamic controllability from scratch.
It would be interesting to see if their work could be applied to generate an incre-
mental version of the Morris’ N4 algorithm.

Others have extended the concept of dynamic controllability to accommo-
date various combinations of probability, preference and disjunction. Tsamardi-
nos [12] augmented contingent durations with probability density functions and
provided a method that, under certain restrictions, finds “the schedule that max-
imizes the probability of executing the plan in a way that respects the temporal
constraints.” Tsamardinos et al. [13] developed algorithms to compute lower
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and upper bounds for the probability of a legal plan execution. Morris et al. [8]
used probability density functions to represent the uncertainties associated with
contingent durations, but also incorporated preferences over event durations.
Rossi et al. [9] augmented STNUs with preferences (but not probabilities) and
defined the Simple Temporal Problem with Preferences and Uncertainty (STPPU)
and notions of weak, strong and dynamic controllability.

Effinger et al. [2] defined dynamic controllability for temporally-flexible reac-
tive programs that include the following constructs: “conditional execution,
iteration, exception handling, non-deterministic choice, parallel and sequential
composition, and simple temporal constraints”. They presented a DC-checking
algorithm for temporally-flexible reactive programs that frames the problem as
an “AND/OR search tree over candidate program executions.”
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Abstract. Urban green spaces play a crucial role in the creation of
healthy environments in densely populated areas. Agent-based systems
are commonly used to model processes such as green-space allocation. In
some cases, this systems delegate their spatial assignation to optimisation
techniques to find optimal solutions. However, the computational time
complexity and the uncertainty linked with long-term plans limit their
use. In this paper we explore an approach that makes use of a statistical
model which emulates the agent-based system’s behaviour based on a
limited number of prior simulations to inform a Genetic Algorithm.

The approach is tested on a urban growth simulation, in which the
overall goal is to find policies that maximise the inhabitants’ satisfaction.
We find that the model-driven approximation is effective at leading the
evolutionary algorithm towards optimal policies.

Keywords: Agent-based model · Genetic algorithm · Statistical model ·
Optimisation · Uncertainty · Green space planning

1 Introduction

The main purpose of urban planning is to improve the community’s quality of
life by creating a better social, economical and physical environment. One of the
most urgent research issues within this broad field is the study of mechanisms
that can mitigate the ecological degradation that is linked with modern urban
expansion. One possible strategy is reserving a collection of selected areas to
transform them into recreational parks.

However, this process is not as simple as choosing arbitrarily a random num-
ber of stands, the time planning and geographic distribution of these spaces
needs careful consideration to ensure the quality and quantity of environmental
services provided to the surrounding community [2].

This paper is a revised and extended version of a previous publication [1] reported
in the Proceedings of the 5th International Conference on Agents and Artificial
Intelligence. The key additions cover: Sects. 3 and 4 improvement of the complexity
of non-urban cells prices and its inclusion as a new source of uncertainty. In Sect. 5,
a new heuristic is studied to enrich the comparison phase. Finally in Sect. 6 more
experimental results and comparative evaluations are performed.

c© Springer-Verlag Berlin Heidelberg 2014
J. Filipe and A. Fred (Eds.): ICAART 2013, CCIS 449, pp. 351–369, 2014.
DOI: 10.1007/978-3-662-44440-5 21



352 M. Vallejo et al.

There is much active research in designing long-term feasible public open
space plans, whereby researchers interested in urban planning and sustainability
have investigated a range of agent-based systems and similar mechanisms to
explore the consequences of different strategies [3–5].

One of the most common interests in such work is the study of the dynam-
ics involved in urban growth, which is linked with the relative distribution
of urbanised, industrial and green spaces along with their impact on quality-
of-life issues, and how these factors depend on the broad strategies in place for
land-use [6].

However, the computational time complexity of simulations and the many
and varied sources of uncertainty can limit the use of these systems. The aim
of this paper is to address this situation by wrapping optimisation over the
agent-based simulation process, but use a statistical model of the agent-based
simulation in place of the real knowledge. This requires a limited number of prior
simulations of the agent-based urban growth system in order to allows the use
of an evolutionary algorithm to optimise urban growth policies.

Note that similar simulation-based approximations for optimisation are also
used in other fields, such as user simulations for spoken dialogue systems [7],
emulators for managing uncertainty in complex models, such as climate models
(MUCM) or to reduce the computational time required to run the optimisation
procedure in combinatorial problems [8].

The approach is tested on a typical urban growth simulation, in which the
overall goal is to find policies that maximise the ’satisfaction’ of the residents
by the protection of a optimal subset of green spaces. The computational results
are compared and evaluated with those gathered from several simple heuristics.

The remainder of the paper is organised as follows. Section 2 focusses on
various introductory and preliminary details, covering the urban planning prob-
lem, the role of agent based simulation, and evolutionary algorithms. Section 3
then provides a detailed account of the models, assumptions and processes we
employ in our experiments. Section 4 is devoted to the sources of uncertainty that
are handled by our new statistical genetic algorithm approach. Computational
experiments are specified in Sect. 5, and the results are presented and discussed
in Sect. 6. Section 7 then draws some conclusions and we discuss further research.

2 Problem Definition

Open green urban areas play an important role in maintaining a healthy urban
environment. Among all their favourable effects, their crucial impact in the econ-
omy, quality of life and in the local climate of the cities [9,10] can be highlighted.
However their distribution and location should be carefully studied by develop-
ing an adequate, long-term planning strategy. The fact that makes this task
particularly difficult is the fact that the urban expansion is a complex process
where their effects can appear at many time-scales.
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2.1 Urban Open Space Planning

There is a lack of agreement on how to implement and implant a given plan-
ning process and which measures should be selected. On this regard, the most
remarkable points to discuss are:

– Goal settings: how to select adequate planning criteria.
– Deciding the most suitable size for the open space according to the current

and expected necessities of the population.
– Accessibility & location.
– The design of the potential activities according to different age, cultures and

ethnic groups.

The present work follows a demand approach where the planning process is
based on attributes of the specific target population. These attributes are:

– Size of the urban population.
– Subjective personal preferences.
– Residential distribution.

2.2 Problem Formulation and Techniques

The problem domain of the present paper can be included within the field of sto-
chastic control theory. The developed model represents a paradigm of allocation
of resources within a sequential decision-making simulator.

Generally speaking, a sequential planning problem can be defined as follows:
an environment which can be described as a state-space set S and an action
set A where S and A are both finite. Each state s ∈ S is dependent on the
previous state of the system and the action a ∈ A taken. The transition function
δ controls how actions modify the state of its environment.

st+1 = δ(st, a) (1)

We define a policy Π such that the mechanism in charge of selecting the next
action is based on the current perception of the environment. This perception
can be total or partial:

Π : S → A

Π(st) = at (2)

In turn, the action a influences as well its environment provoking the change
of the current state. The process starts in the state s0 and by means of the
sequential application of the policy Π, further actions are chosen.

2.3 Cellular Automata and Agent-Based Modelling

The present study is based on the results collected from a basic urban growth
model where topological layout of the city is represented by a Cellular Automata
(CA). CA was proposed in the late 1940 s by John von Neumann and Stanislaw
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Ulam for discrete space-time representation of problems which obey their local
physics [11]. It is based on the assumption that by means of local interactions, the
model is capable of representing complex phenomena. The dynamics of the CA
are generated by a set of transition functions which define how cells can evolve
from one state to another.

The inhabitants who populate the city are modelled with the use of an Agent-
Based Model (ABM) approach. ABM has been used to understand the intercon-
nections, interdependences and feedbacks created among a set of heterogeneous
individual entities in order to fulfil their goals.

ABM along with CA taking the role of representing land-use change dynamics
have been applied broadly in the field of urban development. Mentionable is
their use to simulate allocation decisions [12,13] or in residential selection within
a non-stationary housing market [14,15]. Reference [16] applies these tools to
analyse how prices affect urban agent behaviour. Finally, [17] studied the role of
transportation in the evolution of an urban region.

2.4 Genetic Algorithm

Genetic Algorithm (GA) [18] can be defined as an heuristic that mimics the
behaviour of natural selection postulated by the English naturalist Charles
Darwin in the 19th Century [19]. This search strategy is based on the assump-
tion that nature evolves by the course of new generations preserving the species
more suited to their environment. The tools defined by a GA to improve the
population over time are the use of mechanisms like reproduction, mutation,
crossover and selection.

Here we use GA to optimise an allocation of resources problem, concretely
the placement of green spaces over a urban area such that some objectives are
met. GA has been successfully used to solve complex spatial problems [20,21].
However, its performance in uncertain environments has been questioned [22,23]
due to the fact that a simple GA has insufficient data to deal directly with
uncertainty. This weakness is the main reason why a GA, under this kind of
scenarios, should be defined carefully and provided with the support of external
tools in order to overcome these difficulties.

There exist different attempts and techniques that can be applied to GA to
provide it with this extra functionality. In [24] a Genetic-Algorithm-Aided Sto-
chastic Optimisation Model is applied to cope with the uncertainty related to the
study of air quality in urban areas. In contrast to probabilistic approaches [25]
resorts to anti-optimisation techniques (local search) to overcome the uncer-
tainty generated by the ageing factor presented in many engineering problems.
Following the same approach [26] successfully applies a variant constrained multi-
objective GA in a simulated topology and shape optimisation problem under
uncertainty.
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3 Model Description

The selected ABM-CA framework is used to represent a basic urban growth
model with a monocentric spatial structure based on the traditional Alonso’s
urban economic model [27]. The strategy of this model to explain the modern
urbanisation process is based on the maximisation of a utility function. Urban
pattern formation is the consequence of individual urban residence preferences
which achieve an economic competitive equilibrium between housing and com-
muting costs.

The physical layout of the city is configured by a 2-dimensional lattice of
50× 50 cells. Each cell corresponds to a physical portion of the city and it can
be populated by more than one agent (a family unit). The evolution of the city is
ruled by an internal schedule with a determined time-horizon of finite duration.
The dynamics of agents and cells allow the model to evolve between a set of
predefined one-directional states at each time step.

The types of the cell presented in the grid can be broadly divided into two
main groups: urbanised and non-urbanised cells.

3.1 Urban Cells

Urban cells represent cells that have been transformed from native ecosystems
into either impermeable surfaces or green areas formed normally by non-native
species [28].

In the model, when cells receive the permission to be urbanised, which figu-
ratively means that dwellings are constructed, they can allocate population that
is represented by agents. Agents decide their residence location by searching a
trade-off between their personal preferences and their economical restrictions.
This search involves the interaction among different parameters of the model
and assumes global knowledge of the current offer. The decision is represented
by the maximisation of the following utility function:

max U =(w, z, x, p : w > 0, z > 0, x ≥ 0, p > 0)
such that: w − z − kx + p = 0 (3)

where x represents the distance from the household to the Central Business
District (CBD) that is located in the centre of the lattice, w is the wage received
monthly. This quantity is defined by a uniform random process and does not
change throughout the life time of the agent, z is the price of the residential good
and k is the constant marginal community cost. Finally, p represents the agent’s
preference for houses located close to green areas which implies his acceptance to
pay more for this kind of houses. This parameter is an extension of the economic
competitive equilibrium described by [27]. Following this utility function agents
populate the urban cells of the grid.

Prices of the Urban Cells. They represent the amount of money that agents
have to pay regularly as a rental cost. Its value varies with the time and is
dependant on the following factors:
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– The Demand. The demand is defined according to the number of agents
living in a given cell.

• The demand for certain preferred locations increases their price.
• The drop in population of a cell decreases its price.
• If one cell does not receive any new neighbour during a determined period

of time, its value is reduced.
– Proximity to Green Areas. This factor affects positively the final price of

the dwellings in 10 %.

3.2 Non-urban Cells

Non-urban cells are cells that have not undergone a urbanisation transformation.

Biological Value. At the beginning of the simulation the model assigns a
stochastic value called BioCellValue to the set of non-urbanised cells. This para-
meter represents the ecological value of this parcel of land and is generated by
a uniformly random process U(0, 1). Apart from its initial value, the cells are
influenced by its neighbourhood:

BioNeighbourValue(c)=0;

for each cell n in neighbourhood(c){
if(BioCellValue(n)>= 0.7)

BioNeighbourValue(c) += 0.01;

if(BioCellValue(n)<= 0.3)

BioNeighbourValue(c) -= 0.01;

}
BioValue(c) = BioCellValue(c) + BioNeighbourValue(c);

The final BioValue is used to identify different land-types of the model. If
it is bigger than 0.7 this cell is classified as a forest cell, otherwise it is con-
sidered agricultural. The belonging to each category is dynamic over the time.
Furthermore the model experiences a continuous bio-degradation which provokes
changes from forest to agricultural state due to the urban expansion.

Governments can adopt a wide range of interventionist mechanisms to restrict
the ownership over the land and control its use, acting as a response to social
requirements over gardens and parks to provide a set of services based on the
proximity to potential users. Among these measures the local authority can
assume the proper ownership of the land like in the case of Stockholm city [29]
and assign them partially or totally the function of urban green spaces.

Based on that premise the model delegates the responsibility of selecting
the best non-urbanised stands to a new special agent called Municipality. This
agent does not interact with the rest of agents, but his main goal consists of
managing the purchase and protection of green areas within the city by means
of a monetary income received periodically called budget.
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Purchase of Land. As it was stated previously, the location of green areas is
a crucial factor in its future use because the kind of services that a park can
provide is linked with the concept of proximity. Reference [30] states that the
distance to a green area influences the frequency of use and the activities that
can be undertaken. According to this criterion, green areas can be classified into
the following groups:

– Access within a short walk (less than 300 m).
– Access within a long walk (from 300 to 600 m).
– Access with help of any means of transport (larger than 600 m).

The same study concludes that people do not generally use a green area if it
is located beyond a threshold of 300–400 m. In the model the location selection
is performed sequentially in each time-step and is limited by the budget and the
configuration of the lattice in this precise moment. Once the purchase is con-
cluded, the state of the cell is changed to protected and the future construction
of urban facilities within it is forbidden.

This selection process can be formulated as follows: if C is defined as the
finite set of cells included into the lattice, A the subset of rural cells that can
be considered as a candidate cell to be purchased, P the subset of cells that are
protected and U the urbanised cells such as {A,P,U} ⊂ C and A ∩ P ∩ U = ∅,
then the selection of a candidate cell in time t can be defined as:

∀ cell c ∈ C

if price(c)t < budgett ∧ ct /∈ {P,U}
=⇒ ct ∈ A

(4)

Once the candidate set is defined, the purchasing and protection phase can
be formalised as:

∀ cell a ∈ A

max
satisfaction

δ(a)t

=⇒ at ∈ P∧at /∈ A ∧ update(budgett)

(5)

The function δ represents the metric that measures the level of satisfaction
of the population in terms of the distance to green areas. See formula 9. Every
subset of selected cells has associated a level of satisfaction of the population
allocated within the boundaries of the city. The model should select the config-
uration of green areas which achieves the highest possible level of satisfaction
according to the restrictions of the system during the considered period of time.

Prices of Non-urban Cells. It is calculated based on a simplified version
of the formula 9 developed in [31]. The price is defined in terms of the current
urbanised prices and the distance of the cell to the boundary of the city as:

∀ cell c ∈ A

price(c) =priceBase(c) ∗ (1 − e−α[Z−Z∗(t)])+

urbanPrice ∗ (e−α[Z−Z∗(t)])

(6)
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Where priceBase corresponds to Table 1 based on prices of rural land in
UK [32]. α = 0.2 is the rate of change in price as the distance from CBC
increases. Z is the current position of the cell and Z∗ the boundary of the
city. Z − Z∗ represents the distance from the cell to the limit of the city where
Z > Z∗. Finally urbanPrice is the current price of the most recent developed
cell multiplied by its population density.

Table 1. Prices per cell.

Type of cell Area× price Final price

1 cell forest 51.8 ha × £6,600 = £854,700

1 cell agriculture 51.8 ha × £3,000 = £388,500

The plot of the averaged values of the prices during the simulation is depicted
in Fig. 1. It is noticeable the critical growth in prices that occurs at the end of
the simulation. This is due to the fact that the number of available cells is scarce
and their demand increment drastically its value.
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Fig. 1. Evolution of the prices of the non-urban cells throughout the simulation.

4 Sources of Uncertainty

In the present model uncertainty can emerge from a wide variety of sources.
Apart from the fact that the implementation of long-term plans always implies
to be able to cope with unpredicted future scenarios, the complexity resultant
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from the multiple interactions occurred between the elements represented in the
model makes their management even more challenging.

Some factors which actively contribute to the increment of the level of uncer-
tainty are mentioned in the list below:

4.1 Urban Property Prices and Green Areas

In the developed model, the selection of green spaces exerts a direct influence on
the prices of the surrounding urban cells. [33,34] analyse this tendency reporting
a significant increment in the prices of residences located close to urban parks.
This aspect is included in the model as the agents’ desire to live close to these
areas and is represented by the agent’s acceptance to pay more for these specific
locations. The inclusion of this personal desire provokes a significant growth in
the demand of these areas and subsequently in the price and affects the urban
spatial spread of the city.

4.2 Ecological Degradation Process and Non-urban Property Prices

From the point of view of the non-urbanised cells, one of the two main parameters
which involves a high level of uncertainty is the relationship created between the
non-urban price dynamics and the cells’ ecological value. Due to the fact that
this ecological value also influences its neighbourhood, a significant change in
a specific area of the lattice spreads in all directions. The bioValues are steady
until the distance to the city measured in Manhattan distance is less or equal to
3, otherwise it is applied the following update:

∀ non-urban cell a ∈ A

bioV alue(a) =

⎧
⎪⎪⎨

⎪⎪⎩

−0.1 if δ(a, city) = 1
−0.05 if δ(a, city) = 2
−0.01 if δ(a, city) = 3
0 otherwise

(7)

Where δ is the distance from the cell to the boundaries of the city. The
application of this formula produces an ecological degradation process with the
growth of the city. This dynamic influences the priceBase of the non-urbanised
cells that are closely located to the city and hence, the purchasing process of
protected areas that it is restricted to our current budget.

4.3 Urbanisation Process

The underlying process of urbanisation is in nature partially random and mainly
determined by two factors:

– The rules of transition of the cells: based on preselected probabilities.
– The demand level: controls the transformation of peri-urban into new urban

cells.
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Fig. 2. Environmental values and the effect of the urbanisation process. The range
of colours from green to black depicts the ecological values of the cell. Notice that
in the centre where the city is located, the black eco-values represent the biological
degradation or the metropolitan area (Color figure online).

The knowledge of the urbanisation process is crucial because the set of can-
didate cells to be protected are restricted to the non-urbanised ones and hence
we need to be aware of the complete state of the cells in each time step in order
to select and protect non-urban cells.

4.4 Flows of Population

Another significant characteristic of the model is that the city is a non-closed-
system. This means that there is an external income flow of new population
coming from migration as well as new offspring resulted from the current settled
population. The dynamics of these flows are not fixed and predictable and they
play a relevant role in the final population distribution within the city. However
the density of each future neighbourhood cannot be totally predicted in advance
even if there exists a general preference to live close to the city centre in line
with the Alonso’s model.

Consequently we are not able to know the percentage of population directly
affected by a determined location of a new green area and hence, the final sat-
isfaction achieved by a determined configuration of green spaces.

5 Case Study: Allocation of Green Areas

There are three parallel optimisation tasks which form the current case study.
The more complex and main objective of the present paper is the GA flow, in
contrast to the other two approaches, the random and the best non-optimised
strategies that have been developed as a comparison tool.
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5.1 Set-Up Phase

The point of departure of the following workflow consists of the definition of the
initial model configuration. The model uses as a point of departure two common
parameters which share with all the components of the optimisation framework.
These parameters are:

– The Budget. A stochastic budget assigned to the municipality in each
sequence of time is decided in advance and it is shared as well by the entire
GA population.

– The Ecological Scenario. The initial ecological configuration of the lattice
is defined by the initial random generation of ecological values. See Fig. 2.

5.2 Configuration of the GA

Chromosome Encoding. The GA evolves through time a population of indi-
viduals of size 20 which are chosen randomly from the set of candidate solutions.
An individual is encoded as a sequential selections of cells grouped in a prede-
fined number of time steps (Fig. 3). Each of these selections represents a gene
and can contain {0, n} protected cells chosen by the Municipality in one time-
step. The superior limit n is bounded by the maximum budget available for this
time step. Linked with each subset of cells, the remain budget is stored that can
be calculated as:

remainBudgett = budgett −
n∑

i=0

price(ct) + remainBudgett−1 (8)

Scheme Selection. There exist many selection schemes for GA, among them
the present model uses tournament selection (TS) [35]. TS is a robust and simple
to code selection mechanism for GA based on the idea of holding a tournament
between a group of competitors randomly selected among the population.

Mutation Process. Mutation is a tool used to maintain the diversity among
the population of individuals. The mutation process alters one or more values
of the genes inherited from the parent. In the present case a mutation con-
sists of changing the set of cells selected to be protected in a slot of time of
the simulation. Additionally this implies the update of the associated budget.
A successful mutation should meet some constraints:

– A cell cannot be selected twice or more for the same individual.
– The remain budget should be always positive. Debts are not permitted.
– Cells cannot have the state of urbanised when protecting them.

The budget can arise potential problems during the mutation process. Due
to the fact that non-urbanised cells prices evolve with the time along with the
aggregate nature of the budget, a single modification in the selected cells of a
gene can influence substantially the amount of money that needs to be used in
future purchases. The mutation process should not modify the rest of genes.
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Fig. 3. Three-layers chromosome encoding.

Fitness Function. To measure the contribution of a determined green area to
a solution, different kind of metrics can be used according to which aspects want
to be emphasized. In the current model the quality of a solution or satisfaction
represents the accumulative satisfaction achieved by each person settled on the
city with respect to the topological distribution of green areas. Following this
approach the fitness function can be defined as follows:

If A is the set of agents of the city, P is the subset of protected cells and C
is the set of cells defined in the grid such as P ⊂ C, then for a given time t:

∀ agent a ∈ A ∧ ∀ protected cell c ∈ P

s(a) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

3 if δ(a, green) = min
distance

(a, c) = 1

2 if δ(a, green) = min
distance

(a, c) = 2

1 if δ(a, green) = min
distance

(a, c) = 3

0 otherwise

Θ =
n∑

i=0

s(ai)

(9)

δ is defined as the function that calculates the distance from the location of
a given agent a to the closest green area in the grid using Manhattan distance.
Besides we define s as the function which retrieves the individual satisfaction
achieved by a given agent a. Finally, Θ represents the total satisfaction achieved
by the population of size n in the lattice in time step t.

This fitness function is, in turn, linked directly with the spatial spread of
the city and the population density of each stand. However, to be able to use
a fitness function in the GA, it is necessary to know the location of the entire
population in each time step.

5.3 GA Workflow

Collected Data. In this phase the knowledge that the GA cannot infer a priori
is gathered from a urban growth version of the simulation. The collected data
includes the following elements:
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– The Topological Development of the City. Due to the fact that only
non-urbanised cells can be candidate to be protected it should be gathered
when each cell is more likely to be urbanised.

– The Population Evolution (Number and Location). The simulation
collects statistical data about the amount of agents living in the city and
their precise location in the grid in every time step. This density distribution
is necessary to calculate the fitness function that is used to measure the quality
of an individual solution.

– The Non-urban Prices Dynamics. Due to the fact that budget should be
always positive and prices can change with the time, it is necessary to know
which prices correspond with which non-urban cells throughout the simula-
tion. In this case the mean of the prices in multiple simulations is annotated.

GA Optimisation. Once the data is gathered, the optimisation can be carried
out. In this phase the GA population is generated and evolved using TS for 5000
iterations, assuring their convergence. For each new generation, the possible can-
didate cells should satisfy the constraints described in the mutation procedure to
cope with the restrictions derived from the management of an uncertain future.

Test Component. Once the optimisation phase has been concluded and the
final individual solution with the highest fitness is selected as the final solution,
the test phase is carried out. The test component uses the output data from
the GA phase to check the viability of the protected cells analysing how the
statistical model compromises the model validity.

These simulations run in a modified version of the model where the green
spaces are selected deterministically meanwhile the rest of factors and interac-
tions maintain its complex and unpredictable behaviour. The main purpose of
this test step consists of:

– Measuring the real satisfaction of the population.
– Detecting inconsistencies and incompatibilities of the cells selected by the GA.

The inconsistencies are linked directly with the quality of the statistical data.
With the appropriate data the GA can infer more accurately the situation
of the lattice and better overcome the constraints, reducing the number of
inconsistencies.

5.4 Other Heuristics

Random. Random approach is a heuristic that allows 10 attempts to randomly
select a cell to be purchased in each time-step. The cell selected should have the
state of non-urban and the current available budget should cover the price of
the cell. The first cell that meets these conditions is protected.

Best Non-planning Option. This strategy is a heuristic which tries to give
the best service in the current moment without performing any further plan. The
approach buys the terrains located in any of the areas that are adjoining the new
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urban development. Concretely, the algorithm retrieves information about the
last cell urbanised in the lattice and searches in the subset of cells which form
its neighbourhood, the ones that are not urbanised yet. If its price is lower than
the current budget, the cell is protected.

6 Computational Results

The results presented in the paper were calculated as averaged over 20 repeated
optimisations, all of them in compliance with the assumptions and restrictions
commented in previous sections.

Table 2. Satisfaction grouped in 50 time-steps over the three approaches analysed.

Random Best GA

50 97.94 14.77 208.01

100 411.84 160.99 918.39

150 1407.58 729.74 3055.70

200 4651.23 2867.48 9716.36

250 15342.94 10623.94 29537.54

300 47089.13 35887.04 79909.52

350 89843.31 70444.26 130117.76

400 112007.76 91359.08 146638.63

450 119140.86 103118.51 148372.77

500 118023.17 109580.54 143162.94

550 113881.15 113274.05 135731.20

600 108935.25 114972.24 127935.58

Table 2 summarises the results achieved by the three analysed heuristics. The
results measure the average of the satisfaction achieved by the population during
the 600 ticks of the simulation grouped in 50 steps. The first column shows the
random satisfaction, the second represents the best non-optimise heuristic and
the third column includes the results for the GA-optimised satisfaction. Graph-
ically, the same data is depicted in Fig. 4. From these results we can state that
GA outperforms the random and the best non-optimised heuristic throughout
the simulation.

6.1 Comments About the Random Approach

Due to its stochastic selecting mechanism, the random solution spreads more
homogeneously and scattered their protected cells. It does not take advantage of
the reduced prices at the beginning of the simulation but, in turns, when prices
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are too high to be able to purchase any new land (see peak in non-urban prices in
Fig. 1), the random approach achieves to give service to the outskirts of the city
in contrast to the other two approaches that are more sensitive to the significant
increment in prices occurred at the end of the simulation. One limitation of the
stochastic random approach is that the efficiency achieved depends strongly on
the extension of the land analysed.

6.2 Comments About the Best Non-optimise Heuristic

This heuristic achieves acceptable results when the non-urban prices are low and
the growth speed of the city is slow. However as the approach always tries to
buy the most expensive non-urban cells that are the ones located closer to the
boundaries of the city, when the city grows and the demand for land increases
its price, the available budget is not enough to afford new purchases and the
heuristic neglects to give proper services to the outskirs of the city. Due to that
this heuristic shows the worst results at the end of the simulation. The total
amount of cells protected are smaller and concentrated most of them around the
city centre.
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Fig. 4. Representation of the satisfaction achieved by the three heuristics developed.

6.3 Comments About the GA Approach

The GA overcomes both heuristics during the entire simulation. However, the
results are closer to the best non-optimised heuristic at the beginning of the
simulation and to the random approach at the end. The decline in the satisfaction
at the end of the simulation is due to the fact that the algorithm is not able to buy
new stands with the current budget and from the 400 time-steps the optimisation
is poor. This negative effect could be avoided if the amount of budget assigned
in the experiments would have been enough to buy homogeneously new green
areas during the entire duration of the simulation.
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6.4 Model Validity

The test component checks the validity of a given GA solution using an inde-
pendent simulation. Moreover it gathers some data to provide information about
the quality of the GA solution: the amount of urban inconsistencies and the sat-
isfaction achieved by the solution. A urban inconsistency can be defined by the
attempt to protect a cell that is already urbanised.

When an inconsistency occurs, the candidate cell to be protected is rejected
and no reward is added to the final satisfaction. Its budget, in turns, is stored for
future purchases. As a conclusion, for every inconsistency found in the GA solu-
tion, the algorithm reduces its final quality. The behaviour of the inconsistencies
Fig. 5 shows that it is not necessary to gather a huge amount of data in order
to achieve consistent results. It is noticeable that the model does not achieve
a non-inconsistency state even if the number of simulations where the data is
gathered increases. This is a consequence that the future cannot be completely
predicted.
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Fig. 5. Urban inconsistencies found in the test of the GA solutions.

7 Conclusions and Future Work

This paper reports results from a proof-of-concept study, which show that sta-
tistical model emulator can be used for policy optimisation. In particular, we
show how we can capture and represent uncertainty in ABM using data from
simulated runs and find optimal urban planning policies with the use of GA.

The strategy is tested in a monocentric urban model where the main objective
of the experiment is to distribute a set of green protected areas throughout the
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lattice with the goal of achieving the maximum satisfaction from the inhabitants
of the city. An individual is considered to be ’satisfied’ if a green area is placed
close enough to the location of his residence.

The main observation that we draw is that the appropriate prior use of
non-optimised simulations was effective in guiding the GA to achieve success-
ful outcomes. The specific approach we took is potentially applicable to a wide
range of applications which concern sequential decision making and require time-
consuming simulations to evaluate decisions. The results on our case study sug-
gest there is considerable promise in our approach. The ability to successfully
address a wider range of optimisation problems of this kind could lead to a new
generation of tools for use in urban planning. However, in the meantime, various
aspects of the approach need further investigation. Among them are three main
directions:

Evaluation of Statistical Simulation-Based Approaches for ABM Opti-
misation. Related research fields, such as optimisation of natural conversational
strategies in human-machine dialogue, make use of similar simulation techniques
to approximate real-world behaviour. In the case of spoken dialogue systems, user
simulations are build from small data set of real user interactions [7]. In future
work, we want to explore how evaluation techniques for user simulations can be
applied to estimate the quality and policy impacts of our ABM simulations.

Improving GA to Include Uncertainty for Sequential Decision Mak-
ing Problems. In the previous experiments we have used a variant of genetic
algorithms which does not explicitly encode uncertainty endured by the model
environment. In future work, we plan to investigate advanced evolutionary algo-
rithms, such as X Classifier Systems [36] for sequential decision tasks, which
explore similarities between evolutionary approaches and Reinforcement
Learning.

Improve the Complexity of the Urban Model. In particular, we plan to
increment the complexity of our current metric including factors like size of the
urban park and quality. We will also develop a new ecological metric based on
preserving the ecosystems and conduct experiments to compare the trade-off
between our current metric and the new one.
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