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Preface

The 13th annual international IFIP Electronic Government Conference (IFIP
EGOV 2014) was organized by the International Federation for Information
Processing Working Group 8.5 (Information Systems in Public Administration),
or IFIP WG 8.5 for short. IFIP EGOV is the core scientific conference in the
domain of ICT and public administration and attracts high-quality paper each
year.

Each year, scholars from all over the world present their research and share
their experiences in the fields of e-government and e-governance. Since the start
in 2001, the EGOV conference has provided important guidance for research and
development in this fast-moving domain of study.

The IFIP e-government conference brings together leading researchers and
professionals from across the globe and from a number of disciplines. Together
with IFIP ePart, the sister conference on electronic participation, the two confer-
ences have attracted participants from all continents. International scholars with
different disciplinary backgrounds meet to share and discuss innovative as well
as solidly grounded theories, methods, concepts and solutions for the domain of
study.

As in previous years, IFIP EGOV 2014 was co-located with IFIP ePart, the
6th International Conference on eParticipation (IFIP ePart 2014), which aims at
presenting advances in both social and technological scientific domains, seeking
to demonstrate new concepts, methods, and styles of e-participation. Co-location
of both conferences intentionally allows for exchange and cross-fertilization be-
tween the two domains of study, and hence the chairs of both conferences are
committed to continuing the co-location of IFIP EGOV and IFIP ePart. Many
participants attend both conferences.

Papers at IFIP EGOV are notable for their scientific credibility and rigor as
well as their high relevance to practice. Likewise the keynote speakers come from
both practice and academia, which presents a fruitful combination as practice
can drive research, and research is needed by practice.

The IFIP EGOV 2014 call for papers attracted a wide range of topics with
70 submissions, which included 27 (accepted) full research papers and 27 posters
and ongoing research papers. In addition, a workshop on “Critical Success Fac-
tors for Open Data – From Policy to Participation and Innovation” was orga-
nized. The papers were grouped under the following parts:

– Foundations

– Services and Interoperability

– Policy and Stakeholders

– Open Data

– Design and Values



VI Preface

Ongoing research and poster as well as workshop abstracts were published in
a complementary open access proceedings volume. In contrast to previous years,
this has immediate visibility for others, which the organizers hope might result
in more usage and impact and will drive multi-disciplinary research. The pro-
ceedings contain contributions to both IFIP EGOV and IFIP ePart conferences.

The Paper Awards Committee was again led by Committee Chair Olivier
Glassey of IDHEAP, Lausanne/Switzerland. The Organizing Committee care-
fully reviewed the accepted papers and granted outstanding paper awards in var-
ious areas. The winners were awarded in the ceremony during the conference din-
ner, which has become a highlight of each IFIP EGOV conference. Their names
were announced on the conference website: http://www.egov-conference.org/egov-
conf-history/egov-2014/.

Many people are needed to make large events like this conference happen.
We thank the members of the IFIP EGOV 2014 Program Committee and the
additional reviewers for their great efforts in reviewing the submitted papers.
Our particular thanks go to Frank Bannister and the conference organization of
Trinity College Dublin, Republic of Ireland, who hosted the 2014 IFIP EGOV
and IFIP ePart conferences on shortest notice. At the heart of Dublin lies Trinity
College with its magnificent buildings and beautiful campus spanning 47 acres.
Trinity College Dublin was created by royal charter in 1592. There were 16,646
registered students in 2012/13 and over 100,277 alumni (source: www.tdc.ie).
Trinity College has a long history, whose ongoing traditions and enduring arti-
facts we were able to enjoy. The conference dinner was held in the marvellous
eighteenth century dining hall. The welcome drinks were held in the atrium,
which has a modern structure and is an obvious contrast to the more traditional
dining hall.

We were grateful and had the greatest pleasure to hold IFIP EGOV 2014 at
such a special place.

September 2014 Marijn Janssen
Hans J. (Jochen) Scholl

Maria A. Wimmer
Frank Bannister
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The EGOV Research Community:  
An Update on Where We Stand 

Hans J. Scholl 

University of Washington, Seattle, United States 
jscholl@uw.edu 

Abstract. The body of practical and academic knowledge in e-government has 
significantly grown over the past decade. New publication outlets in e-
government have emerged, and the research agenda has deepened and widened. 
The paper assesses the current topical orientations and trends in e-government 
and also updates an earlier study, which profiled the researcher community. The 
paper documents the productivity and impact of the most prolific scholars in e-
government. The center of gravity of e-government research in terms of the lo-
cation of most prolific scholars has shifted away from North America. 

Keywords: Electronic Government Research (EGR), EGR topics and themes, 
EGR disciplinary breakdown, leading EGOV scholars, preferred outlets of pub-
lication, Electronic Government Reference Library (EGRL), EGOV-LIST. 

1 Introduction 

Inspecting and assessing the “state of play” in any given academic study domain is 
beneficial to domain insiders and outsiders alike: It can, for example, provide both 
parties with insights about (a) where the domain is topically headed and what the 
major themes under investigation are, (b) who the major contributors are, (c) what the 
size of the academic community and its output is, and (d) what the most popular out-
lets for publication are, among a number of other aspects. 

For domain insiders such inquiry helps identify and confirm trends in research and 
also gives feedback to an insider’s own research interest and contribution relative to 
others in the same study domain. To domain outsiders such inquiry helps overview 
the domain along a range of criteria that make possible informed comparisons to other 
domains of study. In particular, in tenure and promotion situations with reviewers and 
review boards little familiar with the standards and norms of the particular study do-
main such inquiry and its findings can play an important informative role. For the 
study domain of Electronic Government this study updates in part the results and 
findings of earlier studies on the subject [9-12]. It also complements recent findings 
on “Forums for Electronic Government Scholars” [13]. 

As the “Release History” of the Electronic Government Reference Library (EGRL, 
http://faculty.washington.edu/jscholl/egrl/history.php – accessed 3/28/2014) shows, 
which records the peer-reviewed publications in the English language, the volume of 
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new entries into the EGRL has significantly increased in more recent years. While the 
worldwide output of peer-reviewed publications in the English language used to aver-
age around 300 in the previous reporting period, it more than doubled to an annual 
volume of over 640 publications between 2009 and 2013 (see Tables 1 and 2). 

From its first recognizable beginnings as a new domain of study in the late 1990s 
through the better part of two decades Electronic Government Research (EGR) has 
emerged into a solidly multi-disciplinary academic endeavor at the intersection of 
research streams such as public administration, information systems, computer 
science, political science, and information science to name a few [8, 11]. As assessed 
before, the study domain has grown past its infancy [10]. However, except for a re-
cent survey study, which reported on recent topical directions in EGR [12], no com-
prehensive inquiry on the topical distribution of EGR has been conducted in half a 
decade. In that way, it appears reasonable and timely to assess the “state of play” as it 
presents itself based on the entries in the most recent version of the EGRL (version 
9.5 as of March 2014). Previous studies have topically portrayed the EGR study do-
main and also presented the domain’s community structure in terms of geographical 
provenance, research productivity, and disciplinary breakdown. In this update, we 
also add the dimension of scholarly impact measured by means of citations (Google 
Scholar) as well as the Hirsch and I10 indices also reported at Google Scholar.  

2 Literature Review 

According to the data in the EGRL versions 9.5, by the end of 2008, the entire body 
of EGR knowledge amounted to 2974 publications in the English language, 42.3 per-
cent of which represented journal papers, while 48.6 percent were published at confe-
rences and the rest in monographs and chapters in edited books (see Table 1). With 
these numbers we update and correct some findings presented before [11], which 
were based on an earlier version of the EGRL (4.4), which had not yet included a 
number of publications that were added to the EGRL at a later date. However, as 
found before the study domain in its first decade used conferences as preferred outlets 
for publications slightly more frequently than journals. This might be owed also to the 
fact that during that period of time some journals were newly introduced, which have 
become EGR core journals since [11]. 

After the discovery and wide recognition of the multidisciplinary nature of contri-
butions to EGR, early discourses from a solely single-disciplinary perspective ceded, 
and the study domain began accepting its disciplinary diversity as strength rather than 
a liability [8, 10]. 

Since 2008 a number of studies have appeared, which presented journal-related 
geographic, institutional, and academic profiles of the EGR community, mainly for 
single journals, for example, Electronic Government, International Journal of Elec-
tronic Government Research, and Transforming Government [2, 3, 6]. More compre-
hensive profiles, disciplinary backgrounds, and topical mainstays were presented and 
discussed based on the data found in the EGRL, which amounted the core group of 
EGR scholars to 55 individuals and the extended core (of less prolific) EGR scholars 
to 225 individuals [9, 10]. 
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In 2010, the same study also presented the topical orientations in EGR in this order as 
mainly focused on  

a) Management, Organization, and Transformation followed by topics such as  
b) Digital Democracy,  
c) Electronic Services,  
d) Design Studies and Tools,  
e) Policy, governance, and law,  
f) Infrastructure, Integration, and Interoperability,  
g) Information Security, and  
h) EGR Foundations and Standards of Inquiry [10]. 

A more recent study [12], which was based on survey data from 206 EGR scholars, 
found a slightly different set of the topical interests, which might indicate that some 
shift in emphasis and focus might have occurred in EGR. When inspecting the topical 
areas it is apparent that some topics are new (for example, Social Media, Cloud Ser-
vices, and Open Data/Big Data), while others are fused into different categories (for 
example, Digital Democracy into Open Government and Participation). The rank-
ordered topical list in the more recent study included 

a) Open Government and Participation,  
b) Transformational Government,  
c) Services and Information,  
d) Social Media and Social Networking in the Public Sector, and less promi-

nently on  
e) Policy, Governance, Ethics, and Law,  
f) Cloud Services,  
g) Enterprise Architecture, 
h)  Interoperability in the Public Sector and  
i) Open Data/Big Data  

However, while the EGRL-based data reveal what actually has been studied and pub-
lished, the survey data represent the individual scholarly interest at the time the sur-
vey was taken, which may or may not have resulted in actual studies and publications.  

In summary, the study domain of EGR has remarkably thrived since the appear-
ance of its initial contributions by the end of the 20th century. A sizable global  
community of scholars has formed around the topics of EGR, and EGR scholars ap-
parently have embraced the multi-disciplinary composition of their domain. Topical 
interests and orientations in EGR might have slightly changed as a recent study sug-
gests. However, this potential shift has not yet been documented on the basis of hard 
data from publication records. 

3 Research Questions and Methodology 

3.1 Research Questions 

Taken the insights from the literature review, the current “state of play” in EGR can 
be assessed along three areas: Based on bibliographic data in the EGRL (version 9.5, 
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March 2014), it can be determined (1) which types of publication outlets are mostly 
used in EGR, (2) who are major contributors to the advancement of the study domain 
in terms of publication output, and what is the leading EGR Scholars’ academic im-
pact, and (3) what are the salient topics in EGR in recent years. 

Research Question #1 (RQ #1): What types of publication outlets do EGR scholars 
preferably use (journals, conferences, and other)? 

Research Question #2 (RQ #2): What publication output do the most prolific EGR 
scholars contribute, and what is their impact in terms of citations in Google Scholar 
and citation indices such as the h-index and the i10 index? 

Research Question #3 (RQ #3): Based on the bibliographic data in EGRL version 
9.5, what are major topics of interest in the reporting period of 2009 to 2013?  

3.2 Data Selection and Analysis  

Data Selection. The Electronic Government Reference Library (EGRL, version 9.5, 
March 2015) provided the data source for this study. The EGRL was first made pub-
licly available in the fall of 2005 and has been semi-annually updated ever since (see 
http://faculty.washington.edu/jscholl/egrl/history.php). It originally contained 922 
references of peer-reviewed academic publications in the English language, which 
met certain criteria (see http://faculty.washington.edu/jscholl/egrl/criteria.php).  It 
has been estimated that the EGRL consistently captures and contains at least 95 per-
cent of the eligible peer-reviewed EGR literature [11], which shields against potential 
topical, geographical, or author-related bias. Version 9.5 contained a total of 6,283 
references, of which 6,242 were selected for data analysis, since they fell into the 
period from the early beginnings of EGR publication until the end of calendar year 
2013. 

Data Extraction and Preparation. The EGRL 9.5 EndNote X7.1 (Build 9529) refer-
ence manager version (see http://endnote.com) was used to export the references into 
the standard tagging Refman (RIS) file format, which is widely used to format and 
exchange references between digital libraries. By means of the tags, for example, “TY  
- JOUR” for publication type journal, “AU  - Janssen” for an author’s name, or “KW  
- social media,” references were extracted and prepared for further processing and 
analysis. Data had to be harmonized. For example, author names were found in dif-
ferent forms with regard to first names (abbreviated or full). Also, spelling of certain 
keyword or title terms differed with regard to differences in US versus other spelling 
variants (for example, “organization” versus “organisation”). Keywords containing 
multiple terms were concatenated by double equal symbols (==) between the terms so 
to avoid separation in subsequent analyses of term frequencies. Pre-analysis data 
preparation and harmonization was performed in part with TextEdit version 1.9 
(Build 310) and with Mac Excel 2008 version 12.2.3 (Build 091001). All terms were 
converted to lower case, the punctuation was removed except for dashes and double 
equal symbols, as were sparse terms and stop words. 
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Data Analysis. The analysis was mainly carried out using the R statistical package 
(version 3.0.3, GUI 1.63 Snow Leopard build (6660)). For text mining under R the tm 
package version 0.5-10 by Feinerer and Hornik [4, 5] was downloaded from the 
Comprehensive R Archive Network (CRAN) (see http://cran.us.r-project.org – ac-
cessed 3/12/2014) and used. Frequencies of author names were counted. For authors 
with frequency counts greater than 18, which represented the most prolific 51 scholars 
in EGR, an additional (manual) data collection was performed with regard to  
the individual author’s Google Scholar entry. For each scholar in the list the citation 
count, the h-index, and the i10-index were recorded if publicly available 
(http://scholar.google.com/ - accessed April 15, 2014). Unlike other indices, which 
only count journal citations, the Google Scholar citation index includes citations of 
academic work published in journals and also at other outlets such as conferences. 
The Google Scholar citation index represents a more accurate account of scholarly 
impact in those study domains and fields, in which weight and value of academic 
conferences are rated higher than in other fields relative to journals as, for example, it 
is the case in EGR, where journals and conferences have been rated as equally high 
[12]. 

Also, frequencies of entry types (journals, conferences, books, book chapters, and 
other types) were counted per period (that is, prior to 2004, 2004 through 2008, and 
annually for the years 2009 through 2013). This portion of the frequency counting 
was performed in the aforementioned version of Excel. 

For the analysis of topical orientations and directions in the publications, the key-
word entries (tag “KW”) and title entries (tag “TI “) were used. Document term ma-
trices were created via R tm, which listed the frequency counts for each year from 
2009 through 2010. Synonyms (for example, “internet voting” and “e-voting” as well 
as differential spellings such as “e-government” as opposed to “egovernment” or 
“electronic government” were clustered and frequency counts summed up.  

4 Findings 

In the following sections the findings are presented one research question at a time. 
The results regarding types of publication outlets are presented first (RQ #1) followed 
by findings with regard to scholarly productivity of the most prolific contributors in 
EGR (RQ #2), and topical interests and directions (RQ #3).  

4.1 Types of Publication Outlets in EGR (RQ #1) 

As earlier studies had already shown for the period up to the end of calendar year 
2008 [10, 12], in terms of number of peer-reviewed publications, conferences had 
been highly popular outlets for publication of manuscripts among EGR scholars. In 
that capacity conferences were slightly more popular than journals (see Table 1), 
which underlines their relative weight and importance in EGR. However, what this 
study reveals, is that initially journals were more frequently used as outlets of prefe-
rence: Before 2004 (and for the lack of respective conferences on the subject matter) 
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47 percent of EGR publications appeared in journals, while (only) 32.2 percent of 
EGR manuscript were presented at conferences (see Table 1). This ratio between 
conferences and journals dramatically changed after conferences such as dg.o, the 
HICSS e-Government Track, and DEXA (later IFIP) EGOV almost concurrently 
emerged as dedicated forums for the presentation of EGR. In the period between 2004 
and 2008, the percentage share of conferences rose from 32.2 percent to 54.7 percent 
while the percent share of journals shrunk from 47.0 percent to 40.5 percent (see Ta-
ble 1). By the end of the early growth phase in 2008, conference publications had an 
overall share of 48.6 percent of EGR publications, while journals represented 42.3 
percent of EGR publications. Monographs (3.4%) and book chapters (4.5%) were less 
frequently used for the presentation of EGR (see Table 1). By the end of the early 
growth phase the annual volume averaged about 300 EGR contributions with a higher 
average (433) for the period from 2004 to 2008 (see Table 1). While these results are 
not entirely new, they present new details about the domain’s inaugural (1998 through 
2003) and early growth phases (2004 through 2008), which also help better assess the 
evolution of the domain in the years from 2009 to 2013. 

Table 1. EGR Publications by Outlet Type Before 2009 

 
 

As Table 2 details, the number of EGR publications grew despite some year-over-
year fluctuations and peaked in 2012 with 747 publications in that year alone.  This 
second rapid growth phase in EGR produced more publications (3268) in the years 
from 2009 to 2013 than what had been published in total (2974) until then. In other 
words, when comparing the three periods, it becomes evident that the majority of 
EGR-based academic knowledge (or, 52.4%) was published in the second rapid 
growth phase. The average annual volume rose from 162 publications (prior to 2004), 
over 433 (2004 to 2008) to 654 (2009 to 2013) (see Table1 and Table 2). 



 The EGOV Research Community: An Update on Where We Stand 7 

 

While conference papers maintained the lead over journal publications (45% ver-
sus 44.1%), the gap shrunk to less than a percentage point, or just 29 publications (see 
Table 2 and Figure 1). When comparing the publication numbers of conferences and 
journals in a year-over-year fashion it becomes evident that the number of conference 
publications topped that of journal publications in every single year except for 2013 
(see Table 2). In that year, the number of conference papers dropped from the year 
before by 104 (or, over 30%) – see also Figure 1. 

Table 2. EGR Publications by Outlet Type in the Period from 2009 to 2013 

 
 

It is noteworthy that the number of book 
chapters reached an all-time peak in 2009 (a 
fact mainly owed to the publication of two 
handbooks with a high number of chapters 
[1, 7]). Two years later the number of book 
chapter publications fell to an all-time low of 
one.  

As observed for the period from the be-
ginnings to 2008, so for the period between 
2009 and 2013, with about 90 percent confe-
rence and journal publications account for 
the lion’s share of all peer-reviewed academ-
ic publications in EGR. 

In summary, since its inception in the late 1990s the multi-disciplinary study do-
main of EGR has shown strong growth in peer-reviewed publication output indicating 
a rising interest in the domain and its phenomena. Despite a dip of publication num-
bers in 2013, the period of 2009 to 2013 has shown accelerated growth over the pre-
vious 5-year period. With 6242 publications the accumulated body of knowledge in 
EGR is significant in size, more than half of which appeared between 2009 and 2013, 
that is, most knowledge in EGR has been developed relatively recently. 

 
 

Conferences 

Journals 

Fig. 1. Number of Conference and Journal 
Publications between 2009 and 2013  
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Table 3. Top 51 EGR Contributors (1 to 29) 

 

4.2 Core EGR Community Academic Contributions and Impact (RQ #2) 

As in the aforementioned earlier study reported [9], a number of 8 publications suf-
ficed in late 2008 to make it into the top group of 55 most prolific contributors in 
EGR. Five years later it took at least 18 publications to make it into the then smaller 



 The EGOV Research Community: An Update on Where We Stand 9 

 

group of 51 most prolific contributors in EGR (see Table 4). In the previous study, 19 
publications were enough to make the top group of 10 most prolific EGR scholars; 5 
years later 36 publications were needed to make the top 10 (see Table 3). Interesting-
ly, the top group remained relatively stable, that is, 7 of 10 of the previously most 
prolific contributors appeared again in this group 5 years later (Janssen, Gil-Garcia, 
Pardo, Scholl, Wimmer, Dawes, and Mactintosh). 

As mentioned above, for this study and to the extent they were made publicly 
available by the authors themselves, the citation indices for the most prolific contribu-
tors to EGR were collected from Google Scholar for documenting the relative aca-
demic impact of each scholar and the top group collectively..  

Table 4. Top 51 EGR Contributors (29f to 45) Continued from Table 3 
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For 31 of the top-51 EGR scholars the information was found and recorded. Also, 
for 9 of the top-10 EGR contributors this information was publicly available, which 
provides a sound foundation for assessment of this particular subgroup. The inspec-
tion of the citation indices revealed that several authors had relatively high citation 
indices, while they had relatively low numbers of EGR publications. Upon inspecting 
the citation counts of these individual authors, one extreme case was found (Beck-
er/Münster/Germany-see Table 3), where the EGR-related citations were low, while 
the overall citation count (7284) overwhelmingly corresponded to work produced in 
other fields of study. For preventing undue skewness of EGR-related results, this case 
was disregarded when calculating the descriptive statistics. 

As Table 5 and Figure 2 reveal, with 67 the range in number of publications for the 
top 51 EGR scholars is quite significant, and the top-10 scholars in EGR make a rela-
tively large overall contribution to the domain in terms of output. However, also in 
terms of impact, these scholars make a difference: With two exceptions the 10 most 
prolific EGR scholars have higher numbers of citations than the mean (1229) and the 
median (1213); they also have higher h-indices than the mean (16.8) and the median 
(16.5) as well as higher i10-indices than the mean (29.9) and the median (29.5) in the 
sample–see Table 5. 

Table 5. Descriptive Statistics of Top 50 EGR Contributors’ Publication Entries and Citation 
Indices (One Case Intentionally Omitted) 

 

In the aforementioned earlier study [9], the geographic provenance of the most pro-
lific EGR contributors based on the location of their academic affiliations was also 
analyzed. When comparing the numbers of the two samples in the earlier study and in 
this study, some noteworthy changes have occurred, while other relationships have 
remained stable. As Table 6 shows, the vast majority of most prolific EGR contribu-
tors (90.2%) still comes from either Europe or North America; other geographic areas 
are either not or only minimally represented. No scholar from South America ap-
peared among the top scholars anymore, while at least one scholar from Africa was 
still represented in the top group. While no scholar located in Asia made it into the top 
group in the earlier study, in this study three scholars were found in this group. 
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Fig. 2. Distribution of Number of Publications of Top 51 EGR Contributors 

However, the most striking change occurred in the ratio between contributors from 
Europe and North America; while the two groups were of almost equal size in 2008 
(Europe= 27; North America=26), the European contingent has grown to 31, while at 
the same time the North American subgroup of most prolific scholars shrank by 9 to a 
mere 15, which is less than half the size of its European counterpart (see Table 6). 

Table 6. Geographic Provenance of Top EGR Contributors 

 

4.3 Topics of Focus/Interest in 2009 through 2013 (RQ #3) 

As pointed out in the methods section, the manuscript keywords and manuscript titles 
were used to obtain clues about the topical directions and scholarly interests in the 
study domain. The keywords were seen as most significant indicators, since they give 
authors an opportunity to pinpoint their work within a topical range, while manu-
scripts titles were seen as only ancillary indicators, since titles provide authors with 
high degrees of freedom and a range of options with regard to exactly specifying or 
not specifying at all the respective topics. 
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The keyword cluster of electronic and transformational government was by far 
most frequently counted (532) followed by information and communication technolo-
gies (160), e-democracy/e-voting (112), e-participation (90), government information 
(81), public administration (77), digital divide (65), services (58), technology adoption 
(51), and technology acceptance (49)-see table 7. When comparing the frequencies of 
the keyword cluster list with that of the manuscript title term list, the following cluster 
rankings emerged: again, electronic government (1414) was found on top followed 
again by information and communication technologies (509), the term public (394), 
services (382), information & knowledge (346), local government (316), case/cases 
(264), participation (257), development (242), and policies/strategies (242). 

The top-two clusters in both keyword and title lists were the same, also in their 
ranking, while services, information, public, and participation appeared in both lists 
albeit at different ranks. In other words, six keyword clusters were also found among  
 

Table 7. Most Frequent Topical Clusters based on Keywords (2009 to 2014) 
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the top topical clusters in the manuscript titles, which indicates a relatively high de-
gree of correspondence between the two. It is also noteworthy that nine of the top-ten  
topical keyword clusters show trend lines with a positive slope (see the mini-charts 
embedded in Table 7). When compared with the findings of the 2013 survey-based 
study [12], it appears that transformational government (including open government), 
participation, services, information and communication technologies (in terms of 
cloud services, institutional architecture, and interoperability as a proxy) and digital 
divide form the intersection of topical foci in the respective top-ten focal areas in 
either study. However, topics such as social media and open/big data, which ranked 
prominently in the survey-based results, do neither appear in the top rankings of the 
keyword cluster list nor those of the title cluster list. 

In summary, the topical directions of EGR in the period of 2009 to 2013 have 
mainly focused on electronic and transformational government, information and 
communication technologies in all its vices, participation, services, and the digital 
divide. Newer topics such as social media use in and in contact with government, 
open/big data, and smart government have not made it into the top list of topics. 

5 Discussion, Future Research, and Concluding Remarks 

The study’s object has been to update and in part triangulate previous studies on the 
state of play in EGR. This includes the study of the overall numbers of publications in 
EGR and of the type of publication outlets used (e.g., conferences and journals). Fur-
thermore, individual scholarly output was investigated, the geographic provenance of 
the most prolific scholars was analyzed, and moreover, this study presented for the 
first time findings on scholarly impact in terms of citations and citation indices. Final-
ly, the major topical directions in EGR in the period of 2009 through 2013 were ana-
lyzed. The three perspectives incorporated in this study help provide a detailed profile 
of the EGR study domain and its current state of play. Along with the recent study on 
“Forums for Electronic Government Scholars” [13], this study complements the find-
ings on preferred outlets for presenting EGR and the relative academic weight of 
these outlets. 

5.1 Some Key Observations 

Ranking of Publication Outlet Types. Quite a few disciplines rank order publication 
outlet types in terms of the outlet type’s relative weight and appreciation, when consi-
dering the value of the contributions. In some fields, conference contributions are 
more highly valued than journal contributions (for example, in computer science), or 
vice versa (for example, in public administration or MIS), or the discipline values 
books the highest (for example, in philosophy). In EGR journal and conference con-
tributions appear to be on a par in weight. This is not surprising given the multidiscip-
linary nature of the study domain. As an indicator, with regard to conference and 
journal publications also the numbers of these two outlet types are on a par in EGR. 
The low republishing counts consistently found in the EGRL (that is, for example, 
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same or similar author lists, similar title and keywords, same or consecutive years of 
publication), when searching for duplicates or near-duplicates in EGRL maintenance, 
are another indicator that the two types overwhelmingly account for original work. As 
other research [13] found the top-rated conferences were the HICSS e-Government 
Track, the IFIP EGOV conference, and the dg.o conference whereas the top-rated 
journals in EGR were Government Information Quarterly (GIQ), Information Polity 
(IP), Journal of Information Technology and Politics (JITP), Transforming Govern-
ment (TGPPP), and the International Journal of Electronic Government Research 
(IJEGR). These outlets appear to attract the lion’s share of EGR publications. 

Core EGR Community. The most prolific contributors have also been referred to as 
the core community of EGR. While 8 contributions qualified for a spot in the list of 
55 top EGR contributors in 2008, the same number was counted for a total of 179 
EGR contributors in this study; and with respect to the extended core community, that 
is, scholars with at least 5 contribution (by the end of 2008), when using the same 
criterion in this study a list of 396 EGR contributors was produced. In other words, 
not only has the inner core group significantly increased in size but also the extended 
core group: when applying the same criteria as in the previous study [9], then the 
inner group grew by 225%, and the extended core group increased by 76% in the 
period of 2009 to 2013. These numbers also explain the overall growth in the number 
of publications in EGR. 

However, the decreased number of scholars from North America in the EGR do-
main’s inner core group presents a serious concern; as seen in the findings section, 
while the number of scholars in this core group located in Europe and Asia went up 
during the same period, the number of scholars from North America went down by 
42.3%. When scanning the names of North American colleagues who are no longer 
listed among the most prolific EGR scholars, two circumstances can help explain their 
absences, that is, (1) lack of EGR-related funding (in the cases of about 8 US scho-
lars), and (b) retirement, either from academia or from work life (in the cases of at 
least 2 US scholars). Paradoxically, while the Obama Administration has successfully 
introduced numerous technology-based innovations in government, it also displayed a 
serious lack of interest in research on the subject. Digital Government as an area of 
focused research funding by the National Science Foundation was abandoned in 2010 
altogether. As a consequence, unlike Europe and other world areas, in which EGR 
remained to be well funded serving as a driver for continued administrative innova-
tion, the lack of funding of EGR, particularly in the USA, appears to have stifled the 
scholarly production as well as the academically supported progress of e-government 
practice in this part of the world. This may over time also impact the attractiveness of 
conference venues in this geographic area, since local contributions as the backbone 
of conference attendance may remain relatively low, and it needs to be seen, how well 
contributions from other parts of the world can make up for the gap. However, the 
numbers may indicate a shift in the centers of gravity in EGR, which appears to be-
come less North America-oriented and more Europe-based. 
 
Topical Directions. It was most surprising that in the topical analysis of both key-
words and manuscript titles the terms “social media,” “cloud computing,” 
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“open/big/linked data,” and even “open government” were relatively infrequently 
found. In the list of keywords, the term “social media” did not make it into the top 20, 
while in the list of title terms it appeared at rank #15, although with a steep positive 
slope in its trend line. A future inquiry might find the more recent topical areas of 
focus more prominently ranked. 

5.2 The Way Ahead in EGR 

In summary, the multi-disciplinary domain of EGR has grown significantly in recent 
years, and its core scholarship is strong and stable. The study domain has attracted a 
high number of new contributors from all over the world. As an academically pluralist 
and global undertaking, EGR may see shifting centers of gravity in its scholarship in 
the years to come despite the fact that many of its premier outlets for publication re-
main located in North America. 

With a now strong and well-recognized cluster of EGR publication forums [13] te-
nure and promotion should increasingly become attainable to EGR scholars also in 
disciplines and institutions, in which EGR is seen as a specialty or niche domain of 
study. While the acceptance of multidisciplinary research undertakings appears to 
have grown over recent decades, even making it a necessity for the effective investi-
gation of many phenomena in both natural and social sciences, the evaluation of scho-
larly performance might still be influenced more by discipline-internal criteria than 
criteria reflective of cross-disciplinary achievements. Therefore, for future research it 
might be interesting to analyze how the career paths of some 400 scholars who 
represent the EGR core community have actually unfolded over the years. It appears 
appropriate to reproduce and extend this study in another five years’ time. 
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Abstract. This paper presents a study of the development in leading e-
government papers from 2001-2010. Inspired by a study by Heeks and Bailur, 
the analysis uses a different sampling method, adds new themes, and focuses on 
changes over time. Through an iterative process known as template analysis the 
five most cited papers from each year are analyzed according to themes such as 
perspectives on the impact and impact causes of e-government, methods used, 
underlying research philosophies and recommendations. Findings indicate that 
the papers are still somewhat optimistic regarding the impact of e-government, 
but no longer as technologically deterministic. Discussions of research philoso-
phies start to appear, as do social constructionist studies, although most papers 
are still positivistic. There is an increase in the use of primary data, and some 
movement in focus from infrastructure and services towards citizens. There is 
little development in the discussions of generalization of results and recom-
mendations offered. 

Keywords: E-government, literature review, template analysis. 

1 Introduction 

Heeks and Bailur [22] reviewed e-government literature from 2001-2005 and state 
that narrow and poor research practice predominates [22, p. 260]. Yildiz [50] – from a 
literature review in the same period – finds e-government research to be of a ‘deduc-
tive, outside-in approach’ and states that these exploratory and descriptive studies ‘do 
not tell us what is happening inside the black box of e-government’. According to 
Ndou [37, p. 3], ‘one of the reasons why many e-government initiatives fail is related 
to the narrow definition and poor understanding of the e-government concept, 
processes and functions’. The need for a thorough understanding of e-government is 
thus perhaps even more salient now. 
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Having stated a need for more in-depth knowledge of e-government the authors 
have conducted an e-government literature review from 2001-2010 as an update of 
Heeks and Bailur [22] to reveal how the e-government research field has changed. 
This paper examines the most cited papers’ perceptions of what e-government is, 
what e-government is about and how e-government is performed. This is done by 
adopting the scales from Heeks and Bailur (e-government impact, impact causes, 
research philosophy, methods and recommendations) and adding the researchers’ own 
scales of e-government content, which we believe has changed over time, at least 
within the most cited papers.  

2 Related Work 

The initial analysis for this literature review showed a major growth in papers using 
the term ‘e-government’ around 2001, which was also when two of the most cited 
works in the field were published; Layne and Lee’s article on the development of e-
government stage models [32], and Jane Fountain’s study of the interaction between 
IT and institutions [58]. These works differ in many of the aspects that we analyze. 
Layne and Lee’s work is mostly conceptual and is technologically deterministic and 
optimistic [32]. It outlines a fixed path for e-government and the changes it will bring 
to organizations. Fountain presents three in-depth case studies and ‘the technology 
enactment framework’, a theory with a socio-technical standpoint that information 
technologies are changed by institutions, but also cause changes in these institutions 
as they are applied. Fountain argues that technologies are not always used the way the 
producers had intended [58]. This is a case often made outside the e-government field 
[72] but one that does not fit well with stage models or adoption models, where citi-
zens’ actions are typically limited to either adopting or rejecting the technology in 
question. 

Previous literature reviews of e-government have focused on specific journals [22, 
62] developing countries [13, 78], individual countries [73], or specific themes such 
as adoption [61, 75] or trust [51]. Others [50] did not base their review from a set 
sample of papers but instead focused on an in-depth discussion of certain themes. An 
alternative approach is found in bibliographical reviews which include several hun-
dred papers but cover only certain areas available either from abstracts [65] or analyz-
ing data from bibliographic databases [54]. 

None of these studies measure the papers in their literature reviews according to 
how frequently they have been cited. However, in one study [77], authors apply a 
network approach to literature review by aggregating results of studies that used the 
Technology Adoption Model (TAM) [57] to predict citizens’ adoption of e-
government. This approach provides an overview of how frequently certain hypothes-
es were tested and validated. A similar meta-analysis has been conducted by Rana  
et al. [70]. 

Heeks and Bailur [22] analyzed eighty four articles published between 2001 and 
2005 with ‘e-government’, ‘e-governance’ or ‘digital government’ in the title. The 
articles were chosen from three sources ‘identified as the leading e-government-
specific research outlets’ [22] Government Information Quarterly, Information Polity 
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and conference proceedings from European Conference on e-Government. They used 
template analysis [63] to analyze five main aspects of the articles ‘whose selection 
was influenced but not determined by earlier research analyses in information systems 
and in public administration.’ [22, p. 246]: Perspectives on impacts and impact caus-
es, research philosophies, theory, methods, and recommendations.  

Heeks and Bailur criticized the e-government field for being too optimistic and 
technologically deterministic, lacking theoretical basis and references to research 
philosophy, poor treatment of generalization, and lacking practical recommendations 
[22, p. 243]. Further, many authors were criticized for staying in their offices and 
thinking about how the development within e-government could, or worse, should 
take place, rather than actually conducting empirical studies [22, p. 257]. This led to 
articles suffering from ‘naïve optimism’. Heeks and Bailur did find, however, that 
around half the authors criticized some of the positive statements about e-government, 
and a majority did not have an entirely technologically deterministic view on the im-
pact causes of e-government [22, p. 249]. 

None of the literature reviews since Heeks and Bailur were based on in-depth anal-
ysis of the development over time across the e-government field. One of the primary 
purposes of this study was to see if the criticisms of Heeks and Bailur [22] had made 
an impact and whether there had been any development in the areas they mentioned. 
It was decided to use citation intensity as the primary selection criterion since the 
authors wanted to study papers from across the field that were frequently acknowl-
edged through references. As a partly interpretative analysis was conducted, the re-
searchers could not be sure that their interpretations were the same as Heeks and 
Bailur [22], it was therefore decided to include papers from both before and after the 
Heeks and Bailur study.  

3 Theory 

Template analysis (TA) [63] is a technique for analyzing texts using a template, 
which may contain initial themes for analysis but is developed through several itera-
tions of reading and coding. King recommends that scholars start by coding a segment 
of the total texts and discuss areas of disagreement to develop the template. Through 
these iterations the development of the template becomes part of the analysis [63]. TA 
offers structure to an analytical process, but also flexibility in developing the template 
to suit the study. It has been applied for both quantitative and qualitative analysis by 
researchers with different epistemological positions [64]. 

Heeks and Bailur [22] based the perspectives notion on Rowe and Thomson [71]; 
so the authors returned to that source, where researchers’ perspectives on the implica-
tions of IT are placed on a continuum from optimistic and technologically determinis-
tic to pessimistic and socially deterministic. 

The technological determinists regard technology as ‘an autonomous force which 
compels society to adapt to it’ [71, p. 20] and brings positive changes such as eco-
nomic benefits and improved living conditions. Historical periods are classified by 
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technology (Bronze Age, Information Age etc.) with technological revolutions in 
between. They typically study the long-term societal impact of technology. 

Around the middle of the continuum are authors who regard technology as neutral, 
and study how political, cultural and other factors influence technology use and de-
velopment. Rowe and Thomson [71] describe these authors using terms as ‘socio-
technical’, ‘social shaping’ and ‘social constructionist’. Although different ‘they all 
examine the way boundaries between the ‘social’ and ‘technical’ are negotiated, ra-
ther than accepting them as given.’ [71, p. 24]. They emphasize peoples’ and socie-
ties’ choice in how technologies are used, and focus at the institutional level. 

The social determinists regard technology as a social product, and often mention 
negative effects such as unemployment, pollution and surveillance. Instead of revolu-
tions they believe in incremental change [49], and ‘argue that technologies are found 
because they are sought; and are adopted, designed, released, applied and controlled 
by those trying to protect their own interests.’ [71, p. 27]. 

Heeks [60] and Heeks and Bailur [22] developed Rowe and Thomson [71] separat-
ing it into two continua, thereby creating a two-dimensional field on which to place 
authors according to their value statements on the impact and impact causes of e-
government. The first dimension measures the potential perspectives on introducing 
e-government from purely optimistic to purely pessimistic; the other dimension 
measures the causes of the impact from technological determinism to social determin-
ism. The midpoints consist of a neutral perspective with statements about both posi-
tive and negative impacts and a socio-technical perspective on impact causes with 
‘value statements about IT enabling or supporting outcomes that are also guided by 
human agency’ [22, p. 247]. The researchers note that it is the potential impacts of 
introducing e-government that are measured, issues such as failed implementation or 
lack of adoption are not taken into account. 

In their analysis of how the policymakers’ perception of e-government has evolved 
Chadwick and May [10] present three models labeled as: 

• Managerial – An offspring of e-commerce and New Public Management this mod-
el regards e-government as a tool to improve the ‘business’ of governance, to make 
it faster, cheaper and increase customer (citizen) satisfaction. 

• Consultative – According to the consultative model governments can use IT to 
‘pull’ information and opinions from citizens in order to improve policymaking. 
This is the first step towards improving democracy through the use of IT. 

• Participatory – Chadwick and May [10] describe the participatory model as having 
‘utopian leanings’ in its description of a ‘cyber civil society’ (p. 277) where citi-
zens participate in democratic processes facilitated by IT. 

4 Method 

Citation intensity was chosen as the sampling criterion to study the papers with largest 
impact in the e-government field. It was drawn from Google Scholar using Publish or 
Perish. Employing Scholar included more sources, but limited triangulation due to 
unknown search algorithms, a similar search in Web of Science, for example, resulted 
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in a narrower search base. Due to the Google search robot control constraints, the 
search was extended over several days. 

The same starting year was used as Heeks and Bailur [22]. Analysis of citation in-
tensity from 2012 (when the analysis was begun) showed that a paper had passed its 
inauguration period after two years, making 2010 the latest possible end year. Citation 
history analysis of the most cited papers from each year showed that they tended to 
stay in their position, due to the Matthew-effect [69]; papers keep getting cited be-
cause they have been cited previously or appear in certain journals [66]. 

The search criterion was that ‘e-government’ should be in the title. ‘e-government’ 
is the predominant notion (compared to ‘e-governance’, ‘eGovernment’ etc.). Due to 
resources available, only the five most cited papers every year were included. The 
sample is given in the ‘Literature review sample references’. 

The sample of fifty papers (see appendix B) included forty nine papers from 23 
peer reviewed journals (nineteen from GIQ and seven from PAR). Thirty four would 
have appeared if Web of Science had been used. The papers that would not have ap-
peared are generally those with the least amount of citations. All the papers with most 
and second most citations were included in the Web of Science sample.  

The authors do not claim that citation intensity is equal to high quality research, 
only that it is an indicator for commonly acknowledged research, thus impact re-
search. Scholars, however, do not necessarily reference all of their influences [67] and 
they also may cite research that they are not influenced by [66]. An extended scan of 
key words could validate this claim.  

TA provided structure to the analysis and also encouraged the inclusion of new 
themes from the papers analyzed. From the coding of the first batch, it was discovered 
that the definition and type of e-government had evolved over time; hence these items 
were included. The definition type was taken from [10] and later collapsed into two 
values (managerial and consultative/participatory) due to unclear use in papers. A 
change in e-government application, level and practice emerged, thus we included 
these. [22] was included in the sample as one of the top five cited in 2007. It was 
discussed whether this paper which worked as a template for our analysis should be 
excluded for blocking the existence of a ‘real’ e-government research paper, but de-
cided to stick to the method and keep the paper.  A scale to distinguish between re-
search on research and research per se was created. Some researchers employed very 
optimistic statements about the impact of e-government’ [31], whilst other researchers 
were less optimistic, but more due to adoption and implementation issues than to e-
government impact as such [e.g. 46]. The authors introduced Heeks to this and he 
agreed that this could make the comparison difficult, on this basis a scale was created 
stating whether ‘not so optimistic‘ impact was due to adoption or implementation 
issues. 

The coding was done in four iterations by two of the authors. Each iteration was fi-
nalized during whole-day meetings, where results were discussed and coding guide-
lines adjusted accordingly. The template was uploaded as an online questionnaire and 
adjusted after each iteration; adding scales after the first two iterations and deleting 
scales after the third and fourth. The first two batches (15 papers) were re-coded after 
the second iteration due to added scales and updated coding guidelines. 



22 C.Ø. Madsen, J.B. Berger, and M. Phythian 

 

The researchers strived to achieve data simplicity by using single-value coding; for 
eleven scales such as data collection methods multiple choice answers were neces-
sary. The use of single choice coding had implications. A coding as ‘neutral’ on the 
optimism/pessimism scale can either stem from a paper having no value statements,  
[e.g. 20] or expressing both optimism and pessimism in the same paper [e.g. 3, p. 
243]. The final template contained twenty three scales in total (see appendix A); four-
teen scales from [22], (e-government perspectives, philosophy, method and recom-
mendations), three that supported [22] and six new scales (e.g. e-government defini-
tion type, application and level). 

The online template included space for coders’ comments. After the first iteration 
it was discovered that these comments were not precise enough to recall reflections 
from reading the papers. It was then decided to add text citations to every coding. 
This led to shorter and more text focused arguments and increased discussion speeds 
significantly.  

Initially the intention was to reach agreement on all scales through discussion, ar-
gument and reflection. An almost systematic deviation in coder differences on  
perspectives was revealed after the first iteration. One coder (with a natural science 
background) coded papers as more optimistic and technology deterministic than the 
other coder (with a humanities background). Reflecting on the statement from Heeks 
and Bailur that ‘the same particular impact can be perceived by one stakeholder as 
positive while perceived by another stakeholder as negative’ [22, p. 248] and after 
long discussions about perspectives, it was decided to accept a deviation of one point 
on the five point scale, and use the mean instead. For all papers, the scales for pers-
pectives and research philosophy (considered the ones with highest degree of interpre-
tivism), were discussed for agreement.  

For the first two iterations (15 papers) coding was discussed and mutual agreement 
reached. For the last two iterations, the work was distributed and each coder elicited 
the common coding from the written argument and citations. After the third iteration 
there were 142 disagreements from coding of 15 papers (59% intercoder reliability); 
after the fourth iteration, there were 70 disagreements from coding 20 papers (85% 
intercoder reliability). 

5 Results 

This section describes the results of the analysis of the fifty most cited e-government 
papers in 2001-2010 by comparing the results to what Heeks and Bailur [22] found 
and by examining the evolution from the first five-year period to the next, if any.  

5.1 Perspectives on e-Government 

Impact from e-government (from optimistic to pessimistic) and impact causes (from 
technological determinism to social determinism) in the two five-year periods and 
average, are depicted in Figure 1. Papers were mostly optimistic during the whole 
period, with a tendency towards less optimism in the late period. A change is seen in 
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impact causes from mostly technological determinism in 2001-2005 to a more ba-
lanced socio-technological view in 2006-2010, but with increased deviation. 

No papers were found to be wholly pessimistic and only one was slightly pessimis-
tic, the rest were coded neutral to optimistic. The statements ranged from full scale 
‘cyber-optimism’ [12] where the impact is inevitable and unquestionable, e.g. that the 
second e-government stage ‘is the beginning of the e-government as a revolutionary 
entity, changing the way people interact with their government.’ [32, p. 128] to a 
slightly more reserved, but still positive outlook. The potential negative impact, e.g. 
privacy, security and the digital divide are treated more like barriers for adoption than 
regular drawbacks. 

 

 

Fig. 1. Perspectives of impacts and impact causes of introducing e-government: left, 2001-
2005; right 2006-2010 

Coursey and Norris [12] criticize e-government stage models, Schuppan [40] is 
critical of e-government treated as a universal phenomenon that can easily be applied 
to developing countries, Heeks and Bailur [22] and Yildiz [50] criticize the research 
field. The digital divide hinders certain groups in society from achieving the benefits 
of e-government, resulting in ‘long-lasting and widening economic gaps’ [4, p. 117]. 
Coursey and Norris [12] state that e-government may ‘simply reinforce existing pow-
er arrangements.’ [12, p. 534]. The most critical group of papers concerns developing 
countries, e.g. increased corruption [40]. However, these papers also recognize posi-
tive impacts from e-government. 

There was a notable development in impact causes from mostly technological de-
terminism in 2001-2005 to socio-technical in 2006-2010. Where technology deter-
minism rules, the Internet is the force that transforms the public sector [23, p. 434]. 
For the social determinists, it is use that shapes technology, which is regarded as an 
empty shell that carries the values of those that have chosen to have developed it, and 
those that use it in their everyday life. Moreover, the authors argue that these interests 

 
Technological 
determinism

2001 - 2005

Pe
ss

im
is

m

Social
determinism

O
pt

im
is

m

e-Government
impact Causes

e-
G

ov
er

nm
en

t
im

pa
ct

 

Technological 
determinism

2006 - 2010

Pe
ss

im
is

m

Social
determinism

O
pt

im
is

m

e-Government
impact Causes

e-
G

ov
er

nm
en

t
im

pa
ct

 



24 C.Ø. Madsen, J.B. Berger, and M. Phythian 

 

carried by technology are enacted by public sector organizations in their daily actions 
and routines [58], so that the outcome of e-Government reforms is shaped by the e-
Government policies’ aims and goals, the technological characteristics shaped by 
these policies and the organizational practices which ultimately shape the actual out-
comes of the reforms.’ [11, p. 2]. 

Thirty two papers contain a definition of e-government. The increase in papers 
without definitions over time could be regarded as higher certainty of the central no-
tion and increased maturity. Although not all papers have explicit definitions, there 
was an underlying understanding of e-government as ‘the use of the Internet to deliver 
services and information to citizens and businesses [39, p. 52]. Sometimes e-
government plays an active transformational role, e.g. ‘as a tool to achieve better 
government’ [45, p. 288]. Actors are mostly defined as citizens (and businesses) al-
though a more exhaustive range is sometimes used, e.g. ‘citizens, business partners, 
employees, other agencies, and government’ [32, p. 123]. 

Chadwick and May [10] saw a predominance of the managerial model over time 
and argue that ‘the democratic potential of the Internet has been marginalized’ 
Chadwick and May [10, p. 271]. The authors found signs of the managerial model in 
almost all papers; forty nine of fifty papers included ‘efficiency’ or ‘costs’ in the text. 
Half the papers still contained statements regarding e-government as citizens empo-
werment or enhanced democracy [15, p. 211]. 

5.2 What Is the Scope? 

Several papers from the second period concern papers from the first. Three papers 
from 2006-2010 were meta-studies. Heeks and Bailur [22] and Yildiz [50] analyzed 
and criticized the research field, while Coursey and Norris [12] criticized the stage 
model approach [32] extended by Andersen and Henriksen [3] and synthesized by 
Lee [34]. 

Half the papers have government and four of ten had citizens as object of study. 
Only one paper investigates interaction with businesses [39]. Even though, many 
papers include government employees in the e-government definition, only one paper 
studies employees and government institutions [11]. 

Ten papers study e-government in developing countries  [4, p. 4]. Another group of 
studies (eight papers), are concerned with the stage model view to e-government [32, 
36, 39, 48, 49], a synthesis of models [34] and criticism of stage models [3, 12]. Al-
though some papers state that the study is about ‘local government’, ‘government’ is 
mostly treated generically with few characteristics except for size. 

Forty eight of fifty papers include ‘citizen’ in the text. Factors that impact citizens’ 
perception of e-government services (the demand side) are reported in one-fifth of the 
papers; trust [8] and risk [24] together with factors of the behavioral models constitute 
an almost archetypical form of statistical treatment of survey data to test hypotheses. 
Citizens are typically treated generically as well e.g. ‘The term ‘citizen’ is used in this 
paper to indicate all constituents of e-Government, including resident aliens, busi-
nesses and other potential users of e-Government.’ [46, p. 162], and with a few excep-
tions [42] include demographic and geographic variables and political affiliation.  
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Services are an integral element of the e-government definition and it appears in 
the vast majority of the studies. The underlying assumption is that services are some-
thing that governments offer and that citizens can choose to use as stated by 
AlAwadhi and Morris [1] ‘e-government services are highly voluntary’. This view 
makes the adoption process pivotal to e-government. Adoption is investigated using 
services as a general notion to be adopted by citizens [e.g. 1, 5, 24, 33, 42]. Other 
studies investigate specific services; tax filing [5, 8, 26, 46], automobile registration 
[5, 6, 8] and use of e-mail communication [17, 49]. Studies deduce from either the 
general ‘service’ concept or from one or (in one case) two specific services to conclu-
sions about e-government as such; e.g. Lean et al. [33] concludes from the general 
notion for services that ‘perceived usefulness, perceived relative advantage and per-
ceived image have significant positive relationship with citizens’ intention toward 
using e-government services’. Carter and Bélanger [8] note that ‘Clearly, the answers 
were influenced by the nature of the online services selected’, recognizing the influ-
ence of the specific service that is investigated. 

Examples of services are given: ‘business license’ [e.g. 32] or an exhaustive ser-
vice taxonomy: payments, communications, licenses etc. [e.g. 29], however, only one 
definition of service has been found: ‘Features were defined as ’services’ if the entire 
transaction could occur online’ [49]. Types of services are mainly derived by the e-
government stage model as information or transaction. Kumar et al. [31] find service 
quality crucial for adoption and presents five critical service quality factors. 

The e-mail responsiveness study by West [49] is the only study of e-government 
services in use, the rest are studies of – at best – description of use, intention to use or 
purely conceptual. 

Many of the early papers described e-government at a conceptual level; they would 
present e-government, discuss potential impacts, or predict its adoption. Only a few of 
the most recent papers [11, 17, 40] contained in-depth analysis of actual use.  
The political development in recent years has also created new areas for study. E-
government services are now becoming mandatory in several countries. How does 
this affect citizens, both users and non-users? 

Recognizing that e-government is multivariate and complex, it is surprising that lit-
tle attempt to elaborate on, detail or dissect these often stated assumptions – or to 
even question the assumptions are seen, at least not within the most cited papers. 

No in-depth studies of ‘government’, ‘citizen’ or ‘service’, either on a conceptual, 
theoretical or practical level are found. Scholars have argued that e-government ap-
plies to many domains and that no one model can be found [e.g. 56], yet no studies 
investigate or compare e-government in different domains. E-government is governed 
by legislation, politics and economy, yet, we see no studies of national government 
impact on how e-government is enacted in different public domains, institutions or 
levels. Organizational adoption can be tricky [68, 76]; the role of top and middle 
managers are key [55, 59], however, none of the most cited papers deals with organi-
zational issues within e-government. Acquisition- and tender processes, vendor rela-
tions, platforms or technology don’t have the focus of the most cited papers. There  
are few studies that strive to encompass an overall model of e-government, e.g. an 
Enterprise Architecture view [14] or relevant internal and external technological, 
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organizational, human themes etc. [18, 37]. These studies provide a starting point for 
more detailed analysis. 

Finally, none of the studies in the sample investigate the participatory, democratic 
or empowering element of e-government at all even though half of the papers refer to 
this in the definition of e-government or consider for the negative impact of e-
government. 

5.3 How Is e-Government Investigated? 

Heeks found that in only one of seven papers it was clear ‘that the researchers had left 
their own offices and ventured out to do their research’ [22, p. 257]. Only in five stu-
dies (one of ten) in the sample, researchers had left their offices to collect qualitative 
data from interviews, observations and focus groups. 

As Heeks and Bailur [22] noted in 2007: ‘This might, for example explain the ab-
sence from some research of the human, social, and political elements that more easi-
ly become apparent during direct contact with data subjects and settings’ [22, p. 257]. 
We can repeat this seven years later; further, we can state as Heeks and Bailur [22]: 
‘those who had clearly left their office took a balanced sociotechnical perspective on 
e-government [22, p. 257]. 

The use of primary data increased over time. Twelve papers from 2001-2005 used 
primary data, compared to seventeen from 2006-2010. Further, five papers in the first 
period did not present any data compared to only one paper from the second period. 

Four of the fifty papers contained longitudinal studies. Chadwick and May [10] 
studied e-government agendas across a decade, West [49] examined budget data from 
1998-2000 and the development of content on US state and federal web sites from 
2000-2001, Norris and Moon [38] analyzed results from two surveys on local gov-
ernments’ adoption of e-government, and Tolbert et al. [44] examined the develop-
ment of e-government in US states from 2000-2004. Note that these studies covered 
the supply side of e-government. There were no longitudinal studies of e-government 
use by the demand side. There was a slight increase in studies that describe methods 
for data collection and analysis. Few papers, however, provide constructs for the re-
search field to validate, criticize etc. Less than half the papers had discussions of va-
lidity and generalizability and there was no development in this over time. 

Heeks and Bailur [22] found practical e-government recommendations in half their 
sample and ‘three-quarters gave a few single sentence or, at best, single paragraph 
recommendations. Only four gave any specific guidance on how practitioners should 
take action’ [22, p. 258]. In contrast, two thirds of the authors’ sample gave recom-
mendations; one third only provided recommendations of what, [34]. One third pro-
vided recommendations of how, [37]. Few studies contained comprehensive recom-
mendations, other than Carter and Bélanger [8, p. 19].  

In line with Heeks and Bailur (2007) we found that recommendations are seldom 
comprehensive. Further, we found fewer studies with specific how recommendations 
and more studies with what recommendations over time. Besides being sparse, rec-
ommendations point in many different directions (economy, website design, human 
skills etc.). No studies offer reflections on applying recommendations; i.e. political, 
strategic or tactical concerns, thus being of limited value for practitioners. 
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Heeks and Bailur found no references to research philosophies, although they la-
beled them. In contrast, the authors’ study found that the field has developed and 
polarized since. In line with their findings, there was no reference to research philoso-
phy in the 2001-2005 sample. However, five papers from 2006-2010 did contain brief 
references to research philosophy. They were either labeled as ‘murky middle’ or 
social constructionist. 

Almost three quarters of our sample were labeled positivist. Eight papers included 
definitions of independent and dependent variables and contained statistical testing of 
hypotheses. Five papers (one from 2003, four from 2006-2010) were labeled social 
constructionist, even if more than one quarter of the papers refer to Fountain, primari-
ly ‘The virtual state’ [58], This may imply that researchers try to balance their work 
by citing a constructionist scholar. We find only one study, however, that states the 
specific impact of Fountain’s work on the specific research [11]. 

The study shows the following regarding the most cited papers from 2001-2010: 

• They remain positive about the impact of e-government, but have become less 
technologically deterministic. Many authors still attribute the impact of e-
government to technology alone 

• The hypothesized benefits are mostly within the ‘managerial model’: reduced costs 
as a result of increased effectiveness and efficiency and better customer service 

• The scope has changed from conceptual to a larger focus on actors e.g. citizens 
• Government, service and citizen (the core of e-government) remain undefined 
• Many e-government internal issues remain uninvestigated 
• An increase in research maturity; more meta-studies, more primary data, more use 

of research methods, and more  references to research philosophy over time 
• A lack of descriptions of methods and generalizability of results. Very few studies 

use longitudinal methods, and there is little development in this area. 
• Recommendations are sparse, more ‘what to do’ than ‘how’ to do. 
• The underlying research philosophy in vast majority of studies remains positivistic. 

6 Implications 

Longitudinal studies can provide answers to questions and insights that are unattain-
able through cross-sectional studies [53]. Methods such as panel studies or time series 
[53] could be used to gain insight into citizens’ or employees’ actual and continued 
(or discontinued) use of e-government services, and what happens after adoption. 
Moreover, longitudinal studies can provide some directions to the path of e-
government. Transaction data has been recommended as suitable data for this purpose 
[3]. Another option could be to analyze the publicly available data from surveys of 
enterprises’ and households’ use of IT and e-government by the UN, OECD, and EU. 
Without longitudinal studies we are left with limited knowledge of the impact of and 
on e-government, and the underlying drivers. 

The vast majority of papers in the sample represent an optimistic and positive view 
on e-government ranging from improved efficiency [29], reduced costs [37], faster 
services and enhanced quality [21], accountability and transparency [4], increased 
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citizens’ trust in government etc. The ‘executive managerial model’ [10] is by far the 
most predominant view; forty nine of the fifty papers include ‘efficiency’ or ‘costs’ in 
the text. Apart from the case studies from developing countries [e.g. 30, 37, 40], no 
paper offers any proof of e-government actually delivering the often claimed benefits.  

In this study the researchers have analyzed the five most cited papers from each 
year from 2001 to 2010 with ‘e-government’ in the title. Would the picture have been 
different if ten papers had been selected? It is not known if the trend has changed 
since 2010. Has big data strengthened the focus towards specific domains or has so-
cial media introduced another view of the citizen? Both tendencies may be due to 
their novelty but may introduce more exploratory studies and move the focus away 
from positivism. A bias may have been introduced into the sample by only using ‘e-
government’ as search criterion, especially as ‘e-governance’ may have included 
more papers with the participatory/democratic scope. The authors consider that this 
study compares to Heeks and Bailur [22] despite the same sample collection method 
not being used. The first five years in the sample coincided with the predecessors and 
the same patterns were seen. The relatively small amount of papers in this study is a 
limitation, especially as it compares results over time, meaning there are only 25 pa-
pers in each group. The authors have tried to account for this limitation by comparing 
the results to other literature reviews, where possible, and by conducting an in-depth 
analysis with detailed examples from the papers studied. 

7 Conclusions 

The most cited papers on e-government have matured since the study by Heeks and 
Bailur [22]. There is more rigorous use of methods for data collection and analysis; 
more creation of primary data. Apart from this, we found pretty much the same pat-
terns as they did, in some regards, we even saw a less diversified research field,  
including an overly optimistic e-government view based on strong technology deter-
minism; a more positivistic approach and very few researchers that actually engaged 
in contact with data subjects and settings. E-government is agreed upon as govern-
ments delivering services to primary citizens through the internet. In this paper it is 
shown that the key notions in e-government, being governments, services or actors, 
all are treated rather vaguely, unsystematically and with no reasoned motivation, thus 
the e-government research scope seems unfocused. The most cited papers within e-
government research do not distinguish between types of government/public institu-
tions or types/form of services and mostly ignores actors other than citizens, i.e. other 
public institutions or businesses; employees (that perform e-government) are entirely 
invisible; even citizens are treated evenly, no distinction between different segments 
of citizens’ different needs and capabilities. This could explain why researchers’ rec-
ommendations were consistently vague, unsystematic and unfocused. 

Technology has matured, national e-government strategies and e-government initi-
atives are now part of the everyday political agenda, governments and institutions 
implement these initiatives and there are examples of states making government’ 
digital services mandatory along with fiscal consequences, central government  
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reducing state funding according to anticipated enhanced efficiency from imple-
mented e-government initiatives. Cases where citizens have missed important infor-
mation from public institutions because new e-government initiatives have emerged 
(a case in Denmark was settled on appeal and the public institution had to change e-
government practice and treat citizens’ cases differently [74]) and cases, where civil 
servants express serious fatigue and stress due to performance pressure in combina-
tion with poorly aligned e-government technology and work practices that lead to low 
quality and errors in case handling, also have emerged [52]. 

The authors consider that there is a need for more balanced, qualitative and quan-
titative studies, more longitudinal studies and more contact with practice together 
with a further maturing of e-government research and not least a greater self-
awareness from researchers of underlying perspectives and philosophy along with a 
more critical approach may move the research field to be better able to match the 
current e-government practice, thus ensuring the research fields’ raison d’etre. 
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Appendix A: Template with Coding Scales 

 
 
 
 

 

1 What is the impact of introducing e-government? 

 

5 Optimistic, 4 Mostly optimistic, 3 Neutral, 2 Mostly pessimistic, 1 Pessimistic   

2 What are the impact causes? 

 

5 Technological determinism, 4 Slightly Technological deterministic, 3 Socio - Technical, 2 Slightly social deter., 1 Social determinism 

3 Have adoption/implementation been used as explanation for missing impact from e-Government? 

 

1 Yes, 2 No, 3 Not applicable   

4 Does the paper present a definition of e-government? 

 

1 Yes, clearly, 2 Yes, vaguely, 3 No   

5 Which interaction type(s) of e-government is/are discussed? 

 

1 Managerial, 2 Consultatory/e-Democracy, 3 Not applicable   

6 What is the scope? 

 

1 Meta, research on research, 2 Research, 3 Conceptual 

7 On what level does the paper describe e-government? 

 

1 Global, 2 National, 3 Local, 4 Domain, 5 Other 

8 Where does the study/paper take place? 

 

1 Develop countries, 2 Developing countries, country list   

9 What is the object of study? 

 

1 Infrastructure, 2 Actors, 3 Services, 4 Concepts 

10 Who are yhe actor(s) of study? 

 

1 Citizens, Comments, 2 Employees, 3 Managers, 4 Business, 5 Governments, 6 Supra governments, e.g. EU, 7 Researchers, 8 Others, 9 

Not applicable 

11 What is the time dimension of the paper? 

 

 1 Present, 2 Historical, 3 Future, 4 Other    

12 How many times have the paper been cited according to Google Scholar (January 1st 2014)? 

 

13 How many references does the paper contain? 

 

14 What is the underlying research philosophy? 

 

1 Positivism, 2 Murky middle, 3 Constructivism, 4 Not applicable   

15 Are there any references to research philosophy? 

 

1 Yes, 2 No   

16 What is the data level? 

 

1 Primary, 2 Secondary, 3 Tertiary, 4 Not applicable   

17 Which method(s) is/are used for data collection? 

 

1 Questionnaire, 10 No method used, 11 Other, Comments, 2 Document analysis, 3 Interview, 4 Web content evaluation, 5 Literature 

review, 6 Reflection on project experience, 7 Observation 

18 Is there description of data collection methods? 

 

1 Yes, 2 No, 3 Not applicable   

19 Are questions, constructs etc. presented? 

 

1 Yes, 2 No, 3 Not applicable   

20 Which method(s) is/are used for data analysis? 

 

1 Quantitative analysis, 2 Qualitative analysis, 3 Statistic modelling, 4 Descriptive analysis, 5 No method used, 6 Other, 4 Web content 

evaluation, 5 Literature review, 6 Reflection on project experience, 7 Observation 

21 What is the time dimension of studies conducted? 

 

1 Cross sectional, 2 Longitudinal, 3 Other, 4 Not applicable 

22 Isresearch validity (generalization) discussed? 

 

1 Yes, 2 No   

23 What kind of recommendations are made to e-government practitioners? 

 

1 What, 2 How, 3 No   
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Appendix B: Most Cited e-Government Research 2001-2010, 
Elected Scale Value 

 

 

Year Paper 12 1 2 3 4 5 6 13 14 15 16 18 21 22 23 

2001 Layne and Lee [32] 1481 4 4 2 1 1 2 11 1 2 1 2 1 2 1 

Silcock [41] 290 4 5 2 1 1 2 14 1 2 3 2 1 2 1,2 

Howard [25] 121 5 5 2 1 1 2 0 1 2 3 1 1 2 1 

Mecella and Batini [35] 111 3 2.5 2 3 1 2 12 1 2 1 2 1 2 1 

Wescott [48] 116 4 3.5 2 1 1 2 74 1 2 4 2 1 1 1,2 

2002 Moon [36] 1131 3 4 1 1 1 2 35 1 2 2 1 1 1 1 

Warkentin et al. [46] 359 4.5 4.5 1 1 1 2 24 1 2 4 3 1 2 1,2 

Ho [23] 773 5 3.5 2 1 1 2 52 2 2 1 2 1 2 1 

Kaylor et al. [29] 256 3 4.5 2 1 1 2 14 1 2 1 1 1 1 3 

Fang [16] 295 5 5 2 1 1 2 21 1 2 4 2 1 2 1 

2003 Chadwick and May [10] 440 4 1.5 2 1 1 2 73 3 2 1 2 2 2 3 

Thomas and Streib [42] 337 3 3 2 3 1 2 19 1 2 1 1 1 1 1 

Gupta and Jana [21] 294 4 2 1 3 1 2 31 2 2 1,3 1 1 2 1,2 

Jaeger and Thompson [28] 260 3 3 2 3 1 1 22 2 2 4 3 1 2 1 

Jaeger [27] 255 4 4 2 1 1 2 46 1 2 4 3 1 2 1 

2004 West [49] 687 4 3 2 1 1 2 24 1 2 1,2 1 2 1 1,2 

Ndou [37] 308 5 5 2 1 1 2 44 2 2 1 2 1 2 1,2 

Gilbert et al. [19] 243 3.5 3 2 3 1 2 46 1 2 1 1 1 1 1,2 

Reddick [39] 207 4.5 4.5 2 1 1 2 49 1 2 2 1 1 1 3 

Basu [4] 222 4 4 2 1 1 2 41 1 2 3 2 1 2 1,2 

2005 Norris and Moon [38] 344 3.5 5 2 1 1 2 55 1 2 2 1 2 1 3 

Carter and Bélanger [8] 685 4 4.5 1 1 1 2 44 1 2 1 1 1 1 1,2 

Gil-Garcia and Pardo [18] 333 5 5 2 1 1 2 84 2 2 1 1 1 1 1,2 

Welch [47] 323 4 3 2 3 1 2 29 1 2 2 1 1 1 3 

Ebrahim and Irani [14] 262 5 4.5 2 3 1 2 67 1 2 3 2 1 2 3 

2006 Tolbert and Mossberger [43] 288 4.5 4 1 1 1 2 80 1 2 2 1 1 1 1 

Andersen and Henriksen [3] 294 3 2.5 2 2 1 2 32 2 2 1 2 1 2 3 

Hung et al. [26] 223 3.5 3 1 3 1 2 52 1 2 1,3 1 1 1 1,2 

Dada [13] 158 2 2.5 2 1 1 2 28 3 1 3 2 4 2 1 

Evans and Yen [15] 151 4 4.5 2 1 1 2 42 1 2 2,3 2 1 2 3 

2007 Heeks and Bailur [22] 420 3 2.5 2 3 3 1 35 2 1 1 1 1 1 3 

Yildiz [50] 382 3.5 2 2 1 1 1 83 2 1 1 2 1 2 3 

Horst et al. [24] 177 3 3 2 3 3 2 18 1 2 1 1 1 2 3 

Guijarro [20] 150 3 3 2 3 1 2 28 1 2 1 2 1 2 1 

Kumar et al. [31] 153 5 5 2 1 1 2 79 1 2 2 2 1 2 3 

2008 Coursey and Norris [12] 228 3.5 3 1 1 1 1,2 24 1 2 2 1 1 1 3 

Bélanger and Carter [5] 288 4 3 1 3 1 2 62 1 2 1 1 1 2 1,2 

Carter and Weerakkody [9] 145 4.5 4.5 2 3 1 2 60 1 2 1 1 1 1 1,2 

Tolbert et al. [44] 92 4 2 2 1 1 2 92 1 2 1,2,3 1 2 1 3 

AlAwadhi and Morris [1] 123 4 2 2 1 1 2 40 1 2 1 1 1 2 1 

2009 Verdegem and Verleye [45] 153 4 4 1 1 1 2 92 1 2 1 1 1 1 1 

Schuppan [40] 110 3 2 2 3 2 2 54 3 2 1 1 1 1 1 

Kim et al. [30] 103 4 2.5 2 1 1 2 53 3 1 1 1 1 1 1 

Bélanger and Carter [6] 72 4 3.5 2 3 1 2 12 1 2 1 1 1 1 1,2 

Lean et al. [33] 89 4.5 4.5 2 1 1 2 79 1 2 1 1 1 2 1,2 

2010 Bertot et al. [7] 231 3.5 3 2 3 1 2 111 2 2 4 2 1 2 1 

Gauld et al. [17] 59 4 2.5 1 3 1 2 56 1 2 1 1 1 1 1 

Cordella and Iannacci [11] 64 3.5 1 2 3 1 2 90 3 1 1 1 1 1 3 

Lee [34] 50 4 3.5 2 1 1 2 39 1 2 3 1 1 2 1 

Almarabeh and AbuAli [2] 53 5 5 2 1 1 2 18 1 2 3 2 1 2 1,2 
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Abstract. Online transparency for accountability assessment exercises reported 
in the literature rely solely on the analysis of public entities’ individual web 
sites, measuring the data disclosed and the way it is disclosed, and not taking 
into consideration the context in which these ‘target’ entities operate. This pa-
per aims at identifying key contextual elements that may influence the way data 
is disclosed by public entities in their individual web sites, and therefore should 
be taken into consideration when designing the assessment models and exercis-
es. The contextual elements identified were organized into an online transpa-
rency for accountability maturity model that may be used on its own to assess 
the overall level of sophistication of a country or region (‘context’), or it may be 
used in a stage-gate approach to define the appropriate type of entities assess-
ment model. Researchers wanting to assess a set of ‘target’ entities should 
therefore begin by analyzing the context in which they operate (using the pro-
posed maturity model) and then define their assessment model according to the 
recommendations proposed in this paper for the corresponding maturity level. 

Keywords: Transparency, accountability, assessment, maturity model. 

1 Introduction 

The subject of Open Government has been emerging as a top topic of interest in Elec-
tronic Government Research over the last few years [1]. Meijer et al. [2] emphasize 
that openness includes both the possibility of citizens to monitor governmental action 
(“vision”: transparency), but also to influence government processes through access 
to decision-making arenas (“voice”). As one of the Open Government objectives [3], 
transparency, in particular, has also received attention from both academics and prac-
titioners, the later confirmed by the emergence of Open Government Data Portals 
(such as Data.Gov) worldwide1. 

                                                           
1 See https://www.data.gov/open-gov/ for a list of such initiatives (last consulted 

in 13-03-2014). 
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With respect to transparency in the open government context, Linders and Wilson 
[3] further distinguish between the disclosure of government data aiming to promote 
its reuse for social or economic value, and data openness with the intent to support 
accountability of public officials. While the former is more closely associated with the 
creation of high-profile Open Government Data Portals, this work aims at addressing 
the latter (transparency for accountability). 

The concept of accountability is very complex and may be understood from many 
different perspectives. Bovens [4] not only advances a very synthetic description for 
accountability (“the obligation to explain and justify conduct”), but also proposes 
several perspectives from which the concept of accountability may be analyzed. From 
the “To Whom is Account to be Rendered” perspective emerges the concept of politi-
cal accountability, whereby citizens (among others) are the recipients of governmen-
tal disclosure efforts as a counterpart for the power delegation which characterizes 
representative political systems [4]. Open Government in general, and transparency in 
particular, may be considered an important prerequisite for political accountability 
because they allow citizens to access the information they need to assess the conduct 
of public officials responsible for managing the resources at their disposal [4]. 

While transparency has been associated for a long time with ‘traditional’ (paper 
based) freedom of information, the technological transformations of the last decades, 
the Internet in particular, have impacted profoundly the disclosure processes and 
access possibilities to government information [5]. The relevance of online transpa-
rency has led to several assessment exercises reported in the literature (see, for in-
stance, [6] for a list of examples). In these exercises, researchers usually select a set of 
‘target’ public entities, define a set of transparency requirements (assessment model) 
and analyze those individual entities’ web sites to assess in what extend they meet the 
requirements. The result is usually expressed as a disclosure index, a “single-figure 
summary indicator” [7] which is considered as a proxy for the entity transparency 
level. 

However, such online assessment models and exercises, by analyzing the individu-
al entities web sites in isolation, do not consider the context in which the entities op-
erate. Such context (country, federal state/region, …) might condition the assessment 
models applicable to them. The importance of the context may be illustrated by the 
emergence of open government dataset portals, and their impact on the way transpa-
rency is ‘traditionally’ assessed: data concerning a particular public entity (under 
assessment) may no longer be disclosed solely at the entity web site. This, and other 
characteristics of the entities context, creates new challenges to online transparency 
assessment exercises and ‘traditional’ assessment models may no longer be totally 
adequate for the purpose. In sum, online transparency assessment exercises can no 
longer rely solely on entities’ individual web sites analysis and need also to consider 
the context in which they operate. 

Although some maturity models have been proposed in the context of open gov-
ernment (see following section) they do not establish any connection with ‘traditional’ 
individual entities online transparency assessment models. The goal of this paper is 
then to close this gap. It starts by identify key contextual elements which may influ-
ence the way ‘target’ entities assessing models are defined and applied, and then  
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proposes an online transparency for accountability maturity model based upon them 
(‘context maturity model’). Instead of just computing a single-figure summary indica-
tor (index) for each entity, with a one-size fits all assessment model that disregards 
the context in which the entities operate, we propose to use a stage-gate approach: in a 
first step, the model is used to assess the context maturity level from an internet-
enabled transparency perspective (common to all individual entities under assess-
ment); then, depending on the maturity of the context, a specific (more detailed)  
assessment model (‘entities assessment model’) is used to provide an index value for 
each entity. In the end, both indicators (context level and entity index) will form a 
global assessment of each entity efforts concerning online transparency for accounta-
bility. Alternatively, the proposed context maturity model may be used in a standa-
lone basis to assess and compare the development of countries, federal states, regions 
or any other contextual entities. 

The remainder of this paper is organized as follows. The next section will reflect 
upon some of the maturity models already proposed in open government related lit-
erature. This will be followed by a section where a set of key context characteristics 
relevant to individual public entities online transparency assessment exercises is pre-
sented. Then, section 4 presents and characterized the proposed maturity model. The 
paper will end with some conclusions and reflections about further developments. 

2 Previous Research on Maturity Models 

Maturity models are commonly used to describe or represent the “anticipated, desired, 
or typical evolution path” [8] of an entity (such as an organization or country) or class 
of objects (such as processes) over time. In this context, maturity is considered as a 
synonym of “competency, capability, or level of sophistication” on a particular do-
main [9]. Although such development path may be represented by a continuous index, 
usually it is modelled by a discrete staged maturity model [10] and a set of criteria is 
used to assign each entity to a particular stage at a particular moment (“a snap-shot of 
the organization regarding the given criteria” [8]). Stages in maturity models are also 
commonly considered as cumulative, that is, “higher stages build on the requirements 
of lower stages” [9] as entities progress from the lower stages to top ones. This one-
dimensional linear approach to maturity assessment, although simpler, may not be 
fully adequate to the complexity of the relevant domain. An alternative is to use a 
stage-gate approach where separate assessment models are used for each of the ‘main’ 
maturity model stages [9]. 

Maturity (stage) models have been proposed for a long time both in the field of 
eGovernment [11-15], eDemocracy/eParticipation [16, 17], and eGovernance [18]. 
However, these models focused mainly on the sophistication of online service provi-
sion and/or citizens’ engagement and participation, reserving a secondary role for 
information provision and were therefore not aligned with the current Open Govern-
ment initiatives who put transparency and participation at the heart of eGovernment 
and eDemocracy.  
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Recently, an Open Government Data stage model [19] was proposed to address the 
shortcomings of the previous eGovernment maturity models with respect to online 
information provision. This model focus specifically on data integration and consists 
of four stages ranging from ‘Aggregation of Government Data’ to ‘Integration of 
Government Data with Non-Gov Formal data and Social data’. 

In the same context, Lee and Kwak [20] proposed an Open Government Maturity 
Model to assess and guide the development of open government initiatives with a 
special attention to the way social media may contribute to increase public engage-
ment. The model follows closely the three main open government objectives (transpa-
rency, participation and collaboration [3]) by making them correspond to the three 
intermediary stages between ‘initial conditions’ (level 1) and the more sophisticated 
‘ubiquitous engagement’ (level 5). 

Despite these efforts, none of the two previous models specifically address the 
global aspects of online transparency for accountability assessment, but rather focus 
on particular aspects of data provision. The proposed maturity model will not only 
address contextual online transparency (when used in a ‘standalone mode’), but will 
also serve as a bridge to ‘traditional’ individual entities online transparency assess-
ment models by adopting a stage-gate approach: in the first step the maturity model 
will analyze the context in which these entities operate and, depending on this first 
assessment, will then serve as a guidance to develop and apply the appropriate entities 
assessment procedure. This approach will result in an index value for each entity 
within the maturity level of the overall context. This way it is possible to avoid unne-
cessary analysis concerning ‘advanced aspects’ when the overall context is still cha-
racterized by a low maturity level. 

The next section will present the key context characteristics considered to develop 
the proposed model. 

3 Key Context Characteristics 

The proposed maturity model is based on the identification of key characteristics 
associated with the context in which public entities operate which were derived from 
literature analysis. These characteristics concern both technological and organiza-
tional aspects, and the way they influence and relate to each other. 

3.1 Technological Infra-structure 

The first major contextual characteristic which is deemed relevant to the type of 
online transparency assessment model applicable to individual public entities is a 
technological one: technical infra-structure. Since online transparency assessment 
exercises tend to be performed in developed (or, at least, developing) countries, it is 
almost always taken for granted that a technical infra-structure exists, namely the 
Internet, over which public entities disclose their data. Moreover, it is usually as-
sumed that most (if not all) entities addressed have a web presence of some sort and 
that they use such presence to disclose (more or less) relevant accountability data. 
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Beside the infra-structure itself, other aspects that might be used characterize the con-
text include broadband internet adoption rate by citizens (the ultimate recipients of 
accountability data), for instance. 

3.2 Dataset Portals and Web Sites 

An important element that may influence the way individual entities disclose account-
ability information is related to the existence of external (global) dataset portals and 
web sites, corresponding to what Kalampokis et al. [21] refer to as “direct data provi-
sion”2. As part of Open Government initiatives, many generic open data portals, such 
as Data.gov, were created as aggregators of data that is usually reported by entities on 
a voluntary basis. 

A different type of thematic (more specific) portals has also emerged, such as Re-
covery.gov [22] or European national sites disclosing data concerning the projects and 
beneficiaries of the European Regional Development Fund (ERDF) and the European 
Social Fund (ESF) [23]. 

Still in this category, another type of portals may be considered, stemming from 
the way public entities in modern States are organized into sectors: clusters of entities 
grouped together according to their similar legal status (regime), type of services pro-
vided, goals pursued, or administrative autonomy. Sometimes these sectors have 
dedicated portals, curated by a particular supervising entity that collects, processes 
and discloses data concerning all public entities from that sector. In sum, data portals, 
either generic, thematic or sectorial, changed the relevant context for accountability 
data disclosure and should be taken into consideration when performing assessment 
exercises. 

3.3 Accountability Networks 

In the last decades the structure and organization of modern States changed profound-
ly as a result, among others, of privatizations and New Public Management inspired 
reforms [24]. This resulted in a more complex and fragmented State, with a blurred 
frontier among private and public entities, therefore making it more difficult for ordi-
nary citizens to “comprehend, map and record” the resulting constellations of public 
entities [24]. These structural changes had also an impact on existing accountability 
regimes (“the sum of a series of interconnected accountability arrangements and rela-
tionships regarding a particular actor”) [25], thus leading to dense and complex “net-
works of accountability” [26].  

Under these accountability regimes, individual public entities are subjected to ad-
ministrative and financial supervision and control from auditors, inspectors, controllers 
and other supervising entities. The existence of such internal (not public), administra-
tive accountability networks changed the relevant context for accountability data  

                                                           
2 From the perspective of the entities to which the data belongs, publishing it in a global  

portal rather than on their own web sites would perhaps better qualify as an “indirect data 
provision”. 
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disclosure since entities are now subjected to mandatory data internal disclosure  
regimes. 

This new reality should also be taken into consideration when performing assess-
ment exercises, namely in what concerns the type and amount of data expected to be 
disclosed publicly on entities individual web sites (at least a subset of that reported 
through the accountability network, for instance). 

3.4 Overall Structure and Organization of Information 

An important element of context characterization is related to the existence of overall 
structures that increase the visibility and access to information, facilitate the organiza-
tion of the disclosed data by individual entities, and provide the necessary framework 
and guidelines to such disclosure procedures. 

An example of such structures would be Public Sector Information (PSI)  
catalogues [27], which may include the identification and characterization of public 
sectors in which the State entities are clustered, and the identification and characteri-
zation of all entities belonging to each sector. Other catalogues may exist to list and 
describe information resources (including open government data portals and individ-
ual entities web sites), thus increasing their visibility and facilitating the access to 
accountability related data. 

From a more technical perspective, an example of an overall structure would be the 
existence of common ontologies which individual entities may use to describe the 
disclosed datasets (metadata), thus facilitating their search, retrieval and analysis. Yet 
another contextual element would be the existence of a global Linked Data frame-
work designed to facilitate publishing data on the Web “in such a way that it is ma-
chine-readable, its meaning is explicitly defined, it is linked to other external data 
sets, and can in turn be linked to from external data sets” [28]. With such a framework 
in place, individual entities would then be able to use it in a more effective way. 

In sum, these technological transformations have also changed the relevant context 
for accountability data disclosure and should be taken into consideration when per-
forming assessment exercises. 

4 The Online Transparency Maturity Model 

According to De Bruin et al. [9], maturity models may be applied for descriptive, 
prescriptive or comparative purposes. The proposed maturity model aims to be de-
scriptive in the sense that it could be used to assess (describe) the as-is situation of 
online transparency development of a particular context for a set of public entities, 
such as a country or federal state. Similarly, the model may be used to provide a ben-
chmarking baseline among countries (a typical ‘context’, for instance), and as a pre-
scriptive model in the sense that it may be used to provide a framework to develop 
and implement an online transparency policy. The model assumes that the public 
entities operate in a political democratic context, whereby a legal and Constitutional 
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framework exist that protects freedom of information and general access to adminis-
trative documents. 

Rather than simply using a one-dimensional standalone maturity model, we pro-
pose to adopt a global stage-gate assessment approach to structure online transparency 
assessment exercises in two steps: 

• In the first step we take advantage of the simplicity of a maturity model by 
using it in a preliminary evaluation of the context in which ‘target’ public 
entities operate; 

• Then, a specific assessment model is used to complete the analysis of the 
‘target’ entities. Such model considers the potential and limitations of the 
context, as expressed by the evaluation resulting from the maturity model. 

Figure 1 presents the cumulative stages of the proposed online transparency matur-
ity model. 

Level 4 – Overall structure and organization 

Level 3 – Accountability networks 

Level 2 – Data portals 

Level 1 – Initial conditions 

Level 0 – No technical infra-structure 

Fig. 1. The Online Transparency Maturity Model 

Each stage will be characterized below using the contextual elements identified in 
the previous section. Also, some of the major implications for online transparency 
assessment models appropriate for each context maturity level will be discussed. 

4.1 Maturity Level 0 – No Technical Infra-structure 

According to Becker et al. [8], “the bottom stage [of a maturity model] stands for an 
initial state that can be, for instance, characterized by an organization having little 
capabilities in the domain under consideration.” From the perspective of this maturity 
model, this means that the context in which the ‘target’ entities operate is characte-
rized by a poorly developed internet infra-structure with few public entities having its 
own web site. If so, it is perhaps meaningless to conduct online (internet-enabled) 
transparency exercises and therefore to define and apply any online transparency as-
sessment model. If, however, such assessment is to be performed anyway, the model 
and procedure used should focus on simple characteristics of online disclosure. 
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4.2 Maturity Level 1 – Initial Conditions 

Once the internet infra-structure is in place and entities (both public and private) gen-
erally have their own web site, we may consider that the context in which public enti-
ties operate has reached its ‘initial conditions’. Other elements to consider when  
assigning ‘contexts’ to this stage may include the level of broadband access rate by 
citizens and entities, and other similar indicators. 

At this context maturity level, online transparency assessment models should consid-
er solely the data disclosed in each entity web site as each public entity independently 
discloses accountability related data. ‘Traditional’ assessment models, as described 
earlier in this paper, fall into this category and therefore should be considered adequate 
to assess entities functioning in this level of context maturity. Furthermore, such models 
should not expect individual entities to adopt sophisticated technological approaches, 
such as the ones associated with Linked Data [28], for instance, to disclose data. Rather, 
data might be disclosed in a simpler spreadsheet format. Other dimensions of the enti-
ties assessment models should also adopt a conservative perspective in what concerns 
technological and organizational sophistication. 

4.3 Maturity Level 2 – Data Portals 

The existence of open government data portals in the context in which ‘target’ entities 
operate is a pre-condition for the maturity of such a context to be considered in this 
level. The Open Government movement has contributed to the emergence of both 
generic (such as Data.gov) and thematic (such as Recovery.gov) portals. Sector por-
tals have also been created in some countries, but they depend much more on the 
internal organization of States. Generic data portals usually depend on individual 
entities voluntary disclosure of data, while thematic and sector dedicated portals are 
usually associated with some kind of supervising entity (theme or sector) to which 
individual public entities are obliged to report accountability data. In this case it is up 
to the entities responsible for these thematic or sector dedicated portals to publish 
some (or all) of the reported data. From a technological point of view, establishing 
such data portals does not present a major technical challenge since many open source 
platforms (such as the widely used CKAN3) are currently available. 

At this maturity level, online transparency assessment models must take into con-
sideration the existence of these external/contextual data portals, and that entities  
may use them to disclose some (or all) relevant datasets (either voluntarily or not). 
Therefore, some of the characteristics of the portals themselves (dataset format, 
downloading possibilities, …) must be considered in the individual assessment mod-
els corresponding to this stage. In particular, such models should consider how is the 
data published in such portals visible and referred to (linked) from the entities web 
sites (that is, the way individual web sites relate to external portals) and how do they 
deal with the possibility of duplicated data (inconsistency). 

                                                           
3 www.ckan.org 
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4.4 Maturity Level 3 – Accountability Networks 

This stage presupposes not only that an internal (administrative) accountability net-
work exists for the different types of public entities (even stretching beyond the public 
sector ‘supervising’ entities) but also that such network is explicit and visible: it is 
well known exactly what entities are part of the network and what is their role in it. It 
should also be clear what type of accountability relevant data is reported by each type 
of public entities through their accountability network. 

At this maturity level, online transparency assessment models must take into con-
sideration the existence of such networks and the way they might influence how data 
is disclosed. In general, such models should consider the accountability network of a 
particular entity as a reference to what should be available and how by: 

• Defining a minimal set of data individual entities should disclose to the 
public (political accountability), considering that such data is already being 
produced for internal (network) reporting purposes (administrative 
accountability); 

• Considering that part (or all) of that data is disclosed by the ‘supervising’ 
entities of the network and not directly in the target entities individual web 
site. 

4.5 Maturity Level 4 – Overall Structure and Organization 

For a certain context to be considered at this top level maturity, the requirements of 
all previous levels should be fulfilled. However, to reach this level, there needs also to 
exist an overall structure that gives coherence and connects all the individual elements 
that characterize the levels so far. This may include a catalogue of all resources rele-
vant for online transparency assessment purposes (according to previous levels), a 
global ontology and a Linked Data infra-structure. 

At this maturity level, online transparency assessment models must take into con-
sideration whether or not individual entities take advantage of these technological 
elements provided by the context. For instance, each entity, its web site, and relevant 
data resources disclosed in it, should be visible in the global catalogues mentioned 
(almost like a Google search engine visibility). Furthermore, individual entities 
should use the global transparency for accountability ontology to provide standar-
dized metadata for the datasets disclosed which, in conjunction with the adoption of 
Linked Data principles, should facilitate data search, retrieve and processing. 

5 Conclusions 

In the last few years the context in which public entities function has suffered the im-
pact of both organizational and technological transformations. The complexity of  
accountability networks in which entities are inserted, and the emergence of Open 
Government Data portals, for instance, pose new challenges to the way individual enti-
ties may be assessed concerning how they use the Internet to disclose accountability 
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related data. This means ‘traditional’ online transparency assessment methods that 
focus solely on the characteristics of individual entities web sites, thus ignoring such 
transformations in the context, may no longer give an accurate picture of the transpa-
rency panorama. Also, since different entities might operate in different contexts (with 
diverse technological and organizational characteristics), it is not adequate to use a 
one-size fits all assessment model. 

This paper proposes an online transparency maturity model, based on some of the 
most prominent context characteristics (from an internet-enabled perspective on 
transparency), which may be used in a standalone manner to assess the context in 
which entities operate or, in a stage-gate approach, as a first step to define an adequate 
assessment model for the ‘target’ entities (depending on the maturity of their context).  

Like any other maturity model, the advantage of its simplicity may be subjected to 
criticism. The model steps sequence and cumulativeness represent a certain desired 
evolution path of sophistication that may not correspond entirely to the reality of 
some contexts. For instance, a particular country being assessed might exhibit charac-
teristics of several stages or even develop the elements of a top level before the devel-
oping the ones in the levels below. Nevertheless, the sequence in which the levels are 
proposed took into consideration the complexity, (global) scope and impact of the 
technological and organizational characteristics considered in each level. 

The proposed model is intended not only to provide a macro assessment tool appli-
cable to contexts such as countries or federal and regional states, but also to close the 
gap between this and other micro level (entity level) ‘traditional’ assessment exercis-
es. Therefore, those wanting to initiate individual entities assessment exercises should 
consider first the level of maturity of the surrounding context, and then adapt the ap-
propriate assessment model according to the suggestions made. In the end, the overall 
analysis should help both academics and public officials to develop better online 
transparency for accountability systems both at macro and micro level. 

As this maturity model focus on internet-enabled transparency, further research 
might consider the possible impacts of proactive open government legal frameworks 
on online transparency maturity. Such proactive policy and legal structures extend 
beyond the general protection of freedom of information that constitute the hallmark 
of modern western-like democracies. 
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Abstract. Open government implementation connects to several actions: public 
policy design, software implementation, website development, policy informat-
ics, and the development of new regulations. Despite this important progress, 
very little has been done to measure the impact of open government and provide 
feedback in terms of the next steps for implementation. Furthermore, very few 
models intend to explain the functions, characteristics, or the future of this new 
trend toward openness. Our research from 2006 to 2012 uses a multi-
component model to measure open government websites in the 32 Mexican 
state governments. However, the website model could become obsolete as a re-
sult of technology advancements. This paper analyzes some knowledge gaps 
and potential problems with this type of model and proposes a new approach to 
open government portals based on four conceptual pillars: wikinomics, open da-
ta, new institutionalism, and the fifth state (Network State). 

Keywords: open government, models, transparency, e-government, open data. 

1 Introduction 

Parks [1], who first introduced the term open government, did not imagine the reper-
cussions of his idea within the next century. Today governments around the world 
implement ideas of open government through corresponding policies [2–5]. However, 
open government initiatives currently face several problems related to a lack of clari-
ty, including the conceptualization of the term, its functions and limitations, and in the 
research models used to understand it. 

Open government has evolved along several paths. The Freedom of Information 
Act (FOIA) become the first step to building this concept; Richardson [6] states the 
"right to know" was the initial idea for this path, which other scholars also describe as 
a key starting point [7–9].  A different path pursues open data, in which government 
data must be transparent, reusable, standardized, and updated, among other aspects. 
The concept of open data introduced the importance of collaboration and information 
sharing [10]. 
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This kind of conceptual path has led to the belief that the worldwide “open gov-
ernment initiative would establish a system of transparency, public participation, and 
collaboration” [11].  For this paper, open government is conceived "as an institutional 
and technological platform that transforms government data into open data to allow 
citizens' use, protection, and collaboration in public decisions, accountability, and 
improvement of public services" [12]. This definition allows for several interpreta-
tions, such as: (1) open government can be understood as a platform that translates 
government data into the citizen’s language; (2) these transformations allow citizens 
to protect, reuse, collaborate, or interact with data in several forms; and (3) as a result 
of this transformation, citizens are empowered to scrutinize public officials’ decisions 
and actions to enhance accountability and to then propose different alternatives for 
public services and other government actions. However, discussion about the open 
government concept and the development of theoretical frameworks for it are under-
developed in this field of research [13–15]. 

A second problem the open government trend faces is related to the delineation of 
its functions and limitations.  Dawes [16] identifies some limits to open government 
with respect to the concept of stewardship and usefulness of the data. When looking at 
the functions of open government, it can be understood as a tool that allows public 
officials to release data from the government for the general public’s use.  And it has 
several dimensions, like open data visualization tools [17] and open data [18], which 
combined could be seen as the Big Data perspective [19, 20]. Open government’s 
limitations are linked to information policies [21], cultural resistance from public 
officials [22], and the problem of trust in government agencies [23]. Some scholars 
are pursuing research agendas to address these issues. In contrast, we want to focus 
specifically on the development of models to assess open government initiatives. 

The purpose of this paper is to propose a new assessment model for open govern-
ment portals and it is organized into five sections, with this introduction as the first. 
Section two includes a literature review focused on models for assessing open gov-
ernment websites. The third section describes an older assessment model that was 
used for six years of continuous evaluation of Mexican portals, while section four 
explains the advantages, weaknesses, and limitations of that previous model. Section 
5 proposes a new model, based on recent theoretical developments and current tech-
nologies, after which we make a few concluding remarks. 

2 Literature Review: Open Government Assessment Models 

One of the problems of open government is changing the government paradigm in 
order to introduce it and really allow the disclosure of government information [24]. 
This paradigm change could be reformulated by the construction of a model to facili-
tate understanding of open government implementation and offer recommendations to 
guide open government development [25–27].  However, the purpose of this paper is 
more limited. It is based on assessment models of e-government efforts. Researchers 
have created preliminary models to analyze the maturity of e-government and open 
data [28], which we can group them in two main categories: (1) models that assess 
systemic changes of open government and (2) models that assess open data achieve-
ments.  In the first category, three models are included: the Kalampokis [29] stage 
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model, the Scholl and Luna-Reyes [33] systemic model, and the Open Government 
Implementation Model (OGIM) [26].  The second category includes the implementa-
tion framework for Open Data in Colombia [30] and the model to assess open data in 
public agencies from Solar [31]. This section will briefly describe each of these mod-
els as they provide some of the conceptual basis for the model we developed in 2007. 

Research models are important ways to frame reality and try to provide rational 
explanations about phenomena; however, it is not easy to find such models and they 
are usually ongoing projects because they required permanent update and feedback. 
One of the first models related to open government was developed by an international 
team [28]. This e-Government Maturity Model has three dimensions: information 
criteria, IT resources, and domains. This proposal has some additional variables that 
go beyond IT, such as e-Strategy, IT Governance, Process Management, and People 
and Organizational Capabilities. The purpose is to understand the integrated process 
of e-government through maturity. This early model is important to our research for 
two reasons: it reflects the introduction of a rational model to the e-government as-
sessment perspective and it shares the integrated concept of evaluation from our orig-
inal model, although we discard the idea of maturity because open government portals 
are mostly regulated by law and technological trends rather than an evolution in  
maturity [32]. 

Kalampokis [29] developed a second model in 2011 to assess open government da-
ta, which has two main dimensions: the first one is related to organizational and tech-
nological complexity and the second one is related to added value for data consumers. 
This proposal is more operational and focused on one section of the open government 
process—the data. 

A different proposal with a more integrated perspective is the Open Government 
Implementation Model (OGIM) [26], which is a stage model that guides government 
agencies on their journey to open government. The model defines four main imple-
mentation stages and describes the deliverables, benefits, challenges, best practices, 
and metrics for each stage. The goal of Stage 1 is increasing data transparency; stage 
2’s objective is moving on to improving open participation (like open collaboration). 
Stage 3 is focused on realizing ubiquitous engagement and finally stage 4 harnesses 
the power of social media in order to engage the public. The OGIM model is closer to 
our research because it intends to measure the global outcomes of an open govern-
ment implementation through the four stages. However, our research model is more 
focused only on open government websites rather than other implementations of this 
trend. 

The last model was developed by Scholl and Luna-Reyes [33] and it uses dynamic 
systems theory to introduce more actors and variables into the implementation of 
open government, such as elected officials, executive power, and regulations and 
norms, to better understand the maturity and evolution of open government applica-
tions.  From this review of four models we can conclude the following: (1) there is no 
single model to assess open government implementation; (2) models for assessing 
complete implementation of open government exist, but not specifically for open 
government websites; and (3) maturity is a constant in many models, but may not 
apply to this research area. 
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3 Assessment Model for Open Government Portals (2007-2012) 

The main purpose of this model was to assess the progress of open government im-
plementation among state web portals in Mexico. It is focused on the development of 
websites to introduce open government functions; it does not measure the impact of 
open government in other areas of state public administration. The model was built 
from two sources: a survey and then interviews with webmasters of Mexican state 
open government websites, with the interviews held during a professional meeting in 
October 2005.  Once the data was collected, we identified different components of 
open government websites, which were validated with concepts from academic litera-
ture. We presented a first proposal in April 2006 to the webmasters who participated 
in the earlier data collection and used their opinions to refine the model. The final 
model has seven components: 

1. Trust 
2. Information value 
3. Accountability 
4. Constant innovation and change 
5. Law accomplishment 
6. Internal agency transparency 
7. Information systems or search engines 
 

1. Trust. This component was proposed to achieve the goal of measuring trust in 
public information. It measures three related questions focused on perception of in-
formation: (1) Information is trustworthy, (2) Information is validated by other 
sources, and (3) Website (interface) seems trustworthy. 

2. Information value. This component answers the question: does this information 
produce value for citizens?  Examples of when information has value include whether 
it is reusable, easy to find, helps inform decision-making, and is clear and understand-
able to the average person. 

3. Accountability. The purpose of this component was to assess tools and functions 
that allow for individual and organizational accountability. The way that organiza-
tions enable citizens’ claims, feedback, or accusations of misconduct from public 
officials were measured here. 

4. Constant innovation and change. This component measures ongoing innovations 
or changes in the actual interface that could be considered valuable for users. 

5. Law accomplishment. The Information Access Law, published in 2002, requires 
all Mexican government agencies to have open government websites and establishes 
minimum information standards, including the capability for citizens to ask for infor-
mation and data disclosure. This component assesses the degree of compliance with 
these basic regulations. 

6. Internal agency transparency. A constant request from webmasters in 2005 was 
to devise a way to force internal agencies to deliver government information on time. 
This component assesses state government efforts to deliver information in a timely 
fashion, such as publishing a ranking for internal agency performance on open gov-
ernment information. 
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7. Information systems or search engines. The objective of this component is to as-
sess the search engine capabilities to retrieve information and the internal develop-
ment of software to manage and capture data for the open government website. 

 
The idea of this seven component model was to integrate legal regulations, inter-

face standards, open government practices such as release information, accountability, 
and standards like information value and user trust in this first stage of open govern-
ment implementation in Mexico. Several state governments used this research, which 
was published in a national magazine every year [34–36], to make decisions and de-
sign improvements for their portals. 

In order to test this model we conducted a pilot test in 2006 and adjusted some 
questions and components. The first evaluation was conducted in 2007 and was con-
tinued annually until 2012, during February and March. The goal was to evaluate the 
32 state government websites within two visits of 30 minutes maximum and collect 
the data to elaborate a ranking among the state governments. 

4 Challenges and Problems of the 2007 Assessment Model 

The assessment model for the open government portals was based on the technologi-
cal trends of the first decade of the 21st Century; however, several important changes 
in technology (which Friedman describes [37]) forced adaptations to the model, At 
least three technological changes had a direct impact on the assessment model and 
two institutional changes indirectly impacted the model. 

The first technological change is the speed of computational devices. Most power-
ful processors enable the development of software to support simultaneous operations. 
These changes allow government organizations to interact with larger databases and 
develop software to personalize search and use data more efficiently. This change 
affects the components of information value, information systems, and search en-
gines. 

The second technological change is the Web 2.0 trend [38]. The widespread use of 
Twitter, Facebook, blogs and wiki platforms to create content, exchange ideas, or 
interact with information creates new conditions for citizens to share, publish, and 
collaborate with information. The frequent use of this technology by government 
organizations and citizens transforms the use of government data and the relationship 
government has with its constituents [24].  Web 2.0 indirectly impacted all compo-
nents of the assessment model. 

The last technological change was the introduction of big data technologies to ana-
lyze, collect, and systematize large amounts of government data, usually stored in 
government data warehouses. The introduction of this capacity to handle a large vo-
lume of data increases the potential uses of government data and transforms the 
processes by which governments disseminate, publish, and share data [18, 19]. This 
change positively affected information sharing, diffusion of the data, and improved 
collaboration using new and more reliable data. 
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An important institutional change that transformed open government portals in 
Mexico was the introduction of the National Information Access Law that creates 
more protections for personal data and provides for sanctions against governments 
that do not comply with the publication of basic data required in the law.  These new 
regulations increase with the second institutional change: the creation of the Open 
Government Partnership in September 2012. From the beginning, Mexico became a 
member of this partnership and assumed responsibilities and commitments with spe-
cific objectives and dates to accomplish them in the short term [39]. These two condi-
tions forced the federal and state governments of Mexico to change their portals, 
which affected the utility of the previous open government assessment model. 

5 New Assessment Model: A Proposal 

Following our review of the literature surrounding different models related to open 
government and an analysis of previous assessment models, we propose a new model 
for open government website assessment based on five components: (1) Legal Obliga-
tions; (2) Open Data; (3) Collaboration; (4) Co-production; and (5) Institutional Ar-
rangements (see Table 1). 

Table 1. Open government research model proposal 

Component Description Variables 
Legal Obliga-
tions 

Assess public policies at all govern-
ment levels 

Rules, agency relations, public 
policies 

Open Data Assess degree of advancement in 
open data and use of technology to 
organize and disseminate data 

Open government data prin-
ciples, cloud government, mo-
bile government. 

Collaboration Assess tools and initiatives to pro-
mote collaboration among citizens 

Collaboration tools with the use 
of Web 2.0 

Co-production Assess peer production, tools, 
process, and policies to promote 
feedback and accountability 

Tools, apps, processes that 
enable peer production 

Institutional 
Arrangements 

Metrics on changes in internal 
processes, institutional relationships 
with power that facilitate open gov-
ernment 

Information costs, transaction 
costs, agreements, rules and 
processes for open government 

 
These components are directly linked to four theoretical pillars that summarize and 

combine previous empirical and theoretical research. Following, we describe the four 
pillars and their link to the proposed model. 

5.1 First Pillar: Wikinomics 

A very interesting example of open government in the U.S. has been the change to the 
patent system by including collaboration from the scientific community. This revolu-
tion was based on the ideas of peer collaboration, sharing information, and the use of 
technology in a process called Wiki Government [40]. These principles come from 
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Tapscott and Williams’s [41] perspective that wikinomics demonstrates the principles 
of the so-called new economy: collaboration, co-production, peer sharing, and ex-
change of information.  At least two components of open government websites  
are related to this principle: collaboration and co-production. We understand that 
openness with citizens—or the users of information—cannot be possible without 
considering both horizontal and vertical collaboration between producers and users of 
information, as well as the constant need to update and review government informa-
tion using technological means. The Wiki Government concept promotes this kind of 
behavior and improves the release of the data. Peer-to-peer activities are possible 
using a common platform of collaboration and co-production in which users, both 
public officials and citizens, can be seen as prosumers (in the words of Tapscott and 
Williams)--people who produce and consume information at the same time. 

5.2 Second Pillar: Open Data 

This pillar is directly related to the second component of the model with the same 
name. We realize that open government implementation processes align with open 
data practices.  Geiger and Von Lucke [18] establish that open data are all stored data 
that can be accessible to the public without any kind of restriction on use and distribu-
tion. Since 2007, O'Reilly has operated the Open Government Working Group that 
proposes eight principles of open data [42] that complement Geiger and von Lucke’s 
ideas. From this perspective, open data will be the best complement for the organiza-
tional tasks of opening government processes, files, and procedures and is the main 
outcome directly related to citizens' information needs. We believe that part of an 
integrated measurement of open government portals must be the degree to which open 
data is available, as well as their quality and usefulness. 

5.3 Third Pillar: The Network State or Intelligent Government 

The idea of the fifth state by Dutton [43] proposes the Internet as a platform for new 
relationships between citizens and government. This complements Castells’s [44] 
perspective on changing the legal perspective of the state and transforming it on a 
state related to nodes, links, and interrelations in a network. This new state is more the 
consequence rather than the cause of open government, in which the use of Web 2.0 
forms the basis for Government 2.0 where policy makers and citizens collaborate to 
create data and share responsibility for government decision-making. It represents a 
new characterization of a smart state, which uses artificial intelligence, sensors, and 
other information technologies and reduces time, processes, and distances for citizens 
and government officials,[45].  The model components that measure this pillar over 
time and along transparency tasks are institutional arrangements and legal obligations. 

5.4 Fourth Pillar: New Institutionalism and Sociotechnical Theory 

Two theoretical frameworks explain the emergence of the network state. First, new 
institutionalism suggests that the introduction of open government will yield new 
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ways to arrange relationships and coordination among institutions, which can be seen 
in the release process for data and updates to the websites.  Secondly, sociotechnical 
theory links technology with human perspectives and the organizational background 
[46].  If we conceived that individuals behave and interact inside institutions [47] and 
these institutions are now open and without boundaries in terms on information, we 
must try to assess change and maturity in these behaviors along the different imple-
mentations of open government. 

5.5 Connections Across the Pillars 

More research on the relationships among the pillars and the more specific compo-
nents of the model is needed to make the proposed model feasible and operational. 
However, some initial relationships are shown in Figure 1.  For example, the first 
pillar, Wikinomics, is related to the collaboration and co-production components.  
The second pillar, Open Data, is related to the component with the same name, but  
also relates to co-production as one of the main avenues to produce and release data. 
The pillar called Network State and Intelligent Government is related to the develop-
ment of institutional arrangements and collaboration opportunities.  Finally, the fourth  

 

 

Fig. 1. O-Government Assessment Model 
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pillar of New Institutionalism and Sociotechnical Theory is related to the production 
of legal obligations and institutional arrangements. 

In order to solve the problems confronting assessment models as described in the 
previous section, we intend to solve the first two technological problems, the speed of 
change and the adoption of Web 2.0, with the first pillar of Wikinomics. The model 
components from this pillar are collaboration and co-production as the main tools to 
facilitate the Wikinomics concept.  The next technological problem of big data will be 
addressed using the open data strategies that governments now develop and will be 
reflected in the open data model component.  The institutional challenges from the 
National Information Access Law and the Open Government Partnership are ad-
dressed using the Network State framework and New Institutionalism and Socio-
technical Theory in order to stabilize the legal platform and create broad objectives 
for the open government implementation. 

6 Final Remarks 

Assessment of open government websites must be standardized, but also constantly 
changing and adapting to new conditions.  Evaluation tools should be able to produce 
modifications and improvements to the actual websites in order to help citizens in the 
task of understanding open government data, processes, and information. Our 2007 
model helped to accomplish this task in Mexican transparency portals, since many 
state CIOs were paying attention to the variables and particular technologies included 
in the assessment and they modified and aligned their own portals to make them con-
sistent with the evaluation tool.  However, a new model is needed now; a model that 
captures new contexts, new technological trends, and a more IT-savvy citizen. 

This new model will begin to fill three existing gaps in open government research. 
The first one is to promote better and more systematic metrics for the design and  
implementation of open government initiatives. Second, this paper should help to 
improve our current understanding of the impacts—positive or negative—of open 
government on other important concepts in public administration such as transparen-
cy, accountability, co-production, and institutions.  Third, this study contributes to the 
development of models to assess maturity and evolution of these open government 
portals, but also to broadly understand the progress that has been made in this field of 
research. 

The proposed new model has to be tested and analyzed using real open government 
and transparency portals.  In order to do this work based on the new theoretical pillars 
and their related specific concepts, our next steps should be to develop a questionnaire 
to measure the components, to perform a pilot test, and to collect the necessary evi-
dence from Mexican portals. This first data collection effort could then produce better 
explanations and theoretical insights about the impact of open government as a way to 
interact with and engage citizens, businesses, and other stakeholders. 
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Abstract. In this paper, we approach the field of critical success factors (CSF) 
by analyzing a successful case of IT implementation within the public health 
sector. The purpose of the paper is to gain further understanding of if and how 
well CSFs can explain a successful case. The main conclusion drawn is that 
even though the studied organization shows signs of common CSFs, this alone 
cannot explain the success. An important contribution from this study is thus 
the focus on contextual factors when trying to understand what makes an 
implementation project successful. 

Keywords: health information system, IT implementation, public sector, 
critical success factors, contextual factors, project success. 

1 Introduction 

In this paper1, we approach the field of critical success factors (CSF) by analyzing a 
successful case of IT implementation within the public health sector. We have studied 
a University Hospital’s implementation of an integrated health information system 
(HIS). During the longitudinal case study we came across one clinic which 
implementation process seemed to differ from many of the other clinics and care units 
[2]. This clinic was described by practitioners within the organization as very 
successful compared to many other units at this hospital. The impression of a success 
story made us curious to study this clinic in more detail to find out what made the 
process and result so different there. By understanding reasons behind the success we 
can analyze if CSFs potentially can explain the success, or if there are other 
explanations in this case. Based on our findings we discuss and question the maybe 
overestimated belief in CSFs as a ”silver bullet” for success performance. 

Heeks [13] discusses that many studies of HIS implementation have focused on 
successful cases and, thus, missed to learn from failures. We agree with Heeks’ 
argument that there is a difference between design of HIS and the practice in a care 

                                                           
1 This paper builds partially upon a conference paper [2] presented at European Conference on 

Information Systems in 2011, but the present paper has a somewhat different focus. 
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unit that can relate to several aspects; such as information, technology, processes, 
objectives and values, staffing and skills, management systems and structures, and 
other resources [13]. These are examples of the contextual circumstances that we have 
to address when discussing success and failure in implementation processes [2]. 
Contextual factors are often addressed in information systems (IS) research as for 
instance situational, organizational, environmental, task, and technology 
characteristics that influence the outcome of an IS development project [15], and are 
emerging in CSF research [24]. A similar discussion about the importance of the 
context in HIS implementation is emphasized by Yusof et al. [32], who suggest an 
evaluation model for HIS that focus alignment between human, organization and 
technology. Important conditions for and barriers to the adoption of healthcare 
technology is also investigated and discussed [10], [28]. Despite Heeks’ [13] call for 
studies of failures, we take a successful case as our point of departure in this paper, as 
we aim to compare this case and the reasons we find to explain the success with 
existing knowledge on CSFs. In order to focus on contextual factors, we apply a 
benefit perspective [9] when analyzing the case. We are not aiming to formulate CSFs 
from our case, as most studies of success stories do. The purpose of the paper is 
instead to gain further understanding of if and how well CSFs can explain a 
successful case. After this introduction, the paper is organized in the following way: 
In Section Two we discuss previous research on CSFs in IT implementation projects. 
The research approach is reported in Section Three. Empirical findings from our case 
are presented in Section Four and discussed in Section Five the findings are 
discussed. The paper is concluded in Section Six. 

2 Previous Research on Critical Success Factors 

One of the pioneers in CSF research, Rockart [26], describes critical success factors ,  
as a guiding approach in the IS domain for managers to define the information needs 
in order to reach the objectives of the organization. Later on, CSFs were focused on 
identifying key factors important for successful behaviour [18], which is e.g. 
emphasized by a quote from Boynton and Zmud [6 p. 17]: “The CSF methodology is 
a procedure that attempts to make explicit those few key areas that dictate managerial 
or organizational success.” Many authors have focused on describing and 
recommending certain actions and conditions under which success is more likely to 
occur. In parallel, CSFs have been criticized as offering over-simplified solutions that 
are difficult to realize in practice, since many contextual circumstances also influence 
the outcome [2], [5], [20], [29]. 

As described in [2], literature in the area of public sector IT projects as well as IT 
projects in general [23] reports on several sets of success factors. Gil-García and 
Pardo [11] as well as Ho and Pardo [14], have carried out extensive literature reviews 
of CSFs of IT projects in the public sector. Success factors mentioned are, for 
example, top management commitment, linkage to business, technical alignment, 
knowledgeable personnel, and user involvement [14]. The need to involve users in a 
sustainable way is also pointed out as a key issue by e.g. Chan and Pan [7]. Other 
scholars are focusing on CSFs in HIS implementation projects [21] and their findings 
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are of a similar kind. CSFs, independently of source and context, tend to be alike. 
Thus, it does not seem to be evident differences between CSFs suggested for public or 
private sector. One interesting difference between public and private organizations, 
highlighted by Rosacker and Olson [27], is however that public organizations are 
considered as less competitive. This fact might be an important difference when 
discussing CSFs, since this implies that short-term incitements for change and 
innovation are lower in public organizations. This may be elaborated more on, but 
they argue that when applying CSFs in public sector each factor’s dominance differs 
from findings in private sector (ibid.). Findings presented by Rocheleau and Wu [25] 
show that higher competition in private sector forces organizations to invest more 
resources in IT, compared to public organizations, in order to gain competitive 
advantage. However, they also find that public and private organizations rate IT as 
equally important, even though they spend fewer resources in IT (ibid.). This implies 
that despite varying degrees of competition between sectors, both public and private 
organizations aim to realize similar goals, such as increased coordination and 
efficiency, by implementing IT. 

Berg [5] claims existing CSF lists to be challenging since success can be judged 
and structured in many dimensions; such as effectiveness, efficiency, organizational 
attitudes and commitment, employee satisfaction, and patient satisfaction. This is also 
discussed by Melin and Axelsson [20] investigating different images on HIS 
implementation challenging existing CSFs. This makes the guidance of successful 
practice more complex and CSF lists often offer a more simplified solution than what 
is actually needed in a “messy” real-life project. In order to illustrate the complexities 
of HIS implementation processes, Berg [5] investigates three myths related to such 
processes; implying that: (1) HIS implementation is a technical realization of a 
planned system in an organization, (2) HIS implementation can be left to the IT 
department, and (3) the implementation including the required organizational redesign 
can be planned. By scrutinizing these myths, Berg [5] concludes that HIS 
implementation is a mutual process where both organization and technology influence 
each other; a mutual process which has to be supported by both management and 
future users. The management of a HIS implementation process also implies an act of 
balance between initiating organizational change and using the HIS as a change agent 
without specifying and controlling this process too far [5]. 

CSF research includes identification and assessment of factors that might explain 
an organization’s or a project’s success [19]. In practice, CSF studies are often 
delimited to the identification of such factors, though [16]. There is a lack of CSF 
research which adopts a more holistic approach and analyzes how these factors can be 
handled in different contexts [24]. Remus and Wiener [24] imply that CSF research 
contributions to practice can be discussed and questioned, especially quantitative 
studies of success as the dependent variable. The authors are critical towards the idea 
of marketing CSFs as objective knowledge that is possible to adopt in any 
organization in order to easily handle challenges and reach goals. Remus and Wiener 
[24] argue that CSFs cannot be treated as instrumental, causal or objective. Instead, 
they view CSFs as being conceptual constructs that research and practice need to have 
dialogues about to find new perspectives (ibid.). Lau et al. [17] propose a framework 
of benefit evaluation where contextual factors that influence HIS adoption by 
clinicians are highlighted. They focus on the importance of handling people, 
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organizational change and HIS implementation in a coherent way. Obviously, there 
are studies focusing contextual factors’ relation to CSFs, but this kind of CSF 
research is still rather unusual [24]. 

An exception from this lack of a contextual focus is presented in an article by 
Doherty et al. [9], in which the authors claim that success in IT projects should be 
measured by its actual ability to deliver meaningful benefits, rather than applying 
factors that are said to facilitate successful outcome from IT projects. Doherty et al. 
[9] examined actionable factors that might lead to effective realization of benefits by 
studying three organizations. Benefit realization and benefit management is a vast 
research field [1], [31] which we do not intend to fully explore in this paper. Instead 
we use the findings from Doherty et al. [9] in order to investigate our case from a 
benefit perspective. Thus, we acknowledge the context when discussing success 
factors in our case. Doherty et al.’s result shows that a subset of traditional CFS might 
be improved in order to make them more focused on benefits realization. Their 
contribution is also formulated in a set of coherent principles [9]: (1) Benefit orienta-
tion – Explicit focus upon delivery of benefits in the organization is needed, (2) 
Organizational change – Benefits primarily come from organizational change rather 
than directly from technology, (3) Tailor to context – Every project is unique which 
implies that the specific organizational context must be acknowledged, (4) Factors are 
interdependent constructs – Success factors are not delivering success independently 
of each other but have to be managed altogether,  (5) Investments have a lifecycle – 
Projects’ success might be realized long after the implementation project is ended, 
and (6) Portfolio focus – Success factors need to be applied to an organization’s all 
systems, not only to one individual system, in order to be actionable (ibid.). 

Doherty et al. [9] claim that these principles can be seen as themes upon which 
successful practices and factors can be established. We will, thus, return to these key 
principles later in the paper when discussing the empirical findings. We identify 
several reasons for using these key principles in our discussion. Doherty et al. [9] give 
voice to problems with CSFs which we also find relevant; (1) system development 
projects are seen as a static process neglecting the fact that factors may have varying 
importance in different phases of the project, (2) the context is often forgotten or 
assumed to be identical for many projects, (3) CSFs are seen as discrete independent 
variables which makes us miss interrelations between factors, and (4) CSFs are 
focused on a project which ends when a technical artefact is delivered (ibid.). Since 
Doherty et al.’s key principles try to handle these identified problems we find them 
useful to apply to our case. By doing so, we also contribute with an independent 
examination of the principles. 

3 Research Approach 

In this paper we analyzed a case study [2] performed in the public health sector. We 
have conducted a qualitative, interpretive study [30] of an implementation process of 
a HIS in a Swedish public health provider organization. The findings discussed in this 
paper are part of a larger longitudinal study of this implementation process that started 
in 2008 and ended in 2011 [20]. The theme (contextual factors and CSFs) focused in 
this paper was highlighted empirically during the summer 2010. The findings 
regarding this particular theme within the larger case are generated from two 
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dedicated qualitative, face-to-face, semi-structured interviews. The interviews were 
audio recorded and each interview lasted for two hours. A qualitative interview guide 
was used, with a mix of pre-defined open questions and open ended questions, topics 
and informal communication [22]. We asked questions about the respondents’ 
experiences before, during and after the change and implementation process as well as 
what aspects they found to be most important in this context. During the interviews 
we focused why this case is perceived as much more successful than the rest of the 
organization. The two respondents are both organization developers employed by the 
studied public health provider. The two persons were selected as they possess much 
information about the focused case. The first respondent works at the hospital’s care 
process centre (CPC), which is the organizational unit responsible for the HIS 
implementation process, and the second respondent was involved in the process 
change and HIS implementation project at the studied clinic. The second respondent 
was suggested during the first interview, i.e., we used a snowball sampling method 
[22] to find this respondent. 

The empirical data might seem limited in the above description, but it is important 
to remember that we have studied the organization longitudinally. Consequently, the 
empirical context of the focused interviews is informed by other interviews, studies of 
documents, field work and systems studies. We have conducted over 25 interviews in 
this organization. In this larger study the respondents were located in the CPC, in two 
public health centres and in two other hospital clinics. We have also studied 
documents; e.g. the health provider’s website with information to patients, internal 
project documentation, budgets, external evaluation reports, and media’s coverage of 
the project. This data triangulation implies that we have a thorough understanding of 
the organizational context as we have had access to the University Hospital for a long 
time. 

4 Empirical Findings 

The following presentation of empirical findings is based on a part of an earlier 
publication covering this case [2]. The implemented HIS comprises a widely 
integrated medical record for all care units in the University Hospital which implied 
an important change in the entire organization. Internally the project was 
characterized as the largest change project ever initiated. The specialist healthcare 
centres located at the hospitals in the region did not have any IT based medical record 
system before. They have had disparate systems before handling, e.g., schedules, lab 
results, etc., but no integrated HIS. The implementation process of the integrated 
COSMIC system (Compliant Open Solutions for Modern Integrated Care) started 
with a pilot involving a few care units and was then continued to all units in a rather 
fast pace. The implementation project followed a “big bang” approach from the 
perspective of each organizational unit, but a step by step initiative from the overall 
perspective. Thus, time was apprehended as the most important project goal to meet 
(compared to system functionality and cost). 

The unit focused in this paper is the orthopaedics clinical department at the 
University Hospital. The clinic had changed the process for handling referrals prior to 
the implementation of the HIS. The main motive for this process change was the need 
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to improve usage of resources and planning, but also an ambition to increase patient 
focus. Identified problems in the old process were huge volumes of patients combined 
with unsatisfactory routines, high degree of randomness, and lack of sufficient 
planning. Very persistent hierarchical levels and roles between professional groups 
are some reasons for change inertia in the organization until this process change was 
conducted. Much focus had been put on certain professions and organizational issues 
instead of focusing the patients and their needs for care. Prior to the HIS 
implementation there was also a lack of central governing instruments in the 
organization. The implementation of process changes followed by the HIS have 
resulted in a very successful integration of the system’s prescribed functions for 
referral management and the new work processes, according to our respondents. 

The change process started in a conflict between an organization developer (one of 
our respondents) at the studied clinic and one of her managers. The identified 
problems, mentioned above, were obvious to the respondent, but the manager did not 
agree about the problem definition. Nevertheless, the organization developer was 
asked to estimate possible capacity to handle patient referrals in better ways with 
existing resources. When she presented her results she did not receive any approval 
from the organization, but she continued her assignment anyway (like a skunk work 
process). More or less by a coincidence, the respondent also started to cooperate with 
a researcher specialized in optimization. The cooperation resulted in a thorough plan 
for capacity and resource optimization for the referral management at the clinic. 
Because of severe resistance the organization developer started working with manual 
referral management based on rough sorting of referrals. In parallel, clear guidelines 
for referral management and assessment were established. The critical voices in the 
organization did not stop, but our respondent continued to defend the new process. 
She also became responsible for controlling that the new guidelines for referral 
management were followed. 

This process change took place before the implementation of COSMIC. The 
developed manual workflow model for the referral management process was later 
integrated in COSMIC without any problems, as the process logic in COSMIC were 
very similar to the manual process. This is regarded as an important reason for the 
successful ending of the change process; the system supporting institutionalization of 
the process. As the process was changed prior to the HIS implementation this cannot 
be seen as a planned result. The organization developer decided to act on her own 
initiative, following her own belief and step out of her formal role, addressing the 
needed process changes by direct facilitation on an operational level. The ideas 
behind the new process are not particularly innovative in general, but rather straight 
forward to implement and use. The notable fact is that the need to be innovative 
within the healthcare sector was acknowledged. Prior to the process change, the 
studied clinic’s routines for referral management were unstructured and 
uncoordinated. Without process changes, the referral management built into the HIS 
would not have supported the organization. One of the organization developers 
describes this as: “We had to some extent already simulated COSMIC by manually 
distributing referrals and assessment responsibility between plastic boxes. When 
COSMIC was implemented, the system did function in exactly the same way.” 
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The plastic boxes, used for sorting and distribution of referrals based on medical 
diagnosis, were at a later stage easily modelled and implemented in the HIS and, 
hence, proved to be a successful alignment between the changed business process and 
the HIS functionality. Obviously, the studied clinic had started to think in new 
directions and question conditions that had been taken for granted before. The notion 
of overlapping competencies leading to efficiency, which has been a common view in 
the healthcare sector for a long time, was for example challenged. Instead, it was seen 
as more important to use existing resources in the most suitable way and actively 
recruit certain competencies. One of the most influencing changes in the studied 
process was the introduction of an explicit coordinator role. The coordinator is 
responsible for controlling the flow of referrals through the HIS and distributing them 
to the correct part of the clinic depending on required expert skills. This is put forth as 
an important new role by one of the organization developers: “We have introduced 
coordinators, this is very, very important. Now there are persons who are appointed to 
have this assignment.” 

Of course it might be easier to see positive changes afterwards, but it is obvious 
that the coordinator role is very important for the outcome of this change. Another 
critical factor is the distinct and in some aspect firm control that the clinic’s 
management has conducted, as indicted by one of the organization developers: ”The 
management has been really supportive – they have been very determined and told 
everybody that this is the way we shall handle the referrals from now on […] please, 
staff each section according to this decision.” 

During the change process, conflicts related to the strict hierarchical organization 
and power structures associated with professional healthcare roles have been a 
recurrent challenge. The coordinator role was questioned since a “business generalist” 
got control of the flow instead of a skilled physician. This can, together with previous 
lack of central control instruments and unwillingness to change, be seen as inertia 
factors. The distinct change inertia might also be explained by lack of previous 
change processes. There was no experience of earlier change projects and many 
employees reacted negatively when the studied changes were presented. Our interpre-
tation is that the organization was not ready to accept the change arguments in which 
positive consequences of increased patient focus and cooperation were emphasized. 
The hospital management used economic terms as incentives to handle this situation. 
If parts of the organization did not accept the new goals and processes they would be 
financially “disfavoured”, as one of the organization developers expresses: “It is all 
about money – it always comes first. And it takes a strong leadership to have the 
courage to carry the ideas through. It is about understanding that we are responsible 
for a production that must be satisfying – it is not the resources in such that are going 
to be satisfied. You have to think the other way around.” 

5 Discussion 

In table 1, below, we use Doherty et al.’s [9] key principles for successful benefit 
realization as a point of departure when discussing explanations of success in the 
studied case. 
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Table 1. Mapping empirical success explanations to Doherty et al.’s [9] key principles 

Key 
principles 

Explanation of 
the principle 

Empirical success explanations in the case 

Benefit 
orientation 

Explicit focus 
upon delivery of 
benefits in the 
organization. 

The organization developer was a very committed key actor who 
believed in the process changes longitudinally. She continuously 
worked with and had the courage to fight for issues that she hoped 
would be beneficial for the organization. She was strongly 
supported by top and middle management, as they also focused on 
benefit realizations rather than e.g. to institutionalize power 
relations between actors within professional hierarchies. 

Organiza-
tional 
change 

Benefits 
primarily come 
from 
organizational 
change rather 
than directly 
from technology. 

The new referral process and the implemented HIS were aligned 
thanks to the fact that the organizational change took place before 
the HIS implementation. Organizational change was obviously 
explicitly emphasized as the main priority in the organization. The 
HIS implementation later took advantage of the process changes 
(the IT-process fit), and benefits were realized to a very high 
extent. 

Tailor to 
context 

Every project is 
unique which 
implies that the 
specific 
organizational 
context must be 
acknowledged. 

The persons controlling the referral flow made systematic 
assessments based on high expertise and good overview of the 
organizational processes and contexts. This process was designed 
thanks to the organization developer’s deep understanding of the 
organizational context, which she and others in the project 
acknowledged during the process changes and HIS 
implementation. The fact that a rewarding, although rather ad hoc, 
cooperation with an external expert on optimization took place, is 
another example of how contextual aspects have been handled 
successfully in this case. 

Factors are 
interdepend
dent 
constructs 

Success factors 
are not delivering 
success 
independently of 
each other but 
have to be 
managed 
altogether. 

The persons involved in the project got an explicit change 
authority and were able to make decisions and approach 
problematic situations in the entire organization, in order to find a 
new way of handling the referral flow. As the case illustrates, 
several of the success explanations above are interlinked; e.g. the 
management support, the personal commitment and persistence to 
conduct changes that the organization would benefit from and the 
external expert knowledge that was brought into the project. 

Investments 
have a 
lifecycle 

Projects’ success 
might be realized 
long after the 
implementation 
project is ended. 

Since the process changes in this case took place prior to the HIS 
implementation, one could argue that some benefits were realized 
already before the HIS was introduced. At least, this shows that the 
organization did not define the organizational change as a project 
with a pre-defined end. However, the real benefits from the HIS 
implementation occurred afterwards, when all personnel at the 
clinic used the HIS. If the referral process had not been redesigned 
before the HIS implementation, the benefits would have been 
limited due to a misfit between the process and the HIS. 

Portfolio 
focus 

Success factors 
need to be 
applied to an 
organization’s all 
systems, not only 
to one individual 
system, in order 
to be actionable. 

In this case, the HIS was an integrated and enterprise-wide system 
which implied that the process and system changes truly influenced 
the whole organization. The successful approach was in that sense 
applied in the entire organization, even if dimensions also were left 
out in other implementation contexts within the organization. 

 
As mentioned earlier, these principles focus themes that can be usable when 

formulating successful practices and factors [9]. In this paper we do not intend to 
formulate any CSF. Instead, we apply the principles to our case in order to structure 
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our findings around these themes. As can be seen in the table, the key principles cover 
our success explanations well. This illustrates that the usefulness of Doherty et al.’s 
theoretical construct is supported by the findings in our case. 

The benefit orientation and the explicit focus upon delivery of benefits in the 
organization [9] are important aspects in this case. The studied organization succeeds 
in realizing substantial benefits from their HIS implementation thanks to recently 
made process changes. However, neither because of the software solutions in such nor 
because of the way the implementation project is carried out. The process change is 
not driven by or initiated in coherence with the HIS implementation. Nevertheless, 
this case is highlighted as a very successful example of HIS implementation in the 
studied University Hospital. An image of success is surrounding the case [20], and 
this image is not false as the case indeed shows a successful outcome. The results 
were not reached by following any CSF list to success. Instead, this situation can be 
compared to one of the myths that Berg [5] discusses; the belief that the HIS 
implementation including required organizational redesign can be completely 
planned. Berg proposes a balance act between initiating organizational changes and 
using the HIS as a change agent [5].The statement that benefits primarily come from 
organizational change rather than directly from technology [9] corresponds well to the 
role the HIS had in this case. The HIS did not have the role of a driving change agent, 
but it had a very important role for realizing the benefit of the change process in the 
end. The change process was driven by one person, but without support from strategic 
intentions in the organization. Thus, the reached fit between organization, human and 
technology [32] was not explicitly planned, it rather occurred during the process. 

Every project is unique which implies that the specific organizational context must 
be acknowledged [9]. The case indicates that implementation of a HIS is not 
automatically creating success just by following a list of important fulfilment 
measures or CSFs. On the contrary, if the process of referral management had not 
been changed prior to the HIS implementation, the system would not have fitted into 
this organization. Croll [8] shows that for a HIS implementation to be successful it is 
of utmost importance that the HIS is accepted by the clinical users. In our case the 
improved referral process and its coherence with HIS led to system acceptance among 
the user groups. From the case, we cannot say that common CSFs such as top 
management commitment, linkage to business, technical alignment, knowledgeable 
personnel, and user involvement [14] alone would have led to success, even though 
we find signs of these dimensions in the case. Instead, the success can be explained by 
individual key persons’ deep organizational understanding of the situation and 
commitment to their assignment, persistence and strong beliefs to achieve change [3] 
and to achieve this also challenging the barriers of implementing HIS in professional 
and hierarchical organizations with strong norms [10]. This is in line with Ashurst et 
al.’s (2008) conclusion that effective benefits realization demands an on-going 
commitment. This combined with a growing demand for organizational control and 
patient focus as well as top management’s thorough governance was very important 
factors for performing successful change management. 

The claim that success factors are not delivering success independently of each 
other but have to be managed altogether [9] stands in contrast with the ambition to 
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help organizations to succeed in their daily tasks by creating road maps for success. 
Such lists of CSF have been very much adopted and appreciated in practice, but have 
also been criticized [24], [29]. The goal of standardizing and determining successful 
behaviour is not aligned to the notion of situational uniqueness and contextual 
differences as pointed out by many scholars [5], [9], [12], [13], [17], [24], [32]. 

Projects’ success might be realized long after the implementation project is ended 
[9] which implies that patience is an important feature in this kind of project. This 
also relates to Doherty et al.’s [9] last principle, meaning that success factors need to 
be applied to an organization’s all systems, not only to one individual system, in order 
to be actionable. In the studied case process development was conducted, which 
challenged established and institutionalized hierarchies and powerful professional 
groups. Without being able to handle the hierarchical conflicts between professions or 
overcoming the change inertia in the studied organization, no set of CSFs would have 
solved the situation. One could argue that handling these challenges was part of this 
organization’s unique signature [12] that made it successful. Understanding the 
uniqueness of each organizational unit is critical in order to succeed transferring this 
success to other care units in the future. What worked in this case does not necessary 
have to be the key to success in next case. 

6 Conclusions 

In this paper we have examined if and how well CSFs can explain a successful case of 
HIS implementation. CSFs have been criticized by many as neglecting the contextual 
circumstances, which we have discussed earlier in the paper. We adhere to these 
raised objections and have therefore applied Doherty et al.’s [9] key principles when 
structuring and analyzing findings from the case. At a first glance one might think that 
these key principles are yet another set of success factors. However, Doherty et al. [9] 
are aware of the mentioned problems with CSFs and have formulated their principles 
in a way that acknowledges contextual factors when evaluating benefit realization. 

Our main conclusion is that even though our case shows signs of common CSFs, 
this alone cannot explain the success. The implemented HIS offered the appropriate 
functionality, but the organization would not comply voluntarily. The success in our 
case can instead be explained by the fact that contextual circumstances were handled 
in a beneficial way by a strongly committed and persistent organization developer 
who, in a way, created her own implementation plan as a skunk work and proved to 
be strong enough to contest the old professional hierarchies. This encourages us to 
argue that contextual factors are very critical to understand and acknowledge during 
HIS implementations. This is supported by Beeuwkes Buntin et al.’s [4] literature 
review of HIS benefits, where human aspects are critical to successful HIS 
implementation. A similar reasoning is made by Remus and Wiener [24] who call for 
further studies of CSFs from this wider perspective. We also believe that key factors 
in this case have been a history of local empowerment and organizational stability [2]. 
The lack of organizational change experience might, to a great extent, have caused 
employees to react negatively on change initiatives whatever the cause was. 
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Even though we have studied HIS implementation in this paper, we argue that our 
findings could be expanded to other IT implementation settings and sectors as well. 
Of course there are some characteristics that may distinguish the health sector from 
other sectors; such as strong professional roles, explicit hierarchies, specialized 
expertise, and certain laws and regulations, but we argue that the result to some extent 
is valid also when implementing other IT systems than HIS. However, since our main 
point in this paper is the importance of understanding contextual circumstances, it is 
important to acknowledge such uniqueness. The contextual circumstances might 
differ between sectors (otherwise they would not be contextual) and particular 
organizations and settings within them, but we argue that the context needs to be 
acknowledged in any IT implementation process. The fact that our explanations of 
success in the studied case were possible to map to Doherty et al.’s [9] key principles 
is another argument for the claim that our results could be useful also in other IT 
implementation situations outside the healthcare sector, and that analytical 
generalization potentially can be done. 

This paper reports from a single case study. We have used the case to understand if 
and how well CSF can be used to explain success. In order to develop a complete 
picture we will study and compare further cases, preferably implementation, IT and 
organizational cases with a large variation. 
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Abstract. When comparing success rates of information systems in the public 
and private sector, governments generally lag behind. Information system 
failure received limited coverage in public administration: not much research 
examines whether private sector IS success or acceptance models can be 
applied in a public sector context.  This paper aims to contribute to this research 
gap.  

We investigate if two IS acceptance or success models can be applied to 
study the causes of failure of an e-government system. The first model is ‘the 
Unified Theory of Acceptance and Use of Technology’; the second ‘the 
Updated Information System Success Model’. Our results, based on an 
exploratory case study analysis, demonstrate that both models have value to 
analyse intergovernmental information system failure. The combination of IS 
lenses in a more comprehensive model might be a valuable future contribution 
to e-government studies.  

Keywords: failure, IS acceptance/ success models, intergovernmental IS. 

1 Introduction 

During the last 15 years public organizations have shifted from a model emphasizing 
information protection to one of information sharing [33]. Intergovernmental informa-
tion sharing has become a powerful strategy to improve governmental services and 
operations. As a result, the implementation of intergovernmental information systems 
(IS) has been attracting increasing amounts of resources and of research interest and is 
believed to represent one of the most significant IT implementation and organization-
al challenges for the next decade [20], [26]. Intergovernmental collaboration in IS 
knows however a long history of conflict, friction and failure [26] and specific guid-
ance for implementing intergovernmental IS successfully is lacking [2]. 

Realizing the benefits of IS requires governments to understand and overcome 
causes of failure. In the context of this paper, we consider success and failure  
as the level to which system acceptance, usage and experienced benefits meet the 
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expectations (or not) that motivated the development or acquisition of the software. In 
the past there has been already quite some research on IS failure focusing on aspects 
such as utility, ease of use, acceptance and IS success in general. In this stream of 
literature, success and failure are the flip side of each other and it is assumed that by 
paying attention to success factors, failure will be avoided. In this line of reasoning, it 
is worthwhile to explore the causes of failure, since this information may be useful in 
averting future failures [7]. 

On the other hand, much of the existing literature focuses primarily on the private 
sector [28], [10]; little research identifies measures that determine intergovernmental 
IS failure. To investigate intergovernmental IS failure, two possible approaches can 
be considered.  On the one hand, a bottom up, inductive approach, similar to e.g. in 
[17], can be followed to identify root causes of intergovernmental IS failure in differ-
ent cases. These can be generalized to a specific theory for intergovernmental IS fail-
ure. On the other hand, we can follow a top-down, deductive approach to examine 
whether IS acceptance and success models mainly resulting from research in business 
information systems can be extended to examine intergovernmental IS failure [2], 
[27]. Several authors have already advocated that using private sector models in a 
public sector context might provide new insights on management of intergovernmen-
tal IS. First, when comparing the success rates of IS in the public and private sector, 
governments generally lag behind [12], which indicates that there is room for public 
sector to learn from the private sector. Second, despite differences between both sec-
tors in terms of access, structure, accountability and mandatory relationships, there 
are enough similarities to successfully apply private sector models to investigate fac-
tors affecting the implementation of IS in the public sector [14]. Finally, public man-
agement and IS studies can be coupled, this coupling might strengthen both domains 
[7], [18]. In this paper, we investigate whether research on IS success factors can be 
leveraged for the domain of intergovernmental IS. Hence, the main research question 
is: Can traditional IS acceptance and success models be applied to study the causes of 
failure of intergovernmental information systems? 

For reasons of space limitations, this paper is limited to the investigation of one IS 
acceptance and one IS success model. The remaining sections are organised as fol-
lows. Section 2 explains the selection of the theoretical models and briefly presents 
the Unified Theory of Acceptance and Use of Technology and the updated Informa-
tion System Success model. Next, section 3 presents the failed public management 
case and the method for data collection. Section 4 examines if these models can be 
applied to study the causes of failure of the road sign database case. Discussion on 
this applicability and on future research can be found in section 5. We conclude in 
section 6. 

2 Investigated Models 

2.1 Selection of the Theoretical Models 

In the search to measure IS success in the private sector, nearly as many measures as 
studies were developed [6]. IS theorists are still grappling with the question of which 
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constructs best represent IS success and failure [6], [10]. Despite this multitude of 
studies and measures, the TAM, UTAUT and the DeLone & McLean IS success 
model surface as leading IS acceptance/success models [16].  

Before 2003, the Technology Acceptance Model (TAM) was the most widely uti-
lized theory to study IS/IT adoption within the IS discipline [7]. Different variants of 
the TAM were created, one being the Unified Theory of Acceptance and Use of 
Technology (UTAUT) [30]. Today, research on technology adoption shows that the 
UTAUT has the highest power in explaining behaviour intention and usage: the 
UTAUT explains 70% of acceptance while other models explain about 40% [31]. We 
therefore prefer the UTAUT above the TAM.  

This paper therefore focuses on the UTAUT and the updated IS Success Model to 
study intergovernmental IS failure. Both models see success or failure as brought 
about by causally linked factors. Underlying is the assumption that IS success and 
failure can be identified by the presence or absence of these factors [14]. For UTAUT, 
the use of an IS presents an early sign of success [9]. Acceptance of an IS is seen as a 
possible precursor of success [21]. UTAUT has a personal user focus: it takes into 
account human factors such as individual expectations (on performance/efforts/ease 
of use), personal characteristics (age, gender, experience, voluntariness) and interac-
tion of stakeholders (social influence).  The updated IS success model, views success 
from a rationalist managerial perspective. Service quality, information quality and 
system quality are seen as key determinants of user satisfaction and (intention to) use 
[16]. In the next paragraphs both models are briefly discussed.  

2.2 The Unified Theory of Acceptance and Use of Technology 

Research in technology acceptance models culminates with UTAUT. It integrates 
eight models used in IT acceptance research. Venkatesh et al [30] distinguish four 
direct factors of user acceptance and usage behaviour: Performance expectancy is the 
degree to which an individual believes that using the system will help him to gain in 
job performance. Second, effort expectancy is the degree of ease associated with the 
use of the system. Third, social influence is the degree to which an individual per-
ceives that important others believe he should use the new system. Finally, facilitating 
conditions are the degree to which an individual believes that an organizational and 
technical infrastructure exists to support the use of the system [32]. Facilitating condi-
tions determine use. Social influence, performance and effort expectancy determine 
the intention to use a system. Behavioural intention in turn determines use [22].   

The moderating factors are gender, age, experience and voluntariness of use.   
The UTAUT suggests the following: (1) gender and age moderate the effect of  
performance expectancy on  behavioural intention; (2) gender, age and experience 
moderate the effect of effort expectancy on behavioural intention; (3) gender, age, 
experience and voluntariness moderate the effect of social influences on behaviour 
intention and (4) age and experience moderate the effect of facilitating conditions on 
behavioural intention [1].  
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The level of actual use of UTAUT is lower than the citation level may suggest 
[30]. Some criticise that after years of researching TAM, UTAUT brings us back to 
TAM’s origins as it is not so different from the Theory of Planned Behavior [3]. 

2.3 The Updated Information System Success Model 

In 1992 DeLone and McLean [5] introduced an alternative taxonomy to understand 
the dimensions of IS success. The taxonomy provided a scheme for classifying the 
multitude of IS success measures in the literature .  Ten years after the publication of 
their first model and based on the evaluation of the contributions to it, DeLone and 
McLean (D&M) proposed an updated IS success model. Now, the majority of IS 
researchers has switched to the updated D&M success model published in 2003 [6]. A 
recent meta-study has shown that most of the updated D&M model’s propositions 
explaining the success of an IS are actually supported [21]. 

A first dimension of the updated D&M model is system quality which measures the 
quality of information processing within the system in terms of ease of use and learn-
ing, system flexibility and reliability etc. Information quality, secondly, focuses on IS 
output and looks to desirable characteristics of system outputs such as relevance of 
information, meaningfulness, accuracy, completeness... A third dimension is service 
quality, the quality of system support that users get from the IT department such as 
responsiveness, accuracy or technical competence from staff… Intention to use and 
use fourthly measure the user attitude. Use is seen as a behaviour, the manner in 
which staff and customers use the capabilities of an IS e.g. amount and frequency of 
use, extent and purpose of use. User Satisfaction, a fifth dimension, describes the 
users level of satisfaction. Net benefits finally are the extent in which IS contributes to 
the success of the individuals that use the system e.g. improved decision making, 
productivity & efficiency [5], [6], [11], [21]. 

Political and managerial factors are underrepresented in this model, researchers 
must keep this in mind if they use it for the analysis of e-government systems [1].  

3 Methodology 

3.1 Research Methodology 

Zikmund (1984) suggests that the degree of uncertainty about the research problem 
determines the research methodologies. As mentioned little research has examined 
whether IS acceptance/ success models can be used to study intergovernmental IS 
failure [27]. An exploratory case study investigates, mainly in a qualitative manner, 
distinct phenomena characterized by a lack of detailed preliminary research [24]. This 
form of case study often is applied to explore a relatively new field of scientific inves-
tigation [19].  

The research under study is framed in behavioural science. This paradigm seeks to 
verify theories that explain / predict human or organizational behaviour surrounding 
the analysis, design, implementation, management and use of IS. “Such theories  
ultimately inform researchers and practitioners of the interactions among people, 
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technology and organizations that must be managed if an information system is to 
achieve its stated purpose” [13]. By verifying if two theoretical models are applicable 
to study causes of intergovernmental IS failure we aim to inform if this is possible and 
on what might be causes of failure during the implementation of an IS. 

Since we are investigating causes of failure, a failed case study will be taken as 
starting point. The analysis of the case study is performed in the following way. Both 
the UTAUT and the IS success model define a number of factors that determine IS 
success.  We first collected data about the case by means of open ended interviews by 
telephone. The advantage of standardized open ended interviews is that these provide 
a richness of details, may give the researcher perspectives he did not consider before 
and reduce the risk that the respondent is lead in a certain direction. Telephone inter-
views may reduce interviewer bias because there is no face-to-face contact [1]. All 
interviews were transcribed. Subsequently, the texts of the interviews were matched 
against the factors of each model, in search for evidence of a positive or negative 
influence on ultimate IS success.  

3.2 Selected Case Study 

The road sign database was selected from an inventory of 100 intergovernmental IS in 
Flanders [29]. The case was selected because: (1) it exists since 2008 and added value 
of an IS only reveals itself after a number of years. (2) It was an innovating project 
with a cost of 20 million euro (which is a high amount for the Flemish government) 
and large innovating projects are likely to fail [12]. (3) Municipalities are asked to 
deliver data to the Flemish government voluntarily, getting municipalities there is in 
practice a hot topic and knotty problem. Scientifically little is known about the volun-
tary use of systems [9]. An explorative case study of the road sign database was con-
ducted at the beginning of this research. In order to prevent being influenced by a 
theoretical lens, we explored the case by interviewing 130 municipalities with open 
questions. Legislation and policy documents were collected too.  

The road sign database contains all road signs, their main characteristics and posi-
tions on Flemish roads. The opportunity to launch this was a huge traffic obstruction 
in Bruges. A bridge was hit by a truck as there was no road sign about the bridge’s 
height. The Flemish government created the database and inventoried the road signs. 
It then asked its 308 municipalities and the Department of Mobility and Public Works 
for the Flemish roads to keep the database up-to-date but they do not.  

3.3 Data Collection 

In order to explore the reasons for not using the road sign database, we interviewed 23 
pioneering users. 18 of them did not use the database. As we wondered if this low 
adoption rate counted for other municipalities, additionally 107 municipalities were 
questioned by telephone. In total 130 of the 308 Flemish municipalities were ques-
tioned in a systematic way. At Flemish level, we interviewed the project managers of 
the Flemish Agency for Roads and Traffic, the Flemish Department of Mobility and 
Public Works and the Agency for Geographical Information face-to-face.  

During the telephone interviews municipalities were asked how frequent the data-
base was used. If they did not (often) use it, we asked why and if they employed any 
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alternatives. Non-users were asked if they desired to get (back) on board. Municipali-
ties who used the system were questioned for what purpose and if they kept the data-
base up-to-date. Table 1 summarizes the usage results. 

Table 1. Road Sign Database: Frequency of use (N= 130) 

Never used Non use Use once or few times/year Monthly use 

26 66  31 7 

 
Four groups can be distinguished. A first consists of municipalities that never tried 

to use the database. Seven never started because they possess their own database. The 
other nineteen did not have the time or personnel to start with the database or catego-
rize it as ‘not useful’. The second group enrolled but currently does not use the data-
base. This is the case for 66 of the 130 interviewed municipalities. The third group 
consists of 31 municipalities that use the database once or a few times a year and the 
fourth group of 7 municipalities utilizes it at least once a month.  

We interviewed more than one third of the Flemish municipalities. Possibly, the re-
sults could be slightly different for the whole population. We believe that the chosen 
municipalities are representative in size and geographical distribution. The Depart-
ment of Mobility and Public Works confirmed that our results correspond to the situa-
tion of other municipalities: they do not keep their data up-to-date. Neither does the 
Agency for Roads and Traffic. As a result of the low usage, the database got spoiled.  

4 Results of the Case Study Analysis 

4.1 The UTAUT and the Road Sign Database 

UTAUT allows to study the causes of failure from a personal lens.  Table 2 provides 
an overview of the results of the interviews for each factor of this model. Each factor 
is concluded with the identification of main causes of failure identified according to 
this perspective. 

The analysis of the different factors suggest a negative influence on behaviour in-
tention and use behaviour. The interviews indeed confirm that because of social influ-
ence, a low performance and effort expectancy 26 municipalities never started with 
the database. For others, behavioural intention dropped shortly after the launch of the 
database. Ultimately, a dropping behaviour intention combined with poor facilitating 
conditions made 66 municipalities stop using the database. The Flemish Agency for 
Roads and Traffic stopped updating the regional roads and created its own ‘ road 
database’. Only 7 of the 130 questioned municipalities use the database minimally 
once a month.  

To which extent does a personal oriented lens give insight in the causes of failure?  
By analysing the interviews through the lens of the determinants of the UTAUT, we 
were able to detect six causes of failure of the road sign database. As we did not ex-
plicitly ask respondents about moderating determinants, we are not able to investigate 
the role of these factors. 
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Table 2. Analysis of the road sign database through the lens of UTAUT 

Performance 
expectancy 

Some municipalities hoped  to save time by using the database, they 
soon got disillusioned.  The database could not enhance their job per-
formance. Cheap and quick alternatives made it less attractive. Prom-
ised applications on legislation were never built.  
 Performance expectancy scores badly because of a low time per-
formance (C1), cheap and quick alternatives (C2) and a lack of pur-
pose (C3)  

Effort  
expectancy 

Respondents who followed a traineeship remarked it was cancelled 
several times as the teacher could not enter the system. Municipalities 
often experienced log-in problems and the system crashed from time-
to-time. The more users entered the system, the slower it functioned. 
 The poor effort expectancy can be linked with two causes of fail-
ure: low time performance (C1) and technological issues (C4). 

Social  
influence 

At a certain point the reputation of  the database was so poor that mu-
nicipalities who did not use database yet, heard the stories and decided  
not to use it. Other municipalities experienced problems and stopped. 
 A bad reputation (C5) troubled the database, the many flaws be-
came a justification for abandonment. 

Facilitating 
conditions 

Municipal hard- or software investments were not needed as the data-
base was a web-based application. The weak technical infrastructure 
did not facilitate civil servants during their task, the system was time 
intensive and data got lost because of crashes. 
Analysis along this factor reveals poor end-user support (C6) and 
technological issues (C4). 

Moderating 
determinants: 
Gender, age, 
experience, 
voluntariness 

The use of the database is voluntary: the Flemish government just 
asked to keep it up-to-date.  In our explorative research, gender, age 
and experience were rarely spontaneously mentioned by interviewees. 
Gender appeared to influence usage in one municipality: during a 
pregnancy leave the database was not used. Age seemed to play a role 
for three interviewees: they would soon retire and leave the start-up of 
the database to their replacing colleague. Experience was mentioned 
briefly by several respondents: ‘for municipalities who use the data-
base fulltime, inputting should go more easily’.  
Because the exploratory interviews only delivered a few remarks 
about moderating determinants, we can't make any further statements  

4.2 The Information System Success Model and the Road Sign Database 

The updated IS success model allows to study the causes of failure of the road 
sign database from a rational managerial lens.  

Table 3 provides an overview of the results of the interviews for the factors of this 
model. Each factor is concluded with the identification of main causes of failure iden-
tified according to this perspective. 
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Table 3. Analysis of the road sign database through the lens of the updated IS success model 

Information  
Quality 

92 of the questioned  municipalities do not use the database (any more). 
For 90 of these 92 the data is outdated and incomplete. Remarkably 
two municipalities who do not use it for their own decision making, 
keep it up-to-date once a year. On the other hand, one could expect that 
the 38 municipalities who use the database keep it up-to-date. Only 12 
of 38 users do. There are no alternatives, if a municipality does not 
keep track of its road signs, no other party will. The overall information 
quality is low. 
 Rather than acting (only) as a factor for IS success, Information 
Quality turns out to be mainly a result of the lack of usage. 

System  
Quality 

Reliability of the system appears to be low as it crashes often. The 
system flexibility is limited, and the more users enter the system, the 
slower it functions. Respondents who do not use the system on a 
monthly basis claim they have to figure out how it works over and over 
again.  The overall system quality is low. 
Technical issues (C4) and low time performance (C1) cause a low 
system quality. 

Service  
Quality 

The Flemish government has a competent staff that supports the data-
base. But municipalities find this staff difficult to reach when experi-
encing problems. A few municipalities who never started with the  
database remarked  they asked to join a training course or receive a log 
in code but never received an answer. 
Service quality appears to be low and can be attributed to a lack of 
technical end-user support (C6) 

Intention  
to Use 

Intention to use is determined by the three previous factors and by net 
benefits (see further). Yet some respondents remarked that they in-
tended to use the database until they heard  how bad functioning it was. 
The Flemish government does not have legal or financial resources to 
encourage the updating of the database. Easy alternatives for gathering 
road sign information decreased the benefits of maintaining the road 
sign database.  

 A lack of purpose (C3), cheap and quick alternatives (C2) and a 
bad reputation (C5) caused a decrease in intention to use. 

Use Less than 1/3 of the questioned  municipalities uses the system. For 
those who do, the frequency of use is partly dependent on the number 
of new road signs.  

User  
Satisfaction 

User satisfaction is determined by the three previous factors and by net 
benefits (see further). Respondents who still use the database find it 
supportive for their mobility plans, to localise road signs or to advice  
the municipal council, this indicates the presence of some benefit for 
users. Yet the interviews also indicate that low system quality  (slow 
time performance) caused many users to abandon the ship.  
Most municipalities who once used the system, believe user satisfac-
tion to be low because of a slow time performance (C1). 
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Analysis of the factors suggests a negative influence on net benefits. The inter-
views confirm that the majority of the municipalities does not experience the IS as a 
tool that makes their work more efficient. Time investments appear to outweigh net 
benefits. A lack of net benefits appears to be mainly caused by a lack of purpose (C3), 
a bad reputation (C5) and the option for cheap and quick alternatives (C2).  

By filling in the factors of the D&M IS success model, six main causes of failure 
could be detected. This model not only gives insight in six causes, it also seems to 
point out the consequences of this failure: a poor information quality and low actual 
use. Unlike UTAUT it pays attention to information quality. The road sign database 
seems to be subjected to an implosion effect: municipalities left the database, because 
of that information quality drops, this makes the database even less used which in turn 
further deteriorates information quality. 

5 Discussion  

This paper explored two IS acceptance/ success models to study a failed intergovern-
mental IS. Two IS theoretical lenses were studied via an exploratory case study analy-
sis. In total the models exposed six main causes of failure for the database: 

1. Slow time performance (C1) is a reason for not using the database. Inputting or 
deducting data soon appeared to be time-consuming. About 1/3 of the questioned 
municipalities claim they do not desire to invest in a slow functioning system. 

2. Secondly, many cheap and quick alternatives (C2) make the slow bad functioning 
database less attractive. Popular alternatives to detect a road sign are google street 
view, looking on the streets, searching its own register or asking the local police.  

3. A third cause is a lack of purpose (C3). An overview of road signs is interesting 
for the Flemish government. Municipalities seem only interested in signs on their 
territory. Most do not use the database for maintenance purposes. Little munici-
palities do not feel the need to map their signs electronically. As a respondent 
stated: “We are four square kilometres large, I know every road sign by heart”. 
Others have an own more adapted register. The Flemish government asked to  
re-enter their data, it was not possible to transfer. This call did not seem very  
appealing. 

4. A fourth cause of failure (C4) is related to technological issues. The database was 
plagued by severe log in troubles and frequent system crashes.  

5. Fifthly, a bad reputation (C5) negatively influenced the intention to use of munici-
palities who considered the database. 

6. A final cause of failure is lack of end user support (C6). Local governments with 
technological problems, could not reach the Flemish government. 

 

In most impaired projects failure is due to several different factors which are often 
interrelated [7]. Here too, we see that failure is not only caused by technical failure 
[12], also non-technical factors and their interplay need to be taken into account [7], 
[24]. Using multi-measures is valuable to catch the multifaceted nature of failure [22]. 
Via the personal theoretical lens of UTAUT, six causes of failure could be detected. 
The same counts for the rational managerial lens, the updated IS success model.  
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Remarkably these different lenses detect the same causes of failure: Time perform-
ance (C1) was detected in ‘performance and effort expectancy’ (UTAUT) and in ‘sys-
tem quality and user satisfaction’ (IS success model). Cheap and easy alternatives 
(C2) as a cause of failure was uncovered by both models via ‘performance expec-
tancy’ (UTAUT) and ‘intention to use’ (IS success model). The overall cause, lack of 
purpose (C3) was detected via ‘performance expectancy’ (UTAUT) and ‘intention to 
use’ (IS success model). Elements of technical issues (C4) could be found via ‘effort 
expectancy’ and ‘facilitating conditions’ for UTAUT and via ‘system quality’ for the 
IS success model. A bad reputation was pictured by social influence (UTAUT) and 
intention to use (IS success model). The lack of end user support (C6) became clear 
via ‘facilitating conditions’(UTAUT) and ‘service quality’ (IS success model).  

This case study suggests that the user perspective  in the UTAUT and the rational 
managerial lens of the updated D&M model are not competing views concerning 
intergovernmental IS failure. Al Khatib [1] also finds that these models can serve as 
antecedents. An integration can help build a conceptual bridge [1], [33]. Combining 
both approaches might provide a richer understanding of failed intergovernmental IS. 
The results of the case study indicate that although the applied theoretical models are 
called IS ‘acceptance’ or ‘success’ models, they can be used to study intergovernmen-
tal IS ‘failure’. Previously we mentioned that both models see success or failure as 
brought about by causally linked determinants. Underlying is the assumption that IS 
success and failure can be identified by the presence or absence of certain determi-
nants [14]. The six causes of failure point out that the road sign database scores low 
on the factors of the studied IS acceptance/success models:  

• For UTAUT, the combination of a bad reputation, a poor performance expec-
tancy and effort expectancy made the behavioural intention to use the road sign 
database drop. Facilitating conditions and behavioural intention determine use. 
The absence of these conditions because of poor end-user support and technical 
problems and a dropping behavioural intention made 67 users abandon the ship. 
We can speak of failed case as the IS was not able to meet the expectations of 
many stakeholders [7] and as the many flaws became a justification for aban-
donment. 

• By following the causal logic of the updated IS success model we also come to a 
diagnosis of failure. The road sign database scores low on service quality and 
system quality. These negatively influence user satisfaction and (intention to) 
use. Combine this with a bad reputation and slow time performance and users 
drop out, they chose alternatives to collect and store their road sign data. Which 
in turn creates a lack of purpose of the road sign database. The absence of net 
benefits will affect user satisfaction and intention to use [3]. 

6 Conclusion and Future Research 

Electronic intergovernmental information sharing is the new goal in the public sector. 
The implementation thereof is an IT and organisational challenge for the next decade. 
There is a need to examine whether traditional IS acceptance and success models can 
be applied to intergovernmental IS and to study their causes of failure. In this paper 
we contributed to this research gap.  
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The applicability of two IS acceptance/ success models, the UTAUT of Venkatesh 
et al (2003) and the updated IS success model of Delone and Mc Lean (2003), was 
tested via an explorative case study of the failed road sign database project. Both 
lenses have value to detect causes of failure, hence their completeness in analysing 
the case is not proven. Part of the intellectual challenge of studying intergovernmental 
electronic collaboration is blending multiple theoretical and research perspectives to 
obtain a complete picture [23]. The combination of different IS lenses in a more com-
prehensive model might be a valuable future contribution to e-government studies. 

Exploratory research is broad in focus and rarely provides definite answers to  
specific research issues [19]. The findings are therefore limited and cannot be general-
ized. Hence, this study needs to be replicated in the future to see if testing IS accep-
tance/success models on other failed intergovernmental IS yields the same results.  

In future research we will also consider the use of  more theory fitting, less open 
questions. As such, variables like the moderating determinants of the UTAUT can be 
questioned more explicitly. Another limitation of the study is that other lenses on 
failure exists such as an IS constructivist narrative and socio material approach of 
failure. We could test them in an e-government context [14]. 
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Abstract. Public and private organizations in various areas are setting up digi-
tal Information Infrastructures (IIs) for interconnecting government, businesses 
and citizens. IIs can create value by sharing and integrating data of multiple ac-
tors. This can be the basis for value added services and especially collabora-
tions of public and private partners can make IIs thrive. Easier access to  
integrated services and products (jointly) offered by government and businesses 
may stimulate transparency and innovations. IIs are under development in many 
domains, including for open data and international trade. However, there are 
notable differences in the design, characteristics and implementation of the IIs. 
The objective of this paper is to compare two diverse IIs in order to obtain a 
better understanding of common and differing elements in the IIs and their im-
pact. Among the differences are the roles of government, businesses and users, 
in driving, developing and exploitation of the IIs. 

Keywords: public-private networks, digital infrastructure, information infra-
structure, platforms, information exchange, broker, e-government. 

1 Introduction 

Governments around the world are in the stage of setting-up digital information infra-
structures (IIs) to enhance the fulfillment of their public tasks and enhance collabora-
tion with businesses and citizens. Actors have a diverse set of associated components 
or services and IIs interconnect them and support connecting a variety of users and 
providers to each other. These digital IIs may interconnect governments with busi-
nesses and citizens to support collaboration between them.  

Collaborating in digital infrastructures alters the relationship between government, 
businesses and the public. For government this is a recent phenomenon added to tradi-
tional information sharing approaches. Budget cuts, increased interdependence among 
a multitude of actors in networks and with blurring boundaries between governments, 
businesses and the public have led scholars to emphasize that governments need to 
collaborate with the private sector and other actors to organize public action [1-6]. 
This has resulted in a plea for governments to change the way they collaborate. The 
solution here is concerted action by a variety of actors by leveraging existing ICTs 
and re-use of the original information that already exists somewhere. This goes  
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beyond just connecting the IT and information systems of actors to each other and 
includes socio as well as technical aspects of great heterogeneity [7, 8]. 

Digital information infrastructures are interconnected system collectives [9], 
through which information existing within organizations can be used and shared, also 
across organizational boundaries [8, 10]. Although these infrastructures often have (in 
some form) already been available for decades, this often concerns ‘closed’ systems 
that are used by a limited number of users and governed by a single actor. Inspired by 
web-based social media and business platforms, recently the focus is on opening up 
systems and seeking value in using them for connecting organizations and people.  

Information infrastructures are used to describe shared, heterogeneous systems that 
are continuously evolving as actors generate new functionalities based on the infor-
mation infrastructures, which are in turn also shared [8]. Information infrastructures 
can be used by a wide variety of actors, with both usages, roles and types of actors 
evolving over time [11]. Consequently, there is not a single owner or controller of 
digital IIs and they should be flexible enough to include new services and functionali-
ty to adapt to the changing customer needs.  

Since recently, digital IIs are also being developed for their potential to support the 
re-use of data and functionality of private sector infrastructures by government and 
for sharing and integrating data of the actors involved in the II [12, 13]. This could 
result in easier access to integrated public and private services and products for citi-
zens and increased transparency and innovations in both the public and private sector. 

Various types of IIs can be identified, including open data IIs and IIs for logistics 
and trade. In these types, the type of actors that play a role, the functionalities and the 
institutional and technical designs all vary. This raises the question in which respect 
they are different and if and how they can learn from each other. 

These differences may indicate that these digital IIs can be used for public action 
in different ways, and this could provide opportunities for learning from each other. 
Comparing digital IIs on various aspects is useful in order to obtain a better under-
standing of the common and differing elements in the IIs and to identify the factors 
that affect the variation in IIs and which factors influence their impact. This under-
standing could contribute to the development of new IIs and the improvement of ex-
isting IIs. The objective of this paper is to develop a framework for comparing IIs and 
to use the framework for comparing two digital information infrastructures. 

This paper is organized as follows. In the following section we describe our ap-
proach. Subsequently, we assess relevant literature as a first step for developing a 
framework. We then compare two digital information infrastructures and in the 
process provide further detailing of the framework. One II concerns a business infra-
structure also supporting government tasks, the other is a government infrastructure 
focused on the general public. We end with conclusions and a future research agenda. 

2 Research Approach 

This research contributes to the existing literature and digital government practice 
offering first steps towards developing a framework for comparing IIs, based on  
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literature a comparison of two digital information infrastructures. In this section we 
describe the research approach for attaining this objective. The main components of 
our approach are: 

1. A literature review for identifying II characteristics. There we describe various 
articles to identify aspects that play a role in government use of digital information 
infrastructures. We describe literature related to infrastructures, information infra-
structures, digital infrastructures, boundaries between the public and the private 
sector, and network effects. 

2. A case comparison. As the objective is enhancing our understanding of digital 
information infrastructures in the context of interconnecting government, business-
es and citizens, a qualitative, case study-based approach was used [14]. A qualita-
tive approach was employed to get an in-depth understanding of the cases.  
Theoretical sampling was used to select the cases, which is appropriate since we 
aim to explore a relatively new field and stimulate the extension of emergent 
theory and provide examples [15]. To sample the cases, a list of criteria for case 
characteristics was developed: 

• The cases employ established digital information infrastructures; 
• The cases represent various levels of openness and maturity; 
• The cases represent digital IIs on various geographical levels; 
• Case study information should be available and accessible. 

We opted for comparing platforms with varying degrees of openness, maturity and 
geographical coverage, as much can be learned from a comparison of these contexts. 
A multiple-case design is used, since this is preferred over single-case designs, as 
multiple cases provide more compelling evidence [16]. Furthermore, the use of multi-
ple cases from different contexts could expand the external generalizability of the 
research findings compared to a single case study. Based on the criteria, the following 
two cases were selected: 

• European open government data II; focussed on connecting and engaging data 
publishers (governments) and users of open data (businesses and citizens). The 
infrastructure is open for both providers and users. It connects to services and 
functionalities provided by others and enables new actors to connect to it. The 
development started in 2011, and the first phase is currently being finalized. The 
geographical coverage is worldwide and is currently available in nine languages 
(including English, Chinese, German, French and Bahasa Indonesia).  

• Global trade data II; focuses on exchanging trade data amongst business actors. 
The infrastructure can be used to gather data for government (needed for  
performing key government functions), but government cannot provide the infra-
structure functionality directly. This is a business II, in which the degree of open-
ness depends on the role of each actor. The development also started in 2011, and 
the II is continuously being refined and expanded. It has global coverage. 

By exploring different types of cases, we were able to compare them and identify 
common and different aspects. The two cases were investigated by using a variety of 
research methods, including interviews, user group discussions, observations in 
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project meetings, reading reports and investigating publicly available documents and 
websites. A data collection protocol covered the purpose, the multi-sided user base, 
the functionality and services, decision-making, and the role of government. Table 1 
displays the sources of data for the two cases. 

Table 1. Overview of the information sources that were used in the case studies in this research  

Methods used Case 1: Open data II  Case 2: Logistics data II  
One-to-one interviews 1 11 
User group discussions 5 9 
Project meetings 7 15 
Reports and documents 19 35 
Websites 2 2 

3 Towards a Framework for Comparing Digital Information 
Infrastructures 

This section provides background information derived from investigating the litera-
ture. There is not much literature in which digital IIs are related to their roles in the 
interconnections between government, citizens and businesses. We therefore identify 
characteristics of IIs that are core to the concept and relevant to this domain. A key 
characteristic of infrastructures is that “they are used by many different users, with the 
usage evolving over time, as may the type of users” [11]. Digital infrastructures can 
be viewed as socio-technological systems that emerge and evolve through the inter-
play of technology, users, providers, and policy-makers [11]. In the context of this 
research, digital infrastructures can also be viewed as (part of) IIs. From a broad per-
spective an II includes technological and human components, networks, systems and 
processes that contribute to the functioning of a specific information system [17]. 
Hanseth and Lyytinen [7] define an II as “a shared, open (and unbounded), heteroge-
neous and evolving socio-technical system (which we call installed base) consisting 
of a set of IT capabilities and their user, operations and design communities” (p. 4). 
Following this definition, IIs comprise both the IT and (inter-)organizational struc-
tures (e.g. networks). Furthermore, IIs typically also comprise the users of the infra-
structure, network operators, and other actors and components. These technological 
and social structures are the basis for facilities and services, which in turn can be used 
by actors, society and economies for key functions [8]. IIs offer a potential for trans-
formation of the way actors interact and organize (economic) activity. Although often 
used to describe the evolving nature of technology from a business or common per-
spective, IIs also impact and even reshape the organizations and their services in the 
public sector [11]. Especially the large amounts of data that are accessible through 
them offer tremendous potential for innovation in the public and private sector. Ex-
amples of IIs are the internet and wireless service infrastructures, which have shown 
considerable benefits for individuals, businesses and society [7]. 

With regard to the interconnection and networks of governments, businesses and 
citizens, the literature shows that many operations of government transcend the boun-
daries between the public and the private sector [e.g. 18]. As governments cannot 
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themselves realize all public action, they will have to organize public action instead. 
The main challenge for this is that the private sector business models should be 
aligned with the action and values that have to be created by government organiza-
tions [19]. As value is not created by a single actor in the network but by coordinating 
the organisations in the public-private network, public value creation is not exclusive-
ly the domain of the government [20]. Since business focus on making money and 
profitability is essential for their long-term survival, public values like equal access 
might clash with private sector values like competition and efficiency [21]. Only at 
relatively high costs access can be given to all, which reduces the profitability. Private 
sector actors might therefore not be interested in providing equal access to all service 
consumers. In connecting to other parties in platforms, a balance should be struck 
between enabling businesses to find a business model, and government’s values. 

Therefore, responsibilities for the development, operations and maintenance of the 
II should be defined carefully. Development of infrastructures and governance are 
intertwined. Managing the interdependencies between parts of the infrastructure is 
crucial for ensuring stable operations. Furthermore, since various actors are involved 
in the development, maintenance and governance of digital IIs, network effects are 
crucial to make an infrastructure work. Network effects or network externalities refer 
to the dependence of the value of a good or service on the number of other people 
who use it [22]. Key in IIs is that they are shared; various actors can extend the infra-
structure and integrate it with their own operations and thereby facilitate II emergence 
[13]. Through the II, actors can connect to systems of other actors in the network, and 
these systems become part of the infrastructure as well. As this happens over multiple 
tiers, this adds to the complexity. An important characteristic of IIs is the installed 
base; this is both an additional factor complicating the development of IIs (as the 
installed base includes a variety of (legacy) systems), and is necessary for the II to 
add value, as the benefit of connecting to an II becomes bigger the larger the installed 
base is. This concerns users, developers, and providers of data and services. The char-
acteristics following from the foregoing are summarized in Table 2. 

Table 2. Elements for a framework for the comparison of digital information infrastructures 

Characteristic of (digital) (information) infrastructures Source 
Emerge and evolve through the interplay of technology, users, 
providers, and policy-makers 

[11, 13] 

Used by many different users [8, 11] 
Usage evolving over time [8, 11] 
Type of users evolving over time [11] 
Socio-technological systems  [7, 11] 
Networks, systems and processes that contribute to the function-
ing of a specific information system 

[17, 23] 

Installed base and critical mass, including (strategies) for expan-
sion and cultivation 

[7, 23, 24] 

Facilities and services based on II, that actors use to function [8, 13] 
Interactions between public and private sector [25] 
Decision and governance structures [23, 25] 
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4 Framework and Findings from the Case Study Comparison 

The II in the first case has been developed approximately two years ago and is fo-
cused on connecting and engaging data publishers and users of open government data. 
The II is used to make government data mainly from the social sciences and humani-
ties domain available to citizens, businesses and other stakeholders in Europe to con-
tribute to the realisation of open data advantages, such as increased transparency [26, 
27], strengthened citizen engagement [28] and improved policy and decision making 
[26, 27]. The II interconnects governments, businesses and citizens by integrating 
data derived from many European open government data portals with services and 
functionalities developed by businesses to analyse, curate and visualise these data and 
the use of these data and services by citizens. The II is open in the sense that any or-
ganization, business or person can use the II and contribute to it by adding datasets 
and applications that are not available in the II yet or by connecting extended (e.g. 
cleansed) datasets and the results of data use to the original dataset. It is available 
worldwide, and is localized in (currently) nine languages, including many of the 
world’s biggest languages. This greatly enhances the usability for citizens all over the 
world. The open data II can be found via http://www.engagedata.eu/. More informa-
tion about the project in which this II was created is available at http://www.engage-
project.eu/.  

The second case concerns a private information infrastructure for exchanging 
global trade and logistics data amongst business actors for government supervision 
and control purposes. In the domain of global supply chains, innovations are currently 
undertaken to enhance data sharing and the timely availability of accurate data in 
global trade networks. This concerns business information infrastructures, but given 
the strong role of regulation and compliance (e.g. tax, security) this also requires in-
tensive information exchange with, among others, customs authorities. The infrastruc-
ture is designed for enhancing information sharing between business actors involved 
in global trade, but can also be used to combine data for government purposes and 
thereby support compliance. This is a business platform, in which the degree of open-
ness depends on the role of each actor. The government is one of the stakeholders, but 
cannot steer or provide the II nor its functionality directly. This II is not directly pub-
licly accessible. More information about the project in which this II was created is 
available at http://www.cassandra-project.eu/. 

Table 3 provides an overview of the main results, in the form of an application of 
the characteristics mentioned in Table 2. Table 3 includes the theoretical characteris-
tics of the framework in direct application to the cases, and is the basis for compari-
son. Some characteristics also follow from the cases and the comparison,  
thereby further developing the comparison framework. Given the nature of IIs as a  
socio-technical concept, both technical and non-technical elements are part of the 
comparison. The table provides background to the qualitative comparison of the two 
information infrastructures, which follows after the table. 
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Table 3. Comparing the two cases of digital information infrastructures 

 II characteristics  Case 1: Open data II  Case 2: Logistics data II  

A
ctor involvem

ent and interaction 

Actors involved in 
the design 

9 initiating project part-
ners (university and 
research, and business-
es) from various Euro-
pean countries 

Consortium of 26 partners 
(government, universities, 
IT providers and logistics 
providers, from various 
European countries 

Actors involved in 
the use 

Open government data 
suppliers and users 

Business involved in trade 
or logistics, IT solution 
providers, government 
inspection agencies 

Number of actors 
involved in the use 

1000+ Actors from seven global 
trade flows (each spanning 
two continents) involved 

Type of users and 
usage evolving over 
time  

Yes, as the II and its 
services change, the 
type of users and usage 
also changes 

Yes, starts with including 
data sources, systems and 
functionality of core group 
of users (traders and cus-
toms), expanding over time 
(other businesses and gov-
ernment agencies) 

Interactions be-
tween public and 
private sector 

Yes, the II provides 
tools for the private and 
public sector to interact 
(e.g. requests for data 
provision; discussing 
about what can be 
learned from data use) 

Yes, government agencies 
re-use business data from 
the II for assessments of 
trade lanes. Businesses use 
added value functionality 
for compliance purposes 

Openness and costs Free to use. Open for 
anyone to publish and 
use raw or processed 
open government data  

Distributed architecture 
with interface based on 
global open standard; can 
be implemented directly or 
via IT solution with added 
services  

Strategies for creat-
ing critical mass 
and for attracting 
and connecting 
users 

Social media (Twitter, 
LinkedIn, Facebook), 
workshops, websites, 
blogs, video, hacka-
thons, education and 
tutorials, newsletters, 
networks of project 
partners, presentations, 
brochures 

Individual exploitation 
plans for all partners, in-
cluding value propositions 
by IT solution providers 
(‘hubs’ in the II). Active 
dissemination through vid-
eo, newsletters, presenta-
tions, brochures and 
demo’s.  
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Table 3. (continued) 

 Role of software 
developers 

Extending functionali-
ties 

Large: opening up diverse 
actor communities and 
making dispersed systems 
accessible via the II; build-
ing of value-added functio-
nality 

D
esign and services 

Socio-technical 
components, sys-
tems, processes and 
networks 

Technical components 
and systems (e.g. fo-
rums, Wiki’s and data 
quality rating systems) 
enable social interaction 
between users 

Part of control structures 
and procedures of busi-
nesses; part of key govern-
ment processes (e.g. 
pre-arrival risk assessment, 
import, export) 

Services provided Diversity of services for 
open data publishing 
(e.g. publishing original 
and extended datasets 
and linking these data-
sets to each other) and 
use (e.g. visualisation, 
contextual metadata, 
analysis, discussion) 

Data capture and exchange 
services. Diverse services 
for opening up legacy sys-
tems. Data quality assess-
ment and improvement 
(e.g. meta-data). Com-
pliance services. Supply 
chain control services.  

Integration with 
other platforms and 
systems 

Yes, services can be 
developed by various 
parties, possible to con-
nect to other open data 
repositories and other 
platforms with data use 
services (e.g. visualisa-
tion and infographic 
applications) 

Yes, II exists by integration 
in (existing) multiple plat-
forms offered by the IT 
solution. Also integration in 
business and government 
systems is possible and has 
been demonstrated 

M
anagem

ent and governance 

Decision structures User-driven develop-
ment 

Stakeholder representation 
for standard selection; IT 
solution providers comply 
to standard; businesses 
adopt compatible IT solu-
tion 

Governance struc-
ture 

(Semi-)Public-private 
governance by founding 
organizations and go-
vernance by users of the 
II, both aiming at shared 
functionality, data re-
quirements and data and 
service exchange. 

Public-private governance 
for shared functionality, 
data requirements and ex-
change. 
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In the first case, the II is operated by a semi-public organization, while in the sec-
ond case the II is operated by a variety of business actors, each controlling a part of 
the II, joined-up by using open standard based interfaces. In both cases, the informa-
tion infrastructure is designed in collaboration with various other (semi-) public and 
private organizations. Both digital infrastructures make use of data and information 
provided by government agencies. Moreover, in both cases governments do not only 
provide data and information, but they can also be users of the digital information 
infrastructure. Yet, they are not involved in its development. The functionalities  
provided by the infrastructure are not key government functions and this enables in-
novative use of public data, without governments having to do it themselves. The 
government, however, has an interest to steer the business development in a way that 
leads to a solution that is also able to serve the public function (invisible hand). 

Not only government agencies can use the IIs. Both IIs have functionalities that are 
shared between and can be used by both (semi-) public and private parties. In the first 
case these functionalities can also be used by citizens. For instance, there are func-
tionalities to discuss what can be learned from the use of open government data.  
Governments, private organizations and citizens can all use this one functionality in 
different ways. Governments can use it to adapt their data publishing strategies and 
policies, while companies can use it to find out how one can innovate with these open 
data, and citizens can use it to make more informed decisions in everyday life. The 
second case also has functionalities that can be used by both public and private  
parties, but citizens cannot directly use the functionalities of this II. 

Salient differences are also attributed to the governance. A significant difference 
between the two cases is that the digital II in the first case is user-centric, whereas the 
second case is driven by IT solution providers and logistics service providers. Those 
parties need to make value propositions to other parties involved in global trade (buy-
ers, sellers, inspection agencies) to have them join as well, which is vital as they are 
important providers of data and users of services. This is necessary to ensure a critical 
mass and make it interesting for government agencies to gather information from the 
II. In turn, the fact that governments can also use it, is relevant for businesses in their 
decision to adopt it, as this opportunity supports compliance and is capable of 
reducing the administrative burden for the business community. The II in the first 
case cannot function without contributions of its users, since its value depends on 
social interaction between and collaboration of users. For example, if users would not 
share data, services and what can be learned from these with each other, the II be-
comes less valuable to other users. For this infrastructure it is very important to create 
strategies for obtaining a critical mass and for attracting and connecting users. While 
the European Commission currently funds the infrastructure, finding a self-
sustainable model for the infrastructure is challenging, since it is not desirable to sell 
open government data. One of the core principles of open government data is that 
they should be available for free [e.g., 29, 30, 31]. A potential solution for this could 
offer business models in which users do not pay for the data, but for the use of data 
services, such as data curation and analysis.  

Finally, a key difference can be found in the actors involved in the design of the in-
frastructure. The first case involved nine project partners who designed the II based 
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on requirements that were identified in the literature, interviews a survey and work-
shops. Three private organizations were involved, but the design of the II was not 
based on the way that they already used open data in practice or on the way that they 
wanted to use open data in the future. The private organizations were mainly involved 
in the II design to explore the open data field rather than to deliver an II that they 
aimed to use themselves. In contrast, the second case of 26 partners employed a ‘Liv-
ing Lab’ methodology in which existing trade lanes of the project partners were used 
to implement, test and refine the development of the infrastructure [32]. In this way, 
for each trade lane, a host of business partners got involved that were not part of the 
project consortium, but play a key role in providing the data required, and in using the 
functionality based on it. In this case, the involved private organizations were also 
interested in the use of the II themselves.  

5 Conclusions and Discussion 

In this explorative study, we have compared various characteristics of IIs that are used 
to interconnect government organizations, businesses and citizens. As a next step in 
our research we will compare more IIs, selected based on varying characteristics on 
the key dimensions we identified in this study (both the theoretical characteristics and 
those found in the case comparison). In future research, we will further refine the key 
characteristics of digital infrastructures we found in this study to come to a definitive 
framework and testable propositions, which we will use in a comparison of more IIs.  

Among the key characteristics we found in this study are that governments can 
‘connect’ to these infrastructures and steer those parts that need to be steered (e.g. 
with incentives or via regulations) to ensure that effective public action is realized and 
that public values are respected or created. Also, it is important to acknowledge that 
IIs consist of emerging parts. This makes it impossible to fully predict and design the 
direction of the development in advance. The type of uses that are enabled by the II, 
as well as the types of actors that are involved, can evolve in unforeseen ways. Actors 
will attempt to steer it in a direction that suits them, but have limited means for doing 
so. Therefore, a key challenge for IIs is establishing in what form quality and devel-
opment directions will be determined and governed, whilst catering for the require-
ment that IIs need to be flexible to adapt to events that shape their evolution. Still, as 
actors change their ways of working based on the II, robustness and stability are re-
quired, which means that these have to be accommodated by the technological design 
(e.g. via open standards) and the organizational design (clear responsibility and go-
vernance structures), especially related to accountability in case of errors. Some of 
these characteristics are similar to those playing a role in open source software [33].  

There are various notable differences in the design, characteristics and implemen-
tation of digital IIs that interconnect government, businesses and citizens. For in-
stance, some IIs are user driven, while others use more formal consultations for their 
design, and the type of data and services involved may vary. If digital infrastructures 
do not arise bottom-up (e.g. from a community of businesses or others), governments 
may have to create or facilitate an environment in which businesses take up the  
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functionality, for example by providing key information that can form the basis of the 
infrastructure. This requires businesses to have some kind of revenue model or other 
incentives. Depending on the functionality, governments need to warrant that certain 
(public) values are met. The policy implications of this should be amongst the key 
topics for further research. 

Finally, governments may operate some components of the information infrastruc-
ture itself. This can for example happen with components of the vital infrastructures 
of society, including digital and information infrastructures. This can help ensuring 
critical mass. However, to meet the efficiency and effectiveness requirements of gov-
ernment, businesses need to operate most of it. 
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Abstract. The role of trust is a significant element in the digital channel. While 
most studies have examined how the idea of trust has affected users’ behaviors 
and developed integrative models of e-government, little attention has been paid 
to its critical role as a factor affecting citizens’ preference toward certain ser-
vice channels. There is no systematic investigation to compare different types 
of channel choices by differentiating between primary public service deliveries 
such as government information, application and transaction, and e-
participation. Therefore, the purpose of this study is to explore how to perceive 
the role of trust as a possible determinant of service choice, in terms of different 
types of government services. Using survey data collected in Taiwan 2011, this 
study utilized a multinominal logistic analysis to examine the proposed models. 
The findings suggest that the different types of channel choices can be influ-
enced by certain critical elements such as, political trust, trust in the Internet, 
and risk concern. 

Keywords: e-governance, trust, citizen preference, channel choice. 

1 Introduction 

The promise of e-government can expand the scope for citizens’ interaction with gov-
ernments and reduce the cost of democratic participation. As a result, many countries 
have swiftly embraced the Internet as a means to improve the quality of public service 
delivery and to contribute to the legitimacy of governance [7], [18]. However, even 
though growing investment in e-government appears have made it the perfect channel 
choice for the public, research has found that citizens are not fully exploiting the use 
of Internet services [14], [16]. Recent studies reveal that one of the most significant 
missing links in the implementation of e-government is the understanding of the role 
trust plays in the digital channel [5], [19]. A great deal of research has demonstrated 
that trust is an influential variable which affects citizens’ willingness to use e-
government services [2], [6], [13]. While most studies have examined how the idea of 
trust affects users’ behaviors and develops integrative models of e-government [4, 5], 
[12], [17], little attention has been paid to its role as a critical factor which affects 
citizens’ preference toward service channels.  
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Despite the emphasis placed on significant facets of e-government, research has 
found that most of these Web contacts have been limited to information searching and 
retrieval, instead of employing citizen-initiated contacts [15], [18]. When compared 
with other service channel choices, recent studies reveal that the use of traditional 
channels (e.g., telephone and face-to-face) still remains higher than the use of Internet 
services [9], [14]. The results demonstrate that channels have different characteristics, 
which make them useful for purposes with different requirements. However, there is 
no systematic investigation to compare different types of channel choices by their 
delivery of different primary public services such as, information, application and 
transaction, and e-participation. In other words, there is a need to develop fundamen-
tal knowledge to uncover the determinants of channel choices. 

Therefore, the aim of this study is to explore the role of trust as a possible determi-
nant of service choice, which differentiates and prioritizes different types of e-
government functions. First, we review the literature in relation to trust and various 
intentions for the use of e-government services across different lines of disciplines. 
Next, this study proposes the research model and hypotheses in terms of the theoreti-
cal foundation. We test three types of public service delivery, including, knowing 
government information, government service application, and E-voting. This study 
utilizes a multinominal logistic analysis, in the analysis of a large sample collected in 
Taiwan, to examine these models. Finally, the results and the implications of these 
findings are discussed.   

2 A Framework of Trust in e-Government 

2.1 The Concept of Trust 

As more and more concerns are uncovered by the current research on e-government, 
researchers and practitioners have emphasized how the idea of trust affects e-
government adoption and the role of trust in electronic environments [4, 5], [20]. 
Drawing from e-commerce literature, most e-government researchers point to two 
essential factors that can affect citizens’ adoption of digital services, trust in e-service 
vendor and trust in service delivery technology. In other words, we can find that there 
are two types of trust which are often discussed in the literature of e-government, they 
are trust in technology and trust in organization [6], [17].  

Recently, researchers have integrated technology acceptance model (TAM) and 
Diffusion of Innovation (DOI) into e-governance study. These models are applied in a 
variety of e-government adoption research [6], [10]. In particular, the concept of trust 
in some studies stresses the trust in e-government, which is indicated as the successful 
carrying out of on-line transactions and the establishment of a reliable system [1]. 

From the perspective of information system study, introducing a new technology 
can mean an increase in benefits gained, as well as an increase in risks, for the end-
user. Trust in Internet and technology can affect citizens’ willingness to use e-
government services. Moreover, from the perspective of political science and public 
administration, scholars argue that citizens have a higher probability of accepting and 
supporting public policies, and higher willingness in using e-government services, if 
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they trust in governments. Since people have multiple channels at their disposal to 
interact with governmental agencies, the purpose of our study is to identify what role 
of trust plays in the prioritization of channel choices. Therefore, we propose three 
fundamental types of trust production mechanisms in e-governance, including  
government-based trust, technology-based trust, and e-government-based trust.  In 
addition, perceived risks and privacy concerns are expected to hinder the use of  
e-government services [19]. 

2.2 Satisfaction with e-Government Services 

Cyber consumer satisfaction represents a predominant concept in e-commerce success 
[8] and e-loyalty [3]. The contentment of the customer, with respect to his/her prior 
purchasing experience, can affect his/her psychological state and potential to develop 
a close relationship with the e-commerce firm. Likewise, prior studies have empha-
sized that citizens’ satisfaction with e-government services can, in turn, increase pub-
lic trust in government [11], [20]. Apparently, satisfaction with e-government services 
can be applied in predicting citizens’ preferences toward service channels, where the 
interaction could be in favor of the e-government service. On the contrary, dissatisfied 
citizens are more likely to resist attempts to use e-government services and search for 
alternatives.  

2.3 Models  

Based on the aforementioned literature, we propose the following model involving 
factors anticipated to influence citizens’ preference toward channel choice.   

 
 
 
 
 
 
 
 
 

 

Fig. 1. Factors Anticipated to Influence Citizens’ Preference toward Channel Choices 

3 Research Method 

3.1 Case Background 

In recent years, reforming government has become a global trend. In line with these 
developments, Taiwan has built four phases to implement a comprehensive program 

 Internet trust (+) 
 E-government trust (+) 
 Political trust (+) 
 Risk Concern (-) 
 Privacy Concern (-) 
 Satisfaction with e-information 

(+) 
 Satisfaction with e-service 

delivery (+) 

Channel Choices 
(E-information/E-service 

delivery/ E-voting) 
1. Telephone 
2. In Person 
3. Online Channel 
4. Agents and Others 
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of e-government. The major goals of e-government are to simplify the administrative 
process, improve government efficiency, and increase citizens’ satisfaction. In order 
to accomplish the e-government plan, the central government has raised e-government 
spending to expand the scope of the program implementation. According to the as-
sessment of the World Economic Forum Readiness Index in 2013, the e-government 
in Taiwan has not only stayed ahead of the world average, but also demonstrates high 
readiness and usage around the world1. 

3.2 Data and Methodologies 

Data for this study are derived from a random sampling telephone interview survey 
conducted from August 30 to September 6 in 2011 in Taiwan. The unit of the survey 
was the household, that is, one person per household was interviewed. A total of 2243 
persons were successfully interviewed. With a 95% confidence interval, the sampling 
error was ±2.07%. We first employ a multinominal logistic analysis to investigate the 
probability that citizens would prefer a particular type of service channel to contact 
with the government. This study involves four types of service channels including 
telephone, in person, online, agents and others. In addition, two types of citizen en-
gaging governmental services are examined: governmental service application (GSA) 
and knowing governmental information (KGI)2. The second level of analysis ex-
amines the use of e-voting system. We use logit maximum likelihood estimates to 
predict when a citizen will choose electronic voting system. Voting behavior is consi-
dered to be a dichotomous dependent variable and coded one if adopting E-voting and 
zero if not.  

4 Findings 

We first analyze what factors are associated with citizen preference of channel choic-
es by three types of government services. Table 1 displays the multinominal logistic 
maximum likelihood estimates for different types of channels including telephone, in 
person, agents and others of GSA, with the online channel as the reference group3. 
The LR chi-square showed statistically significance, since it is less than .001, suggest-
ing a good model fit.  

                                                           
1 http://www.weforum.org/reports/global-information- 
technology-report-2013 

2 Types of service channels are considered to be a nominal dependent variable. The dependent 
variable is coded as 0 for Online, 1 for telephone, 2 for in person, 3 for agents and others. The 
multinominal logistic analysis has a reference group as its category of Online channel (0). 

3 Before utilizing multinominal logistic estimates, we employ LR tests to examine the com-
bined alternatives. In the original questionnaire, five types of channel choices were provided 
including on-line, telephone, in person, agents, and others. The results found that there is no 
difference whether ‘agents’ and ‘others’ were combined or not. In order to simplify the mod-
el, we involve four types of channel choices including telephone, online, in person, and oth-
ers. We then test the IIA assumption with the use of a Small-Hsiao test. The results indicate 
that the final model does not violate the IIA assumption.  
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Table 1. Multinomial Logistic Model of Government Service Application (GSA) 

GSA model 
Tele-
phone/online 

In Person/online Others/online Wald test 

 β β β  

Income -.006 .099 -.199* 11.59* 

Age .019* .030*** .034** 15.97*** 

Education -.188* -.329*** -.363** 17.15*** 

Gender -.185 .160 .361 5.26 

ITUSE  .064 .463 .452 3.36 

Risk concern -.048 -.035 -.037 .81 

Privacy -.035 -.021 -.043 1.43 

Egov_trust .077 -.104 .049 5.93 

Political trust -.293*** -.311*** -.494*** 24.18*** 

Internet trust .082 -.096 -.080 .85 

Contact with 
gov 

.401*** .238** -.165 18.01*** 

Satisfaction 
with egov info  

-449+ -.242 -.173 3.60 

Dissatisfaction 
with egov info  

-.426 -.039 -.636 2.56 

Satisfaction 
with egov ser-
vice  

-.606** -.712*** -.060 15.76*** 

Dissatisfaction 
with egov ser-
vice  

-.1.726** -1.730*** -.055 17.81*** 

Intercept 1.802 2.657 2.433  

N 1008 

LR X2(45) 204.41*** 

PueudoR2 .080 

Note:  
+ p<.1; * p<.05; **p<.01; ***p<.001.  
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Table 2 presents the results of know government information (KGI) by three types 
of channels4.  

Table 2. Multinomial logistic model of knowing Government Information (KGI) 

GSA model 
Telephone/online Others/online Wald test 

 Β β  

Income -.088 -.113 3.871 

Age .019* .026*** 13.167*** 

Education -.029 -.343*** 15.941*** 

Gender -.491* .149 7.245* 

ITUSE  .493 .836*** 10.591** 

Risk  -.019 -.012 .118 

Privacy .012 .003 .107 

Egov_trust .096 .053 1.351 

Political trust -.097 -.365*** 19.949*** 

Internet trust -.068 -.342 2.949 

Contact with gov .296* .223* 8.398** 

Satisfaction with egov 
info  

-.413 -.501 6.240* 

Dissatisfaction with 
egov info  

-.232 -.423 1.747 

Satisfaction with egov 
service  

-.346 -.562* 6.494* 

Dissatisfaction with 
egov service  

-.951 -.706 3.458 

 
 

                                                           
4 Again, we use LR tests to detect the difference when alternatives are combined. The results 

discovered that three types of service channels can be combined together, including in per-
son, agents, and others. We further examine Small-Hsiao test of IIA assumption with no  
violation. In order to simplify the model, the KGI model involves three types of service 
channels including telephone, online, and others.   
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Table 2. (continued) 

Intercept -2.240 .808  

N 1013  

LR X2(30) 184.07***  

PueudoR2 .103  

Note:  
+ p<.1; * p<.05; **p<.01; ***p<.001.  

 
 

 
In terms of what citizens prefer to use voting system, we use logistic regressions in 

our analysis. The logistic results are shown in Table 3.  

Table 3. Logistic model of E-voting 
 

Evoting model/ 
variables 

Β Evoting model/  
variables 

β 

Income .015 Egov_trust .012 

Age -.023** Political trust -.106 

Education .200** Internet trust .384** 

Gender -.216 Contact with gov -.180 * 

ITUSE  -.482 Satisfaction with egov 
info  

.017 

Risk  -.095* Dissatisfaction with 
egov info  

.162 

Privacy .051* Satisfaction with egov 
service  

.121 

  Dissatisfaction with 
egov service  

.054 

Intercept -.509 LR X2(30) 70.05*** 

N 1022 PueudoR2 .055 
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5 Discussion of Results 

On the basis of our data analysis, it reveals that trust is definitely significant for e-
government adoption. This study indicates that the concept of trust plays different 
roles in different types of service functions. Our results discovered that political trust, 
but not trust in the Internet and e-government, is significantly associated with channel 
choices in both GSA and KGI models. Political trust is the fundamental mechanism to 
underpin government legitimacy and the policy-making process. As citizens have 
higher level of political trust, they are more willing to pay taxes, follow the laws, 
engage in the public affairs and be in favor of new public policies. As a result, wheth-
er e-government can be citizens’ preferable channel choice depends on the level of 
political trust.  

Additionally, our findings suggest that higher level of trust in the Internet can in-
crease citizens’ willingness to adopt the electronic voting system. Trust in the Internet 
indicates an individual’s perception of the digital surroundings that makes an  
environment safe. As ICTs becomes a popular and common phenomenon, people 
naturally feel comfortable in browsing government information and utilizing online 
applications. Yet, the design of e-voting systems requires complex technologies and 
knowledge, resulting in most people feeling unfamiliar and uncomfortable with the  
e-voting environment. As people feel distrust in the digital environment, they tend to 
favor voting in person or using traditional ways that they are most comfortable with. 
It would be difficult to undo the damage once citizens have decided not to adopt the 
e-voting system. Similarly, the level of risk perceptions can reduce citizens’ willing-
ness to use e-voting systems, because of the lack of control and the feelings of uncer-
tainty associated with new technology. 

In the examination of satisfaction with e-government services, the results illu-
strated, interestingly, that certain findings were opposite to what was predicted. Natu-
rally, citizens who feel higher level of satisfaction with e-government services are 
more likely to choose online government application compared to the other traditional 
ones. However, citizens who are dissatisfied with e-government services, still have a 
high probability in choosing digital channels to complete government applications. 
Dissatisfaction with e-government services will not stop citizens from adopting digital 
channels. The findings imply that citizens would rather employ online service appli-
cations instead of other traditional ones, once they have begun using it. In other 
words, citizens will continue using e-service delivery once they have used it for the 
first time. As a result, governments need to make an effort to promote e-government 
and encourage citizens to use it in order to change their behavior pattern.  

6 Conclusion 

This study investigated the role of trust in e-governance, by comparing e-government 
to traditional service delivery channels, using data collected across Taiwan. Our re-
sults indicated that different service functions of e-government can be influenced by 
different types of trust. This study discovered that the assessment of e-government 



104 K.-J. Fu and C.-P. Lee 

 

functions needs to be differentiated from the traditional models. E-government has 
many different functions offering a variety of public services such as information, 
online application, and electronic participation. Few empirical studies have been con-
ducted to examine citizens’ preference toward service channels by the diversity of 
government services. This study proposed and tested a multinominal logit and logistic 
model to explain the concept of trust by different types of government services.  

In addition, this exploratory study contributes to the trust in e-government literature 
by uncovering the dimensions of trust’s role in influencing channel choices. Our  
findings highlight the fact that the role of trust unfolds different angles in the  
e-government services. Contrary to our expectations, trust in Internet and trust in  
e-government were not significant. Political trust, on the other hand, in both functions 
of public services (KGI and GSA), wielded  great influence on the usage of  
e-government. As in the electronic voting system, the trust in Internet becomes prom-
inent in its ability to affect citizens’ willingness to use new technology.  

The results indicated that e-government is worth pursuing as a means of service de-
livery channel, whether citizens are satisfied or dissatisfied with e-government ser-
vice. Interaction through online transactions, applications or question services could 
be especially important for increasing e-government utilization.  
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Abstract. This paper aims to identify the need for Public Sector Information 
Systems (PSIS), a particular field of the IS discipline dealing with the design, 
redesign and evaluation of E-services in public sector organizations. A longitu-
dinal and empirical study of an E-service project in a public sector organization 
in Bangladesh reveals that without addressing underlying organizational prob-
lems, taking account into organization contexts, statutes and practices and  
considering the organizational reality and users’ capability; it is difficult to  
implement E-services in public sector organizations. This paper argues that a 
particular information system (public sector information systems (PSIS))  
has the potential to lead to better design and implementation of successful  
E-services in public sector organizations. 

Keywords: land records management, public sector information systems,  
Bangladesh. 

1 Introduction 

With the advancement of information technology (IT) and increasing use of IT for 
business and organizational purposes, electronic service (E-service) has become a 
widely used concept across disciplines and academic fields [26], [32]. For example, 
from buying a book on eBay to online dating or from booking an air ticket to paying 
council tax can be performed through E-services. However, the forms, process and 
nature of E-services are vary widely. For example, an email enquiry can be resolved 
in a few minutes in a business organization while it might take two weeks in the con-
texts of a public sector organization. According to the nature of an organization, 
Lindgren and Jansson [26] have categorized E-services into two distinct types: private 
and public. Private E-services deal with business organizations in particular private 
sector organizations, whereby clients are considered as customers and profit is the 
main goal. On the other hand, public E-service is delivered from public sector organi-
zations whereby clients are treated as citizens and services are regulated by organiza-
tional and bureaucratic rules. Notably, ensuring citizens’ easy access to services is the 
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main goal rather than profit. Thus, significantly, E-services for public sector organiza-
tions differ from E-services for private sector organizations. Consequently, designing 
E-services for public sector organization requires a particular focus on specific fea-
tures and contexts of public sector organization. The process, volume and complexity 
of public E-service is distinct from private E-services. Since public sector organiza-
tions are guided by a number of regulations, statutes, and processes; it takes a longer 
time and its process is more complicated. Therefore, this paper seeks to understand 
what a Public Sector Information System (PSIS) offers in terms of designing E-
services for public sector organizations. 

The public sector managers and consultants are often inspired by E-services in pri-
vate sectors while they only focus on technology; not on the underlying contexts. 
Consequently, although E-services in public sector organizations have expanded very 
rapidly; it has remained largely unattainable in the public sector organization in de-
veloping countries [3], [14], [23], [32]. More importantly, it is inevitable to under-
stand the information systems and underlying contexts in of public sector organization 
in order to design E-service for public sector organization. Thus, this paper aims to 
identify the role of public sector information systems (PSIS) in designing and imple-
menting E-service in public sector organizations. 

Efforts of introducing effective service delivery in public sector organization can 
be traced from New Public Management (NPM) to more recent Electronic Gover-
nance (E-Governance). However, Dunleavy [11] claims that NPM is dead; public 
sector organizations need digital era governance which is synonymous to E-
governance. More recently, Lips [27] asserts that E-government is also dead because 
it is unable to manage transformational change with the use of IT in public sector 
organizations. E-governance is not a panacea for enhancing service delivery in public 
sector organization because designing electronic service delivery without tracing un-
derlying contexts cannot ensure effective service delivery in public sector organiza-
tions. Evidently, the rate of E-governance as well as E-service failure is very high. 
Notably about 85% of E-governance projects have been failed in the context of devel-
oping countries [17]. However, it is not the aim of this paper to identify limitations of 
E-governance or identify the best approach for designing and implementing E-service 
in public sector organizations; rather, this paper aims to identify the role of public 
sector information systems (PSIS) as a complementary approach in designing and 
implementing E-service in public sector organizations. Although PSIS is not new  
it is potential approach for designing and implementing E-service in public sector 
organizations. 

E-service in public sector organization is a complex task. It involves organizational 
contexts, legal statutes, decision making authority, organizational hierarchy, routines, 
skills and innovations at work [3], [30], [37]. A PSIS is inevitable to trace underlying 
organizational processes and contexts of public sector organizations. Public sector 
organizations are wide and complex, with its core task as service delivery to citizens. 
More importantly, E-service from public sector organizations is not the same as  
E-service in private organizations [26]. E-service from public sector organization 
involved rules, regulations, bureaucracy, legal statutes, routines and traditions, for 
example, NHS – National Health Service in the UK, social security service in the US 
and passport and driving license authorities in almost every country. 
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A number of disciplines and fields including E-governance, information systems, 
management, organization studies and computer science are relevant in designing and 
implementing E-service applications. However, focuses on the context of public sec-
tor organizations and process of service delivery in public sector organization require 
particular attention due to the nature and wide of public service delivery. Particularly, 
public sector organizations in many developing countries carry thick bureaucratic 
processes and heritage from colonial legacies, vested interests of staff and decision 
makers, rigidity in statutes and structure of organizations [2], [5], [20], [21]. Conse-
quently, designing and implementing E-service in public sector organizations de-
mands more in-depth and wider approach, tools and skills. This paper aims to identify 
the role of PSIS in designing and implementing E-service in public sector organiza-
tions, particularly with a focus on developing countries contexts and illustrated with a 
case of E-service of land records in Bangladesh, a developing country. 

The rest of the paper comprises four sections. The following section describes the 
methodology of data collection and background to the case. This is followed by a 
brief literature review on public sector information systems (PSIS). The next section 
illustrates the case of land records E-service delivery in Bangladesh. Finally the paper 
is concludes by identifying the significance of PSIS in designing and implementing E-
service in public sector organizations. 

2 Methodology and Background  

This paper is the outcome of an interventional and longitudinal study. The authors 
were involved in designing and evaluating an E-service project in a public sector or-
ganization in Bangladesh over the last three years. This study has been conducted 
through an action design research (ADR) [4], [44] framework which allows the re-
searchers to conduct multiple iterations from problem formulation to designing solu-
tion to implementation and evaluation of E-service of land records in a public sector 
organization. 

Thus the ADR methodology has provided the opportunity for conducting close  
observations of the organizational processes and contexts. Thus researchers chose 
participant observation, ethnographic and semi-structured interviews methods for data 
collection. They have conducted participant observation on organizational processes 
and contexts relating this service delivery. Besides, ethnographic and semi-structured 
interviews have been conducted with four clerical staff, two managers and six citi-
zens, the service recipients. Since an author was a former employee in the organiza-
tion and a current researcher, this dual role allowed them to apply interventional and 
observational methods and approaches. 

Throughout, researchers close observation and intervention within this complex 
organizational context help in problem formulation, implementation and evaluation 
processes of E-service. Data from this study has been analyzed using a thematic ap-
proach, with themes derived both from literature, theories, observation, interventions 
and interviews. The nature of this study finding is qualitative and findings have been 
presented with thematic and descriptive style. Thus, the study findings has been re-
ported and narrated by the researchers. 
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This study has been conducted in a public sector organization, namely the District 
Record Room (DRR) that is responsible for issuing land records to citizens in Ban-
gladesh. The DRR issued certified copies of land records on the basis of citizens’ 
applications. Thus it is called ‘land records service’. The land records service in Ban-
gladesh is a core service from the public sector organization for the citizens and every 
day about 15,000-20,000 citizens need land records. However, this service has a bad 
reputation for being overly complex, corruption and public suffering which has 
brought it to the attention of policy makers and development partners. Thus the gov-
ernment has been trying to address these problems through implementing E-service of 
land records. 

3 E-service Efforts in Public Sector Organization:  
NPM –E-Governance –Public Sector Information  
Systems (PSIS) 

Public sector organizations carry a list of distinctive features: labor intensive; broad 
scope; organizational legacy; bounded with legal statutes, guided by rules and regula-
tions; thick bureaucratic processes and merely any reward for innovation rather risk in 
innovation and change. Consequently, access to the services of public sector or deliv-
er effective service delivery from public sector has never been easy. Thus a number of 
studies and evaluation reports suggested that in order to design and implement E-
service for public sector organizations requires tracing underlying contexts of the 
service; increasing collaboration and cooperation and transforming productivity and 
efficiency [6], [13], [19], [46]. A number of efforts have been employed in transfor-
mation of public sector organization as well as service delivery from public sector 
organization. This paper mainly focuses on New Public Management (NPM) and E-
governance, whereby service delivery as well as E-service is the main attraction. 
NPM brought a wave of reform in services in public sector organizations with a view 
to providing effective and efficient service delivery to citizens [11]. NPM engaged in 
deliberate changes of structures and processes in public sector organizations to ensure 
better service delivery [38]. It was mainly management led tools, techniques and 
strategies. However, NPM failed to keep pace with the dynamism of organizational 
change and trace the changes relating to technological inducement in public sector 
organizations [10], [11], [27]. 

Consequently, NPM was blended with public administration in planning and orga-
nizing of management functions and services to achieve quality service through using 
human and technological resources. Thus, it also focused on decentralization to re-
duce bureaucratic hierarchy and complications. Further, it introduced competition and 
ensured rewards and specific performance measures through reforming complicated 
processes and employing resources. However, NPM brought mechanistic concepts 
and tools from the ideology of the management of private sector organizations and 
these were hardly applicable to public sector organizations [12], [29]. Moreover, 
NPM followed linear directions in designing services from public sector organizations 
but changes in of public sector services is often dynamic and unpredictable. Changes 
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in public sector organization take place through dynamic relations between technolo-
gy and organizational contexts. Therefore, NPM has failed to integrate its tools and 
processes into the practice relating to technology and public sector organizations [11]. 
Electronic governance (E-governance) emerged with the expansion of IT in public 
sector organization. Therefore, gradually NPM has been replaced by E-governance. 

E-governance has become a catchphrase, a discourse and a catalyst to ensure better 
service delivery to citizens through employing IT in public sector organizations [49]. 
E-governance refers to interactions between government, citizens, business processes 
and actors using electronic means with a view to achieving citizens’ easy access to 
public services and ensuring transparency and efficiency in public sector organiza-
tions [11], [27], [48], [49]. However, E-governance focuses on governance that refers 
to the act of governing which include role and interactions between government, pri-
vate sector and civil society for enhancing service delivery, increasing participation, 
accountability and transparency. Further, governance is just interstices across private, 
public and civic sectors and aims to steer the processes that influence decisions and 
actions across the sectors [33]. E-Governance seeks to provide public services for the 
ease and option of citizens, keep citizens informed, and solicit their voice in the func-
tioning of government. The ultimate goal is to ensure citizens' stake, to put citizen at 
the heart of public administration, without any exclusion. However, E-governance 
cannot harness the advantages of IT implementation without organizational change, 
legal reforms, participation of staff and resources and citizens’ preparedness and en-
gagement. Consequently, the rate of failures of E-governance initiatives is very high 
[16], [17].  

Furthermore, since inception E-governance has been suffering with maintaining the 
balance between designing organizational processes and employing information tech-
nology. Until now, the main focus of E-governance has remained on IT implementa-
tion instead of designing and redesigning the organizational processes for effective 
service delivery. As a result, E-governance failed to take into account the role of or-
ganizational contexts. Similarly, Yildiz [48] asserts that E-governance research suf-
fers with oversimplifying of organizational contexts and processes. 

Designing E-service in public sector organizations requires understanding of orga-
nizational contexts and processes. Since public sector organizations carry thicker 
bureaucratic processes and complex organizational contexts, E-service cannot be 
designed in public sector organization rationally, predictably, straightforward and as a 
linear process, rather it is unpredictable, dynamic and complex [22]. Thus, E-
governance is incapable of tracing dynamic change because it predominantly focuses 
on technological capabilities and leads with a linear perspective on the usage of E-
service and its impacts and outcomes [27]. Consequently, Lips [27] argues that it is 
inevitable to think of an alternative stream in E-government [27].  

Thus, success and failure of E-governance mainly relies on the design and redesign 
of organizational processes (legal statutes, regulations, organizational behavior, atti-
tudes, alliances, networks, readiness and participation) along with the technological 
design. In order to understand organizational processes and contexts of public sector 
organization, particularly public sector information systems (PSIS) offers potential 
lens. Designing E-service is not only technological design rather it requires taking 
into account the organizational processes and context. 
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This paper, thus, seeks relevance of public sector information systems (PSIS) in 
designing E-service. PSIS is not new but so far it is also not well established. Thus 
this paper has identified the potential benefits of PSIS in designing and implementing 
E-service in public sector organizations. 

4 Designing E-services in Public Sector Organizations and PSIS 

Inherently, IS focuses on public sector organization from a holistic view that captures 
contexts, nature, dynamism and unpredictability in technology and organization. Al-
though information systems (IS) emerged in the 1950s; as a distinct field it developed 
in the 1970s but it has ‘exploded’ in the 1990s and it is increasingly expanding with 
the use of IT in organizational applications [8], [18]. The core of IS is that it acts as 
the interface between organizational the contextual relations and the use of IT. Thus 
IS seeks human behavior and technology in relation to understand multifaceted inte-
ractions between changing technologies and changing human tasks, goals, preferences 
and dynamics [31]. Thus, IS can be seen as a bedrock of using IT in public sector 
organization [18].  

The centrality of the IS discipline is to deal with IT in everyday life rather than 
deeply engaging with purely technical aspects of information technology [36]. Evi-
dently, IS deals with IT and organizational contexts with equal emphasis. More im-
portantly, IS reveals organizational culture, contexts, norms and process that play a 
trivial role in designing technology for public sector organizations and service deli-
very for public sector organization [41], [42]. Similarly, Walsham [47] finds that there 
is strong link between technological processes and contexts of public sector organiza-
tion in developing countries. However, there is little of agreement on how the tech-
nology interacts with organizations [35].  

Since the inception of IS discipline, public sector information systems (PSIS) has 
focus on public sector organizations with inherent characteristics: continuous moni-
toring, controlling and evaluating (reporting), intervening on the basis of evaluation 
and applying operational and management [18]. Thus PSIS deals with public sector 
accounting, human resources, taxation, and public service delivery. In order to man-
age and monitor public services from public sector organizations, PSIS plays a vital 
role. For example, while the NHS in UK tries to control costs and simultaneously 
improve service delivery standards, it does so though PSIS. The role of PSIS is re-
markable to accelerate of public service in the UK. Consequently, although in the  
UK E-government program ended in 2006; the expenditure behind PSIS has been 
increased [24]. 

Identifying the significance of PSIS, Rocheleau [39] suggests that although public 
sector organizations spend much money on IT, it might appear that the organization 
suffers from a lack of motivation while IS in the public sector organization plays a 
vital role in identifying the factors underlying this. Heeks [18] identified the role of 
PSIS in dealing with four important aspects: monitoring and controlling information 
about what has happened and what is happening instead of what will happen;  
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evaluating through simple techniques; feeding evaluation reports into decision making 
processes and focusing on operational and tactical aspects. Thus, although PSIS is an 
underutilized field, it has the potential to deal with organizational contexts and service 
delivery design [7]. Evidently, a large volume of E-service design relied on E-service 
framework or models for private sector. Rosacker and Olson [40] note that PSIS have 
more distinctive features than private sector information systems and therefore  
while designing information system for public sector organization the role of PSIS is 
inevitable. 

4.1 PSIS for E-service in Public Sector Organization  

With the expansion of IT in citizens’ expectations about services from public sector 
organization have increased in terms of quality i.e. convenience, accessibility and 
affordability; and it terms of quantity i.e. more services within a short span of time 
and at a ‘one stop shop’; and in terms of availability i.e. 24/7. To meet citizens’ ex-
pectations, every public sector organization has been designing IT applications known 
as E-service initiatives with view to citizens’ easy access [28], [43]. Thus E-service 
has emerged as a potential field, focusing on designing and redesigning IT and orga-
nizational processes of public sector organization. Although every government is 
striving to deliver E-services successfully, many developing countries have failed to 
provide effective and efficient E-service for their citizens [1], [2], [28], [45]. 

In the main, E-service in public sector organization aims to provide citizens’ with 
easy access to services, reduce costs and time and make the service more convenient. 
It is not merely a technological issue; rather it is closely connected with organization-
al, social, economic and user contexts [15]. Thus, designing E-Service applications in 
public sector organizations is complex and involves many phases, processes, actors, 
roles and practices [15], [25], [34]. Consequently, technological design alone cannot 
ensure effective and efficient public services [9].  

The range and nature of E-services is very wide, including unidirectional broad-
casting to highly interactive communication involving clients, staff, workflow sys-
tems, data-bases and specially designed interaction software [15]. E-services include 
kiosks, telecentres, call centers, web portals and front offices or other means. Howev-
er, designing and managing E-services requires citizens’ familiarity with the services, 
convenient, flexibility in choices; easy accessibility; equality between e-service and 
non e-services and effective use of information [9]. Taken together, this paper argues 
that PSIS offers potential as a lens to understand organizational processes, contexts, 
users’ capability and attitude of organizational staff in order to design E-services for 
public sector organizations. Therefore, this paper applies PSIS to designing E-service 
for land records in Bangladesh public sector organizations. 

5 E-service for Land Records in Bangladesh 

Bangladesh is a least developed country located between India and Myanmar. It is the 
most population dense country in the world with a total of 160 million people; it has 
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high rates of illiteracy, very low electronic literacy and access to technology. It is 
mainly agro–based country with a visible land scarcity; an average land per person is 
0.22 acre only. In addition to, its 80% of people live in rural areas; a total 70% of 
people agriculturists and agriculture contributes to 60% of total GDP. Thus land and 
land records related services are significant. Land records services are delivered from 
public sector organizations. Land records are inevitably needed for legal, financial, 
welfare services, development planning, and transfer of land ownership, determina-
tion of ownership and size of land parcels and resolving of land litigations. Thus ser-
vice delivery of land records has become a core service to citizens from the public 
sector organizations. 

Service delivery of land records refers to issuing a certified copy of a land records 
from the District Record Room (DRR) to citizens. Daily about 20,000-30,000 applica-
tions are received by public sector organizations, the DRRs, for service delivery of 
land records. The district under study receives about 300-400 applications per day.  

This service has been identified as ineffective, corruptive, cause of public suffer-
ings and middlemen dependent. Consequently, designing and implementing E-service 
has been identified as an important mechanism for making this service effective, 
bringing this service at the citizens’ door step and removing complicacy and middle-
men from this service. 

5.1 Organizational Context for Land Records E-service 

Although Bangladesh gained independence from Pakistan in 1971, it had previously 
been under British Colonial Rule from 1757 to 1947. The land records and its service 
delivery was introduced by the Colonial government in the country, thus it inherited 
and to some extent still relies on the colonial rules, regulation and statues in particular 
related to land services. In addition, land records services has been identified as the 
top ranked sector for corruption; a major source of litigation and a sector for intolera-
ble public suffering [21]. Further, this service follows archaic service delivery 
processes, dilapidated conditions of the printed land records and registers; compli-
cated systems land records and this service delivery is controlled by strong bureau-
cratic processes. Together, these have given rise to rampant rent seeking vested  
interests of staff and middlemen’s corruption network for mediating this service.  

Thus with a view to ensuring easier access for citizens to the land records service, 
the government of the day has launched E-service for land records. The government 
designed a flagship program, ‘Access to Information (A2I)’, directed from the Prime 
Minister’s office. A2I has designed three electronic access points to ensure citizens 
easy access to the land record service. These are telecentres known as Union Informa-
tion Service Center (UISC), front desk known as E-service Center (ESC) and District 
Web Portal (DWP) (See figure-1). Thus, the E-service for land records has designed a 
country wide technological network comprising 4501 telecentres, 64 front desks (one 
in each district) and 64 district web portal (one in each district), aiming to ensure 
citizens’ easier access this service. However, the organizational contexts and 
processes, merely accepts the technological design of the E-service of land records. 

The land records service evolved from printed land records, which appeared during 
the British colonial regime at the end of the 20th century. The DRR is entrusted with 
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the responsibility for preserving land records and providing service delivery of land 
records. In 1950, the feudal system (Landlords - Zamindars) was abolished. Thereaf-
ter, the tenants, the cultivators, became the land owners. Consequently, land records 
turned into valuable documents for the citizens. A certified copy of a land record is 
required proof of ownership and land records become a compulsory element for re-
lated services: land purchase, sales, mortgages, taxation, land litigation, infrastructural 
planning and development. 

From the colonial regime to now, there are up to three versions of land records for 
each plot of land. The first version was prepared by the British colonial rulers in 
1920s. When land ownership changed from landlord to tenants in the 1950s during 
Pakistan’s regime, another version of land record was prepared. Bangladesh gained its 
independence from Pakistan in 1971. Thereafter the third version of land records 
preparation started and it is not completed yet. As a result, each plot of land may have 
three versions of records and surprisingly, all of the versions are active records for 
proof of ownership of a plot of land. Notably, the majority of the population is illite-
rate. So they do not know their land records ID numbers and the versions of land 
records. Consequently, citizens cannot submit their application through the E-service 
access points. During the interviews one staff member mentioned, “The E-service has 
designed this E-service which can be compared with a nice garden with several en-
trance points but its visitors are blind”. 

As a result, out of the three access points, telecentres and DWPs remain underuti-
lized (see figure -1). The front desk, the ESC was designed to receive online applica-
tion, but as citizens could not submit their online application, the ESC has turned to 
paper based applications, similar to the previous systems. Consequently middlemen 
and corruption network between staff and middlemen remain same. Eventually the E-
service has increased corrupt processes. 

 

 

Fig. 1. E-service contexts and processes in the District Record Room (DRR) - a public sector 
organization 
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On the other hand, although each rural local Union Council has telecentres that are 
connected to the DRR and citizens could submit their applications from the telecen-
tres to the DRR. However, citizens rarely accessed to the land records service to the 
telecentres. Because of, citizens found that traditional middlemen who are based at 
district headquarters have strong network with the DRR staff to expedite this service 
delivery.  

Thus, setting multiple access points for citizens’ easy access to this service is  
technologically possible. However, the organizational contexts interpreted the tech-
nological design of the E-service its own way. The E-service of land records in the 
organizational contexts every application requires printed copy of online application 
along with adhesive stamps as fees. Therefore, after electronic submission of applica-
tions from a telecentre or citizens needs to print online submitted application form and 
send it to the DRR along with appropriate fees. Consequently, although from technol-
ogical point of view, telecentres are easy accessible to the E-service of land records, it 
has become most difficult due to organizational processes and contexts. 

In addition to, citizens have no middlemen network to pay ‘bribes’ or ‘speed mon-
ey’ to the DRR staff to expedite this E-service while they submit applications through 
the telecentre and the DWP. Moreover, DRR staff do not take ‘bribes’/ ‘speed money’ 
except from the middlemen networks. Thus without a ‘bribe’ or ‘speed money’ appli-
cations submitted by citizens through a telecentre or DWP for the E-service land 
records are either delayed or are found to be missing from the DRR. It is open secret 
that without a ‘bribe’ or speed money, this service will not be processed. Furthermore, 
the organizational processes and required information for submitting application for 
E-service of land records are so complex that citizens must rely on middlemen to 
mediate the land records E-service.  

6 Implications for PSIS in Designing Land Records E-service  

From the case discussed above, the following implications can be drawn for designing 
E-service for land records whereby the role of PSIS is inevitable. 

6.1 Absence of Organizational Contexts 

This E-service has been designed without taking into account of the organizational 
contexts. The land records are complicated and have many different versions. Citizens 
are often not aware about the ID numbers for land records and the differing versions 
of land records. Consequently, it is difficult for citizens to apply for land records 
through E-service. 

6.2 Statutes and Practices 

Legal statutes and practices cannot be designed and changed overnight, but it is poss-
ible to design IT. In this case, the E-service has been designed without changing legal 
statutes. Although this service has designed online application submission process, it 
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requires manual fees submission process i.e. stamps. Besides, for the auditing purpose 
it needs printed copy of online applications.  

Moreover, this design also has failed to account behavioral resistance from the 
staff and middlemen. Thus without removing the middlemen and corruption network 
between the middlemen and the staff, the E-service network has been deployed. 

Furthermore, the staff have been receiving bribes or speed money for this service 
for a long time. Consequently, only setting of E-service network cannot remove their 
relations with the middlemen who manage the ‘speed money’ (bribes) from citizens. 
Thus, without excluding the processes that provide opportunities for speed money, 
designing the E-service is practically worthless. Although the telecentres and the 
DWP have been designed for citizens’ access to this service, citizens found that these 
are not effective to receive ‘speedy service’. Thus, they return to the traditional 
processes, which is the middlemen network. Finally middlemen have adapted them-
selves through submitting citizens’ application through the ‘Front Desk’ known as E-
service Center (ESC) to continue mediation of this service. It has become possible 
because the organizational processes are in favor of the middlemen and any other 
methods of submissions are resisted by the staff. 

6.3 Users’ Capability and Organizational Reality 

The users of the E-service are mostly farmers who are mainly illiterate. Thus filling 
online applications with appropriate land records ID numbers, understanding different 
versions of land records and the jurisdiction number for land records are difficulties 
for them. Besides, setting of website, DWP, for submitting online land records appli-
cations is unrealistic where only 0.35% of the population has internet access. In addi-
tion, the low literacy and electronic literacy and limited connectivity and accessibility 
to computer and internet are prevalent across the country. Consequently, the E-service 
has hardly made any improvement in citizens’ access to this service. This E-service 
has been designed from technological viability any change in organizational contexts. 
As a result, although electronic access points have been setup, they did not remove 
the organizational problems; rather the organizational problems have reshaped the E-
service. 

6.4 Monitoring and Evaluation  

Although the DWP has failed to ensure citizens’ easier access to the DRR, the advan-
tages of this access point has been harnessed by the organizational staff and middle-
men to provide better services to their clients who provide bribes. Because of, the 
staff have good internet connections and printers, so they use it for submitting online 
applications via DWP on behalf their middlemen.  

On the other hand, unsurprisingly, although the aim of the E-service centers (the 
front desk) was to be an access point for those citizens visiting the district headquar-
ters. However, instead it has become the access point for middlemen who submit 
paper based application via this service. Thus, the underlying organizational contexts 
and practices have been continuously redesigning the E-service. Finally, this E-
service has no means continuous monitoring and evaluation. 
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7 Conclusion 

This paper has illustrated the case of E-services in public sector organizations in a 
developing country. Successful implementation of E-services in general is difficult 
and in developing countries is a great challenge. The failure rate for E-service projects 
in developing countries is very high and existing E-governance approaches have 
largely failed to address the problems. Many scholars have already looked at finding 
alternative streams or alternatives to E-governance for designing and implementing E-
services in public sector organizations. This paper has argued that there is need for 
public sector information systems (PSIS), as a dedicated field of IS for designing and 
evaluating E-services for public sector organizations. One of the defining characteris-
tics for this is the strong emphasis on taking into account the organizational context 
during the design and implementation process. 

In conclusion it can be said that E-service in public sector organization cannot suc-
ceed without taking into account the organizational contexts, statutes and practices. 
PSIS has become an inevitable part of the design, monitoring and evaluation of E-
service in public sector organizations. More recently public sector E-service organiza-
tions are modelling themselves on private sector E-services. Since the context of the 
public sector organization is significantly different from private sector organizations, 
a public sector information systems (PSIS) offers the potential to deal with the con-
texts, practices, users, organizational reality, resources, rules, regulations and statutes 
of the public sector organization in designing E-service.  
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Abstract. To deal with tax matters, businesses have various potential sources 
(e.g., Tax Office, advisor, industry organization, friends/family) in their 
environment. Those sources can be coupled with an increasingly wide variety 
of channels (e.g., telephone, face-to-face, website, e-mail) through which 
information can be obtained. This has led to an increasingly complex 
information flow between governments and businesses. This paper provides 
new directions for public service delivery strategies by studying both source 
and channel choices of businesses using the vignette method. The findings 
indicate that source and channel choices are determined in different ways (i.e., 
positive or negative) by different factors. Furthermore, we found that source 
and channel choices are interrelated. It is concluded that that sources and 
channels fulfil different roles for information seekers. It is advisable for 
government to anticipate these roles in the design of their service delivery 
strategies.  

Keywords: Source Choice, Channel Choice, Interrelation, Business-to-
Government Service Interactions, Information seeking. 

1 Introduction 

In the Netherlands, over a million small and medium-sized businesses (SMEs) 
regularly have to deal with various types of complex government requirements. One 
of the most well-known examples in this context involves managing tax problems. 
For several decades, governments have sought suitable service delivery strategies to 
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interact with businesses regarding these matters as efficiently and effectively as 
possible. For example, research on e-government and multichannel management has 
contributed to current strategies. The primary aim of these strategies is to guide 
information seekers to electronic channels, such as a website, which are assumed to 
be less expensive than traditional channels such as the telephone and face-to-face 
communication. At present, however, the use of the more costly channels remains 
high [e.g., 1,2]. This calls for new insights to develop revised strategies for efficient 
and effective service delivery.  

To cope with tax matters, SMEs have various potential information sources in their 
environment from which to choose. The myriad sources can be coupled with an 
increasingly wide variety of channels through which information can be obtained. The 
growing number of available channels and the increasing role of other information 
sources have made the information flow between governments and businesses 
increasingly complex. As a result, it will become more difficult for governments to 
maintain high levels of service. This will particularly be the case if businesses do not 
primarily rely on the government for accurate and reliable information but instead 
turn to other sources because they are now easier to access than before (i.e., through 
the rise of new and social media) [3]. Furthermore, the increasing availability of 
service channels limits the efficiency with which governments can provide services to 
their clients (i.e., citizens and businesses). These considerations lead to the question 
of how governments should address the availability of numerous information sources 
and channels.  

This situation is further complicated by a lack of theories that can help us to 
understand a) why businesses use certain available sources and channels and b) 
whether and how source and channel choices are interrelated (i.e., do businesses 
always use the same source-channel combination?). Although theories exist that can 
help us to understand a) why individuals use certain communication channels (or 
'media') [e.g., 4,5] and b) the processes by which information sources are selected 
(e.g., Byström and Järvelin’s model of information seeking [6]), there are only a few 
studies that clearly distinct between the source and channel and recognize their 
interaction, but provide no detailed explanations or determinants [e.g., 7, 8].  

This paper aims to fill this gap in the current knowledge by providing insights into 
a) which sources and channels businesses select in business-to-government (B2G) 
service interactions, b) differences and similarities between source and channel choice 
processes by including some of the potential influencing factors for both types of 
choices, and c) the interrelation between source and channel choices (i.e., the 
channels that are used to contact various kinds of sources). With this, the paper 
provides new directions for public service delivery strategies as well as for future 
research that integrate source and channel choices.  

The paper starts with a theoretical discussion about definitions of the source and 
channel as well as relevant theories for studying source and channel choices, followed 
by an elaboration of the research method. Subsequently, the results will be discussed. 
The paper ends with the discussion, conclusions and implications.  
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2 Theoretical Background 

This section discusses the definitions of the source and channel we use throughout 
this paper as well as which influencing factors for source and channel choices are 
recognized by theories in the media choice and information-seeking domain.  

2.1 Definitions of the Source and Channel 

For reasons of clarity, we make a clear distinction between the information source and 
communication channel. The source is defined as the person or organization storing the 
information, from whom (or which) that information can be obtained from by the 
seeker (adapted from Christensen & Bailey [8]). Examples of sources are 
governmental agencies, advisory organizations, friends, family and colleagues. The 
channel refers to the means by which information is transferred between the source and 
seeker (adopted from [9]). Channels are viewed as equivalent to media, such as the 
telephone, e-mail, websites and face-to-face communication.  

2.2 Relevant Theories on Source and Channel Choices 

Theories of channel choice are primarily rooted in the media choice and use literature 
(e.g., Media Richness Theory [4,5], the Social Influence Model [10], and the Channel 
Expansion Theory [11, 12]). Theories that provide insight into source choices (and 
sometimes channel choices) are primarily rooted in the domain of information seeking 
(e.g., Byström and Järvelin’s model of information seeking [6], Leckie’s model of 
information seeking [13]). The theories in both research domains identify a wide 
variety of factors that have been found to be important in the selection processes of 
sources and channels. However, apart from the lack of definitions in many studies 
[e.g., 14-18], the concepts media, channels, and sources are often explained 
differently and seem conflated with one another [e.g., 19-21]. This hinders the 
determination of which exact factors influence source choices and which channel 
choices. 

Nevertheless, the most widely recognized influencing factor, across both research 
areas, for source and channel choices is formed by task characteristics [e.g., 6, 9, 10, 
13]. The impact of personal aspects (e.g, age, gender, education) as well as 
situational factors (e.g. time, distance) is recognized in several theories in both 
domains [e.g., 6, 9, 10, 22]. However, Baldwin and Rice [19] argue that personal 
aspects are only marginally of influence compared to organizational factors (e.g. 
organization size). Media choice theories recognize some forms of contextual 
influences such as social influences [10-12] and cultural norms [22]. Conversely, 
theories of information seeking behavior consider the context as the shaping 
mechanism for the entire information seeking process. Examples of contextual aspects 
are established interaction patterns and the information environment of organizations 
[7], staff and organization size, type and location of the organization and general use 
of sources and channels [19]. The latter seems to be equal to norms of channel use as  
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proposed by the media choice theories. But also awareness of available sources in the 
environment of the seeker seems of importance [13]. Other influencing factors exist, 
but are beyond the scope of this paper since we are not able to incorporate them in the 
vignettes (e.g., perceived source and channel characteristics, relationship 
characteristics). 

3 Research Method 

Design. We used the vignette method in this study. Vignettes are short descriptions of 
a particular situation in which the respondents need to empathize [23]. For each 
vignette the respondents were asked which information source and which channel 
they should use in the given situation. One of the advantages of a vignette study is 
that it approaches reality. It is not unconceivable that the respondent is or will be 
confronted with such a situation and is or will be faced with such a decision [e.g., 24, 
25]. A disadvantage of a vignette study is that, due to the many factors included, the 
amount of unique vignettes can rise quickly [26]. As a consequence we included only 
a few variables. Furthermore, it was chosen to confront the participants with an 
acceptable number of the vignettes by creating a split. This method is called the 
incomplete block design [26]. The unique vignettes are divided into groups and each 
respondent is designated to a particular group. For the current study 32 unique 
vignettes were formulated (five factors with each two values (25) were included in 
each situation). Each respondent was given 4 vignettes. The manipulated variables 
(see table 1) were associated with characteristics of the task (i.e., complexity, 
importance, specificity), available time as a situational factor, and social influence 
(i.e., getting advice).  

Table 1. Manipulated Variables in the 32 Vignettes 

Factor Variables Manipulation As expressed in vignettes 
Task  
 
Task 
 
Task 
 
Situational  
 
Social 
Influence 

Complexity 
 
Specificity 
 
Importance 
 
Available 
Time 
 
Getting Advice 

1. Simple 
2. Complex 
1. General 
2. Specific 
1. Unimportant 
2. Important 
1. In a hurry 
2. Plenty of 
Time 
1. None 
2. Getting advice 

…it seems a rather simple question 
…it seems a complex question 
… all companies use the same 
.. it can be quite different 
… the important seems not high 
… the importance is high 
…there is little time 
… no hurry, there is plenty of time 
-  
…someone in your direct 
environment recommends you 

 
An example of a vignette is presented below. The manipulated variables are in 

bold, but were of course invisible to the respondents.  
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Sample and Response. The study was conducted among Dutch SMEs (self-employed 
and businesses up to fifty employees). For an efficient and effective sampling we 
choose to use disproportionate stratified random sampling [27]. Underlying reason is 
the skewed distribution of organization size in the population. We invited n=21000 
businesses to participate. The letters were addressed to the management of a business. 
They were asked to pass it on to the person in the business who is responsible for 
dealing with tax matters. All respondents were randomly selected from the database 
of the Netherlands Tax and Customs Administration (NTCA). This database was 
updated just before we carried out our sample survey in January 2013 and contains all 
registered businesses in the Netherlands. After two weeks we sent out a reminder to 
the businesses that had not responded yet. Finally, 6% of all invited participants 
completed the survey. 68.3% of the respondents were men and 31.4% were women. 
54.5% of the respondents were higher educated, 33.5% medium educated, and 12.0% 
low. Slightly over 80% were managing directors (43.1% self-employed and 40.0% in 
a business with employees). The rest of the respondents were the specialists in the 
business (e.g., administrative assistant, financial employee, controller).    

4 Results  

4.1 Selected Source-Channel Combinations 

Table 2 shows which sources are selected in throughout all vignettes. The advisor is 
by far the most chosen source in the given situations (62.6%). With 20.7% the NTCA 
is the second most consulted source. All other potential sources are selected less 
often. In 5.9% of the presented vignettes the respondents did consult no source.  

Table 2. Overview of chosen sources in the 32 vignettes of this study 

 n % 

NTCA  
Another governmental organization than NTCA  
Advisor/Advice organization  
A colleague within organization  
An external contact who I know personal  
Family or a good friend  
Association (e.g., Chamber of Commerce, Industry Organization)  
I consult no source 

  984 
26 

2976 
 81 

  143 
126 
127 

 284 

 20.7 
    .7 
62.6 
  1.7 

3.0 
2.7 
2.7 
5.9 

Total 4747 100.0 

Your company is doing well. Plans exist to expand the company. It could be relevant to 
change the legal form of your company in such a situation, however, this can be quite 
different from company to company. You are planning to deepen out this complex 
question. It is of high importance, since a change in the legal form has major 
consequences. Fortunately there is no hurry, because you have plenty of time to deepen 
out this question. Someone in your direct environment recommends you to visit an 
advisor to discuss the various possibilities.   
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Figure 1 shows which channels are used to contact various kinds of sources. The 
sources are shown on the horizontal axis, the channels on the vertical axis. Except for 
contact with family/friends and the NTCA, the telephone is the most used channel for 
all kinds of sources. With regard to family and friends face-to-face is the most used 
channel (56.1%). Colleagues are also often consulted via face-to-face (40.2%). In 
approximately a quarter of the cases, contact with the advisor (25.4%) and association 
(24.9%) occurs face-to-face. E-mail is mostly used to consult the advisor (21.9%) and 
external contacts (28.5%). The NTCA and associations are often approached via their 
websites (respectively, 52.7% en 18.5%).  

To study the interrelation between source and channel choice in more detail we 
executed a chi-square test. The results show that there is a significant association 
between the selected source and the chosen channel χ2(42)=6916.12, p<.001. The 
values of the standardized residuals are used to interpret the results. Agresti and 
Finlay [28] argue that a value greater than 3 or lower than −3 reflects a true effect. 
The strongest significant underrepresentations (i.e., significantly lesser selected than 
other combinations) were found for the combinations NTCA with face-to-face 
(z=−11.3), advisor with the website (z=−18.1), and NTCA with e-mail (z=−8.8). 
Significant, but less strong underrepresentations exist for the combinations NTCA 
with the telephone (z=−3.8), external contact with the website (z=−3.9), and family/ 
friends with website (z=−3.4) and with e-mail (z=−3.6). The most strong overrepre-
sented combination (i.e., significantly more often selected) is NTCA with the website 
(z=36.9). Other strong overrepresentations concern the advisor with e-mail (z=8.1), 
with telephone (z=5.8), and with face-to-face (z=5.4) as well as the combinations 
colleague with face-to-face (z=6.8), family/friends with face-to-face (z=9.2). 

 

 

Fig. 1. An overview of the chosen source-channel combinations in the 32 vignettes 
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4.2 Influencing Factors of Source and Channel Choices 

We executed two multinomial logistic regression analyses (NOMREGs) to study the 
influence of the manipulated factors on source and channel choices. This section starts 
with the discussion of the results regarding source choices, followed by the results for 
channel choices.  

 
Source Choices. The change in unexplained variance from the baseline to the final 
model is considered to be significant, as χ2 (63) =1467.84 with p<.001, which implies 
that the final model shows a better fit than the original model. For assessing model fit 
the Deviance statistic is preferred over the Pearson Statistic [29]. The Deviance 
statistic shows that the model fits the data well (p=1.000). The pseudo R-square 
values of Cox and Snell and Nagelkerke show decently-sized effects with values of 
R2=.27 and R2=.30, respectively.  

Figure 2 shows only the results for the two most selected sources NTCA and 
advisor. Table 3 in the appendix provides an overview of the results for all sources. 
Despite the fact that we found some similar results for both sources there are some 
contrasting results as well. When the task becomes more general (i.e., less specific) it 
is more likely that the NTCA is chosen (b=2.51, p<.001), but less likely that the 
advisor is selected (b=−.86, p<.05) . Furthermore, while organization size and 
educational level are significant predictors for the selection of the NTCA, they do not 
exert significant influence on the selection of the advisor. Comparing the predictors of 
other sources (e.g., colleagues, associations) also brings differences to light. For 
instance, when as a task becomes less specific, it becomes less likely that family or 
friends are chosen (b=−.90, p<.001), but task specificity has no influence on the 
selection of colleagues.  

 

 

Fig. 2. An overview of the factors that influence the selection of the sources NTCA and advisor 

Channel Choices. Similar to the results for source choice, the change in unexplained 
variance from the baseline to the final model is considered to be significant, as χ2(54) 

=1184.98 with p<.001. The Deviance statistic shows that the model fits the data well 
(p=1.000). The pseudo R-square values of Cox and Snell and Nagelkerke are R2=.22 
and R2=.24, respectively.  
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Limitations. Although the vignette method provides the opportunity to ask 
participants about their choices in realistic situations, a number of limitations should 
be noted with respect to this study. The most important limitation is that not all 
(potential) predictors were manipulated and incorporated in the vignettes. So, further 
research is needed to study the influence of other factors as well. Another issue that is 
not addressed is whether the participants wanted to consult a second source or channel 
because we only asked for their first source-channel combination. Insights into other 
choices throughout the information-seeking process are still needed. Further, we 
studied the situation in one country and in the context of B2G service interactions. 
This hinders the generalizability of the results to other countries and contexts.  

 
Discussion and Conclusions. One of the more significant findings to emerge from 
this study is that the significance, strength and type of relationship (e.g., positive or 
negative) between the influencing factors and the various source and channel choices 
vary. This indicates that although some factors show consistent results, various 
aspects influence the selection of sources and channels. Furthermore, some channels 
were chosen relatively fewer times to consult a certain source, other source-channel 
combinations were significantly more chosen than others. This variety leads to the 
conclusion that sources and channels fulfill various roles for the information seeker. 

A factor that, according to our findings, is no predictor for both source and channel 
choices is the situational aspect available time. This is somewhat surprisingly, since 
many have suggested that such aspects do play a role [e.g., 6, 7, 9, 10]. The fact that 
addressing tax matters is a more ‘ongoing’ need for businesses than it is for citizens 
(i.e., citizens must fill in their tax declarations only once per year) might explain the 
result that situational factors do not exert an influence. Because our study seems to be 
the first to notice this, replication and further insight is needed.  

Social influences have no effect on source choices, but seem to have a marginal 
effect on channel choice. Although the understanding and perceptions related to the 
vignettes were pre-tested, the lack of influence might be due to issues in the 
manipulation of the social influence factor (i.e., it might be difficult for respondents to 
imagine themselves in such a situation). Nevertheless, our conclusion that social 
influences have (at least) a marginal effect on channel choice seems plausible because 
it is in line with the findings of many others [e.g., 10, 30- 32]. The effect of social 
influences on source choice seems less studied [e.g., 7], which might underline our 
finding that source choices are not affected by social influences. 

In general, our findings indicate that task characteristics play a major role in the 
selection processes of source and channel choices. This result generally does not 
divert from other research findings [e.g., 6, 9, 10, 13, 22]. However, our contribution 
to the existing knowledge is the finding that the characteristic task specificity 
particularly determines which source and which channel will be selected, whereas the 
task characteristics importance and complexity are found to be action triggers (i.e., to 
start an information-seeking process). Furthermore, given the observed differences in 
the direction of the influence of task specificity, the results indicate that sources and 
channels fulfill various roles (i.e., some are selected for general/orientation purposes 
while others are selected for specific, interpretation purposes).  
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The largest predictor concerning personal and organization characteristics is 
education, followed by organization size. Baldwin and Rice [19] argue that 
organizational characteristics exert more influence than personal characteristics. 
They even argue that individual characteristics have no influence at all. In contrast, 
several studies in the context of channel-choice behavior argue that these basic 
personal characteristics (e.g., gender, age, and education) are reliable predictors [33, 
34]. Our study found that people that are higher educated are more likely to use 
electronic channels and consult formal sources. Larger organizations are less likely to 
choose the website and face-to-face. Only the advisor is independently chosen from 
the size of an organization, for all other sources it is observed that larger organizations 
are less likely to consult a source compared to no source.  

 
Implications. The primarily starting point of current service delivery strategies is the 
channel of a single information source. However, our findings suggest that 
information seekers have many sources at their disposal to obtain information. This 
finding again calls for a change to incorporate the users’ perspectives. Governments 
should realize that they act in a networked setting with various other potential sources 
from which businesses can obtain information. It is advisable for governments to 
anticipate the role of source-channel combinations. Governments can accomplish this 
by gaining an overview of relevant key sources in their network and determine their 
own role as one of those information sources in that network. The division of roles 
among the various sources should be considered when designing service delivery 
strategies. It is also important to link the role of an information source to the role of 
the channels that are at the disposal of that particular source. Box 1 illustrates this.  

 

 
However, what if the determined roles of an information source and its channels 

are not the desired ones? For example, what if the findings indicate that the NTCA is 
often consulted to solve specific tasks, which require interpretation because the 
answers differ from business to business, but the NTCA primarily offers general 
information? In such situations, it is important to start the debate about what role the 
government should fulfill. What expectations should SMEs have for public service 
delivery? What are the responsibilities of SMEs themselves? Debating these aspects 
would help governments to formulate service-delivery strategies that incorporate both 
their own role and the advisor’s role in a networked setting. Therefore, we suggest 
that governments should implement strategies that guide information seekers to 

Box 1—Illustration: Implications for the NTCA website  

Our findings have shown that the NTCA in combination with the website channel is 
primarily selected for general tasks. It would be relevant for the NTCA to consider this 
when developing its website. Thus, it could decide to give general information a more 
prominent place on the website and put more specific information in the background. 
Visitors are still able to obtain detailed information, but in the first instance, information 
overload is avoided by providing only general information. ‘Decision trees’ may help in 
structuring general and specific information. They assist visitors in selecting and finding 
only information that is relevant to their specific situations.   
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desired source-channel combinations, which we call multisource and multichannel 
management. Cross-referrals should help guiding the seeker to another channel or 
other source-channel combinations. Box 2 illustrates how cross-referrals may be used 
in service delivery processes.  

 

 
The results of this paper indicate that sources and channels fulfil various roles for 

the information seekers (i.e., businesses). Despite the promising results and 
implications for public service delivery strategies, future research is needed to 
increase and refine our understanding of source and channel choices in B2G service 
interactions. 
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Table 3. An overview of the (in)significant influence of various factors on source choices 

 

Table 4. An overview of the (in)significant influence of various factors on channel choices 

 
Note for both tables.  +    significant predictor (positive effect), +/-  significant predictor (negative effect),  

                                  -     insignificant predictor 

                      *     reference category was “high education level” , **   reference category was “women”  
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Abstract. Working on building large scale information systems that have the 
job to serve their clients in a client friendly way and at the same time have to 
comply with the rules that regulate their behavior, including their (legal) deci-
sion-making processes, we observed that designing these systems is still more 
an art rather than a result of systematic engineering. We have been working on 
a method allowing stakeholders to systematically analyze the rules and their 
meaning (i.e. their effect in practical cases) in such way that it supports systems 
designers and (legal) experts in making sense out of the legal sources, and use 
this understanding of the regulatory system at hand when designing information 
systems that supports both the (administrative) organizations and their clients. 
In this paper we will elaborate on our proposed analysis approach, show how to 
systematically use the patterns explicitly but often implicitly available in laws 
and regulation. The Hohfeld conceptual model is very helpful. The Hohfeld 
model needs extension in our view and thus we have specified the semantic-
conceptual model for Hohfeld as a solid base to add time travel aspects. 

Keywords: Formal model of Hohfeld legal relations, analysis of law constructs, 
law based large scale information systems, temporal extension of Hohfeld,  
semantic-conceptual model, legal DNA. 

1 Introduction 

Most governmental institutions, including public administrations, are aware of the 
fact that the services they provide to citizens and companies, are primarily defined in 
laws, decrees and other regulations, collectively here referred to as the law. However 
if you look at the way they bring about these services and design the (e-)forms and 
(web) IT-services this clear connection between these services and some legal source 
defining them seems to be completely missing in nearly all cases. This lack of trans-
parent connection between the legal sources and IT-systems will lead to increased 
complexity and high maintenance costs and decreased adaptivity when changes in 
policy or circumstances require it.  

Dealing with change is something public administrations normally can handle very 
well as they are used to ever changing regulations and keeping their systems aligned 
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with their environments. However the way most administrations handle this can be 
characterized as an art rather than following a rational engineering approach. This is 
surprising given the interest of the process and amount of effort and money involved 
in it. What we observed in the more than 30 years working experience in business 
information systems, is that different stakeholders within the public administrations 
try to grasp the consequences of the regulatory or environmental changes for those 
issues they feel responsible for and then start to redesign the processes, (parts of) IT-
systems, (e-)forms etc., without worrying too much that the partial solutions will to-
gether create the required, i.e. compliant, solution. As a result of this existing practice 
administrations can not guarantee the legitimacy of their acting, have difficulties ex-
plaining their (legal) decisions, deliver not always the services expected by their 
stakeholders, and are less adaptive and cost-effective as they could be.  

In one of our previous publications (Van Engers & Nijssen 2014a) we have de-
scribed part of our modeling approach, more specifically an analysis of legal rela-
tions, an analysis that is based upon the original work of Wesley Newcomb Hohfeld 
(see Hohfeld 2010, originally published 1913). We have extended the four basic rela-
tional categories with temporal relations and explicit events (legal actions) that allow 
us to analyze and describe regulations and situations subjected to regulations using a 
state-transactional view fitting the life-cycle of these legal relations and enabling for a 
service-oriented perspective combining the requirements from regulatory sources and 
the life events of the cases at hand.  

Before introducing the Hohfeldian basic categories and explaining our extensions, 
let us explain some of the considerations we had when we started our quest for a se-
mantic-conceptual modeling method for laws and regulations that would be the basis 
of an engineering approach for large-scale information systems in (public) administra-
tions. 

One of these considerations was that policymakers and legal drafters tend to limit 
their creativity by (re)using existing policies and regulations as examples. Mechan-
isms such as good drafting principles (in many countries the drafters are bound by 
these principles, in the Netherlands for example by the “Aanwijzingen voor de Regel-
geving” in English “Directives for the Legal drafter”) further limit the number of 
constructions the policymakers and drafters will produce when creating new regula-
tions or change existing ones.  

The operational units that are responsible for organizing the processes that make 
the regulations work also restrict themselves by basing the new functionalities that are 
implied by the new regulations on ones that are already known. This allows the ad-
ministrations to keep close to existing or at least familiar processes with the assump-
tion of a decrease in failure risks. In our many years of working in practice however 
we have not seen this reuse of abstract building blocks explicitly addressed, while we 
were more and more convinced this would allow us to build better information sys-
tems. These systems of course would primarily have to be correct implementations of 
the requirements that are given by laws and regulations.   
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2 Public Administrations and (Public) Service Design 

From public administrations we expect that their activities and information systems 
supporting them, i.e. the administration’s services, are derived from law. Not imple-
menting services that would be required to fulfill legal obligations or allow citizens to 
execute their rights would disrupt our legal systems while offering services that are 
not connected to the law would rightfully be considered a waste of public money at 
least. In practice however, as far as we know, no method was used to systematically 
analyze sources of law and derive the required services in such way that the connec-
tion would be clear to all stakeholders. In 2012 in the Netherlands some public admin-
istrations together with universities and innovative companies of prime interest for  
e-government started to cooperate on these matters. The authors of this paper are 
member of that cooperation. We named this group the ‘Blue Chamber’ referring to 
the color of the walls of the room in which the first concrete ideas have taken shape. 
The authors of this focus on the fundamental research work in this groups’ co-creative 
effort and report in this paper part of what they have accomplished.  

As stated before our approach is partly based upon work of Hohfeld, who devel-
oped his legal relations in the early twentieth century. One could wonder why it takes 
so long to develop a method that would guarantee the correct implementation of law. 
Perhaps the most recent crisis in the Netherlands is a blessing in disguise forcing pub-
lic administration to do more with less. The people representing the public administra-
tions stressed that the conditions under which the government must perform its duties 
are constantly changing due to changes in legislation. The effects of these changes are 
to be implemented in services to citizens and businesses quickly and effectively. Citi-
zens and businesses may expect reliable and expedient rendering of services. Ob-
viously these services should provide answers to their questions, or offer a solution to 
their specific needs. 

In recent decades, public administration has changed under the influence of digiti-
sation. These changes affect the processes of implementing public services. Both the 
large-scale processes for handling cases of large groups of citizens, and processes for 
the treatment of individual cases in complex situations are affected. Examples can be 
found in the area of benefit provision, granting of subsidies, licensing and taxation. 
Central government, provincial governments and municipalities strive, as much as 
possible, to process applications for licenses, benefits and the provision of other pub-
lic services electronically. 

Successive governments have been working on a response to this development. 
Among other things, this has resulted in a government-wide vision1 of the provision 
of services to citizens and businesses. This vision is based on customer-driven public 
services in which there is a central focus on the requests of citizens and businesses. 
The implementing bodies are expected to design their processes and services in such a 
way that they can meet the needs and perspectives of their customers. In other words, 
efficacy is central. A prime challenge will be to offer the desired effective processing 
of customer requests in an affordable and efficient manner. 

                                                           
1 Established Government-Wide Vision of Services (Vastgestelde Overheidsbrede Visie op 

Dienstverlening) kst-26643-182 – Official Publications (in Dutch). 
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The effective and efficient handling of customer requests requires cooperation be-
tween different organisations. This helps diminish the meaning of the boundaries 
between layers of government and government organisations. 

In order to play their part for and on behalf of citizens, it is necessary for the gov-
ernment organisations to design their processes and services in such a way that they 
can respond to changing conditions, changing stakeholder demands and changes in 
cooperation with other organisations.  

In recent years, it has been the tendency for implementing bodies to refrain from 
concealing the rules in layers of IT systems, but to opt instead for an approach in 
which these rules are defined in such a way in IT systems that they can be more easily 
implemented and maintained. In legislation, the trend is to model information, rules 
and processes in an integrated fashion. This translation of legislation into integrated 
knowledge and process models is used as a specification for processes and IT sys-
tems. ‘Rule-based or knowledge-based working’, ‘rule management’, ‘Knowledge as 
a Service’ (KaaS) and ‘agile implementation of legislation’ are names that are used to 
describe this approach. 

The approach aims to provide greater flexibility and agility in the implementation 
of new laws and/or regulations. 

What is still lacking however is a uniform and coherent method to analyze and in-
terpret sources of law that would achieve integrated information, rules and process 
models with which the desired flexibility and agility in the provision of information 
can be realized. Such an approach is therefore a prerequisite for the realization of a 
customer-oriented service and for securing collaboration between organizations (inte-
roperability). The observations below from daily implementation practice illustrate 
the lack of a ‘clear and coherent method of analysis for the interpretation of legisla-
tion by implementing bodies’: 

• Translating legislation into customer-driven service and product requirements for 
the implementation of processes and applications is usually quite time-consuming. 

• The (contents of) services and processes are not sufficiently traceable to the legis-
lation. 

• Up till now, the translation of legislation into service and product requirements has 
often proved to be a process difficult to control. The procedure is not clear and is in 
part implied and depends on the individual ‘translator’. Analysis usually takes 
place from this translator’s own discipline (legal, implementation, information 
science or IT). The required expertise is scarce. 

• Adequate support which allows for intelligent searching of the corpus of legislation 
is currently lacking and there is only limited support for adequately managing the 
results in conjunction. 

It is our aim to help to solve these issues by developing the required method.  
In that effort it was clear from day one that we had to clarify the meaning of the le-

gal sources, i.e. the effects that it could potentially have for each of the addressees, 
first. A semantic-conceptual model of the legal source could create this required clari-
ty. When developing our method we were primarily asking ourselves which are the 
kind of constructs that are required in the semantic-conceptual model such that the 
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intent of the law can be maximally explicitly represented in a scalable semantic-
conceptual model? 

Regulations, for example a law, describe primarily the rights and duties of the par-
ties with respect to certain matter. Rights and duties are terms that upon semantic-
conceptual analysis can be usefully subcategorized. About a century ago Hohfeld 
described a solid framework for this subcategorization. His description however was 
– understandably at that time (1913) – reasonably informal and also it lacked some 
elements that would allow us to formally express the meaning of regulatory sources in 
such a way that it would fit our current needs. 

In the next sections we will describe the formal semantic-conceptual model of that 
framework as a base to add requirements that have originated in more recent years. 

3 The Original Hohfeldian Relations  

Wesley Newcomb Hohfeld produced a landmark paper in the early years of the 20th 
century, clarifying the most important concept in the legal world: the legal relation 
(Hohfeld used both the terms legal as well as jural relation). One of Hohfeld’s main 
ideas is that all legal relations consist of a set of atomic or elementary legal relations 
between two parties with respect to a certain matter, and each legal relation has only 
the following four possible pairs: 

i. One party has a right (claim) and another party has a duty,  
ii. One party has a privilege and another party has a noright,  

iii. One party has a power and another party has a liability, and  
iv. One party has an immunity and another party has a disability.   

 
In Van Engers & Nijssen (2014a) we have paraphrased Corbin (see Corbin 1991 & 
1921) and have posed the following about these four party-paired legal relations:  
 
Suppose we have two parties, person A and person B. 
 
Right and Duty. When person A currently has a right and person B has at the same 
time a duty with respect to matter M, person A is aware that the following holds: what 
must person B do for me (person A) with respect to matter M; person B is aware that 
for him the following holds: what must I (person B) do for person A with respect to 
matter M? 
 
Privilege and Noright. When person A currently has a privilege and person B has at 
the same time a noright with respect to matter M, person A is aware that the following 
holds: what may I do with respect to M, without having regard for any other including 
person B; the noright party, in this case person B is aware that for him the following 
holds: what may person A do with respect to M, unrestrained by me (person B)? 
 
Power and Liability. When person A currently has a power and person B has at the 
same time a liability with respect to matter M, person A is aware that the following 
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holds: what new legal relation may I create between person B or between person B  
and another party, or me, with respect to M; the liability party, in this case person B is 
aware that for him the following holds: what new legal relation may person A create 
for me and another party with respect to M, without having any regard for my posi-
tion? 
 
Immunity and Disability. When person A currently has an immunity and person B 
has at the same time a disability with respect to matter M, person A is aware that the 
following holds: with respect to matter M person A is not subject to the power of 
person B to alter the legal relation of person A with respect to matter M (paraphrasing 
Corbin 1919, page 8). The disability party, in this case person B is aware that for him 
the following holds: person B cannot change the existing legal relation of person A 
with respect to matter M. 

In Van Engers and Nijssen 2014 we have pointed at one of the major issues with 
Hohfeld’s original work; it lacks a temporal perspective which is needed to under-
stand how acts are related to the creation and termination of legal relations (typically 
created via a power-liability). Such perspective is essential for connecting the legal 
consequences to the acts performed, a perspective we need to when we want to build 
supporting IT systems. These IT systems after all will have to handle complex social 
situations and consequently we need to understand the sequences of actions that we 
have to be able support, by creating services for each of them. The power for every 
alien to receive asylum, for example, can be expressed as a power-liability relation, 
requiring a service to submit these requests and a service to inform the alien about the 
result of processing that request. In our method we therefore have include a temporal 
perspective, which allows us to understand the consequences of the creation and ter-
mination of Hohfeldian relations.  

4 A Service Oriented Design Perspective on Hohfeld 

In the previous section we have already pointed at one of the shortcomings of Hohfel-
dian analysis, i.e. the lack of an explicit temporal perspective. Another weakness is its 
mere focus on the institutional reality layer leaving the connection to brute reality 
underexposed. Figure 1 shows the connection between these layers. 

Legal reasoning is part of the Institutional Reality layer. This Institutional Reality 
layer maps legal facts, using legal rules, to other legal facts. In other words it de-
scribes legal facts and legal (derivation) rules. Furthermore it describes legal meta-
rules, such as rules that determine the applicability of other legal rules. The legal facts 
in the Institutional Reality layer have to be connected to the brute reality. Brute reality 
consists of the physical and informational or administrative brute reality. The brute 
facts represented as some data object can be ‘qualified’ or ‘count as’ some legal fact. 
Therefore (institutional) meaning is assigned to the brute facts through their qualifica-
tion. It must be noted that in most court cases it is the qualification of brute facts that 
are disputed rather than the epistemic reasoning (i.e. drawing conclusions from legal 
facts and the applied legal rules). Intuitively one would think that each brute fact 



 Connecting People: Se

 

could be classified into on
However it is slightly more
a certain perspective, such 
the traffic code, but might 
specification of a semantic
possible qualifications of di

Fig. 1. Institutional Reality an
legal facts to other legal facts
reality (i.e. data representation
qualification gives (institution
as’ what legal facts. 

The policy-makers and 
sources of law, expect that 
ing of the institutions descr
supposed to understand the
some qualification.  

Acts performed in brute 
tion. Some are qualified as 
creating legal relations in th
a duty and might result in 
upon it in brute reality. It m
legal consequences (neglige

Hohfeld’s legal relation
and seller, the taxpayer and
systems perspective this pr
external world. So we cou
reality in scope from the p
spector etc.. Since it are the
others to act (consequence o
or the right-duty relations 
execution of a power obvio

emantic-Conceptual Modeling for Laws and Regulations 

ne of two classes: legally relevant and legally irrelev
e complex than this. One brute fact may be irrelevant fr

as the price of a car is irrelevant from the perspective
be relevant for some other perspective, like tax law. T

c-conceptual model can help in detecting consequences
isputed facts. 

 

nd Brute Reality. Legal reasoning with Institutional Reality m
s. These legal facts are connected to the administration of b
n of the physical world) by a process called qualification. T

nal) meaning to the brute facts, it defines what brute facts ‘cou

legislation drafters that create the regulatory sources, 
all relevant stakeholders are able to understand the me

ribed in those sources. This is because the stakeholders 
e institutional consequences of their behavior (acts) gi

reality may have legal effects depending on their qualifi
the creation of a liability or the execution of a power t

he institutional layer; others are qualified as failing to m
a legal fact that provides the motive for someone to 

must be noted that also not acting in some cases may h
ence).   
s are always relations between two actor-roles, the bu
d tax inspector etc. From an organizational or informat
rovides us with a nice demarcation of the internal and 
uld for example describe all relations in the institutio
perspective of one actor-role, e.g. our minister, the tax 
e execution of powers or the imposition of a duty that m
of the power-liability relation), the power-liability relati
can force us to deliver a service, while allowing for 
usly also can be seen as a service.  

139 

ant. 
rom 
e of 
The 
s of 

maps 
brute 
This 
unts 

i.e. 
ean-
are 

iven 

fica-
thus 

meet 
act 

have 

uyer 
tion 
the 

onal 
in-

make 
ions 
the 



140 T. Van Engers and S. Nijssen 

 

Combining this perspective selection, taking the position of one of the addressed 
actor-roles, with the power-liability focus provides us a service-oriented perspective 
on the legal domain at hand.  Let us illustrate this with an example. Let’s assume that 
a taxpayer has the power to request for a delayed payment given some conditions and 
that the tax inspector has the corresponding liability, and the associated duty when the 
power is executed, to handle the request. The consequent services the tax administra-
tion (assuming that the tax administration is the organization that implements the 
institutional concept ‘tax inspector’) has to provide are ‘reception of delayed payment 
request’ and ‘provide decision on delayed payment request’. Please note that the pro-
duction of the decision is the execution of another power by the tax inspector. It must 
be stressed that liability of the tax inspector doesn’t include a positive decision, i.e. 
granting of the request. Furthermore, but this would require some legal background 
knowledge if we would have known that within administrative law one can usually 
object against decisions, we may need another service ‘receive objection against deci-
sion on delayed payment request’, which can be derived from the power of the re-
questor and liability of the tax inspector. 

These services are the constructive components or building blocks that together 
form our information systems. The input thereof is data that may represent acts and 
brute facts allowing us to interpret this data and use it for (automated) legal reasoning. 
The legal consequences can in return be presented as output data of the system. Ob-
viously we might want to present the reasoning (perhaps in reasoning steps) and the 
intermediary or derived legal facts as well.  

5 Hohfeld in a Semantic-Conceptual Model  

At the time Hohfeld published his landmark paper in 1913 little attention was paid to 
formal models. At that time there were no large information systems supporting gov-
ernment services. And at that time there was much less experience with diagrammatic 
representation of knowledge compared with today. If we recall that the first attempt of 
the now well-known periodic table started in 1789 and the current form was designed 
in 1923, then it is about time that we start to develop a “periodic table” for legal rela-
tions. Hohfeld laid a solid foundation in 1913. How should such a “jural periodic 
table” look like? We do not pretend we have the final answer but we believe a modest 
start is described hereafter.  

What is a semantic-conceptual model?  It is a formal model that: 

1. Defines the scope of the subject. This is represented by explicitly defining the fact 
types aka kind of facts and by consequence the fact instances that are considered 
within scope; 

2. Defines the associated derivation rules, if applicable. Derivation rules map fact sets 
to other fact sets, and can be interpreted as possible and permitted transitions of 
fact sets; derivation rules are performed by software; 

3. Defines all the associated integrity rules. Integrity rules specify which fact sets 
within scope and transitions to new sets as a consequence of adding to and/or delet-
ing facts from the fact base as well as mappings between fact sets, i.e. transitions, 



 Connecting People: Semantic-Conceptual Modeling for Laws and Regulations 141 

 

are considered to be correct expressions; in more casual terms, the integrity rules 
specify the required quality of the fact sets and transitions. The integrity rules con-
stitute what is usually referred to as the theoretical framework; integrity rules are 
checked by software; 

4. Defines the  associated behavioural rules, if applicable and the associated actor-
roles; behavioral rules are performed by legal entities; 

5. Defines the associated set of events (either jural actions by actors or time-induced 
events) and  

6. Describes the definitions of the terms in natural language. 
 
Please note that 1. through 5. constitute a formal semantic-conceptual model. The 

item under 6. is an informal component. 
The question may be asked: Why do we need the informal component associated 

with 1. through 5.? To answer that question we need to go through the  procedure how 
to model a law. The source of a semantic-conceptual model is the law and associated 
decrees, or treaties and regulations. The process that is used to produce a formal se-
mantic-conceptual model for the law is a human process. A lot of essential model 
elements are implicit in a law. When humans are aware of the patterns containing 
implicit components as well as the explicit components, duly educated experts can 
produce a formal semantic-conceptual model. However for humans to do this job, 
including validation of the model, the definitions of the terms are an absolute prere-
quisite. Without these definitions there is hardly any chance that the model can be 
validated. Hence the list of terms and their definition is an indispensable part of the 
entire analysis and validation process, used to specify a semantic-conceptual model of 
a law and associated regulations.  

A reasoner does, at first sight, not need the list of definitions. The reasoner can 
produce the results solely from the formal semantic-conceptual model and the fact 
base. However when a reasoner wants to communicate in a human friendly way, we 
recommend to make systematic use of this list. Hence there is a useful function for the 
list of definitions when the entire process is considered.   

How is the scope of Hohfeld defined? 
The first fact type is: 
FT1: <Party-Right-Side> in the role of <Kind-Of-Right> has a legal relation with 

<Party-Duty-Side>  in the role of <Kind-Of-Duty> with respect to <Matter>. 
In Fig. 2 we see that within the scope of Hohfeld there are facts that conform to the 

fact type called “Legal relation”. The fact type “Legal relation” consists of 5 va-
riables. An example of a fact (instance) could be: A in the role of Claim has a legal 
relation with B in the role of Duty with respect to M. In practice there are millions of 
these fact instances that are within scope. The semantic-conceptual model declares 
such fact instances within scope of Hohfeld by the declaration of the fact type “Legal 
relation”. 

With this declaration we can express every Hohfeld legal relation. We want to re-
mark that we recommend to explicitly model Matter as this is a domain specific set of 
facts. 
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In the CogNIAM protocol to develop a semantic-conceptual model, there is a rule 
that specifies that the modeler needs to have at least one functional integrity rule for 
every fact type. It is recommended to add this type of integrity rule with priority 1.  

Integrity rule IR1: The combination of Party-Right-Side, Kind-Of-Right, Party-
Duty-Side and Matter is unique.  

An alternative formulation could be: The combination Party-Right-Side, Kind-Of-
Right, Party-Duty-Side and Matter determines Kind-Of-Duty. 

A fact instance of fact type FT1 is an instance of what Hohfeld called a legal rela-
tion. At the time of Hohfeld (1913) this was considered sufficient. 

In these days (2014) where the government offers services based on laws and regu-
lations, and a very typical characteristic of such laws and regulations is that they are 
almost constantly changing, we need more extended facts. 

FT2: <Party-Right-Side> in the role of <Kind-Of-Right> has a legal relation with 
<Party-Duty-Side>  in the role of <Kind-Of-Duty> with respect to <Matter>.This 
legal relation was established on <Date-Time-Established>, it starts to become effec-
tive on <Date-Time-Effectiveness-Start> and it has terminated respectively is sup-
posed to end its effectiveness on <Date-Time-Effectiveness-Ended>. 

But there are several integrity rules in the extended Hohfeld version needed in 
these days. 

We first and for all have to cater for the “time travel” aspect. This means that we 
have to extend integrity rule IR1 as follows: 

Integrity rule IR2: The combination of Party-Right-Side, Kind-Of-Right, Party-
Duty-Side>, Matter and Date-Time-Validity-Start is unique.  

 
There are precisely 4 kinds of rights in the Hohfeld approach. Hence we need a fact 

type and an integrity rule to express that formally. The fact type is: 
TF3: Within the collection of kinds of rights there exist the <Kind-Of-Right>. 
As we have limited space in this paper we will not include the complete diagram-

matic representation of every fact type and integrity rule mentioned below. 
Integrity rule IR4: Permitted values for Kind-Of-Right are {claim, privilege, pow-

er, immunity}. In a more casual language, Hohfeld recognizes the following kinds of 
rights: claim, privilege, power and immunity.  

If we apply dimension analysis to the kinds of rights we come to the conclusion 
that we are dealing with two different subtypes:  

ST1: Kind-Of-Right-State is a subtype of Kind-Of-Right 
Integrity rule IR6: Kind-Of-Right-State  permitted values are Claim and Privilege. 
ST2: Kind-Of-Right-Dynamic is a subtype of Kind-Of-Right 
Integrity rule IR8: Kind-Of-Right-Dynamic  permitted values are Power and Im-

munity. 
There are precisely 4 kinds of duties in the Hohfeld approach. Hence we need a 

fact type and an integrity rule to express that formally. The fact type is: 
TF4: Within the collection of kinds of duties there exist the <Kind-Of-Duty>. 
Integrity rule IR10 Permitted values for Kind-Of-Duty are {duty, noright, liability, 

disability}.  
If we apply dimension analysis we come to the conclusion that we are dealing with 

two different subtypes of Kind-Of-Duty:  
ST3: Kind-Of-Duty-State is a subtype of Kind-Of-Duty. 
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Integrity rule IR12: Kind-Of-Duty-State  permitted values Duty and Noright. 
ST4: Kind-Of-Duty-Dynamic is a subtype of Kind-Of-Duty. 
Integrity rule IR14: Kind-Of-Duty-Dynamic  permitted values Liability and Disa-

bility. 
However Hohfeld has made it clear that he only considers the following pairs to be 

applicable: 
FT5: <Kind-Of-Right> and <Kind-of-Duty> is a permitted kind of legal relation. 
An alternative formulation could be: The combination <Kind-Of-Right>, <Kind-

Of-Duty> is permitted. 
Integrity rule IR16: In FT5 the following combinations are permitted {<Claim, Du-

ty>, <Privilege-Noright>, <Power, Liability>, <Immunity, Disability.} 
Integrity rule IR18: The combination of <Kind-Of-Right> and <Kind-Of-Duty> in 

FT2 is a subset of the combination of <Kind-Of-Right>, <Kind-Of-Duty> in FT5. 
With the above declarations we see in the diagram at page … that every legal rela-

tion has to have a couple that is permitted. 
The Hohfeld model is fairly rich in casually defined integrity rules. To illustrate 

some of these we decided to confine ourselves to powers and immunities. We derive 
specialised fact types from the Hohfeld legal relation fact type to make the illustration 
more clear. In the fact type Power legal relation we have a fact type with three va-
riables, derived from the fact type Legal relation. See Fig. 2. We can now formally 
model all the rules that Hohfeld formulated informally. The exclusion integrity rule 
exc4001 specifies that a given party on the right side and a given party on the duty side 
with respect to a given matter can only have one of power or immunity, never both. 

We furthermore offer the opportunity to have fact instances that formally deny the 
existence of a power (called ‘No power legal relation’ in Fig. 2) or an immunity as 
persons find it sometimes useful to be able to express themselves that way. 

The following set of terms will be defined, paraphrasing Corbin: 

1. Legal relation. A legal relation is a relationship between two parties, one party in a 
certain kind of right and the other party in a certain kind of duty with respect to a 
specific matter. 

2. Claim. A claim party has the right to ask the question: what must the duty holder 
do for me with respect to a specific matter? 

3. Duty. A duty party has the obligation to ask himself the question: what must I do 
for the claim holder in this legal relation? 

4. Privilege. The privilege holder may ask herself: what may I do, without regard for 
the noright party? 

5. Noright. The noright holder may ask himself: what may the privilege holder do to 
me in this matter, without any regard for me? 

6. Power. The power holder (party A) in a legal relation can ask herself: what new 
legal relations can I create between party D (the liability holder in the legal rela-
tion) and myself of another party? 

7. Liability. The liability holder may ask herself: what new legal relations can the 
power holder create between me and himself and or others?  

8. Immunity. The immunity holder may ask herself: which of my existing legal rela-
tions is safe from alteration by the disability holder? 

9. Disability. The disability holder may ask himself: which of the legal relations of 
the immunity holder is impossible for me to extinguish? 
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The main parts of the semantic-conceptual model of Hohfeld in a diagrammatic re-
presentation: 

 

 

Fig. 2. Diagrammatic representation of the semantic-conceptual model (partial) 
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6 Conclusions 

Working in the field of building large scale information systems for organizations 
that have to base their (IT-) services on rules that they take from sources of law, we 
have set ourselves, in co-creation with the members of the Blue Chamber, the goal to 
develop a systematic, repeatable approach that would allow these organizations im-
prove their efficiency when designing and implementing such systems and keeping 
them aligned with changes in those sources of law.  

We based our work upon the work of Hohfeld, but we have extended his initial ca-
tegorical model of legal relations with temporal aspects allowing us to connect to 
events, and framed this extended Hohfeldian model in a formal semantic-conceptual 
model. Our conceptualization, as we have showed, has the advantage of clarity for it 
can be used to analyse complex legal rules and provides us with a mechanism that can 
‘calculate the meaning’ of situations, by calculating the legal effects thereof. Conse-
quently, we hope our approach is in tradition with what the great philosopher Gottlieb 
Wilhelm von Leibniz was dreaming of when he suggested ‘calculemus’, let’s calcu-
late, in his ‘The Art of Discovery’ written in 1685!  

In this paper we have presented the formal conceptual model including integrity 
rules that can be used as a basis for computing legal consequences, given some input 
situation and allows us to analyze and explain the legal interpretation of complex 
situations as well as complex rules.  

The conceptualization presented here however also has some limitations. In this 
paper we have focused on an important part of what we have to model: institutional 
reality. Connecting the institutional reality to brute reality, particularly through quali-
fication of brute facts into legal facts, is only briefly mentioned in this paper, a next 
paper will be needed to also describe how we see to cover this issue. Similarly, we 
have not addressed an equally important issue, representing brute reality by maintain-
ing an administrative reality. This topic is specifically interesting for accountancy, 
business administration etc. When drafting regulations one would have to take this 
aspect into consideration, for without a proper administrative basis (i.e. brute facts) 
that can be qualified as legal facts one would have to make lots of effort to make the 
legal system work.   

Despite the work that is still left for us to do, we are convinced that we came closer 
to our ideal, where drafters of laws and systems designers of services would work 
together to make life easier for all. By reusing building blocks in sources of law in 
abstract legal institutional constructions, expressed in legal relations and legal facts 
and their instantiations for specific regulations, and by standardization of descriptions 
of reality.  Not only would this lead to better and more adaptive information systems 
in public administration, but also would it help citizens to better execute their rights 
and fulfill their obligations as well. Last but not least it would enable them to partici-
pate in the political debate, being better informed about the political consequences 
knowing the effects of regulations rather than groping in the dark.  
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Abstract. Smart city can be considered as a process-intensive environ-
ment that needs to be as flexible as possible to support a continuously
evolving scenario. In this paper we present an approach to support flex-
ibility of Business Processes regulating the behaviour of ICT systems
deployed within a smart city. The approach permits to deal with large
collections of process variants thanks to the integration of Business Pro-
cess notations and Feature Model descriptions. The approach is applied
to a smart mobility scenario with a specific focus on bike sharing systems.

1 Introduction

The smart city foresees the efficient integration and usage of resources and ser-
vices in order to improve quality of life [1]. Smart city is a complex eco-system
where enabling infrastructure supports application scenario such as mobility, en-
ergy, health, etc. In such a context each application scenario can be implemented
starting from resources and services that are strictly related to city characteri-
zation (i.e. number of inhabitants and weather forecast). It also means that the
same system can be implemented in different ways according to specific needs
(i.e. the bus transportation system can be integrated or not with rail transport
solutions). In such a context citizens and companies expect that Public Admin-
istrations provide added value services to be used in many different scenarios.
The supporting IT infrastructure and related organizational aspects have to be
conceived to be flexible in order to be aligned, with laws, the overall smart city
policies, and objectives. These aspects are submitted to continuous changes in
order to make the smart city idea more and more effective.

In response to such dynamic scenarios each smart city can implement different
variants of the same Business Process (BP) to support a large set of interactive
services. As a result BP variability becomes an important characteristic of any
smart city initiative, in particular when IT systems are considered, and they
need to be kept aligned with emerging requirements. In such line of research this
paper intends to illustrate how a complex system, typical of a smart city scenario,
can be modelled and represented taking into account possible variability points.
In particular variability is represented thanks to a novel modelling approach
that integrates BP notations and techniques used within the software product

M. Janssen et al. (Eds.): EGOV 2014, LNCS 8653, pp. 147–158, 2014.
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line community. The proposed approach has been validated according to a real
scenario such as the Bike Sharing System (BSS).

The paper is organized as follows. Section 2 presents some background mate-
rial, and then Section 3 gives an overview of smart city services characteristics
exemplified on the BSS. Section 4 describes the proposed approach and then
Section 5 introduces more details on the application to BSS. Finally, Section
6 presents relevant related works, while Section 7 draws some conclusion and
opportunities for future work.

2 Background

2.1 Business Process Management and Business Process Modeling

Business Process Management (BPM) “includes concepts, methods, and tech-
niques to support the design, administration, configuration, enactment, and anal-
ysis of Business Processes” [2]. “A BP is a collection of related and structured
activities undertaken by one or more organizations in order to pursue some par-
ticular goal” [3] with or without an electronic/digital support. In the smart city,
BPs have to consider operations across services and organisations. Process model
provides a horizontal view of the business focusing on connections, handovers
and the responsibility for what happens between organisations. Starting from
such integration and confirming the role of technology, it is important to take
the point of view from the perspective of those who will use the service or of
those will participate to its provisioning. Notations and tools supporting the BP
abstraction can support smart city public-private services structure, their input
and output, the interdependencies among different elements.

The accuracy of the BP modeling phase is critical for the success of an orga-
nization in particular in scenarios in which it is necessary to adapt to changing
requirements. In order to design a BP different classes of languages have been
investigated and defined.

Fig. 1. BPMN 2.0 Core Elements

In our work we refer to BPMN 2.0, an Object Management Group standard
[4]. It is the most used language by domain experts due to its intuitive graphical
notation. We have mainly used process diagrams, focusing on the point of view
of system users. The following BPMN 2.0 elements (Fig. 1) are the core elements
of the language and those we will use on the approach.
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– Events, which are used to represent something that can happen. An Event
can be a Start Event, representing the point in which the BP starts, while
an End Event is raised when the BP terminates. Events are drawn as circles.

– Activities, which are used to represent a generic work to perform within a
BP. An Activity can be atomic - Task - or not - Sub-Process. Activities are
drawn as rectangles with rounded corners.

– Gateways, which are used to manage the flow of BP both for parallel ac-
tivities and choices. Different types of gateways are available, the most used
are reported in the following. A Parallel Gateway has to wait all its input
flows to start and then all the output paths are started in parallel; it can
behave as a fork respects to output paths or as a merge respects to input
paths. An Exclusive Gateway gives the possibility to describe choices both
in input and output, it is activated each time the gateway is reached and,
when executed, it activates exactly one output path. An Inclusive Gateway
gives the possibility to select among multiple output paths each time they
are reached, it can behave also as inclusive merge. Gateways are drawn as
diamonds.

– Data Objects, which permit to model documents, data, and other artifact
used and updated during the BP, in most of the cases activity take data
objects in input and give them back in output. Data objects can also be
characterized by a state. A Data Object is represented by a portrait-oriented
rectangle that has its upper-right corner folded over. States are represented
using text within squared brackets located under the object name.

In order to model variability we combined the BPMN 2.0 standard with an
approach based on features modeling, that is illustrated in the following section.

2.2 Software Product Line and Feature Modeling

Feature Model (FM) is a modeling approach emerged in the context of Software
Product Lines (SPL) in order to support the development of a variety of products
from a common platform. The approach aims at lowering both production costs
and time in the development of individual products sharing an overall reference
model, while allowing them to differ with respect to specific features in order to
serve, e.g., different markets [5]. FMs are suitable to represent a family of software
products, nevertheless in the last years they have been used also to represent
commonality and variability in Business Information Systems, introducing the
concept of BP family.

In a basic FM a tree representation is used to express relationships among
features. Features constraints can be: mandatory when characteristics have to
be available in each product (Fig. 2-A), optional when characteristics can be
available or not in each product (Fig. 2-B), and alternative when characteristics
cannot be present together in the same product (Fig. 2-D) [6].

Basic FM models are too restrictive to represent all the relationships between
features which are useful to characterize a family of products [7]. As a result
several FM extensions are currently available (e.g. to define feature cardinality).
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Adopting richer notations it is possible to include: OR features used to express
that at least one feature in a set must be included in a product (Fig. 2-C),
include relationship used to express that a feature selection implies the selection
of another feature, this can be a mono or two-way relationship (Fig. 2-E), and
exclude relationship used to express that a feature selection implies to discard
another one that is in another part of the tree (Fig. 2-F). As it is shown in the
next sections we adopted a enricher FM notation to model BPs variability.

Fig. 2. Feature Models Constrains

3 Bike Sharing Systems: A Smart City Scenario

BSS has been chosen as application scenario of our work since it can be easily
understood, and at the same time it is sufficiently complex to show the potential-
ity and needs of process based flexibility. Nonetheless it represents an interesting
smart city system where a BSS is typically integrated with other “city functional-
ities”. Within a smart city one of the main objective is to promote the dynamic
combination of public service functionalities. New public services are created
through pooling and sharing of resources, data and most importantly BP. This
results in the need of managing flexibility starting from relevant and common
characteristics of a BP.

Around the world the number of cities that have deployed, or plan to deploy,
a BSS is continuously raising. Even though at a first glance BSSs could appear
rather fixed, they present many variability points. The Oliver O’Brien portal1

reports, at the time of writing, 104 cities around the world deploying a similar
BSS for a total of 9.895 docking stations (i.e. points in the city where bikes can be
taken and are generally returned). Nevertheless the characteristics of the listed
cities are quite heterogeneous. As it can be imagined, completely different cities
will employ variants of a BSS, where variability can relate both to structural
characteristics, and to the modality used to provide the functionality to the users.
Therefore even though all BSS look similar to each other, in reality the BSS are
implemented in many different ways mainly in relation to the requirements of
the smart city in which they are deployed. For instance, in case the city is mainly
a touristic destination, it is important that the authentication mechanisms are
simple and quick, since tourists will not like to waste their time in complex
registration procedures. On the other hand, in case the city is not a major
touristic destination registration mechanisms can be integrated with a general
identity mechanisms, so that the identity card of the citizen can be used to access

1 http://bikes.oobrien.com/global.php

http://bikes.oobrien.com/global.php
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to the many services made available by the city. Obviously in some case more
than one authentication mechanism is necessary.

A BSS typically embeds many different BPs. In particular a BSS will include
BP families to support the rental and usage of a bike (called Bike Travel), the
technical maintenance of bikes (called Bike Maintenance), the monitoring of the
bikes position (called All Bike Now), the user registration (called User Regis-
tration), the user un-registration (called User Un-Registration), and finally to
support the users while they are using the bike (called User Assistance Request).
Each different set include BPs that can be implemented according to many dif-
ferent variants depending for instance on the physical device that are included
in the concrete system. The following basic architectural requirements/variants
can be identified and than used in term of modelling.

Req1. Most BSSs provide users registration mechanisms to access the service.
BSS registration can be done on the fly, using a docking station located near
the bike and credit card payment method, or via dedicated form resulting in
the delivery of pre-paid smart card (generally called bike card).

Req2. All BSSs provide a way to unlock bikes from the bike station, take the
bike and travel. Existing BSSs implement two different locking mechanisms:
(i) bikes can be unlocked using a dedicated device (i.e. smart card or credit
card) and (ii) bikes can be unlocked automatically calling a number or asking
via Short Message Service for the unlocked code.

Req3. Some BSSs provide tracking mechanisms to know the position of the
bikes in the city, this can be done via Global Positioning System (GPS) or
Radio Frequency IDentification (RFID) technologies; no BSS support both.

Req4. Some BBSs provide rewarding mechanisms that contribute to facilitate
the distribution of bikes in different docking station.

Req5. All the BSSs are maintained thanks to specific agreements with support-
ing staff to repair bikes when they are at docking station.

Req6. Few BSSs are maintained thanks to specific agreements with supporting
staff to repair bikes in the city during users travel.

Req7. Some BSSs provide to BSS staff the service “all bike now”. It shows the
position of all the bikes in the city, eventually in a map.

4 Variability Modeling Approach

FM Extension. In order to model variability of BPs for the smart city scenario
we propose an extended version of FM, named business process Feature Model
(bpFM), and then a set of mapping rules from bpFM to BPMN 2.0 fragments,
permitting the derivation of a BP skeleton, according to a specific feature se-
lection (configuration) from which a detailed BP can be successively defined. In
bpFM features are BP activities and feature constraints express if an activity
must or can be inserted in a BP variant, and if it must or can be included within
an execution path. It is also possible to add information concerning the input
and output data object related to an activity (feature in the model). In bpFM
we include the following constraints.
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Fig. 3. bpFM Constraints

– Mandatory Activity means that the activity must be inserted in each BP
model variant and it has to be included in each execution path (Fig. 3-A).

– Optional Activity means that the activity can be inserted (or not) in each
BP model variant and it could be included (or not) in each execution path
(Fig. 3-B).

– Domain Activity means that the activity must be inserted in each BP model
variant but it could be included (or not) in each execution path (Fig. 3-C).

– Special Case Activity means that the activity can be inserted (or not) in each
BP model variant, when it is inserted it has to be included in each execution
path (Fig. 3-D).

– Inclusive Multi Activities means that at least one of the activities must be
inserted in each BP model variant, and at least one of them have to be
included in each execution path (Fig. 3-E).

– One Optional Activity means that exactly one of the activities has to be
inserted in each BP model variant, and it could be included (or not) in each
execution path (Fig. 3-F).

– One Selection Activity means that exactly one of the activities has to be
inserted in each BP model variant, and it has to be included in each execution
path (Fig. 3-G).

– XOR Activities means that all the activities must be inserted in each BP
model variant, and exactly one of them has to be included in each execution
path (Fig. 3-H).

– XOR Selection Activities means that at least one of the activities has to
be inserted in each BP model variant, and exactly one of them has to be
included in each execution path (Fig. 3-I).

To express input and output data object related to activities, bpFM use the
BPMN 2.0 graphical representation including the possibility to associate states
to data objects. Incoming and outgoing arrows are used to represent the input
and output of the data object from activities. Furthermore our modelling ap-
proach supports the guidelines defined in [8] where a semantic for data object
is provided. When two different data objects are input or output of the same
activity, this means that both are needed or generated to process the activity.
A data object cannot be in two different states at the same time. If the same
object is linked to the same activity with two different states, it means that the
activity execution needs the data object in one of the available states.

Mapping Rules from bpFM to BPMN 2.0. According to the feature constraints
defined above we have defined a set of mapping rules that permit to automatically
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derive a BP fragments once a set of features is selected for configuration. For the
sake of space we report the textual description of the mapping rules. In Fig. 4 we
report the mapping for the case of Inclusive Multi-Activities and XOR Selection
Activities.

– Mandatory Activity is always selected and it is mapped as an activity in-
cluded in the execution path.

– Optional Activity if selected it is mapped as a combination of an activity and
a gateway condition, so that two execution paths are possible, one including
the activity and the other one not. When it is not selected it results with no
mapping.

– Domain Activity is mapped as a combination of an activity and an exclusive
gateway condition, so that two execution paths are supported one including
the activity and the other one not.

– Special Case Activity is mapped as an activity but differently from the
Mandatory Activity could not be selected, in this case no mapping is given.

– Inclusive Multi Activities are mapped as combination of an activities and an
inclusive gateway condition, so that multiple paths are supported considering
selection. In case only one activity is selected it is mapped as an activity (Fig.
4-A).

– One Optional Activity is mapped as an activity and an exclusive gateway
condition, so that two paths are supported, one including the activity and
the other one not.

– One Selection Activity is mapped as an activity.
– XOR Activities are mapped as a combination of the activities and an exclu-

sive gateway condition, so that alternative paths are supported.
– XOR Selection Activities are mapped as activities and an exclusive gateway

condition, so that alternative paths are supported; in case only one activity
is selected it is mapped as an activity (Fig. 4-B).

The mapping we have defined is also influenced by the presence of data ob-
jects. Activities will keep the data object relation considering the state if avail-
able also in the generated fragments (Fig. 5).

Using the Approach. To model a BP from bpFM the designers follow three main
steps. The first step foresees the features selection in the bpFM model to be
included in the BP variant. At this stage the designer chooses the features rep-
resenting the activity she considers necessary to reach the objectives pursued by
a BP family. Selected activities, and their relationships, result in a configuration
(activities in grey in the bpFM figures) this is the input for the second step
where BP fragments are automatically generated thanks to the mapping rules
we defined. In particular, for each configuration BP fragments are generated.
Fragments can also be already partially ordered depending from the fact that
data object dependencies are present in the derived fragments. The final step
concerns the modelling of BP variants. At this stage the designer will add con-
trol flow among the generated BP fragments. It is worth mentioning that the
definition of different control flows, result in different BP variants starting from
the same set of generated fragments.
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Fig. 4. Examples of Mapping Rules

Fig. 5. Mapping Data Object

5 Modeling Bike Sharing System Supported Variants

According to the application of the proposed approach to the BSS many different
BPs families can be defined. Each BP can be implemented differently taking into
account the city characteristics. For each BP family we have defined a bpFM
model and then according to the configurations we derived BP fragments and
related BP variants.

– Bike Travel - This is the BP family in which a user (citizen or tourist)
registers and accesses a BSS to pick up a bike from a bike station, then she
uses the bike to go around the city, and at the end she will return the bike
to the same or different bike stations.

– Bike Maintenance - This is the BP family in which a bike repairer (staff
assigned to the maintenance of the BSS as a whole) checks the components
of the bike in order to find damages. In case are damages she has to repair
the bike.

– All Bike Now - This is the BP family that allow the BSS administrator to
retrieve real time positions of the bikes.

– User Registration - This is the BP family in which a user (citizen or
tourist) registers himself to the BSS in order to use a bike (this BP is optional
because registration mechanisms are not always needed).

– User Un-Registration - This is the BP family in which a user (citizen or
tourist) aims to unregister himself from the BSS (this BP is optional because
registration mechanisms are not always needed).

– User Assistance Request - This is the BP family in which a user (citizen
or tourist) asks for assistance in case the bike breaks during the travel.
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For the sake of space we provide here some details about the application
of the approach just to the Bike Travel BP family. Fig. 6 reports the bpFM
model derived in cooperation with domain experts for the Bike Travel BP family
(boxes in grey are those selected in a specific configuration, see below). The
users registration functionality is included in the bpFM model using the feature
called Registration. This is specified as an Optional Activity, to mean that the
registration is considered optional in the Bike Travel BP since the activity can
be inserted (or not) in one BP model variant. The consequence is that the user
registration can be available or not in different instances of the BSS, so that
in some systems registration has to be completed before taking a bike, whereas
in other instances the user does not need to register. The activity (feature)
could also be included within an execution path, in particular, if users are not
already registered, the activity has to be performed, otherwise it can be skipped.
Moreover, when registration is an available feature, it can be done in two different
ways represented by the Credit Card Registration and Bike Card Registration
features. This features are linked to the Registration feature via a XOR Selection
Activities constraint. Therefore, if registration is chosen in a configuration, at
least one of this two features has to be available, nonetheless users can choose
only one mechanism to register to the system. The model is then completed with
information concerning the other activities foreseen by the Bike Travel family
to represent the system access, the usage of the bike, the bike tracking and the
rewarding functionality.

Fig. 6. Features selection in the BSS bike travel bpFM

In addition to the modelling of the activities and their relations it is also
possible to include in the bpFM model information about data and their usage.
In the Bike Travel BP family the following data have been modelled.
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– Credit Card is related to user registration and system access. States are: Not
Enabled when registration has not been done, Accepted when registration
has been successfully done, and Rejected when registration has failed.

– Bike Card is related to the registration and it is used to access the BSS.

– Mobile Device is used to access the BSS.

– SMS Code is used together with the mobile device to access the BSS. States
are: Active before the access has been performed and Deactivated as soon as
the system is accessed.

– Bike Token is used to take the Bike. States are: Active before the bike unlock
and Deactivated as soon as the bike is taken.

– Bike is the representation of the bike in the BSS. States are: Active after
the bike unlock, and in this case we can use the Bike related data to know
its position, and Deactivated as soon as the bike is returned.

Starting from Bike Travel bpFM model we can generate a large set of bike
traveling BPs. For instance, in case the designer includes activities to register
and to access the system, BPs can be based on Credit Card and/or Smart Card.
This configuration results in the selection of the features as represented in the
bpFM model of Fig. 6. Such selection are in gray in the figure. Using the defined
mapping rules, considering the given configuration, a set of BP fragments are
generated. The designer can then derive a fully defined BP variants, for instance
(i.e. the one shown in Fig. 7). Similar activities have been carried out to derive
models for the other BP families so to fully define the Bike Sharing System and
its possible variants. The modelling experience resulted to be useful to express
BPs variability in real cases studies such as the BSSs. The main advantage is
that each BP family can be modelled starting from the bpFM model reducing
the complexity of the modelling activity. Moreover, the explicit representation of
variability points permits to improve the understanding scenario. In particular
the proposed approach permits to BP managers to have a global view of all the
possible BP variants. In addition the approach supports the representation of
those data objects considered an important aspect to define needed BP variants.

Fig. 7. A Bike Travel BP variant
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Finally, the variant, automatically derived from BP fragments, permits to intro-
duce a further level of customizability which is particularly useful in order to
better fit to different smart city scenarios.

6 Related Works

BP flexibility is a hot topic that has been broadly considered during the last years
[9] [10]. Considering a smart city context, the most interesting contribution has
been given in defining multi perspective BP models variability focusing on BP,
and representing separately people and things [11].

With reference to a more static scenario, when an administration has to mod-
ernise internal organization structures mainly address organizational changes
and we realize that BPM starts to be a suitable tool in order to support innova-
tion strategies. Several initiatives can be reported in such direction in Germany,
in Switzerland and in Italy. Worth to be mentioned are the eCH framework2,
where a standardization for public service based on BP concepts has been given,
and the PRODE project3 where a reference framework for documents dematerial-
ization involved in service delivery was given. Unfortunately, such contributions
aim to create model reference for public sector without considering a way to
change BP according to changing legislation, customer’s needs and environment
changes. Other contributions aim to face such needs from different point of views
and applying different techniques [12] [13].

Finally, one of the most closed approach to model variability in administration
is the configurable BP mode presented in [14]. The authors recognize that many
BP in administration are mainly driven by legislation, but they also address
some level of freedom regarding BP implementation in different municipalities
considering different level of IT system implementation or size. For each BP the
authors identified variations among municipalities and integrated them into a
single, configurable process model, which can be also executed.

7 Conclusions and Future Work

Variability is an aspect that needs to be more and more taken into account when
defining systems in changing and evolving context. This is certainly the case for
systems to be deployed within a smart city ecosystem. This paper presented an
approach to model variability of BP permitting to define in a single model many
different variants of the same BP. The defined model can be successively instan-
tiated into a concrete process taking into account the specific characteristics of
the running context. Adopting the approach it is possible to reduce the com-
plexity of managing many different variants of a BP and to share experiences
between different smart city initiatives. We plan to extend our modeling effort to
other systems and to study the relations and influences among different systems

2 http://www.ech.ch/
3 http://www.progettoprode.it/

http://www.ech.ch/
http://www.progettoprode.it/
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available within the same smart city. At the same time we plan to augment the
modeling notation with non functional aspects in order to permit their usage in
planning the needed effort to deploy a system in a smart city context. Finally, we
intend to investigate the adoption of the notation to drive run-time adaptation,
in particular exploring the use of fragment in knowledge BP where a clear BP
control flow is not given a priori.
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Abstract. The local governments of the OECD countries have attempted a 
number of sourcing practices over the past decades, including corporatization 
and collaborative arrangements. Sharing services is one of the latest options to 
emerge to cast a new actor, the shared service organization (SSO), in a lead 
role. To deliver services to the client councils these special-purpose vehicles 
adopt an alternative model that has prompted Information and Communication 
Technology (ICT) providers to evolve into this new species of enterprise, and to 
discard models based on publicly funded collaboration arrangements or the 
usual ICT outsourcing practices. This case study analyses the route taken by an 
Italian public company that reengineered its approach into that of an SSO to be-
come a reference point for its customers and their ICT strategies. The article’s 
general reflection on the changes under way supports the continuity of the basic 
organizational logics that inform the practices of public SSOs.  

Keywords: Shared service, Sourcing arrangements, ICT, Public enterprises, 
Organization studies. 

1 Introduction 

The dramatic changes set to impact the Information and Communication Technology 
(ICT) sourcing strategies of councils equate to major challenges, despite the fact that 
the public managers now have access to a broader range of tools and more creative 
options [1, 2]. The shared service option is an emerging strategy originally developed 
in the corporate sector in the late 1980s [3]. A plethora of academic literature on ICT 
sourcing (e.g., [4, 5, 6, 7]) has demonstrated that, first, in-house sourcing, shared 
services and outsourcing form a continuum; second, rather than a ready-made dichot-
omy (i.e., outsourcing vs. shared services), the solutions are mixed and multiple; and, 
third, the viable sourcing choices are larger in scope and complexity. 

“Shared services” is an umbrella term [8, 9] that signifies the concentration of one 
or more processes spread across one or more organizations or across more divisions 
of the same organization. A shared service organization (SSO) can aggregate activi-
ties, functions, systems and personnel in one single hub of competences from which it 
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manages these activities as core business processes. Large corporations use the SS 
option chiefly to achieve efficiency gains through the ongoing improvement of proc-
esses [3, 10]. In the public sector, precise government mandates and independent 
choice are the two factors driving central and local administrations [10, 11, 12] to 
progressively adopt SS arrangements. The US government’s decision to close 800 of 
the country’s 2000-plus data centres by 2015 is one example [13:18]. 

A variety of functions can be shared but the SS option is of special interest to In-
formation Systems (IS). First, because information technology service sourcing has 
become the most common type of technology service that organizations seek from 
inter-organizational relationships [14:261] and, second, because many (if not all) 
other public services are dependent upon IS for their delivery [15].  

This qualitative research investigates the supply-side of the SS option. Specifically, 
it seeks to respond to the research question “What truly makes the SSO an origina-
tor?” from the SSO perspective. Two important, interrelated issues underline how the 
SS option is not a given in central and local government, despite first impressions. 
The first is the tightly integrated nature [16] of IS processes with internal processes 
that requires the user council to make a significant organizational effort. The second 
is the brand loyalty issue whereby the councils tend to stick with their core IS provid-
ers. Despite the many countries predominated by tiny municipalities, little SS research 
has explored the coming together of these crucial issues. This is the knowledge gap 
the contribution starts to bridge, laying the groundwork for a future research agenda.  

Using a case study approach, the paper maps the experience of a public-owned en-
terprise founded in 2004 to deliver ICT services to a group of small councils in Italy. 
Three years later the company, which started life as a typical Public-Private Partner-
ship (PPP) to provide local governments with ICT outsourcing and facility manage-
ment services, switched to an ‘SSO’ approach in order to manage a number of  
ICT-related functions for these public-sector clients. 

The paper draws on extant literature and some empirical observations to argue that 
the public enterprise model, whereby a single supplier provides municipal clients with 
a full range of standardized ICT services, clashes with the strong relationships forged 
between the small municipalities and their software vendors, a situation that renders 
the model impracticable. But the case study shows how this can be successfully 
turned around when a public SSO is willing to adapt to the “multi-sourcing” strategies 
of its client councils, i.e., by offering a combination of ICT and business services 
sourced from multiple providers [17].  

This contribution enriches the SS research in two ways: i) it reconstructs the jour-
ney of a public SS provider that surpassed the problems of the commonly accepted 
sector business model; and ii) proposes a general reflection on the underlying organ-
izational logics that inform actual practices.  

The paper first discusses the literature on the SS option in the public sector before 
providing a quick contextual guide to the Italian ICT market as a preamble to the case 
study. A description of the research design and the case itself is followed by an analy-
sis of the empirical evidences with relative commentary. The insights gleaned are 
translated into practical suggestions of use to senior management and implications for 
research. 
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2 Related Work  

Most IS literature approaches the shared services issue by asking classic questions 
such as “what”, “why”, “who” and “how” but leave many theoretical aspects unex-
plored (see the extensive review made by [18]). Indeed, only a very small number of 
cases use general organization theories such as Resource-based View, Dynamic Ca-
pabilities, IT Governance Theory, Resource Dependence Theory, Real Options The-
ory, and Transaction Cost Economics [ibidem: 1020], and then almost always from 
the perspective of the recipients, i.e., the decision makers of the user organizations 
responsible for exploring such arrangements.  

Research on SS in local government ranks shared services arrangements as highly 
promising solutions for the councils’ operational efficiency. Interestingly, and regard-
less of the observers’ stances, the current debate (e.g., see [19, 20, 21] assigns a key 
role to the ‘cost-cutting promise’ and the potential to access expertise not held in-
house [19:87, 9, 22] in the decisions to redesign internal functions via newly emerg-
ing ‘market’ relationships [23]. But the SS has other general advantages, from the 
elimination of effort duplication to the potential for greater organizational resilience 
and the creation of new capabilities [24:33, 18]. For example, Walsh and colleagues 
[3:202] argue that SS arrangements ideally facilitate a process of continuous innova-
tion and improvement in the quality and cost-effectiveness of services. Research has 
also helped to shed light on the critical success factors of SS arrangements [15]. 

As Dollery and Akimov [11] observe, most studies tend to adopt a pro-local shared 
service arrangements stance with no evidence to the contrary. Nevertheless, Tomkin-
son [24:34-37] is one of the few authors to have analyzed both the general and the 
specific disadvantages of sharing arrangements in local government. General disad-
vantages include the implied relinquishing of control over resources, policies and 
practices between partner councils; obtaining the negotiation commitment of the po-
tential sharers prior to the effective delivery of the service; and the complexity of 
managing potential staff displacements. Another recurrent theme is the risks related to 
the organizational change required of the user organizations [25]. 

The main SS business models have been classified by the research efforts that 
adopt a more conceptual approach [3,12, 26]. Joha and Janssen’s work [12], for in-
stance, not only identifies three typical SS configurations (i.e., centralized, federated, 
and decentralized) in a public sector context, but links each one to four discriminating 
dimensions (and respective variables): governance structure, strategic rationale, na-
ture of the services, and customer orientation. The governance structure dimension 
addresses the question of how the service delivery is organized; the strategic rationale 
dimension addresses why the SS was set up in the first place; the nature of the ser-
vices dimension provides answers to the type of services actually delivered; and the 
customer-orientation dimension refers to the SS users. This generalization enables us 
to depict a ‘more granular and subtle’ reality of the shared services and to use a mul-
tidimensional approach to investigate its articulated nature.  

Ulbrich and Borman [25] have made a valuable contribution to understanding  
public SS. These authors, in observing that the appropriate level of standardization 
might vary between organizations based on their specifics needs, question the rational 
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process standardization commonly indicated as a major lever used by an SSO to 
achieve synergies and high levels of services quality. Hence, an unbalancing of proc-
ess standardization could cause shared service centres to transition into less effec-
tively functioning modes.  

This contingent view of process standardization breaks with the mainstream con-
ceptualization of SS for at least two reasons. First, it contradicts the perspective that 
has favoured almost exclusively the attainment of high levels of process optimization, 
being the key goal in order to improve shared services. As the authors put it “process 
standardization might be counterproductive and negatively impact on a shared service 
centre’s ability to reach its original goals” (ibidem: 2). Second, Ulbrich and Borman’s 
reasoning includes the temporal dimension that is often neglected in the SS debate. In 
particular, when process standardization becomes unbalanced four natural trajectories 
(namely: centralized SS, outsourced SS, collaborative SS, and decentralized SS) oc-
cur. The reverse trajectories indicate an SSO’s “freedom of action to not transition 
toward one of the four adapted service delivery modes” (ibidem: 3). Ulbrich and 
Borman suggest some managerial strategies to prevent SSO decline and to counter-
balance the negative effects of transiting from one trajectory to another.  

What can we learn from this brief literature overview? All the contributions cited 
see shared services as a dynamic field that deserves considerable attention to develop 
a better understanding of the factors at work and, thus, to enhance the possibility – for 
both the service takers and the service providers – of achieving successful outcomes. 
And, while researchers agree upon the fact that economic reasons prevail behind the 
SS option, the effort to address the new aspects of SS is sill embryonic: the SSO ‘as 
an organizational entity in its own right’ [18:34] is underexplored. Our objective here 
is to take an initial step forward to redress that asymmetry. To better orient the reader, 
Section 3 contextually frames the topics discussed. 

3 Italian Councils and the Demand and Supply of ICT Services 

Italy has 8100 local councils, all similar in organizational structure, services range, 
legal status and reporting requirements. The Italian municipalities have all imple-
mented basic computerization, albeit with considerable differences in how they 
choose to manage their information technology and information systems.  

Clearly, the fact that the smaller councils have few financial and professional re-
sources to allocate to technological innovation means that ICT is only a blip on their 
organizational radar. Further, as observed by, among others, Italy’s Ancitel (the na-
tional association for coordinating the ICT policies of the municipalities) the intense 
action of penetration by the demand-specific ICT companies has led to the current 
situation of the smaller councils. In fact, having colonized this market, these compa-
nies are now the de facto guiders of the small councils’ innovation policies (for in-
stance, in the field of e-government) and, as such, are determined to safeguard their 
role and usefulness as the more or less exclusive partner of each council [27]. 

The suppliers’ digital administration know-how and in-depth knowledge of the 
municipal administrative processes outstrips that of even the large system integrators 
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hired by the central government to help develop e-government. The influence this 
enables them to exert over the small councils comes from the contractual status they 
enjoy and the hegemony of “those who know best” what is good for the user [27:90].   

4 Research Design, Data Collection, Data Analysis 

That “good descriptions of what happens or what has happened on the ground” are 
necessary to effective theory-building and theory-testing [28] and the fact that the 
literature on SSO as an organizational entity in its own right is not yet fully consoli-
dated [18] led the authors to choose the exploratory study approach. Indeed, a full 
picture of current and emerging public SSO trends is a solid foundation on which to 
chart a course of deeper exploration. 

Research setting. Lombardy is a primary source of evidence for our analysis with 
its high fragmentation (out of a total of 1546, 1091 municipalities have 5000 or fewer 
residents) and approximately 500 inter-municipal arrangements in the most disparate 
sectors [29, 30]. The paper illustrates the case of Consorzio.IT (‘CIT’), a public-
owned SSO that supplies ICT services and support to 47 mostly small Lombard coun-
cils. After starting life as a typical PPP, CIT is now 100% controlled by SCRP, a 
multi-utility founded in 1963 by 47 municipalities and the Province of Cremona to 
manage waste disposal and water treatment.  

CIT was selected for its good data access and the possibility to map the longitudi-
nal history and evolutionary pattern of an enterprise that reengineered its approach 
after ditching the typical in-house business model initially adopted.  

The authors conducted the field research from June 2012 to July 2013. Primary 
data collection was based on semi-structured, 40 to 60-minute interviews with CIT 
staff that addressed four main areas: activity, organization, environmental context, 
operations. The interviews were held with two top managers, the CEO, the commer-
cial director, a second-level help desk line employee, and were transcribed by two 
researchers. Follow-up phone interviews with CIT were conducted in July 2013. Six 
mayors of user councils attending a public meeting also agreed to be interviewed. The 
three authors then discussed the information gathered. 

5 The Case Study 

CIT was founded exclusively to service small councils (5000 or fewer residents) 
when Italy’s central government implemented several measures and allocated Euro 15 
million to fund the inclusion of the small councils in the national e-government 
agenda. However, that sum, being far too low to fund all of Italy’s small local gov-
ernments, sparked uncertainty on the effective use of the resources. 

This led the government to issue a new services provision measure that introduced 
the ‘local area services centre’ (in Italian, Centro servizi territoriali or ‘CST’). Appli-
cable to solely neighbouring councils, the CST was devised mainly for the phase prior 
to public engagement. Some Regions, including Lombardy, opened special lines to 
fund ICT infrastructure, hardware and software, and ICT aggregation [29].  
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Although two private ICT firms took minority stakes in CIT, their interest in grow-
ing the user base made CIT’s full-outsourcing goal unattainable. With regional gov-
ernment funding CIT purchased the hardware needed to set up a CST data centre and a 
low-cost connectivity wireless network for the councils. However, this was not enough 
and, two years later, not one municipality had retired their information system and 
migrated to CIT. This forced CIT to reposition the business. The company’s General 
Manager had a corporate TLC background and recruited a new Commercial Director; 
both managers had a marketing-oriented approach. The new commercial director de-
cided to pay personal calls on the officers and councillors of the adjacent councils in 
order to “understand their biggest problems.” (Commercial Director, CIT).  

This revealed that “80% of the cases were requests for operational help that often 
had nothing to do with connectivity or the performance of the software applications 
installed at the councils.” And by “Speaking with the respective mayors” the com-
pany learned of the “need, voiced frequently, to implement widespread training. This 
issue had never been raised before so CIT started to organize base courses for the 
council staff. The next step was to convince the councils to use us as outsourcers for 
those technical activities that offered no particular advantages kept in-house. We 
followed that up with an offer of brand new services to complete and integrate the 
application portfolio” (Commercial Director, CIT). 

The ICT suppliers chosen and used by the councils were an additional challenge. 
Also here CIT had to work to mainly earn their trust. “At first they saw us as a threat 
to their business. We had to convince them that our position was non-partisan and 
that our policy was never to pressure customers into anything. Today, the ICT suppli-
ers see us as allies in certain respects because we’re their sole spokesperson…. Some 
of them have even noticed an increase in revenues since they started to work with us.” 
(Commercial Director, CIT). 

Following Joha and Janssen’s work [12:33-34], the CIT business model can be di-
vided into four interrelated dimensions: (1) governance structure; (2) strategic ration-
ale behind the SSC; (3) nature of the services; and (4) customer orientation. 

Governance Structure. CIT is a limited company with share capital of Euro 100,000, 
incorporated in Italy and based in Crema (a city of 33,000 inhabitants located in the 
Region of Lombardy). CIT is wholly owned by the public utility group SCRP SpA 
and therefore is the indirect expression of the multi-utility council partners of the 
Crema area. CIT and SCRP have the same CEO and the offices and technological 
resources of CIT are housed at the parent company’s head office. CIT has six em-
ployees assigned to the following functions: Commercial (1), 1st-level help desk (2), 
2nd-level help desk (2), Cartographic services (1).  

The company uses the support of a Customer Relationship Management (CRM) 
system to perform and govern its assistance activities. In particular, a first-level call 
centre provides telephonic and online assistance and the company monitors the per-
ceived quality of services with a customer satisfaction questionnaire. 

CIT’s CEO explained why, despite 2012 revenues of Euro 1.2 million, CIT re-
ported only modest earnings in the past five financial years: “Our goal is simply to 
achieve a fair balance between two needs: keeping a good managerial balance and 
minimizing the costs for the client councils.” 
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Strategic Rationale. The robust funding of the central and regional governments is 
what gave CIT its start-up momentum. Key arguments in favour of data centre con-
solidation according to the CST model were underpinned by the idea to optimize the 
core ICT standard services and thus achieve economies of scale and effectiveness. 
However, this clashed with the strategic rationale of the private partners to grow the 
business by giving preferred access to a captive client base. As a result, the private-
sector minority shareholders exited the share capital, providing the catalyst that trans-
formed CIT into an SSO.  

CIT soon realized that the municipalities most pressing need was operational sup-
port for the users of the core information system (none of the IS providers delivered 
an adequate level of operational assistance). This led the company to reengineer its 
structure around this service and launch the help desk, which soon found its niche as a 
critical resource for the functioning of the client councils. All CIT’s later decisions 
were guided by this same rationale of identifying potential needs and finding solu-
tions (unbundling the ICT activities) that best meet the client’s specific needs. Over 
time, these sourcing-related decisions map the sourcing path of an organization [31].  

CIT’s responses to the quintessential challenges posed in the diverse stages of the 
public service ICT value chain included: definition of innovation policies, research 
and identification of the technological solution, acquisition of the technological solu-
tion and implementation of the solution and service governance. 

Nature of the Services. While CIT offers a standard range of services in terms of 
target client type, the variety and individual sourcing choices are differentiated. CIT’s 
mix of services falls under two headings: i) assistance, and ii) ICT services. The for-
mer consists of the online help desk, legislative/regulatory assistance, software appli-
cations assistance. The second consists of the centralization of software applications, 
connectivity, e-mail management, website design, hosting and maintenance, software 
application programme development, back-up and disaster recovery, management of 
video-surveillance systems, software asset management. 

The current services portfolio is the fruit of additional developments since 2007. 
Meanwhile, the ICT demand of the individual councils has become modular and ar-
ticulated, creating a market in which several suppliers (including CIT) provide a range 
of solutions and services. Moreover, CIT runs online assistance for the partner coun-
cils in the event of regional and central government connectivity problems.  

Customer Orientation. The multi-sourcing logic favoured by CIT, for example, its 
servers run the information systems of four different software providers, give the 
client councils complete freedom of choice when it comes to evaluating which of 
CIT’s services best match their needs and requirements. 

CIT’s business-like approach means that it performs evaluations at client request to 
help this latter decide whether to “make it in-house” or ‘buy it on the market’. For 
instance, in addition to its centrally hosted environment, CIT owns a virtual infra-
structure (some 20 machines) located at the data centre of a Cremona public tele-
communication services company. CIT is the epicentre of a system of relations, both 
external, i.e., from and to the user councils, and internal, i.e., from and to the  
sub-contractors. CIT is like a well-oiled hinge that joins the councils’ demand for 
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technological innovation to the potential capabilities of the market players, while the 
use of third parties enables CIT to keep both organizational structure and fixed costs 
lean.  

6 Discussion 

CIT is an example of supra-corporate model [24], i.e., a special-purpose vehicle that 
delivers services on behalf of all its partners. CIT is a small-sized enterprise that can 
claim all three of the publicness criteria of ownership, funding, and control [32]. 
While the primarily public dimension of CIT, especially its ownership, is very clear, 
the other two aspects are hazier. Several factors – all usually associated with the pri-
vate company logic – point to CIT’s hybrid nature: i) it is an established main player 
in a competitive market of peers; ii) it self-finances its operations (from services in-
come), and iii) it pursues ongoing innovation in its offer by keeping track of the needs 
of its customers. However, given the physical proximity of parent company and sub-
sidiary and that the SSO has the same top management as the group parent company, 
the potential influence of this mix of roles on CIT’s choices and task environment 
relations cannot be ruled out. 

The company’s present guise is the result of a number of management decisions 
made basically to rectify past weaknesses. The most interesting aspect, which clashes 
somewhat with the conceptualization of Ulbrich and Borman [22], is that CIT em-
barks on not one but several trajectories in tandem, according to the level of process 
consolidation required by each client council.  

The CIT case confirms that an SSO is not simple to implement. Small councils are 
usually risk-adverse and full outsourcing initiatives are loaded with unknown factors, 
above all related to organizational and cultural change, so it is highly probable that the 
initial proposal to retire the existing IS has been delegitimized, albeit in a creeping 
way, by the administrative staff of the councils in question. It is also likely that the 
incumbent suppliers felt threatened by the newcomer and did not just remain on the 
sidelines of these dynamics of resistance.  

The relevance of the dimensions identified by Joha and Janssen [12] is that they 
shed light on how CIT articulated its business model. The brand new strategy devised 
by CIT to counter the councils’ resistance was based on the fact that even the smallest 
had made the transition to basic computerization. This led CIT to design and offer a 
range of services around the IS already in place to address specific needs never tack-
led before. In other words, by adding technical and organizational capabilities to the 
ICT resources used by the councils, CIT identified a new market niche and became a 
point of reference for the local ICT offer. This strategy spurred the councils to take up 
the SS option. The mayors interviewed emphasized the relationship of trust forged 
with CIT, the flexibility of the offer and, above all, that it took into account that cer-
tain local councils might have already assigned internal competencies and resources 
to manage their ICT operations.  

The service portfolio of this SSO is different to that of the usual consolidation ven-
tures, such as a CST, which are driven by the needs of the service providers that want 
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to sign up all their clients to the same platform and solutions or a catalogue of stan-
dard options. CIT inverted that trend by starting to listen to the users’ actual needs, 
using these premises to craft a shared services offer ‘customized for individual cus-
tomer sets’ [21]. In short, CIT ‘retains the individuality of councils’ [24:33]. This is a 
sharp break with the software provider’s typically product-driven approach, which 
rarely seeks to grow the client’s technological culture. This mediator role seems to 
strike a much-needed balance between standardization and customization, as sug-
gested by Joha and Janssen [9]. On the other hand, the interviews did not enable us to 
evaluate the extent to which the company is aware of the potential risks of unbalanced 
process standardization [22]) as a result of giving complete freedom of choice to the 
client councils. 

CIT’s in-depth knowledge of the client’s processes is a crucial resource in organ-
izational terms and is its first factor of success. On the one side, the knowledge can be 
used strategically to improve CIT’s understanding of its client councils’ technological 
demand and, thus, to fuel competitive growth and reinforce its market position. On 
the other, the know-how can be used to empower the service content for existing and 
potential clients.  

The overall recognition earned by CIT makes it a key player in a very important 
game, that of the implementation of the inter-municipal collaborations recently man-
dated by the Italian government. CIT actively supports the efforts of the councils by 
leveraging its tertiary nature both with the ICT suppliers and the individual ICT op-
tions offered: “Getting both clients and suppliers around the same table means we 
can analyze the pros and cons of the solutions together and thus lay the foundations 
for shared choices” (Commercial Director, CIT).  

The second important success factor is that the knowledge acquired by CIT has 
placed it in a position to create client dependency and, therefore, to ‘control’ them. 
Nevertheless, the relationship of trust forged between client and supplier smoothes the 
way to technical solutions that minimize the "perceived costs of switching from the 
status quo", especially in terms of the psychological commitment [27:27]. The fact 
that the SSO is able to provide customized services and to use its knowledge and 
experience to anticipate the needs of the client puts other market options in the pale, 
making these suppliers and their products appear less attractive as CIT replacements. 

Summing up, we could respond to the research question “What truly makes the 
SSO an originator?” by pointing to the mainstream literature’s concentration on the 
exterior aspects of the SSO arrangements or the features of the SSO offering. How-
ever, these cannot be called tangible signs of change in organizational logics. Nor has 
the empirical case given any precise indications of change in the logic that guides the 
design of the organizational form, meant as the configuration of right and obligations 
of action, decision, control and ownership, and the coordination mechanisms 
[34:294].  

Rather, what the empirical case does indicate is a ‘subtle yet important process of 
incorporation of the clients within the boundaries of the company’ [35] not in legal-
formal terms but in the management of qualifying elements that connote the client-
supplier relationship. Thanks to this knowledge, the SSO moves its influence toward 
the outside and consolidates itself in the technological environment on which the 
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council’s activities are wholly dependent [36]. In other words, it seeks to augment its 
‘exercisable control’ [35] over external service receivers. 

7 Conclusions and Implications 

That the SSO does not cross the boundaries of the dominant organizational logic in 
favour of design solutions capable of augmenting the company’s level of exercisable 
control over its own task environment is the central thesis of this article. The analysis 
suggests that Consorzio.IT is a pocket-sized SSO, the product of an evolutionary tra-
jectory where nothing can be taken for granted. CIT has succeeded in staking its place 
in the market and is an apparent case of virtuous localism.  

However, the business model adopted up to now cannot be replicated across the 
board should CIT decide to pursue growth-by-expansion strategies, such as extending 
its market to non-SCRP member councils in the local area, which is anyway prohib-
ited by Italian public tender law and the recent measures issued in conjunction with 
the government’s spending review, and while CIT could tap into new outlet markets 
by undertaking a corporate restructuring project that, let’s say, leverages SCRP SpA’s 
holdings in other local utilities, this would indubitably affect the group parent com-
pany’s strategic agenda and confirm the SSO’s role as a tool of local governance. 

The paper contributes to research because it extends the reasons beyond economic 
self-interest to other meaningful aspects of the ICT sourcing options, such as the role 
and preferences of the relevant actors. In addition, it reflects on the key role of ICT 
services in the processes of regulation, i.e., the coordination and control processes; 
and on the centrality of the public SSO in the system of multiple local relations. 

In terms of the implications for practice, the study enables us to formulate some 
useful lines of intervention for SSO senior management. In particular, the sustainabil-
ity of public enterprises that deliver services according to the SS model to the small 
councils in particular is contingent on: (a) creating value from technological invest-
ments, management systems and managerial resources already in place; (b) minimiz-
ing organizational switching costs; (c) aligning with the multi-sourcing strategies of 
the clients; and (d) defining an affordable price policy that matches the services effec-
tively delivered and not the logic of a captive market. 

For obvious reasons, the findings of this study (based on one case alone) are not 
enough to demonstrate the theory proposed. Nevertheless, the authors believe that 
certain aspects can be transposed to some broader contexts, e.g., over a wider spec-
trum of organizational settings, also comparatively. A deeper analysis of the above 
findings and those of other international case studies that address local government 
SSOs prospects a promising research path (the authors thank the anonymous reviewer 
for this suggestion) that could form the basis for decision makers to reflect on a ‘ven-
dor’ perspective. A further, perhaps more ambitious avenue for future research would 
be to formulate a theoretical framework for the public SSO to give us a more focused 
lens on this type of service provider. For instance, and purely for indicative reasons, 
drawing on organization studies theories that focus on analyzing the processes of 
action and decision could be a fruitful contribution.  
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Abstract. Our study explores European telecare policy and considers the 
different types of uncertainties for policy makers when addressing ICT 
innovation.  We specifically examine 14 European countries in our study using 
document analysis, expert interviews and workshops. The findings reveal 
nuances in how policy makers are reacting to the uncertainty of telecare 
technologies as a representative of ICT innovation. Our contribution lies in 
exploring decision support as per Alter’s contention that to improve the quality 
of decision making we most focus on broadly defined avenues for decision 
support rather than exclusively Decicion Support Systems [1]. Following Earl 
and Hopwood (1980), we analyse the case of European telecare policy and 
outline implications to strengthen policy making for ICT innovation [2]. Our 
study is pertinent to policy makers as we argue that they will increasingly be 
challenged to consider ‘responsible innovation’ in their policy making efforts.  

Keywords: Decision Support, ICT Innovation, Policy Making, Responsible 
Innovation, Telecare Technologies. 

Track: Particular domains of study in e-government and e-governance such as 
emergency and disaster response management, policy making, law 
enforcement, compliance and criminal justice. 

1 Introduction 

We are living in an innovation age challenged with increasing complexity of 
decisions in all aspects of society. Such ICT innovations, advancing at an 
unprecedented rate, demand a sophisticated policy response to assess the impact of 
the rapid technological advances on society.  We are keen to investigate the different 
types of uncertainty facing policy makers in the context of ICT innovation.  This 
study provides a wide-ranging analysis of European policy relating to telecare and 
telemedicine. The purpose of our study is to explore policy measures related to 
telecare and home-based telemedicine in the European countries/regions represented 
by a consortium of 14 European countries. This case is of interest as European 
countries are challenged with an ageing population. Between 2000 and 2050,  
the proportion of the world’s population over 60 years will double from about 11 % to 
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22 %. The absolute number of people aged 60 years and over is expected to increase 
from 605 million to 2 billion over the same period. The world will have more people 
who live to see their 80s or 90s than ever before. The number of people aged 80 years 
or older will have almost quadrupled to 395 million between 2000 and 2050. Indeed 
the probability of needing care increases with age. Less than 1 % of those younger 
than 65 years need long-term care, while 30 % of the women aged 80 years or over 
use long-term care services, on average across the OECD [3]. Recent innovative 
developments in technology have produced ICT devices supporting elderly people. 
Information and communication technology (ICT)-based care technologies include 
real-time audio and visual contacts between patients and caregivers; embedded 
technologies such as smart homes, clothes and furniture to monitor patients inside and 
even outside their homes; electronic tagging of dementia patients and more 
biotechnological innovations, such as implants and devices for chronic disease 
monitoring. These technologies cover a wide range of innovations, from those already 
functioning to those that are prospective and theoretical. They provide health care and 
enable elderly people to maintain their autonomy and allow them to live 
independently for a longer period of time. These technologies are subsumed under the 
term telecare. However as well as the positive benefits, theorists are speculating on 
the social and legal risks of telecare, specifically regarding the issue of technology 
failure and the onus of responsibility, be it users or the providers of the technology 
[4]. It is worth noting the intention of this paper is not to determine the ethics of 
telecare. Rather, this paper supports the call by Yanga and Zhiyong Lan (2010) for the 
need for further study to facilitate our understanding of efficient policy making for 
ICT innovation [5]. Given telecare technologies is a ripe area of innovation which 
will have positive and potentially challenging societal implications,  our research 
objective is to explore the different types of uncertainties for policy makers 
addressing ICT innovation.  

We situate this study against the backdrop of ‘responsible innovation’, a growing 
scholarly appreciation that the advancements in ICT should be situated within a 
societal context focused on the future consciousness of societal well-being.  
Responsible Innovation is recognised to be a dynamic concept enacted at multiple 
levels and is forecasted to feature on the political agenda in the coming years [6].  The 
term Responsible Innovation is defined as ‘taking care of the future through collective 
stewardship of science and innovation in the present’ [6 pp 3]. Our study contributes 
to this paradigm as it explores policy makers’ response to telecare innovation and 
explores to what extent policy is considering the opportunities and challenges of 
telecare within the context of the aging society wellbeing.  Within this agenda of 
‘Responsible Innovation’, our paper will outline how decision support can facilitate 
better technology assessment processes, which are needed to manage innovations in 
ICT.   The rest of the paper is organised as follows. The next section presents the 
literature review focusing on ICT policy making and decision support. Following this, 
we outline the methodology, then the findings, followed by a discussion of the 
findings before concluding with outlining implications for policy makers.  
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2 Literature Review 

2.1 ICT Policy Making 

ICT policy making is a much studied area for scholars, as countries grapple with new 
innovative technologies and question their impact. Governments are challenged to 
scientifically assess societal, ethical, legal and economic aspects of technology. 
However, Delvenne et al (2011) argues uncertainty is no longer contained within 
modern structures of policy making. Specifically, they argue the current challenge for 
policy makers is to accommodate the uncertainty and dynamics of patterns to offer the 
decision- making process “a context-determined and temporally limited orientation 
for action that makes learning through experience possible” [7:p. 18]. Furthermore, no 
discussion on such complex decision making is meaningful without a discussion of 
the lmitations which apply to Human Decision making, as described by Simon under 
the term of bounded rationality [8]. Scholars argue under conditions of bounded-
rationality, decision makers seemingly “do what they can” or in some cases, “make-
do”. To further complicate matters, when contemplating boundaries in ICT policy 
decision making, traditional boundaries are not imposed, but constructed, bargained, 
negotiated and appropriated by stakeholders [7].  We speculate such boundary-less 
domains can result in ambiguity of decision making within a fluid environment.  
Policy makers need urgently to respond to demands of citizens to engage more pro-
actively with politics in policy decisions that heavily concern particular stakeholder 
groups and citizens [10]. We question if policy makers as decision makers in such 
fluid environments are indeed ‘muddling through’ as per Lindblom (1959) [9]. If so, 
we propose a decision support lens can make a potentially powerful contribution and 
will provide recommendations of real pragmatic value for policy makers. Our study 
will address the need for more clearly defined and systematic theoretical and 
empirical studies to facilitate our understanding of efficient policy decisions [5]. 

2.2 Decision Support  

Following Alter, one should explore how decision support can be provided when 
considering the feasibility of DSS. Alter (1992, 2004) has repeatedly pointed out that 
the development of DSS was secondary to the objective of improving the quality of 
decision making, calling for a focus on decision support rather than decision support 
systems [11,1].  To provide decision support, one should concentrate on developing 
an overall system of decision making which is based on evidence and supported by 
expert advice. The use of DSS in a political context can be problematic as studies 
found that the inherent rationality of the DSS was in conflict with how participants 
usually make decisions as well as with the political process [15]. We are keen to 
further explore the feasibility of DSS in a policy making context for ICT innovation. 
We argue decision making for ICT innovation policy making addresses a number of 
categories of uncertainty [2]. Specifically policy making for ICT innovation considers 
the following: 
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- Uncertainty about the mechanics of technologies - the what question 
- Uncertainty about their impact - the who and how questions 
- Uncertainty about societal preferences - the why questions 

 
Earl and Hopwood (1980) have theorised on the nature of uncertainty and, 

leveraging Thompson and Tuden (1959), they have distinguished uncertainty about 
the cause and effect relationship versus uncertainty which relates to the preferences of 
the stakeholders [2, 12]. Silver (1991) also proposes a reflection on the difference 
between guidance underpinned by information and guidance aimed at prescribing 
choices, which he respectively labels informative decisional guidance and suggestive 
decisional guidance [13].  In general, DSS applications must rely on the existence of 
clear modelling and reasoning to underpin the optimisation algorithms that are being 
applied. The key issue is therefore whether societal decisions in the area of ICT lend 
themselves to the development of what Earl and Hopwood (1980) term answer 
machines and what happens when the level of uncertainty and ambiguity involved 
means that the provision of the answer machine can potentially compromise the 
ability of policy makers to make the right choices. Earl and Hopwood (1980) have 
warned against trying to hide the true complexity of societal problems (focusing on 
developing DSS), rather than embracing it (focusing on improving the quality of 
decisions). Where assumptions are made about the future, or where consensus has not 
yet arisen in an organisation or society, decision support should not provide 
artificially complete ready-made answers and should, instead, promote judgement and 
dialogue amongst stakeholders. Although the concept of decisional guidance may 
appear intangible, Earl and Hopwood’s (1980) recommendations provide tangible 
avenues for analysing decisional guidance in terms of its fit with the problems facing 
policy makers [2]. We propose therefore that certain societal problems with a given 
technology can lead to suggestive guidance, whereas others cannot and should not, 
given the state of development of policy-makers’ understanding or the absence of a 
clear societal consensus.  This has clear implications for the type of dialogue which 
must take place in society in relation to different types of innovations.  This paper 
explores policy making in the area of telecare technology as an example of ICT 
innovation and considers how DSS can support policy making, be it as suggestive 
guidance or otherwise.  

3 Methodology 

The methodology utilized in this study is an in-depth case study approach.  The case-
study method has been widely recommended for study areas that are not yet well 
understood and lack formal theories [14]. It is particularly relevant for our study as 
there are very few studies on the actual use of DSS in a political context [15]. It has 
also gained particular popularity in the public policy literature because of ‘the depth 
and richness’ the result can provide for enlightened public policies [16].  Since ICT 
innovation and decision support is a comparatively new and underexplored policy 
issue, a case study approach can provide rich context-dependent knowledge to assist 
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policy-making.  The fourteen countries in the European case study were Austria, 
Belgium, Bulgaria, The Czech Republic, Denmark, Germany, Hungary, Ireland, 
Lithuania, Norway, The Netherlands, Portugal, Spain and Switzerland.  The selection 
of countries signifies the participating partners in a FP7 funded project called 
PACITA1. The categories used to capture consistent data on each country, were as 
follows; Definitions, National Demographic Trends, National policies, Policy 
Enablers, Policy Enactors, Actor Involvement Incentives, Service Providers, 
Technologies in use,  and a Risk Analysis.  The choice of categories for inclusion 
were grounded in relation to its practical purposes as per recommended for studies 
analyzing and comparing ICT for Aging Society policies [17]. 

Specifically, we explored the definitions used in policy documents in the 14 
European countries in the study. Then, we assessed demographic conditions. Next we 
examined specific national policies. Following this, we investigated the key actors 
involved. We categorized them as policy enablers and policy enactors. On 
consultation with national experts, there appears to be many risks but these are not 
recognised in policy discussions thus far.  Extensive desk research was conducted for 
each country. To complement this, policy experts were contacted for additional 
information that was not easily accessible via secondary sources. The richness of 
information differed from each country; however this is not problematic as it reflects 
their differing levels of policy sophistication in the area of telecare. Therefore there 
are some apparent nuances in the approaches but this adds to the complexity of the 
findings.  For the purpose of this study, relevant legal and policy documents, 
government publications and scholarly literature were examined, documenting 
developments up until September 2013.  Documentary search and analysis were 
complemented by a series of semi-structured in-depth interviews. Finally we held a 
workshop with key experts to validate our results, which led to further relevant 
analysis as outlined in the following section.  

4 Case Study 

The primary function of telecare technology is to address the challenge of an ageing 
population. The societal challenges which emerged from our analysis are an increase 
in life expectancy, an increase in dementia and other age related illnesses, rising cost 
of care and increased demand for independent living solutions.  Emerging 
technological advances in telecare and telemedicine pose new challenges for policy 
makers particularly with regard to uncertainty over cause and effect of the innovative 
technology.  The findings provide a basis for commentary and serve to promote 
awareness of the policy status in telecare in Europe, as represented by the European 
countries in our study. We present the findings as per the categories of uncertainty, 
presented in the literature review. Specifically, we discuss uncertainty about the 
mechanics of technology, uncertainty about their impact and uncertainty about 
societal preferences. 

 
                                                           
1 http://www.pacitaproject.eu/ 
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4.1 Uncertainty about the Mechanics of Technologies – The What Question 

Our findings reveal common interpretations of telecare and telemedicine are used in 
national documents. However they are used interchangeably in many contexts. There 
are a number of interrelated concepts such as Ambient Assisted Living, eHealth, 
Assistive Technology, ICT in Health, Welfare Technology and Telehealth. This level 
of uncertainty is not conducive to effective policy making. There needs to be a 
definitive understand of what telecare technology is.  Furthermore, there are differing 
levels of sophistication regarding telecare. Firstly, there is difference in timeline. For 
example 1993 was the earliest policy initiative in Austria whereby a tax funded long 
term care system which is independent from income was introduced.  Since then, all 
countries in our study have documents referencing telecare, or equivalent but to 
varying levels of comprehensiveness.  For example, the policies are at various levels 
of a continuum concerning frameworks for security and strategies for encouraging 
adoption. For example some countries are proactive in seeking opportunities for 
encouraging the development of telecare, whilst others are reactive and seek only to 
fulfil the minimum requirements of regulation. The following are areas of uncertainty 
about the mechanics of technologies which arose from our analysis. 

 
• What is telecare technology?  
• What are the best policies to encourage the development of telecare?  
• What are the regulatory requirements?  

4.2 Uncertainty about Their Impact – The Who and How Questions 

Our findings reveal evidence of fragmented, uncoordinated decision making and 
implementation in the telecare domain with no central responsibility for policy 
making in all countries of in our study.   In the category of Policy Enablers, our 
findings highlighted a surge in the number of government departments getting 
involved in the telecare domain. Due to the various groups involved we can deem 
telecare policy to be a complex policy making subject. To add to the complexity, 
there is also an additional dimension of regional versus national policy, for example 
in the case of Belgium.  We argue there is no single group taking responsibility for the 
formulation of telecare policy and this can be deemed a weakness. In the category of 
Policy Enactors, our findings reveal there is a mix of non profit, voluntary, and non-
governmental agencies involved. Their roles are varied and include raising awareness, 
and dissemination of research. Similarly, we argue there is a sense of unaligned 
discourse in the implementation of policies relating to telecare. When researching 
telecare service providers, we found private firms to be dominant. There are both 
service and product offerings. There are a growing number of startups in this field and 
it is particularly common area found among spinouts from universities. A particularly 
interesting case is the Hagen Committee in Norway. This is a national program for 
municipal innovation in care where 1% of care services budget allocated to 
Innovation in the form of a Private public partnership. However, other countries have 
yet to formalize initiatives to encourage innovation between private and public 
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institutions. This is an area which could be further explored.  The following are areas 
of uncertainty about the impact which arose from our analysis. 

 
• Who should be responsible for the formulation of telecare policy? 
• Who should be responsible for the implementation of telecare policy? 
• How will public- private partnerships encourage advancement of telecare 

technology?  

4.3 Uncertainty about Societal Preferences – The Why Questions 

Surprisingly, the societal preferences of telecare were largely absent in national 
telecare policy documentation. At the workshop with experts we were engaged in an 
interesting discussion on the risks associated with telecare. Here, a multitude of types 
of risks were identified including Privacy Risk, Social Risk, Technology Risk, Legal 
Risk and Financial Risks. The most common privacy risks were concerned with legal 
rights and ethical considerations not being fully addressed. The social risk of isolation 
was considered and the question of forced or voluntary participation was raised. The 
technology risk of how to secure data storage and transmission of sensitive health data 
were identified. Also the polarized dilemma of technology driven innovation versus 
user need innovation was questioned and the ramifications of this debate for policy 
making. Also legal risks were articulated; specifically the medical responsibility was 
questioned in the technology versus practitioner onus of responsibility debate in the 
time of malpractice. The legal risk of the lack of legislation and regulation in this 
space was also recognised. Finally the financial risk was discussed as to the question 
of who is responsible for the costs of the telecare technology. The following are areas 
of uncertainty about the societal preferences which arose from our analysis. 

 
• Why are telecare risks not being discussed at policy level? 

5 Implications of Research 

As evident from our multiple country study, decision making regarding telecare 
policy is a fragmented, challenged process, with differing levels of sophistication. Our 
interest lies in decision support as a provision to holistic policy making in telecare to 
address the grand challenge of ageing. We argue policy makers, when challenged 
with policy making in ICT innovation are suffering from a crisis of legitimacy as 
evident from the different types of uncertainty. As articulated by Kovisto et al 2009, 
innovation processes have shifted from ‘the positivist and rationalist technology-
focused approaches towards the recognition of broader concerns that encompass the 
entire innovation system, including its economic, social and economic perspectives’ 
[18: p1164).  

As there are nuances among countries in their policy efforts, we argue decision 
support can frame the uncertainty over preferences and reduce uncertainty over cause 
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and effect. Carter and Bélanger (2005) argue government agencies must understand 
the factors that influence citizen adoption of innovation [19].  Their findings indicate 
that perceived ease of use, compatibility and trustworthiness are significant predictors 
of citizens' intention to adopt technology. Similarly, other studies highlight trust as the 
key success factor in technology acceptance of multi criteria decision support systems 
in the case of high impact decisions [20]. We advance this argument and argue 
decision support can help promote judgment and dialogue with citizens thus providing 
rich material.  In support of our argument, Rose and Grant (2010) argue that 
involvement from all stakeholders, including citizens of various ICT means and 
capabilities is a requisite for successful implementation [21].   

We propose a research agenda to explore further decision support mechanisms to 
support ICT policy making for an Aging Society. We propose a number of 
implications are to be considered as evident from the findings of our case study of 
European telecare policy. As shown in our case study, none of the 14 countries have a 
dedicated policy for telecare. Whilst all recognize their national demographic trends 
demand a telecare response, there are a wide variety of responses in how the countries 
in our study are engaging with telecare. A decision support response can frame the 
uncertainty and present suggestive decisional guidance as per Earl and Hopwood 
(1980) recommendation, thus instilling trust and legitimacy in the policy making 
process [2].  Our findings recognize the challenge of applying a DSS to a decision in 
complicated and contested matters such as the use of technology in the aging society 
yet we support a DSS offering of suggestive guidance with the following two caveats. 
Firstly, policy- makers need to understand the clear societal consensus [2], and 
secondly, where assumptions are made about the future, or where consensus has not 
yet arisen in an organisation or society, decision support should not provide 
artificially complete ready-made answers and should, instead, promote judgement and 
dialogue amongst stakeholders [2]. 

Furthermore, decision support can increase integrity and honesty in policy 
decisions, two vital components to the success of transformation of policy making in 
technology. Public sector values are the foundation from which the idea of genuine 
transformation ultimately derives [22].  The second implication of a decision support 
framework will promote a sense of action thus ensuring a sense of positivity about 
ICT policy decision making.  The final implication will translate a respect for the 
citizen.  Decision support for policy making in ICT innovation will support moving 
beyond a utilitarian and unidirectional approach to technology, thus foster 
engagement through institutionalization of citizen engagement and debate on 
contentious issues in ICT through increased transparency in the outcomes of decisions 
[23].  

6 Concluding Comments 

The paper will be of interest to IS scholars, policy makers, and society in general as 
we explore decision support to enhance ICT policy making. Specifically, our study 
provides a picture of the uncertainty in policy making relating to ICT innovation, and 
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lends itself to further study of how decision support can frame uncertainty. We have 
considered 14 countries and their policy approaches to telecare.  We suggest that 
contemplating decision support will frame uncertainty and deliver a number of 
implications, including legitimacy of policy, infer a sense of action and deliver a 
respect for the citizen.  Our framework supports the feasibility and desirability of 
shaping and steering decision support in ICT innovation policy making.  
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Abstract. The use of Open Government Data (OGD) involves multiple 
activities developed by networks of users with different capacities and goals, 
along a value chain. These users, and also government agents supplying OGD 
recognize benefits, motivations, barriers, facilitating and inhibiting factors in 
the process. This paper surveyed the perceptions of Brazilian OGD users and 
government agents, in order to provide information for the improvement of 
OGD supply and use. 

Keywords: open government data, benefits and barriers, facilitating and 
motivating factors. 

1 Introduction and Research Question 

According to the [21], open government data (OGD) is the publication and 
dissemination of public sector information on the Internet, shared in a logically 
understandable format, to allow its reuse in machine-readable form. 

The potential advantages arising from the participation in OGD initiatives, have to 
be seen in conjunction with the difficulties for the realization of these benefits. 
According to [17], it should not be expected that simply by opening their data, 
governments will be able to generate the expected benefits for administrations and 
society. 

The success of OGD initiatives requires an extensive interaction between 
governments and society [5, 7, 18]. According to these authors, governments are not 
able to follow technology changes with the desired agility, due to excessive 
bureaucracy and regulations. The private sector or non-profit organizations manage to 
be more competent to deliver information to citizens and enable them to better use the 
public information available. 

The  challenges in the implementation of OGD projects are due to the multiple 
interactions among players, information flows, technologies and the interests involved 
in these initiatives, resulting in a dynamic process of interactions between 
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governments and society, building networks between the organizations. According to 
[9, 10], this understanding is not yet fully available in guides, tools, techniques and 
theories to deal with open government data, motivating the present study’s research 
question: Can a greater understanding of users’ network and the motivating and 
facilitating factors to cope with the potential barriers and inhibiting factors, seeking 
potential benefits and advantages, help public administrators  to achieve better results 
with their OGD projects? 

The survey was conducted with Brazilian users and government suppliers of OGD 
and is aimed at providing a contribution to public administrators by enabling a greater 
understanding of the factors that may support their OGD projects. It must be noted 
that Brazil, despite the enacted legislation mandating OGD at all levels of 
government, is still at an early stage of OGD supply and use. 

2 Literature Review 

2.1 Potential Benefits and Advantages 

According to [13] the their first stage of ODG maturity, the goal of governments 
initiatives is to allow transparency and control of government actions. Society is then 
able to create products and services, useful both for society and governments, with the 
possibility of generating new economic activities, among other social benefits and 
advantages. 

[12] classifies these possible benefits into three major groups: political and social, 
economic, and technical and operational. Political and social benefits are related to 
issues involving transparency, democracy, promotion of citizenship, among 
others.Promoting a greater stimulus to innovation, the ability to generate new 
products and services, the integration between government and society, among others, 
are associated with economic benefits.The possibility for governments and society to 
work in cooperation to improve processes, through the use of knowledge (and 
collective capabilities) is related to potential operational and technical benefits and 
advantages. 

According to [20] some countries have progressed beyond the mere access to data, 
where the Open Datahas shown that it not only produces significant changes in the 
public sector, but it generates synergies in innovation and entrepreneurship. In the 
Brazilian context, authors [4], argue as key benefits that can be achieved through 
OGD projects: greater promotion of citizenship, ability to develop new products and 
services from governments to society, greater efficiency for governments, among 
others. 

2.2 Potential Barriers and Inhibiting Factors 

There are, however, challenges, barriers and inhibiting factors to OGD initiatives. [6] 
suggests as challenges: technical problems in information processing, information 
collected in different ways and for different purposes, work overload to make this 



 Open Government Data: Facilitating and Motivating Factors 183 

information available, heterogeneity of users and their inability to work with the 
information, among others. Other factors that may be regarded as potential barriers 
and inhibiting factors involve the “understanding” of the data by society (discussed in 
the topic – quality and usability of the content available, in addition to structural and 
technological issues of public organizations [19, 23]. 

[12] classifies the potential barriers and inhibiting factors into six major groups, 
which are as follows:institutional, complexity of the tasks, use and participation, 
legislation, quality of information and techniques.Institutional factors are associated 
with cultural and structural issues of public entities.Likewise, Government’s internal 
problems, but related to technical issues, are associated with the complexity of the 
task. 

The uneven motivation of society to participate in OGD initiatives, as well as their 
capacity to use these data are related to the factor use and participation. There are also 
legal issues on which information may be made available, as well as their use. The 
quality of information is related not only to the quality of the information available, 
but also to the relevance of the information to its users, and finally, technical issues 
are related to the information technology tools that support the provision of 
information. 

[4] in their respective studies developed in the Brazilian context, identify as major 
barriers and inhibiting factors in the context of OGD projects: the low capacity of 
society to access and use the information; this fact generates lack of interest and low 
interaction.Technical issues, involving the quality and format of the information 
available, and finally, aspects related to legislation. 

2.3 Facilitating and Motivating Factors – Interorganizational Networks  

Networking is essential for an organization to be able to integrate the new 
requirements in a scenario marked by the importance of technology, information and 
knowledge. An OGD project is established by government, but it may involve several 
entities of a single government or several governments, such as websites that accept 
data from other governments. Analysing the relationships between organizations is a 
complex task, especially in environments of heterogeneous relationships (that is, 
involving public and private organizations).  

The complexity is further enhancedwhen each participant organization has diverse 
interests and bonds and is able to simultaneously participate in several networks. It is 
important to identify which factors sustain the relationships established in 
interorganizational networks. In this sense basically, two main aspects are seen as 
able to sustain these relationships, the motivating aspects and the facilitating aspects. 
According to [16] the motivating aspects refer to needs of organizations to participate 
in networks to achieve commercial advantages, legal advantages, or advantages from 
other sources. Other motivating aspects include: the power that an organization has 
over the others; the possible gains when cooperating with third parties; obtaining 
legitimacy and stability through the established partnerships. 

 



184 C.S. Albano and N. Reinhard 

For [3, 8, 22], the facilitating factors are related to the governance that can be 
sought on networking, the search for reliability (especially in unstable environments), 
and establishing a greater reputation, are examples of facilitating factors. Obtaining 
advantages through the exchange of information, as well as the investments made by 
an organization (through training, tools, etc.) can help organizations to establish 
relationships in complex environments. Concepts of the Gift Economy, like 
reputation, reciprocity, communities,  etc., can be recognized in the motivations of 
OGD users and should be considered by governments to promote OGD [1, 14]. 

3 Open Government Data in Brazil 

In 2011, Brazil became a member of the Open Government Partnership (OGP), 
making a commitment to encourage and promote public policies of transparency and 
publish data in open format. As a result of this commitment, on November 18, 2011, 
the Law No. 12527 was enacted, which entered into force on May 16, 2012, 
regulating the constitutional right for citizens to have access to government data at all 
levels. Special situations had already been regulated by laws and decrees between 
2009 and 2010. The effective implementation of these regulations, however, is still a 
challenge, specially at the municipal level, as demonstrated by the nationwide survey 
on Electronic Government 2010 [2]. Government initiatives include the 2012 
conference for open data, organized by the Office of the Comptroller General (CGU), 
who is also responsible for monitoring the compliance with the law. 

4 Reference Model 

The paper’s research questions are: a) identify the benefits expected by users and 
government from the use of open government data (OGD), and its barriers and 
inhibiting factors;  b) identify the network of players (individuals and organizations), 
their roles and motivations in the use of OGD. [12] provided the concepts for the 
OGD benefits and  barriers. The resulting categories for analysis are displayed in 
Table 1. 

Table 1. Categories defined for data analysis 

 
Category 

 
Category characteristics  

Benefits and advantages 
Source: [12] Topic – 2.1  

Items:political, social, economic and operational or technical. 

Barriers and inhibiting 
factors.Source: [12] Topic – 2.2  

Items:Institutional, complexities of the task, use and 
participation, legislation, quality of information and techniques. 

Facilitating and motivating 
factors.Source: Interorganizational 
Networks Topic – 2.3  

OGD activities.References or citations to the activities and their 
goals. 
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provision of open data; two non-governmental and non-profit organizations that 
operate by integrating other organizations; a federal government agency; a private for-
profit company that operates in healthcare with open data, and alsotwo scholars and a 
software developer (who develops applications based on open data).  

The research also included documentary:Brazilian legislation on the provision of 
public data, in particular, the Law No. 12527 (Access to Information Act – AIA), 
regulations and decrees of the federal government that formalized the National 
Infrastructure for Open Data (INDA), minutes and action plans of INDA. Content 
analysis was used to analyse the transcriptions of interviews and documents, using an 
a priori categorization of concepts. 

6 Results and Discussions  

First, we present the potential benefits and advantages that can be achieved in OGD 
initiatives, as perceived by the respondents (members of governments and society), 
followed by the barriers and inhibiting factors. The benefits and advantages, as well 
as the barriers and inhibiting factors are separated according to the interviews and 
documents, following the opinions of members of governments and society, as further 
analyses will make reference to these two groups separately. The survey’s results 
indicate that the respondents views correspond to the very initial stage of Open 
Government of [13]. Their expectations of OGD provided by public administration 
are limited to the first stage of [13].  

Our research aimed at a) verifying the possibility of a network of non-
governmental agents   also realizing the functionalities of stages 2 and 3 [13], 
depending on the public agents providing the data in a form that allows those agents 
to select integrate and recombine the data according to their specific needs; and b) 
Identifying required infrastructure (legal, technical, etc.) to support these network 
activities. 

Engaging users in these activities would, of course,  not preclude public agents 
from also performing these activities. Non-government agents, however, could be 
more motivated to do it, since they would perceive more directly the value of the 
activity, therefore increasing the sustainability of the value chain. 

As an example of government action, one local government agency in our sample 
provides the users with private working spaces, where they can store their queries and 
data sets. This space, however, in order to benefit from the network, would have to 
allow also importing and combining data from external sources, providing also 
analysis and display tools and allow sharing and collaboration among different users. 

This would be particularly important for the use of statistical, georeferenced and 
text data that may require specialized resources for analysis and manipulation, 
differing from the use of individual transaction data. This is also a response to the 
“Specific Assets” facilitating factor, the most cited. (INDA as a framework was 
heavily cited). 
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6.1 Benefits and Advantages, Barriers and Inhibiting Factors 

This section firstly presents the results and analyses of the benefits and advantages 
found for governments. Political and social factors are mentioned as major benefits. 
Among these factors, transparency and processes that generate greater integration 
and reliability between government and society stand out. The second group of 
potential benefits and advantages refers to operational and technical aspects, which 
include the optimization of internal processes and the greater possibility to use data 
through the collaboration of various stakeholders, even among several governments. 
Possible benefits and economic advantages received little emphasis, but respondents 
stated that they may be achieved through a greater collaboration and incentive to 
innovation. 

For society, political and social factors are also mentioned as possible benefits and 
advantages, including issues related to greater transparency and citizenship. 
Operational and technical factors are mentioned, including the possibility of offering 
new products and services to society and to generate greater integration between 
society and government. New functionalities with greater provision of information 
allow the development of new capabilities, especially through the networked 
collaboration between different segments of society, with a reference to the use of 
collective knowledge as a source of benefits. For government, benefits and economic 
advantages are mentioned with lower frequency. 

The major inhibiting factors and barriers for governments are related to technical 
factors, especially the format and quality of information made available. Institutional 
factors, such as structural and political issues are the second group of factors 
mentioned as potential barriers. Legislation comes shortly after, indicating the lack of 
clarity about privacy as the most mentioned factor. Finally, mentioned as possible 
barriers within governments are issues related to the low interest of civil servants to 
cooperate with these initiatives. 

Members of society, similarly to government members, understand the same 
technical issues as the biggest barriers, mainly, the format and quality of information. 
However, the lack of interest in the use of the information provided is mentioned as 
the second biggest barrier among the members of society. Issues related to legislation 
are mentioned as the third group of barriers, once again the clarity about which 
information can be made available is mentioned with emphasis. 

6.2 Facilitating and Motivating Factors 

The first group of respondents mentioned as facilitating and motivating factorsthe 
network of other players (or organizations).In the interviews of the second round of 
interviews, the researchers aimed a identifying the activities of each user category. 
Table 2 displays the answers grouped according to the occupations or backgrounds of 
the respondents. 
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Table 2. Facilitating and Motivating Factors (I) 

Players and 
organizations 

 
Activities developed 

Goals 

Journalists 

Disseminate information among their peers and society in 
general, train other colleagues (teaching courses) and 
supervise the compliance with the LAI, in addition to 
supporting non-governmental entities (with technological 
activity) that operate with the subject.Encourage the 
publication of open data and “evangelize” society on OGD. 

Generate a greater 
demand for OGD 

Public 
Servants 

Collect data among the various entities of their agency for 
publication.There are basically two data 
sources:dataconsidered of  interest by internal 
governmetmembers or that have been demanded by 
society.They work along with governmental organizations 
formally to regulate the OGD operations of other 
organizations.Performtechnical activities to enable the 
publication of these data. 

Make data available 

Software 
developers 

Work in software development through projects and events 
called Hackatons.At these events participants develop short 
projects.This action can be casual, highly driven by the 
occurrence of these events. 

Develop 
applications based 
on OGD 

Table 2a. Facilitating and Motivating Factors (II) 

Scholars 

Their activities are motivated by 
their interest in some specific 
area (health,  budget, etc.), and 
they seek to have these data used 
by society. 

Promote greater interest in the 
subject. 

Players and organizations Activities developed Goals 
Non-governmental 
organizations (for-profit) with 
technical expertise. 

Develop technical tools to 
facilitate (support) the supply of 
data in an open format. 

Offer products and technical 
tools. 

Non-governmental 
organizations (non-profit) 
without technical expertise. 

Organize the OGD content to be 
published, supportorganizations 
in their search for financial and 
technical resources for OGD 
activities. 
 

Promote the participation of 
civil society and government 
entities on the subject. 

Nongovernmental organizations 
(for-profit) without technical 
expertise. 

Acts as intermediary between 
government and society, helping 
citizens to find and access 
specific government services 

Add products and services to 
their portfolio of solutions. 

State organization with technical 
expertise 

Offer access to raw data and 
elaborated information. Provide 
metadata, tools for query, 
analysis and presentation of data. 
Can act in partnership with other 
organizations. 
 

Produce and disseminate 
socioeconomic and 
demographic statistics and 
analyzes  
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Table 2a. (continued) 

International organization 
operating in Internet on the 
subject 

Has strong international presence 
in the definition of rules and 
standards for the Internet, having 
also worked heavily in the 
Brazilian ecosystem of open data 
and OGD. Is active in Brazil in the 
standardizing activities, promotion 
and advocacy of OGD, producing 
publications and events.  

OGD Promotion and advocacy, 
contribute to normatization 

Non-governmental 
organizations (for-profit) with 
technical expertise. 

Develop technical tools to 
facilitate (support) the supply of 
data in an open format. 

Offer products and technical 
tools. 

Non-governmental 
organizations (for-profit) with 
technical expertise. 

Develop technical tools to 
facilitate (support) the supply of 
data in an open format. 

Offer products and technical 
tools. 

6.3 Facilitating and Motivating Factors for Coping with Potential Barriers 
and Inhibiting Factors  

In Table 3, the barriers are confronted with the respective facilitating and motivating 
factors, which can support the reduction or even the elimination of these barriers. 

Table 4 shows how the facilitating and motivating factors confronting the barriers 
can provide better conditions for the benefits and advantages to be effectively 
achieved. 

Table 3. Barriers, facilitating and motivating factors 

Barrier Who faces it? Facilitating and motivating factors. 
Technical factors Government Civil servants, whose job is to develop activities that 

can technically facilitate the access to information; 
Software developers demand enhanced quality 
information for their applications 
Nongovernmental organizations (for-profit) with 
technical expertise, developinghigh quality applications 
(platforms)  
International organization promoting the dissemination 
of ODG use and standards. 

Technical factors Society 

Institutional factors Governments Journalists, scholars and the international organization 
working with OGD. They can pressuregovernmentfor 
increased effort, agility, quality in 
informationprovision. 

Legislation Governments Journalists, as watchdogs of government compliance 
with legislation and promoting society’s interest in 
OGD. Scholars, civil servants contribute to 
improvement and solution of problems with the 
legislation. 

Legislation Society 

Use and 
participation 

Governments Journalists, scholars, non-governmental organizations 
(non-profit), international organization working on the 
dissemination and increasing society’ awareness and 
interest in OGD.  

Use and 
participation 

Society 
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Table 4. Benefits X facilitating and motivating factors 

Benefit Who seeks it? Facilitating and motivating factors. 
Political and social 
Transparency, 
integration and 
reliability 

Government Journalists, scholars and non-profit non-governmental 
organizations, promoting the subject tosociety.Mayhelp 
in the use of data by improving the interaction between 
government and society. 
Scholars, by conducting research (and studies) in 
specified areas also contribute to the achievement of 
these advantages. 

Political and social 
Transparency and 
greater exercise of 
citizenship 

Society 

Operational and 
technicalOptimization of 
internal processes and 
increased use of data 

Government Public servants, by promoting greater use of the data, 
with higher quality, provide greater collaboration 
between governments. 

Operational and 
technicalSupply of new 
products and services. 

Society Software developers and organizations that develop 
tools for the provision of data, by creating the technical 
conditions for these activities.Journalists, scholars and 
nongovernmental non-profit organizations without 
technical expertise, by suggesting possible niches or 
opportunities for the development of new products and 
services. 

Economic 
Greater collaboration 

Government Public servants, by disseminating the subject internally, 
are able to allow greater collaboration, and possibly the 
development of our products and services to 
governments. 

Economic 
use of collective 
knowledge 

Society All players (and organizations) by integrating their 
activities and objectives. 

 
Based on tables 3 and 4, it is possible to see how the players and organizations, 

mentioned as facilitating and motivating factors, through their activities, may face the 
aforementioned barriers and how they can contribute to the benefits (also mentioned 
by the respondents) to be achieved. 

There are some players, such as journalists and scholars, who clearly have 
activities aimed at fostering greater activities from this context, because they seek to 
monitor the information available and verify their usefulness and importance to 
society. These activities contribute to the dissemination of the subject, and it could 
generate a greater interest from society on the subject, so that society can then require 
higher quality from governments when undertaking these initiatives, mitigating some 
barriers and enabling some benefits. 

Other players, such as developers, public servants, organizations of society 
perform activities with technical bias. Barriers related to technical issues were the 
most cited by the respondents (between governments and society), so the presence of 
these players is important as they can require from the governments the provision of 
information with higher quality or develop products that support this activity. 

Finally, organizations of society, non-profit and with no technical purposes, may 
indicate to the players (with technical expertise), being supported by journalists and 
scholars, possible niches of operation based on OGD.This activity may impact the 
context, causing a greater interest in the use of this information. 
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7 Final Considerations 

One result of the study is the confirmation by the Brazilian study of previous studies 
[12] regarding the benefits and advantages expected from OGD initiatives. 
Respondents perceive OGD as important to promote greater government efficiency 
and develop citizenship. Barriers are related to technical aspects (quality and format 
of information), legal issues and the still reduced interest of society in the subject. 

A contribution of our paper is the recognition by the players of the importance of 
the network of users to facilitate and motivate OGD use. Concepts from 
Interorganizational Network Theory are helpful in systematizing these perceptions, 
but also, onn its more prescriptive side to guide government agents in its participation 
and support of these networks.  

The main contribution of this study, especially for the Brazilian context, is to 
identify the facilitating and motivating factors, as a way to cope with the potential 
barriers.Players and organizations identifiedother players and organizations as 
possible facilitating and motivating factors, enabling a greater and better participation 
of everyone. 

The results of the study may help governments to develop OGD initiatives with 
greater effectiveness, since by being awareofthe factors that can help coping with the 
barriers and inhibiting factors, they will beable to formulate strategies to integrate 
them into their initiatives, aiming atachieving greater and better results. Among these 
strategies, the integration of these facilitating and motivating factors in their 
initiatives should surely be included, thus providing better conditions for the 
development of their activities and consequently that all participants of these 
initiatives are able to achieve better results. 

To Future Research, the OGD user network should, by its nature, be very dynamic 
and global. Our survey did not consider the business use of OGD, that should involve 
different networks, value chains and user motivations, therefore requiring a possibly 
different research approach. The importance of this research is increased by the 
economic potential of OGD use by companies [15]. 
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Abstract. To complete e-government projects successfully, various stakeholders 
with different interests need to be taken into account. So far, stakeholder models 
in the e-government context focus on individual stakeholder perspectives. They 
do not show or analyze interactions between stakeholders in detail. However, 
taking stakeholders’ interactions into account is important, since stakeholders 
influence each other - which can result in a change of their perspectives. Hence, 
our contribution illustrates how a stakeholder interaction model helps identifying 
different stakeholder perspectives. Therefore, we reviewed literature on existing 
stakeholder models. Besides, we conducted a stakeholder analysis in an  
e-government project in Germany and elicited stakeholders, assigned them to 
corresponding categories and modeled a stakeholder interaction model. Finally, 
we compared the findings of the literature review with the developed model. 
This contribution enlarges the theoretical foundations of the e-government 
research field. The stakeholder interaction model can be used by practitioners to 
identify stakeholders and their interactions.  

Keywords: stakeholder analysis, stakeholder interaction model, e-government 
project, public sector, public administration. 

1 Introduction 

Many electronic government (e-government) projects are not completed successfully 
or not at all [1, 2]. One reason for this is the fact that the project’s success is 
compromised by issues evolving during the collaboration between e-government 
project partners. These issues are mostly based on the involvement of a large number 
of different stakeholders. Examples thereof include decision-makers of different 
federal or local public administrations or intermediaries (e.g. software companies or 
consultants). In particular, these stakeholders often have different, conflicting 
interests and priorities depending on their perspective on the project and the project 
phase [3, 4]. This hinders the consideration of all their requirements. Hence, a detailed 
and structured stakeholder management is a prerequisite for implementing e-
government projects successfully [5]. Therefore, all stakeholders need to be identified 
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and their concerns, interests and requirements regarding the e-government solution 
need to be analyzed and prioritized using stakeholder analysis techniques [6, 7].  

Addressing those issues in our paper, we follow the widespread definition of 
Freeman et al. and define a stakeholder as “any group or individual who can affect or 
is affected by the achievement of a corporation’s purpose” [8]. Besides identifying the 
stakeholders and their needs, interactions between them need to be considered, as 
stakeholders can significantly influence each other through their interactions. This can 
result in a change of the stakeholder’s perspective on the e-government project. For 
example, stakeholders having a strong lobby can influence the project management. 
In consequence, the project staff needs to consider specific requirements of these 
particular stakeholders. This is the case even if other previously planned requirements 
cannot be taken into account any longer. In summary, we understand interactions as 
communication between stakeholders in order to exchange resources, like information 
or funds [9, 10]. 

So far, existing stakeholder models only consider the perspective of individual 
stakeholders without showing interactions between them in detail. However, in order 
to understand changes in the stakeholders’ perspective, it is necessary to consider and 
analyze interactions between them. Until now, there is a lack of research on who the 
stakeholders in complex e-government projects are and how they interact with each 
other. In our paper, we present findings of a literature review on already existing 
stakeholder models. Furthermore, we perform a stakeholder analysis on the example 
of the pre-filed tax filing system in Germany1. This e-government project is 
conducted by one German public administration designing an e-government solution 
to be used by other public administrations. We aim at identifying and categorizing the 
stakeholders of this particular e-government project as well as modeling stakeholder 
interactions. This is the first step to design and conduct e-government projects as 
closely to all stakeholders’ benefits as possible. Finally, our contribution compares the 
derived stakeholder interaction model with the stakeholder models found in literature. 
For this purpose, our research is guided by the following questions: 

• What does a stakeholder interaction model in e-government projects look 
like? 

• Taking into account the stakeholder models identified in literature, to what 
extent does the stakeholder interaction model enrich the existing body of 
knowledge? 

The remainder of this paper is structured as follows: First, the research 
methodology is explained. Second, the findings of the literature review are presented. 
Third, we illustrate and explain the derived stakeholder interaction model. 
Afterwards, our findings are discussed and compared. Finally, a conclusion is made 
and further research is outlined. 

                                                           
1  We are grateful for the support provided by ISPRAT e.V. in terms of funding our research 

project at the Chair for Information Systems (TU München). We further thank all project 
participants and interviewees, especially the project staff for their most helpful input and 
feedback during the project. 
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2 Research Methodology 

A literature review according to Webster and Watson [11] was performed in order to 
identify already existing stakeholder models. Using the keywords “stakeholder” and 
“e-government”, we searched databases, e-government specific conferences and 
journals. Our initial search yielded 66,846 results, including duplicates. In a first step, 
we screened titles upon relevance to our research goals. In case a title was considered 
relevant, we screened the corresponding abstract as well. Hence, we were able to 
identify 48 papers as input for the third step of a comprehensive paper review 
including the full text content. These papers were read and categorized using the 
following categories: 

(i) no stakeholder enumeration or classification, 
(ii) only stakeholder enumeration and 
(iii) stakeholder model. 

Papers classified into the first category are not relevant for our further analysis. 
These papers are either not e-government specific or refer to the importance of 
stakeholders without a further enumeration or classification. Hence, 26 papers are 
seen as relevant, as they contain a stakeholder enumeration or a stakeholder model. 
Analyzing them in more detail, we found that 18 out of the 26 papers contain a 
stakeholder enumeration and only eight papers describe a stakeholder model. These 
papers were analyzed in more depth in regard to their categorization, interaction and 
scope. In order to guarantee reliability and validity, the papers were classified by two 
researchers. 

Moreover, we conducted a stakeholder analysis on the example of an e-government 
project within a German state administration. This project aims at upgrading the 
German tax filing system ELSTER by the possibility of automatically loading tax 
relevant information into the system. In order to identify and categorize the 
stakeholders of this project, we conducted a semi-structured interview with three 
members of the project management team of the e-government solution. Further, we 
participated in a workshop, where information about the e-government solution was 
communicated to so-called ELSTER deputies. We also searched through official 
websites for information about this e-government solution. On the basis of this 
information, we identified and categorized the stakeholders and, consequently, 
derived a stakeholder interaction model. Afterwards, this model was examined and 
approved by the project leader. Finally, we compared the developed stakeholder 
interaction model with the stakeholder models found in literature.  

3 Findings 

3.1 Literature Review 

The papers were analyzed using the mutually exclusive categories stakeholder 
enumeration and stakeholder model. 18 out of the 26 relevant papers were grouped 
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into the first category. This category contains, for example, project-related papers, e.g. 
[12-14], listing rather specific stakeholders. Other exemplary papers in this category 
demonstrate stakeholders by using a graphical representation [4, 15, 16]. Since these 
approaches contain only enumerations of stakeholders without defining further 
categories, we did not include those models into our further analysis. Reviewing the 
literature, we identified exemplary stakeholders like citizens, enterprises, officers, 
local government agencies, local government staff, media, steering committees or 
politicians (e.g. [12, 15, 17-19]). We also found research work based on case studies 
similar to the one we focus on, e.g. Tan, Pan and Lin (2005) analyze stakeholders of 
e-government projects on the example of the electronic tax filing system in Singapore. 
They present government, tax officials, taxpayers, employees and the Inland Revenue 
Authority of Singapore (IRAS) as stakeholders of an electronic tax filing system [20]. 
However, they do not illustrate a further categorization of these stakeholders or 
interactions. Furthermore, three papers comprise a stakeholder model whose 
classification is based on the rating of the stakeholders [21-23]. As our focus is on the 
identification and categorization and not on the rating, we also excluded these papers 
from our analysis. 

In a second step, the eight remaining papers presenting a stakeholders’ 
categorization were analyzed by using three attributes (Table 1). The attribute 
categorization explains the composition of entities in each model in more detail. As 
we aim at designing a stakeholder model which also considers the interrelationships 
between stakeholders, we added the attribute interaction in order to take note of the 
awareness of interactions between categories. The attribute scope informs if there is a 
relation to a particular project (project specific) or not (generic). The findings of this 
analysis are shown in Table 1. 

The stakeholder models are characterized by varying numbers of categories, 
ranging from two to seven categories. Besides, five out of eight models relate to a 
specific project. Additionally, five models show interactions between categories. In 
the following, we will describe the stakeholder models in more detail. 

Flak and Rose [28] focus on a governance and management perspective regarding 
stakeholders in the e-government domain. Their findings are rather generic. The 
authors clearly state that their model shows no interaction between the categories. 
They point out initial priorities in future research in order to cover the existing 
research gap. In a further study, Flak, Sein and Saebo [24] identify two main 
categories, link stakeholders to these categories and show interaction types between 
them. However, their categories are still rather generic. De [25] also identifies two 
categories - a demand side and a supply side. He allocates the project-related 
stakeholders to these two categories, based on the direction of their interactions. We 
found that the categories of Flak, Sein and Saebo [24] are similar to those of De [25], 
as the category government can be seen as the supply side and the citizens present the 
demand side. 

Johannessen, Flak and Saebo [29] focus on e-government stakeholders at a 
municipal level. The interactions are analyzed in regard to the communication needs 
between the resulting categories. We noticed that their categories extend those of 
Flak, Sein and Saebo [24] by a political category. Beside this, the citizen category of 
Flak, Sein and Saebo [24] is divided into business and organizations / citizens [29].  



198 V. Greger et al. 

 

Table 1. Analysis of stakeholder models 

Author Categorization Interaction Scope 
[24] 2 categories: 

government, citizens 
yes generic 

[25] 2 categories:  
demand side, supply side 

yes specific 

[26] 3 categories: 
government (divided into  
decision maker, management 
and service provider),  
citizen (divided into user and  
engaged user), 
business (consultant / vendor) 

yes specific 

[27] 4 categories: 
data controllers, data subjects, 
data providers, secondary 
stakeholders 

no specific 

[28] 4 categories: 
internal stakeholders, other 
governmental agency 
stakeholders, citizens, 
organizational stakeholders 

no generic 

[29] 5 categories: 
political, government 
administration, civil society 
(divided into business and 
organizations / citizens) 

yes specific 

[30] 5 categories: 
inspection zone, limitation zone, 
collaboration zone, orientation 
zone, legitimacy zone 

no  specific 

[31] 7 categories: 
drivers, constructors, owners, 
sources, recipients, third parties, 
operators 

yes generic 

 
The model by Fedorowicz, Gogan and Culnan [27] is designed for the tax domain. 

It aims at addressing privacy concerns and its categories are related to the procedures 
conducted in this special privacy case. Further, this model does not show any 
interaction. 

A stakeholders’ influence analysis on managers at a municipal level was conducted 
by Gomes and Gomes [30]. They conclude that the type of influence is more 
important than the number of stakeholders. The authors elicited eleven stakeholders 
and categorized them according to the kind of influence they carry out on decisions. 
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Based on this categorization in regard to the influence, they found five categories. We 
noticed that the authors focus on decision-making by a single institution, driven by 
bidirectional interaction with each category of stakeholders. However, they give no 
information regarding the interactions between individual stakeholders or between 
categories. 

A generic, but rather comprehensive view on stakeholders in the e-government 
field is provided by Heeks [31]. His model emphasizes the inclusion of interactions in 
detail, i.e. between different stakeholder groups. However, this model contains only 
categories without naming stakeholders in detail. Further, interactions are only shown 
between one particular stakeholder category (operators) and all other categories. This 
approach is similar to the model proposed by Axelsson and Lindgren [26]. They 
analyze stakeholders in the context of e-services by building categories with more 
specific subcategories. Furthermore, they describe interactions between stakeholders 
and one particular organization. Still, they do not show the various interactions that 
take place between the stakeholders. 

In summary, we found some stakeholder models which are used to identify, 
structure and analyze stakeholders. The categories in these models have different 
levels of detail depending on the context in which they are designed. Besides, some 
stakeholder models show interactions. However, these interactions are not analyzed in 
detail or are only shown for one category in the stakeholder model. Finally, we 
noticed that almost all categories can be allocated to a supply side and demand side. 
Some models partly align the categories to the lifecycle of e-government projects [25, 
31]. This can help to identify all stakeholders of each phase of the lifecycle and to 
derive the requirements, interests and concerns of the stakeholders depending on the 
particular project phase. 

3.2 Case Study 

Before presenting our findings of the case study, we will briefly give some 
background information: In Germany, tax filing is situated on the federal state level. 
The federal states are cooperating in developing and running the electronic tax filing 
system ELSTER. Hence, a large number of different decision-makers is involved. 
These decision-makers are both internal, i.e. within public administrations, and 
external (e.g. consultants). Further, they are located on different levels, e.g. federal, 
state or regional level. The exemplary project (called pre-filed tax system) aims at 
upgrading ELSTER by the possibility to provide tax data to citizens and to load this 
data automatically into the system. The project is characterized by a hierarchy with 
several levels and decision-processes within the project team and between different 
federal states. Besides, there are many intermediaries (e.g. software companies or 
consultants) who have influence on the project’s success. Moreover, the e-
government solution has heterogeneous target groups, as every citizen aged over 18 
years should be able to use it. This e-government solution can be accessed by citizens 
on a voluntary basis since January 2014. 

Figure 1 shows the stakeholder interaction model identified by conducting a 
stakeholder analysis. During the literature review, we noticed that the categories of 
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many existing models can be divided into a demand side and a supply side. We 
applied this classification as a basis for the stakeholder interaction model and 
extended it in detail by adding further categories. Besides, we allocated the categories 
to phases of the lifecycle of an e-government project, starting with the assignment 
(strategic project owner), over the design and implementation (operating project 
owners and partly supporters) to the usage and application (partly supporters, 
external users and internal users). 

The derived stakeholder interaction model comprises five categories: Strategic 
project owners are stakeholders who decide to conduct a project and commission it. 
Operating project owners implement the project. Supporters help operating project 
owners by implementing and operating the e-government solution. Further, they also 
help the external users solving problems occurring during the usage of the e-
government solution. Besides this positive influence, supporters can also have 
negative influences. For example, on the one hand software producers can promote 
the deployment and usage of the solution by integrating the provided functions into 
their product. On the other hand, they can evaluate this function as useless and hence, 
they will criticize or even hinder the project. The fourth category contains the already 
mentioned external users who use the e-government solution and may benefit from it. 
They do not belong to the public administration – contrary to the internal users. 
Internal users are stakeholders who interact with external users and receive the output 
of the e-government solution’s usage. Each stakeholder, identified during the 
stakeholder analysis, is assigned to exactly one stakeholder category. 

 

 

Fig. 1. A stakeholder interaction model for the German pre-filed tax system 

In a first step, we derived the following interactions between the five categories: 

• strategic project owners and operative project owners, 
• operative project owners and internal users, 
• operative project owners and supporters, 
• supporters and external users, 
• supporters and internal users as well as 
• internal users and external users. 
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We noticed the absence of interactions between strategic project owners and 
internal or external users. Besides, operative project owners do not directly interact 
with external users. Hence, neither strategic project owners nor operative project 
owners have knowledge about the external users’ requirements regarding the 
developed system. This can result in an assignment for implementing an e-
government solution which does not meet the external users’ needs or which is not 
applicable in the internal users’ daily work. Further, our interviewees did not mention 
the media as a stakeholder. However, in our opinion, the media can have a significant 
influence on the success of an e-government project due to their (positive or negative) 
reports. 

In a second step, we analyzed the interactions between the stakeholders in more 
detail. The connecting lines in the stakeholder interaction model (Figure 1) represent 
various interactions between stakeholders:  

• The governance board IT interacts with the project staff by 
commissioning them to develop the e-government solution and providing 
them with funds for the project.  

• The project staff communicates with the ELSTER deputies on a state level 
in order to inform them about the e-government solution. Further, the 
project staff interacts with business units in order to exchange information 
about legal or functional requirements.  

• ELSTER deputies on a state level communicate with the project staff and 
the governance board IT by exchanging information about requirements 
derived from the practical usage of the developed system. Moreover, they 
inform ELSTER deputies of local tax offices about what the developed 
system looks like and how it can be used. Hence, the exchanged element 
is the know-how about the e-government solution. ELSTER deputies of 
local tax offices need to interact with tax officials in order to help them to 
answer requests of citizens. In this case, know-how about the system is the 
exchanged element in the interaction between tax officials and ELSTER 
deputies of local tax offices.  

• Tax officials communicate external users’ requirements regarding usage 
and system to ELSTER deputies. Besides, tax officials interact with the 
role administrator by exchanging information about which external users 
need further authorizations for using the system.  

• In case of problems concerning the pre-filed tax system, all internal and 
external users can contact the ELSTER support or ELSTER hotline. In this 
interaction, the exchanged element is information about current problems 
and know-how about the system.  

• Employees in data centers and the project staff interact by exchanging 
technical requirements.  

• Software producers communicate with the project staff in order to 
propose technical requirements, so that they can integrate the pre-filed tax 
filling function into their software product. 
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In sum, we noticed that various elements are exchanged during a huge number of 
interactions. Identified elements are for example know-how about the e-government 
solution or special technical or functional requirements. 

4 Discussion 

In the following, we will discuss the existing stakeholder models and the derived 
stakeholder interaction model regarding the categorization, the assignment of 
categories and interactions. 

On the one hand, the categories of the existing models are specific, as they are 
based on a project context [27, 30]. Hence, they cannot be transferred to another e-
government context in a meaningful manner. On the other hand, the existing 
stakeholder models are rather generic [24, 25, 28]. We noticed that the categories 
derived from our case study can be incorporated in some of the generic models (e.g. 
[24-26, 29]). For example, the categories strategic project owners, operative project 
owners, partly supporters and internal users represent the government side presented 
in the model of Flak et al. [24], whereas external users are the citizens in their model. 
We point out that using more specific categories is helpful for identifying and 
analyzing stakeholders. However, the categories need to be specific in such a way so 
that they can be transferred to different e-government projects. Consequently, a 
balance between too generic and too specific categories is necessary. We assume that 
the categories of the developed stakeholder interaction model consider this trade-off. 
Even if stakeholders vary depending on the project domain, the five categories are 
still applicable. Thus, the presented stakeholder interaction model can be transferred 
to other e-government projects. 

Analyzing the existing models, we noticed a lack of approaches, in which 
categories are assigned to phases of the lifecycle of an e-government project. Only 
two models [25, 31] consider partly different project phases. However, all e-
government projects pass through similar phases [32]. Hence, we argue that it is 
useful to assign the defined categories to these phases. This guarantees the 
independence of the categories from the project domain and that the categories can be 
applied to all e-government projects. Further, this assignment facilitates the analysis 
of (potential) stakeholders, since all stakeholders can be identified considering the 
lifecycle of an e-government project. Considering this, we designed our categories 
according to processes related to the e-government solution from the beginning on, 
over the implementation to the use and application (Figure 1). 

Most of the existing stakeholder models represent punctual interactions between 
categories. Two of them have only two stakeholder categories [24, 25]. This limited 
number of categories complicates a more detailed analysis of interactions between 
stakeholders. One model lays a special focus on communication needs, which present 
a specific set of interactions between categories [29]. Thus, we interpret this focus  
as a limitation, since interactions are not only limited to communication needs.  
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Heeks [31] as well as Axelsson and Lindgren [26] consider the interactions of one 
stakeholder category with all other categories. However, further interactions are not 
taken into account and exchanged elements are not described. In sum, except of these 
two models [26, 31], none of the models discusses interactions between the 
stakeholders’ categories in detail. On the contrary, we found that it is important to 
analyze interactions between all stakeholders. We highlight the importance as 
follows: Interactions need to be identified and analyzed, as stakeholders can 
significantly influence each other through communication and interactions. This can 
result in a change of the stakeholder’s perspective on the e-government project. A 
stakeholder interaction model can help considering interactions between all 
stakeholders’ categories as well as the stakeholders themselves. Thus, we enlarged the 
existing models by representing interactions on a stakeholder (e.g. between role 
administrator and finance officer) and category level.  

5 Conclusion and Further Research 

Our paper illustrates a stakeholder interaction model and analyzes to what extent this 
model can enrich the body of knowledge in regard to already existing stakeholder 
models. Thus, our aim is to contribute to the creation of a theoretical foundation of the 
e-government research field. Consequently, our paper gives a comprehensive 
overview over stakeholders of complex e-government projects as opposed to the 
narrow scope of stakeholder models so far. We identified five general categories in 
which stakeholders can be classified, namely strategic project owner, operative 
project owner, supporters, external users and internal users and allocated them to the 
lifecycle of e-government projects. The presented stakeholder interaction model 
shows various interactions which take place in this particular project. Hence, it sheds 
light on the interrelationships and the exchanged elements. We noticed that almost no 
stakeholder model identified during the literature review shows detailed interactions 
between stakeholders. Hence, we conclude that our stakeholder interaction model can 
extend the existing stakeholder models by illustrating various interactions. Finally, 
our contribution helps e-government practitioners to identify and categorize 
stakeholders and to understand stakeholders’ interactions by designing an interaction 
model for their e-government project. 

In terms of future research, a more extensive, empirical evaluation of the 
stakeholder interaction model is proposed in order to extend the model and to explore 
further implications towards stakeholder analysis. We aim at contributing to this goal 
by conducting semi-structured interviews with members of all stakeholders groups in 
our particular project. Hence, we focus on the identification of interaction directions 
by analyzing the kind of interactions in more detail. Moreover, we will elicit and 
further analyze concerns, interests and requirements of different stakeholder groups. 
Finally, we will derive guidelines for practitioners on how they can use the 
stakeholder interaction model in order to identify, classify and estimate the influence 
of their stakeholders on the project’s success. 
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Abstract. LAN Houses have featured as key locations for thousands of 
Brazilians who otherwise have no access to the Internet. Thus, the scope of this 
study is to investigate the implementation and sustainability trajectory of a LAN 
House from an Actor-Network Theory perspective. In order to achieve this, 
single case study methodology was adopted to address the implementation and 
sustainability of a LAN House in Jardim Catarina, city of São Gonçalo in the 
State of Rio de Janeiro, Brazil. The result of this investigation supports the 
importance of government programs and actions as key actors to implement and 
sustain these endeavors. Lastly, it becomes clear that a LAN House is not 
actually a digital inclusion agent, despite its relevance to regions with lower 
rates of income, since the owner performs the role of “digital broker,” whereby 
most of LAN House users are denied full digital inclusion.  

Keywords: LAN House, Actor-Network Theory, Digital Inclusion, Digital 
Exclusion, Brazil. 

1 Introduction 

In recent years, Brazil has expended considerable efforts to provide its citizens with 
access to information, digital technology and other benefits generated by Information 
and Communication Technologies (ICT), with the objective of enhancing the social 
and economic development of the country [1]. In partnership with the private sector, 
this movement has relied on initiatives such as tax deductions to reduce the cost of 
computers, investments in Internet cafes, the deployment of ICT laboratories in public 
schools, among other measures instituted through public policies and by NGOs [1]. 

It is also a fact that access to digital information and technology has grown and is 
on the increase in Brazil, especially in underprivileged areas, by means of the 
deployment of LAN Houses, according to data from the Brazilian Internet Steering 
Committee [2]. Moreover, 49% of the Brazilian population had some form of Internet 
access in 2012 and of these 49%, 19% gained access via LAN Houses [3].  

                                                           
* In Brazil, LAN House is the expression assigned to a Paid Internet Access Center. 
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Despite the recent decline in the number of users accessing the Internet via LAN 
Houses, this type of establishment is still the second largest provider of public access 
to ICTs in the country, after the main provider, namely home access. Moreover, there 
are around 100,000 LAN Houses in the country, with 87% of users belonging to 
lower income classes, i.e. people who would not have access to the World Wide Web 
if it were not for the existence of this type of commercial institution [3-4]. 

Notwithstanding their apparent importance, there are few studies on the success of 
LAN Houses in Brazil, in terms of their implementation and sustainability in the 
national context. Thus, the research question of this work is: “How have the 
implementation and sustainability trajectories of LAN Houses been in Brazil, from an 
Actor-Network Theory (ANT) perspective?”  

2 Theoretical References 

2.1 LAN Houses  

LAN Houses first appeared in South Korea in 1996 as an entertainment option. They 
were net gaming houses using LAN (Local Area Network) technology, which 
included an in-series linkup of computers to exchange information. 

In Brazil, the first LAN House opened in São Paulo in 1998, using the same 
business format proposed by the LAN Houses in Korea. However, the format 
experienced changes over the years, as the gaming entertainment house lost ground to 
access to information via the Internet for work, study, relationships and the practice of 
online and network gaming. 

There are around 100,000 LAN Houses in Brazil, generating about 250,000 direct 
jobs [5]. However, of these estimated 100,000 establishments, only five thousand of 
them are formally registered [5]. According to the Brazilian Internet Steering 
Committee (CGI.br), over 85% of LAN Houses have not been formally registered 
because the legislation does not recognize the activity [6]. Nonetheless, LAN Houses 
are the main point of access to the Internet for lower income classes. Approximately 
80% of Brazilians of these classes access the Internet through paid access centers. 
These paid centers cater to 47% of the population, who pay between US$0.50 and 
US$1.00 per hour for Internet access use. In this portion of the population, about 80% 
of users frequent centers as they do not have a computer at home [6]. 

The concentration of these paid access centers occurs not only in the outskirts of 
large cities – in underprivileged communities – but also in inland cities far from the 
major urban centers [6]. They are usually simple but adequate facilities to provide the 
intended service. Besides access to the Internet, the LAN Houses offer other 
additional services, including games, communication apps (Skype, MSN, etc.), 
electronic/digital copying and printing, computer courses, etc. They also provide 
electronic commerce via the Internet and the purchase of products through the supply 
of credit from the owner of the establishment [6]. 
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2.2 Actor-Network Theory 

The Actor-Network Theory – also called the sociology of translation – has been a 
popular approach in the Information Systems (IS) literature, due to its 
conceptualization of technology as one of the ‘actors’ in any Actor-Network analysis 
[7]. Thus, this approach has been used by several IS researchers to study the complex 
repertoire of actions associated with the implementation of technologies [8-10]. 

Technologies are heterogeneous artifacts that embody trade-offs and compromises 
[11]. In particular, technologies can embody social, political, psychological, economic 
and professional commitments, skills, prejudices, possibilities and constraints, being 
continuously shaped and reshaped by the interplay of a range of heterogeneous forces 
within the networks [11-12]. 

In particular, the Actor-Network Theory, or ANT, does not acknowledge 
differences between people on the one hand and objects on the other [13]. For 
instance, for ANT objects might authorize, allow, afford, encourage, permit, 
influence, block, prohibit and so on [14]. In effect, this approach portrays society as a 
socio-technical web where technical objects participate in building heterogeneous 
networks that bring together both human and non-human actors of all types [15].  

In addition to this, ANT is highly appropriate when actors negotiate interests and 
try to gain influence in complex IS implementations [10, 16]. Therefore, many 
researchers believe that ANT has much to offer to IS research [9, 17-18], as ANT 
seems suitable for examining contradictory group formation processes associated with 
actor-networks related to IS implementation. For instance, ANT was used to examine 
the implementation of Geographical Information Systems in India [8] and the 
assessment of digital inclusion in a Brazilian municipality [19], to name only a few 
applications of ANT in IS research. 

The dynamics associated with the formation of an actor-network accrues primarily 
from the process called translation. Translation means offering new interpretations of 
interests and channeling people in different directions [12-13]. The results of such 
translations are a slow movement from one place to another [14]. Hence, translation is 
the strategy by which the actor-network renders itself indispensable in the network 
building process. Thus, translation is the mechanism by which actors recruit other 
actors and ensure their faithful allegiance [18]. The strategies used in translation will 
depend on the circumstances, including negotiation, persuasion, seduction, simple 
bargaining, and even coercion [16]. Finally, it is worth mentioning that it is impossible 
to revert to a point at which a certain translation once was [13]. In other words, one 
cannot reverse a translation, which leads to the concept of irreversibility [14]. 

In order to illustrate the concept of translation clearly, an approach that 
distinguishes four interrelated moments of translation was proposed, namely: 
problematization, interessement, enrolment and mobilization [13]. These four 
moments are neither linear nor broadly inseparable [15].  

The first moment, namely problematization, is the process by which actors position 
their project as indispensable to others. Interessement, in turn, involves a group of 
actions by which an entity attempts to impose and stabilize the identity of the other 
actors. In the enrolment phase, a black box effect is created, which involves enrolling 
and controlling other actors. Indeed, interessement achieves enrolment if it is 
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successful in creating alliances, while mobilization represents the successful 
alignment of actors [13]. 

Other concepts related to the formation of actor-networks include both the 
obligatory passage point (OPP) and inscriptions. OPP refers to a situation that must 
occur for all the actors to achieve their interests when a change in a network is 
introduced [13]. Inscription, in turn, refers to the way technical artifacts embody 
patterns of use [20]. 

Lastly, it can be argued that ANT does not seek to uncover causes and effects in an 
endeavor so much as unveil the dynamic processes of collective actions reflected in 
the life cycle of an actor-network, which is the aspect to be further analyzed in this 
work [21]. 

Based on what has been presented about Actor-Network Theory, one can perceive 
that this approach is applicable in Information Systems research. This being the case, 
the aforementioned concepts associated with ANT might be useful for understanding 
LAN House implementation and sustainability processes in Brazil. 

3 Research Method 

This work adopts the case study method in conjunction with ANT to analyze the 
implementation and sustainability of a LAN House in a Brazilian municipality. As 
mentioned above, ANT is an approach for analysis of longitudinal and complex 
scenarios. Therefore, it was decided to analyze the case trajectory, involving many 
actors, such as entrepreneurs, frequenters, technical artifacts, local infrastructures, 
public policies, who interacted with the LAN House. 

Case study methodology has been used in a positivist perspective in Information 
Systems research since the 1980s [22], becoming an important method for research in 
this knowledge field in the past 30 years [23]. However, this investigation is closer to 
a critical interpretative perspective [24-27], as ANT was the theoretical background 
for this work. 

Critical interpretative case studies need to follow criteria to assess their quality and 
soundness. Four criteria are singled out for evaluating critical interpretative research 
regarding its ontological and epistemological assumptions, namely authenticity, 
plausibility, criticality, and reflexivity [25]. Thus, this investigation followed these 
criteria in order to ensure the quality of data collection and analysis. 

This work sought to support its authenticity by using multiple sources of evidence 
collected throughout the year 2012. These included informal interviews with the LAN 
House owner and frequenters, as well as participant and direct observations 
undertaken in meetings and activities related to the operation of the LAN House. It 
also included a broad collection of documents related to the enterprise under analysis.  

The plausibility of the work was accomplished via data analysis supported by the 
adopted literature review and comparison with results found in previous studies. Thus, 
a case that took place in a LAN House similar to the majority of same in Brazil was 
analyzed. Yet, as interpretative research, this work did not pursue an objective truth 
that could be generalized. It sought instead to understand how actor interactions 
influenced the implementation and sustainability of the LAN House.  
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Besides, this research sought to be critical when it unveiled the controversies 
associated with the implementation and sustainability of a LAN House. In the case 
under analysis, these controversies arose from diverse interests between the LAN 
House owner and the frequenters, as well as inscriptions in technical artifacts. Thus, 
this investigation tried to depict reality, leading readers to reflection.  

Lastly, reflexivity is associated with the personal bias of the researchers. Therefore, 
the authors disclosed their role in this investigation.  One of the authors worked 
actively in the data collection, interacting with the owner and frequenters of the LAN 
House under analysis. Furthermore, the other author, who was not involved in the 
data survey, sought to remove eventual biases perceived in the description of the case. 

4 Case Description 

4.1 The Jardim Catarina Suburb 

This research was conducted in the Jardim Catarina suburb, located in the city of São 
Gonçalo in the Metropolitan Region of the State of Rio de Janeiro. The city of São 
Gonçalo has the second largest population of the State of Rio de Janeiro (999,728 
inhabitants) [28]. Moreover, the Jardim Catarina suburb has a total area of 
approximately seven square kilometers, with 176 streets and avenues, and about 
23,000 households with approximately 73,000 inhabitants [29]. 

The economically active resident population in this neighborhood consists of a 
small percentage of the middle class and a majority of low-income earners, 
underemployed and self-employed. About 11.5% of the heads of households are in 
the 20 to 30-year-old bracket, having no education, and 70% of these have a 
maximum of three years of schooling, which highlights the precariousness of the 
educational status of its residents [30]. 

The monthly income of the heads of households in Jardim Catarina is on average 
US$970.00. However, radical differences are found in the older areas of the suburb, 
constrained in environmental and social terms. The households in these areas have an 
average monthly income of US$540.00, well below the average for the suburb [31]. 

Thus, based on information about the Jardim Catarina suburb – its demographic 
and social aspects, its size and characteristics of an outlying suburb, in addition to the 
dearth of studies on this suburb – this setting was considered a relevant choice for 
carrying out this research. 

4.2 Fox Video Rental Store and LAN House 

Fox Video Rental Store and LAN House, hereinafter called Fox, located on one of the 
main streets of Jardim Catarina suburb, started operating in 2003 as a video rental 
store. In 2007, it became a LAN House with good customer turnover throughout the 
day (about 30 people). However, the most intense number of people in the 
establishment begins after 5 p.m. when young people return from school or work and 
go to the LAN House. On weekends, movement increases after 2 p.m. The majority of 
users are young people from 14 to 20 years old, seeking a place to meet friends, play 
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games, access the social network and listen to music. Some students also go to the 
LAN House to do their homework, some of which is done by the owner of the 
establishment himself. Nevertheless, the LAN House also has patrons of other age 
groups, such as adults between the ages of 30 and 55 and children aged 10 to 14. The 
group aged over 30 usually goes to the LAN House in search of other services such as 
consulting e-government websites, printing of bank payment slips, preparing 
curriculum vitaes and checking e-mail, rarely accessing the Internet themselves. 

Some users say they go to Fox because they have no Internet access at home, but 
contend that even if they did they would still continue to frequent the location because 
it is a nice place to meet up with friends. 

According to the owner, in the early days of Fox, between 2006 and 2007, the store 
was always full with all the computer workstations busy. The turnover of the business 
was basically distributed as follows: 80% from hours of Internet access and the 
remainder derived from other services such as CD copying, faxing, and printing. 
Currently (circa 2013), Fox has an average of 100 active clients and Internet access no 
longer contributes so much to the turnover of the store, accounting for a mere 20% of 
total sales. 

5 LAN House Implementation and Sustainability Trajectories  

By using the owner of the LAN House as a point of reference, it was possible to 
identify the actors involved in the trajectory of the implementation of the paid access 
center. It was also possible to understand the applications and two relevant translation 
processes that occurred during the formation of the network of actors, namely the 
setting up of the LAN House and the sustainability of same via introduction of 
electronic government services.  

The setting up of the LAN House is considered a moment of relevant translation as 
it marks the implementation of the paid access center, i.e. how this network was 
formed with its associations and interactions. The second moment of translation, 
namely the sustainability of the LAN House via introduction of e-government 
services is also relevant as it ensured the continued existence of the paid access 
center, offering new service options, both for the community and for the owner, who 
assumed a new role as will be seen below, namely that of digital broker. 

5.1 The First Translation Process: Implementing the LAN House 

The first four moments of this translation process are detailed below, namely 
problematization, interessement, enrolment and mobilization. 

 
Problematization 
The problematization phase occurs from the moment the owner decides to open the 
paid access center as a solution to compensate for the loss of revenue of the video 
rental store. Therefore, this actor – the owner – identifies and defines the role of other 
actors required for the formation of this heterogeneous network. The elements that are 
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identified as relevant actors are the technical artifacts (equipment and software), local 
infrastructure and the young patrons of the rental store, in addition to the owner.  

 
Interessement 
With the actors identified in the problematization stage, the LAN House was set up as 
a circumscribed network in an environment focused on technical artifacts and with the 
commitment of the lead actor, the owner, having all the actors aligned to his purpose. 
To achieve this, the owner took some steps to become indispensable and stabilize the 
roles of the other actors in the formation of the network. 

The technical artifacts were purchased and installed with the help of a computer 
technician, who temporarily allied with the interests of the principal actor to instruct 
him how to install the software. However, this human actor did not join the network, 
distancing himself before its materialization. 

With respect to the young patrons, the owner encouraged them to acquaint 
themselves with the LAN House. Once he had attracted the interested parties, the 
owner consolidated the alignment of their interests to evaluate the participation of 
(human and non-human) actors necessary for the setting up of the LAN House, in a 
heterogeneous network, focused on an obligatory point of passage, namely the 
establishment of the new undertaking. 

 
Enrolment 
After the interessement stage comes the enrolment phase, in which the main actor, i.e. 
the owner of the LAN House, effectively defines the roles. At this point, this actor 
establishes and coordinates the roles of all actors who will represent his interests in 
the network of stable alliances, namely: 

- Performance of the chosen computers and installed software.  
- Layout of the physical space of the store divided between the video rental area 

and the LAN House.  
- Performance of the broadband provider.  
- The role of the young people who frequented the rental store, not only as patrons 

of the paid access center, but also as its promoters to the local community. 
 

Mobilization 
The translation is completed with the mobilization in which the main actor, after 
garnering the widespread acceptance and involvement of his interests, mobilizes all 
stakeholders and can therefore speak on behalf of a group of heterogeneous actors 
with sundry interests in a single network mobilized by them [13]. 

In this context, the entities involved have acquiesced to unforeseen mobility, in 
which the initially dispersed actors were regrouped in a given time and place. This 
occurred when the owner became the representative of all concerned – users of his 
video rental store and part of the neighborhood – with the material and technical 
artifacts converging to create a network of access to ICT. 

Once all the elements involved in the trajectory of the implementation of the LAN 
House were aligned in accordance with their prescribed roles, these agreements 
should be incorporated in a material medium, which, according to the Actor-Network 
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Theory is defined as inscription. Thus, by means of various inscriptions that occurred 
during the trajectory of the implementation of the LAN House, the creation of the 
paid access center was achieved. 

However, when analyzing the implementation of the first LAN House translation 
process, the existence of another actor is detected. In the perspective of ANT, this 
actor, namely the "Computers for All" program of the Federal Government is a key 
player, though not mentioned by the LAN House owner. This actor was included in 
the network by an event independent of its intentions, since it was the result of the 
action of another actor, such that the owner benefited from the reduction in prices of 
computers to create the LAN House. Thus, the Federal Government played an 
important role in reducing the cost of computers, facilitating their acquisition, not 
only by people with low purchasing power but also by the owner of the LAN House, 
who benefited from the reduced price and the financing terms offered by retail stores. 

Another fact worthy of note from the perspective of the Actor-Network Theory is 
the degree of irreversibility that this network has acquired as the inscriptions were 
established. The bonds formed between the (human and non-human) elements over 
the course of the implementation of the LAN House established a significant degree 
of convergence and coordination of the network. Accordingly, the number of 
elements incorporated into the new establishment – adaptation of space, installation of 
equipment, increased demand among young people for Internet access, and increase 
in the profitability of the business – prevented the disruption of this relationship. 
Thus, thinking of dismantling the LAN House and returning it to its original state, i.e. 
only a video rental store, consequently becomes unviable, which strengthens the state 
of irreversibility of the first translation process of this network. 

5.2 The Second Translation Process: Sustaining the LAN House via 
Electronic Government Services 

The second translation process occurred after the establishment and operation of the 
LAN House, with the introduction of a new actor in the network: e-Government 
services.  

This artifact appears as an important actor for the LAN House leading to a 
transformation and shift in interests, artifacts, people and enrolments [13], 
appropriated by the lead actor in order to achieve his own goals.  

To understand the importance of the role of this new actor and its interactions with 
other elements associated with the network, the four moments of this second 
translation process were analyzed, also describing this new actor. 

 
Problematization 
With the increase in the number of computers and access to the Internet in the 
underprivileged communities, the number of hours of Internet access in the LAN 
House is on the decline. The owner detects a reduction in revenue. In the meantime, 
the search for electronic public services that the state promotes for citizens begins to 
emerge. Thus, a relevant actor is identified: e-Government services. 
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With the goal of providing public services to the population via the Internet, the 
Federal Government developed actions of the e-government program, prioritizing the 
use of ICT to democratize access to information. However, actions related to e-
government services have not reached those lacking access to ICTs, namely the 
underprivileged population who need to have access to the provision of public 
services by electronic means. Thus, e-government, even unintentionally, becomes a 
relevant actor to the LAN House, which, through its owner, shall provide such 
services to the community in which it operates. 

Thus, according to the owner of the LAN House, there appears a new user profile: 
adults, over the age of 24 to 26, who do not have access to a connected computer 
and/or printer, and who have the LAN House as a point of reference for the services 
offered by government agencies through access to ICTs. From the perspective of 
ANT, this new actor joins the network, proposing and demanding new enrolment and 
interactions between the human and non-human elements, such as availability of a 
quality printer and knowledge on the part of the main actor about the use of online 
services offered by the government and his own services. 

 
Interessement 
The owner of the LAN House promotes the possibility of access to e-government 
services for this new user profile. Thus, he aligns his interests with those of the people 
who wish to take advantage of this type of service. 
 
Enrolment 
Users of e-government services frequent the property while the owner assumes a new 
role, serving as an intermediary to assist their access to these e-government services. 
 
Mobilization 
The translation is completed with the continuity of the LAN House in the community. 
Therefore, once again, the LAN House becomes an obligatory point of passage for 
these actors, who need to go to the LAN House to access online public services. The 
main actor (the owner) thus offers this type of service in the LAN House, always with 
a view to increase his billing. 

Therefore, with the actors mobilized around the interests of the principal actor, the 
inscription of e-government services occurs, with the owner buying a new printer and 
registering for credit protection service, entering into an agreement with the 
neighboring real estate broker to offer digital services, conducting enquiries, printing 
dockets, among other digital services. 

In addition to this, the users of the LAN House come to consider it as a digital 
convenience center with the owner providing online services in addition to e-
government services. These include copying digital media, checking e-mail, doing 
homework and online research, developing curriculum on the Internet, among others. 
The owner, therefore, assumes the role of digital broker with the responsibility of 
sending, preparing and registering documents online, hampering most LAN House 
users from achieving full digital inclusion. 
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As demonstrated in the two previous cases of translation, there is no pre-defined, 
structured and established social order in the ANT approach, but actors associating 
and disassociating in a permanent dynamic of relationships. For this reason, new 
negotiation processes and inscriptions are made and new networks are formed.  

6 Final Remarks 

This research presented two relevant translation processes as well as the four 
associated moments in which the actors had different levels of interest and alignment. 
From the analysis of these translations, it was seen that although the LAN House does 
not promote effective digital inclusion, it is important to highlight the relevance of 
this type of establishment in low-income areas, which consequently have restricted 
access to computers and the Internet such as the Jardim Catarina suburb in São 
Gonçalo. 

In this sense, it should be stressed that the power to democratize access to the 
Internet exercised by thousands of LAN Houses spread around the country gives them 
a social function, as in addition to access to ICT, they promote the access of the 
underprivileged to a range of important community services hitherto inaccessible to 
them. This scenario demonstrates the extent to which the paid access centers serve the 
environment in which they operate, either by facilitating access to the World Wide 
Web or as online service providers. In this way, they respond to the dynamics of ICTs 
via the expansion of computer use by individuals and the dissemination of public 
services via the Internet offered by the State to its citizens. 

In this context, it can be claimed that the LAN House currently plays a new role, 
namely that of a digital convenience agent. Consequently, the owner also has a new 
attribute, i.e. that of digital dispatcher, promoting and exercising the role of 
processing, expediting and sending documents of its users by digital means. This fact 
hampers LAN House users from pursuing effective digital inclusion, especially those 
who resort to it with a view to the use of the available e-government services, as there 
is a person who can do that on behalf of them, as was set forth before. These findings 
indicate the need to redesign or re-evaluate public policies, so that LAN House users 
can feel fully digitally included, eliminating the owner’s role as digital dispatcher.  

Finally, to understand the importance of this subject not only for Academia but 
also for the Government – through public policies aimed at reducing the number of 
digitally excluded people in the country – new research is required, as also supported 
by other researchers [32-33]. This includes case studies in LAN Houses located in 
other outlying suburbs from the perspective of ANT, to verify the possible existence 
of other actors in the constitution of the network, as well as analyze the availability of 
online e-government public services and the extent to which they can influence the 
sustainability of LAN House business. In addition, more research should be 
conducted into the role of the LAN House owner as a digital broker, identifying to 
what extent old practices are merely presented in a new guise. 
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Abstract. Reducing the digital divide is one of the main policy objectives of the 
“Europe 2020 Strategy” (2010) and the “Riga Declaration” (2006). To this end, 
the EU transfers structural funds for broadband expansion to regional govern-
ments rather than to the national level which is typically seen as the decisive ac-
tor in broadband expansion. To explore the relevance of the regions in widening 
broadband access, we analyze the influence of economic, demographic and in-
stitutional factors on broadband expansion at the regional and national level. In 
order to account for the interplay between both levels of government, we em-
ploy a multi-level regression model. We find that regional level variables are 
able to explain part of broadband access improvement. Significant variables are 
ERDF expenditure dedicated to broadband expansion, the status of regional 
broadband diffusion in 2008 and the national degree of inter-platform competi-
tion. The paper concludes that, although there is evidence of the role of the  
regions in the European policy process, the national level still performs an im-
portant gatekeeper function and that national ICT strategies are needed to suc-
cessfully close the geographical digital divide in the EU. 

Keywords: Broadband, Digital Divide, e-exclusion, regions, ERDF. 

1 Introduction 

Closing the digital divide between regions is a major objective of the European Union 
(EU). Information and communication technology (ICT) have hugely gained in im-
portance on the EU agenda since the Bangemann Report in the early 1990s [1], and 
the Riga declaration in 2006. Nowadays, ICT is seen as a key driver of economic 
competitiveness by the European Commission, EU member states and policy analysts 
alike [1], but also as a potential new source of spatial inequalities among European 
regions. To bridge this digital divide, the EU has introduced the Digital Agenda set-
ting ambitious ICT goals to be accomplished by 2020, especially in the area of broad-
band coverage [2]. To this end, the European Commission channels financial support 
through the European Structural Funds to the European regions, thus effectively  
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bypassing the national level of the member states and empowering the regions [3]. 
However, it remains unclear whether regions are the appropriate level for policy 
measures on broadband expansion. Typically, national agencies are in charge of the 
design and implementation of broadband expansion strategies as well as the regula-
tion of the broadband market [4]. Thus, the provision of EU funds for this objective to 
the regions may unnecessarily turn broadband expansion into a complex multi-level 
governance issue without improving policy impact. While the role of the regions in 
policy formulation and implementation has been the subject of a whole body of litera-
ture on multi-level governance [5, 6], the regions’ role in broadband expansion has 
not been examined yet. 

In order to address this research gap, the main objective of this study is to examine 
to what extend the European subnational level is able to explain the differences in the 
expansion of broadband – and therefore in closing the digital divide – in the EU. In 
other words, we analyze whether regional governments’ policies on broadband expan-
sion have produced observable results in bridging the digital divide in the EU. Find-
ings in this regard are of direct relevance to the way the EU’s Digital Agenda is  
implemented. 

The remaining paper is structured as follows: First, we review related work on 
broadband diffusion to identify determining factors for broadband expansion on the 
regional as well as the national level. Then, we develop a multi-level regression mod-
el. This analysis is applied to the broadband improvement of 114 EU (2008-2012). 
Finally, we discuss our results and their implications for theory and policy. 

2 Related Work 

2.1 Broadband Diffusion 

Since the mid-2000s, scholars from different disciplines (mainly economics, informa-
tion systems, computer and political science) have tried to explain why some coun-
tries have expanded their broadband networks faster than others. The existing  
explanatory models propose a diverse set of factors: For instance, economic studies 
focus on market characteristics such as competition or prices [7, 8] while policy-
oriented studies highlighted the impact of regulatory policy and governance structures 
on broadband diffusion [9]. In this section, we review the discussed drivers of broad-
band expansion in three categories: economic, demographic and institutional factors.  

2.1.1    Economic Factors 
Most of the literature on broadband expansion has been focused on economic factors. 
Questions such as how the level of market competition is related to the improvement 
of broadband access or what the effect of overall economic performance on broad-
band expansion is have been addressed by different scholars in the past two decades. 
Although efforts to find out the effect of economic variables on broadband expansion 
have been made before, the conclusions of these studies vary. For example, Bouckaert 
et al. (2010) studied broadband penetration in 20 OECD countries focusing on  
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competition as the main explanatory variable1. The authors observed a significant 
positive effect of inter-platform competition and a significant negative effect of ser-
vice-based intra-platform competition on broadband diffusion. Additional variables, 
such as time trend, Gross Domestic Product (GDP), volume of personal computers, 
population density, and price proved significant in the model [7]. 

In a comparative study on fixed and mobile broadband networks, Lee et al. (2011) 
also distinguished between the above-mentioned three types of competition, finding 
that unbundled local loop (ULL), income, population density, education and price 
were significant factors affecting broadband diffusion [8]. 

Comparing broadband adoption among US states, Aron and Burstein (2003) con-
cluded that inter-platform competition is the key variable to explain broadband diffu-
sion [10]. Similarly, Grosso (2006) found that income, competition and unbundling 
were significant drivers for broadband diffusion in his study of 30 OECD countries 
[11].In a study of 100 countries, Garcia-Murillo (2005) focused only on the impact of 
unbundling on broadband deployment. She found that unbundling an incumbent's 
infrastructure was only significant in middle-income countries. In addition, her study 
showed that GDP, population and competition had a positive effect on broadband 
diffusion [12]. In 159 countries Lee and Brown (2008) also found that platform com-
petition, ULL, broadband speed, ICT use2 and content3 contribute significantly to the 
adoption of broadband technologies [13].Examining broadband diffusion in five Latin 
American countries, Ngwenyama and Morawczynski (2009) observed a significant 
positive effect of GDP on broadband diffusion, as well as a negative impact of prices. 
In terms of education-related variables it emerged that only the number of universities 
in a country had a positive significant effect [14]. 

In one of the hitherto most holistic models of broadband diffusion, Cava-Ferreruela 
and Alabau-Munoz (2006) found competition, the cost of deploying, infrastructure, 
economic indicators and demographic indicators to be significant [15].Cadman and 
Dineen (2006) hypothesized that less concentrated broadband markets, led to higher 
broadband penetration. They found that the Herfindahl-Hirschman Index (HHI),4 a 
market concentration measurement, could explain 82 percent of the variation in 
broadband penetration in 21 EU countries [16].In a recent study, Yates and colleagues 
(2013) tested if national policy initiatives, regulatory measures and governance prac-
tices have an impact on mobile broadband diffusion. Using data from 121 member 
countries of the OECD and regression analysis, the authors concluded that only the 
level of competition, the aggregate income of the country and the ICT basket prices 
had a significant impact on mobile broadband diffusion [9]. 

Based on this review, we include economic indicators in our model. First, the level 
of market competition, measured by the Herfindahl-Hirschman Index for inter and 
intra-platform competition. Second, we include GDP and unemployment as indicators 
of economic performance. 
                                                           
1  They distinguished between three types of competition. Inter-platform competition and intra-

platform competition (divided between facility-based and service-based).  
2  Personal computer penetration per 100 inhabitants. 
3  Internet hosts per 100 inhabitants. 
4  Share of the market and the shares of other platforms used in the country for broadband. 
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2.1.2    Demographic Factors 
Different demographic factors have also proven relevant to broadband diffusion. Ter-
tiary education, for example, is found to be an important factor in broadband expan-
sion [14]. On the other hand, in their comparison of 30 OECD countries, Bauer et al. 
(2005) found that not only economic variables were significant to explain broadband 
diffusion, but also the level of urbanization (operationalized as population density) 
[17]. Accordingly, we introduce population density and the aggregated level of educa-
tion as demographic factors into our model. 

2.1.3    Institutional Factors  
In recent years, institutional factors have received increasing attention in studies on 
broadband diffusion. For example, Gulati et al. (2011) controlling for economic, polit-
ical, social and educational factors, found that countries with better governance and 
higher investment in ICT experience faster broadband diffusion [18].  

Turk et al. (2008) studied factors and strategies that foster the adoption of broad-
band networks in the EU, identifying e-service usage and the ICT sector environment 
as significant indicators. Their study also concluded that penetration and diffusion of 
broadband are not the outcome of a single factor, but of an ‘interplay’ between differ-
ent factors [19] (p. 948). Thus, we incorporate institutional variables both at the  
regional and national level in our model. 

3 Research Design 

3.1 Research Question and Hypothesis 

Following our research objective and the theoretical discussion above, our study chal-
lenges the established idea that the national level is the most relevant level of gov-
ernment in broadband expansion. Therefore, our research question reads:  

 
RQ: Is the regional level relevant in bridging the digital divide in the EU? 
 

ICT strategies, especially concretely broadband expansion policies, are usually im-
plemented at the national level. Central governments are typically responsible for 
regulating market competition, orchestrating comprehensive infrastructure plans, or 
devising e-government strategies and digital inclusion policies. However, to examine 
the EU’s policy of channeling ICT infrastructure funds to the regional level, we as-
sume that the regions play a significant role in broadband expansion. More precisely, 
we argue that policies at the regional level of government impact the pace of broad-
band expansion in that territory. Therefore, the main hypothesis of this paper reads: 
 

H1: Regions that actively follow a broadband expansion strategy are closing the 
digital divide faster than regions without a broadband expansion strategy. 

 
When we refer to the “regional level”, we mean not only the regional characteris-

tics (economic, demographic or institutional), but especially to policies or strategies 
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developed at the subnational level by regional institutions. In this paper, we argue that 
the EU regional level has two main paths to influence broadband expansion. First, by 
developing an ICT strategy that includes broadband expansion goals. And second, by 
using the ERDF to foster broadband. Based on this two influence paths, we break 
down the main hypothesis in two sub-hypotheses:  

 
H1.1. Regions that developed a specific regional ICT policy that included broad-

band expansion are closing the digital divide faster than regions without a specific 
regional ICT policy. 

 
H1.2. The more ERDF funding a region allocates to broadband expansion, the 

greater the improvement of broadband access.  
 
If decisions taken by governments at a regional level – such as the amount of 

ERDF dedicated to broadband expansion or the development of a specific ICT strate-
gy – are able to explain a large part of the variance of broadband expansion, this hy-
pothesis would be confirmed. This means that the relevance of the subnational level 
in closing the digital divide would be proven. In contrast, if the effect of the regional 
level disappears when controlling for national characteristics, the hypothesis would be 
falsified.  

3.2 Intervening Variables 

3.2.1    Dependent Variable  
The dependent variable, broadband expansion, is operationalized as the improvement 
in the percentage of households that have broadband access in a particular region 
between 2008 and 20125. This variable is obtained by dividing the percentage of 
households that had broadband access in 2012 by the percentage of households that 
had broadband access in 20086. Therefore, the notation of the dependent variable is: 

 

 IMPROVE ൌ B୰୭ୟୢୠୟ୬ୢ Aୡୡୣୱୱ ଶ଴ଵଶB୰୭ୟୢୠୟ୬ୢ Aୡୡୣୱୱ ଶ଴଴଼ (1) 

3.2.2    Independent Variables  

Regional-Level Variables 
In our model, the economic factors included at the regional level are regional Gross 
Domestic Product at market prices per capita and regional unemployment rate, both 
                                                           
5 We choose this period of time to cover the 2007-2013 European Regional Development Fund 

Framework. Therefore, 2008 is selected as the baseline and 2012 as the most recent available 
data within this ERDF framework. 

6  Broadband access is defined as the “percentage of households that are connectable to an ex-
change that has been converted to support xDSL-technology, to a cable network upgraded for 
Internet traffic, or to other broadband technologies” [20]. Raw data was obtained from the 
regional database provided by Eurostat. 
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extensively used in previous research on broadband diffusion. As a demographic fac-
tor, population density is included as a proxy for a region’s level of urbanization [13]. 
Regarding institutional variables, the model includes a measurement of regional au-
thority (Regional Authority Index, RAI) proposed by Hooghe, Marks and Schakel 
[21, 22]. It is well established in the literature that the role of the regions depends to 
an important extent on the member states, in this sense, Hooghe (1996) demonstrated 
the “[...] considerable variation in the degrees of multi-level governance through part-
nership across Member States, in large part shape by the pre-existing territorial distri-
bution of power. Thus, where a strong national government was determined to retain 
control over the domestic impact of structural policy, it retained considerable powers 
to do so” [21] (p.207).  

In addition, two variables related to the ESF are included. First, ICT expenditure 
per capita allocated by the regions during the ESF framework 2007-20137 
(R.EXPEN).  This variable is calculated on the basis of data from the Operational 
Programmes (OPs) presented by the regions and approved by the European Commis-
sion for the funding period 2007-2013. In their OPs, the regions and member states 
had to classify the expenditure in 74 given categories proposed by the Commission. 
One of these categories (category 10) is related to Internet and broadband expendi-
ture. For the regions that assign funding to category 10, the total amount of resources 
dedicated is registered and then divided by the total regional population.  

The second variable is a binary variable that registers if a region designed a specif-
ic ICT policy during the 2007-2013 period (R.ICTPOL). The information for this 
variable was obtained from the Regional Innovation Monitor database of the Euro-
pean Commission and our own internet-based search (top 20 results of Google search 
for "ICT policy OR Information Communication Technology OR Innovation Policy 
AND Name of the Region" in the respective regional/national language)8. 

The Regional Broadband Access Score of 2008 (R.BROAD2008) is included as a 
control variable. It is assumed that the diffusion stage in which a given region is at in 
2008 would determine broadband access improvement9. 

                                                           
7  Council Regulation (EC) No. 1083/2006 of 11 July 2006 establishes that all Member States 

that joined the EU before 2004 had to ensure that the 60 per cent of expenditure for the Con-
vergence objective and the 75 per cent of expenditure for the regional competitiveness and 
employment objective matched the Lisbon Agenda strategic priorities (Art. 9). 

8  Regions with languages that could not be covered by the author were coded "-1". The variable 
was developed between 20/06/2013 – 4/08/2013. The countries included in the analysis are: 
Austria, Germany, Denmark, Spain, Portugal, Italy, Netherlands, Belgium, Finland, Sweden, 
Ireland and the United Kingdom. 

9  For example, it is expected that regions with a 90 percent broadband access rate in 2008, and 
therefore at the last stage of the diffusion curve, would have improved less than regions at an 
earlier stage of diffusion (such as regions with a broadband access rate of  40 percent in 2008, 
for instance). 
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Fig. 1. Research Model (own elaboration) 

National-Level Variables 
The national-level variables roughly follow the same pattern as at the regional level. 
Therefore, national GDP per capita (N.GDP) as well as the national unemployment 
rate (N.UNEMPLOY) are included in the model. The share of students in tertiary 
education (N.EDUTER) has also been included as a proxy to capture the level of edu-
cation in a given country [8], [22]. In this paper, in accordance with Distaso et al. 
(2006), the standard Herfindhal Index (HHI) is used to measure intra-platform compe-
tition (N.HHINTRA). Based on the platform market shares, the Standard Herfindhal 
Index for inter-platform competition (N.HHINTER) is included in order to operatio-
nalize the level of competition between different technological platforms that offer 
broadband10. 

Finally, in line with the work of Yates et al. (2013), two institutional-related va-
riables are included. First, the Corruption Perceptions Index 2012 (N.CORRUPTION), 
provided by Transparency International. Second, the Regulatory Quality Index 2012 
(N.REGULATION), proposed by the Worldwide Governance Indicators, that provides 
information about citizens’ perception of the ability of government to devise and im-
plement regulations that permit and promote private sector development [23]. 

3.3 Research Model 

While previous research on broadband diffusion focused on the national level,  
EU funding for broadband expansion is channeled to the regional level. Our model 

                                                           
10  Data for HHIintra and HHIinter is provided by Distaso et al. (2006). HHIintra provides a relative 

measure of concentration within the DSL technology, HHIinter is a more general measure of 
the absolute concentration of the broadband market (Distaso et al., 2008, p.9). 
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therefore explores whether broadband expansion could be determined by the regional 
rather than the national level (see Figure 1). 

4 Methodology 

4.1 Method Selection 

This paper uses multi-level regression analysis to answer the research question and 
test the hypothesis stated in the previous chapter. This type of regression analysis 
allows for the estimation of the effect of variables measured at different levels (in this 
case, regional and national) and also makes it possible to test if the regions behave 
homogeneously within the national territory [24, 25, 26]. Multi-level regression as-
sumes that the data is hierarchically organized, with a dependent variable measured at 
the lowest level and explanatory variables existing on all levels [27] (p.11). In our 
model, we assume that regions are embedded within the national level.  

4.2 Dataset 

The dataset used in this study is composed of 25 variables, distributed between the 
dependent variable (IMPROVE) and two groups of independent variables, one with 
the variables measured at the European regional level (as the DV) and one group 
measured at the national level. The dataset includes information on 114 regions (Lev-
el NUTS 2) in 12 countries of the EU 15: Austria, Germany, Denmark, Spain, Portug-
al, Italy, Netherlands, Belgium, Finland, Sweden, Ireland and United Kingdom. Thus, 
the dataset includes information about the 42.2 percent of the Level NUTS 2 regions 
of the European Union, 42.8 percent of the 28 European countries and 80 percent of 
the EU 15 countries11. 

4.3 Data Analysis 

The final regression has been developed step-by-step, comparing different nested 
models and analyzing the effects of introducing or deleting variables, interactions or 
limitations. The lower level of the multi-level regression, level 1, corresponds to the 
European regions. The dependent variable, broadband access improvement 
(R.IMPROVE) and important independent variables, such as regional Gross Domestic 
Product (R.GDP), regional unemployment rate (R.UNEMPLOY), regional authority 
index (R.RAI), regional ICT Policy (R.ICTPOL) and regional ICT expenditure 
(R.EXPEN) are measured at this level.   

Level 2 corresponds to the national level. At this level, independent variables such 
as national Gross Domestic Product (N.GDP), national Corruption Perception Index 
                                                           
11  The regions of France and Greece have not been included due to a lack of information which 

is necessary to calculate the dependent variable. Luxembourg has been omitted because it 
only consists of one region. Data was obtained from Eurostat and, in the case of regional 
ICT policies, through our own research. 
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(N.CPI), national regulatory quality (N.REGQ), national HHI intra-platform 
(N.HHINTRA) and national HHI inter-platform competition (N.HHINTER) are 
measured.  

The variable R.ICTPOL is permitted to vary randomly across groups and it also in-
troduces cross-level interactions: It is possible that some level 2 variables interfere in 
level 1. In the case of this paper, the interactions are introduced for the economic 
indicators. It is hypothesized that the slope between regional GDP and IMPROVE and 
between regional unemployment and IMPROVE within groups varies as a function of 
a level-2 variable, namely national GDP. This model tests whether average national 
GDP in a country is able to explain group by group variation in the relationship be-
tween, on the one hand regional GDP and IMPROVE and, on the other hand, regional 
unemployment (R.UNEMPLOY) and IMPROVE. The notation of this model is: 

௜௝ܧܸܱܴܲܯܫ  ൌ ଴௝ߚ ൅ ߚଵሺܴ. ሻܻܱܮܲܯܧܷܰ ൅ ߚଶሺܴ. ሻܵܰܧܦܱܲܲ ൅ .ଷሺܴߚ  ሻܫܣܴ ൅ ߚସሺܴ. .ହሺܴߚ ሻ൅ܮܱܲܶܥܫ ሻܰܧܲܺܧ ൅ ߚ଺ሺܴ. ሻܲܦܩ ൅  ௜௝ݎ 

଴௝ߚ ൌ ଴଴ߛ  ൅ ߛ଴ଵሺܰ. ሻܲܦܩ ൅ .଴ଶሺܰߛ  ሻܳܩܧܴ ൅ ߛ଴ଷሺܰ. ሻܫܲܥ ൅ ߛ଴ସሺܰ. ሻܴܧܷܶܦܧ ൅ .଴ହሺܰߛ  .଴଺ሺܰߛ ሻ൅ܣܴܶܰܫܪܪ ሻܴܧܶܰܫܪܪ ൅ ݑ଴௝ ߚଵ௝ ൌ ଵ௜ߚ ଵ଴ߛ  ൌ ସ଴ߛ ൅ ߛଵଵሺܰ.  ሻܲܦܩ
 

The first row of the equation indicates that regional broadband improvement is the 
result of the groups' intercept and a component that reflects the regional scores on the 
independent variables included. The second line states that each groups' intercept is a 
function of a common intercept (y00) plus a component that reflects the linear effect of 
average group variables and a random between-group error [31] (p.56). The third line 
indicates that the variable R.ICTPOL varies randomly between groups12. 

5 Results 

The model (see Table 1) is able to account for the 90.0 percent of the total variance of 
IMPROVE (Adjusted R2 Wald= 0.903). The significant variables are R.BROAD2008, 
with a negative relationship with IMPROVE (β= -0.022, p=0.00, Table 1, row 2), 
inter-platform competition (N.HHINTER), also positively related to IMPROVE (β = 
0.54, p= 0.02; Table 1, row 12) and R.EXPEN (β = 0.003, p=0.09; Table 1, row 5). 
No cross-level interaction results are significant.  Following Hox’s (1994) recommen-
dation, the R.UNEMPLOY and N.GDP are maintained in the model, although they 
are not significant (p. 27). 

                                                           
12  Statistical analyses were carried out using R Studio version 0.97.551. Multi-level regressions 

were calculated using Linear and Nonlinear Mixed Effects Models (nlme) R package (v.3.1-
108) developed by Pinheiro et al. (2013). Descriptives were calculated using the Procedures 
for Psychological, Psychometric, and Personality Research (pysch) R package (v.1.3.2)  
developed by Revelle (2013). To test the goodness-of-fit of the multi-level models, the 
goodness-of-fit-measures for linear mixed models with one-level-grouping (lmmfit) package 
developed by Maj (2011) was used (v. 1.0) [28, 29, 30].   
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Table 1. Multi-level regression analysis final model (N=114) 

 Value Std.Error DF t-value p-value 
(Intercept) 1.9570 0.2831 95 6.91 0.0000 

R.BROAD2008 -0.0223 0.0016 95 -14.26 0.0000 
R.POPDENS -0.0000 0.0000 95 -0.11 0.9125 

R.RAI -0.0015 0.0030 95 -0.49 0.6244 
R.EXPEN 0.0030 0.0017 95 1.74 0.0854 

R.ICTPOL 0.0060 0.0234 95 -0.26 0.7978 
N.GDP -0.0004 0.0019 5 -0.20 0.8465 
N.CPI 0.0036 0.0049 5 0.72 0.4985 

N.REGQ 0.2467 0.1730 5 1.43 0.2133 
N.EDUTER 0.0000 0.0000 5 1.63 0.1630 

N.HHINTRA -0.2958 0.3810 5 -0.78 0.4726 
N.HHINTER 0.5379 0.1671 5 3.22 0.0235 

R.UNEMPLOY:NGDP -0.0000 0.0000 95 -1.49 0.1407 
N.GDP:R.GDP 0.0000 0.0000 95 0.82 0.4154 

6 Discussion 

6.1 Findings 

Evidence of the regional level’s relevance for the improvement of broadband access 
in the EU was found. The final multi-level regression model includes one significant 
regional variable related to the concrete regional ICT strategy: the expenditure of 
structural funding on broadband access. Unexpectedly, the fact that a given region 
developed a specific ICT policy during the period 2008-2012 is not relevant for the 
improvement of broadband access. Thus, the hypothesis of this paper is partially 
proven: the findings show that the regional broadband access scores for 2008 are sig-
nificant for understanding the expansion of broadband across European regions be-
tween 2008 and 2012 (β= -0.022, p=0.00, Table 1, row 2). The higher the broadband 
access in a given region in 2008, the lower the expansion in the analyzed period. Al-
so, the amount of ERDF expenditure spent on broadband expansion (R.EXPEN) is 
significant, i.e. more ERDF expenditure on broadband expenditure means stronger 
improvement of broadband access between 2008 and 2012 (β = 0.003, p=0.09; Table 
1, row 5).  The remaining regional variables do not prove significant. With regard to 
national characteristics, only inter-platform competition (N.HHINTER), is significant 
to explain broadband expansion (β = 0.54, p= 0.02; Table 1, row 12). This means that 
the higher the competition, the higher the improvement on broadband access.   

6.2 Implications for Theory 

During the past twenty years, the literature on broadband diffusion has found signifi-
cant variables that could explain different broadband expansion patterns across coun-
tries. This paper makes three main contributions to the current state of broadband 
diffusion. First, it shifts the unit of analysis to the regions. Although broadband access 
improvement is usually a centralized policy with national agencies in charge of im-
plementation, this paper proves that regions, at least in the European context, are rele-
vant actors. Second, the findings of this paper confirm that the degree of competition 
within the market is a key factor for explaining broadband diffusion [4], [7], [11], 
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[13], [16]. The final model reveals that the regions in countries with higher scores on 
the inter-platform competition score, improved more during the period between 2008 
and 2012. Third, this paper also demonstrates that the previous degree of broadband is 
highly significant for explaining broadband diffusion during the period 2008-2012. 

6.3 Policy Implications 

This paper provides evidence of the role that the regions play in the implementation 
of ICT policies and the potentially decisive role that they can have to bring forward 
the information society all over the European Union. Since regional ERDF expendi-
ture turned out to be significant for broadband expansion, the current role of EU re-
gions in the ERDF process should be reviewed. Regions, as the jurisdictions in charge 
of implementation of the ERDF, should participate more actively in the designing 
phase of the ERDF.  

6.4 Limitations 

As a pioneering effort to assess the role of regions in broadband expansion, this paper 
is not without limitations. First, our variable on the existence of a regional ICT strate-
gy should be handled cautiously. As it is based on manual Internet searches, it likely 
to be incomplete. Second, our sample of EU regions is selective. Including Eastern 
countries could provide additional insights. 
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Abstract. Two important trends in government that are emerging in the recent 
years have been on one hand the exploitation of the Web 2.0 social media, sup-
porting a more extensive interaction and collaboration with citizens, and on the 
other hand the opening of government data to the citizens through the Internet, 
in order to be used for scientific, commercial and political purposes. However, 
there has been limited attempt of integrating them. Using a design science ap-
proach a second generation of open government data (OGD) platforms has been 
developed, which offer to the users both the ‘classical’ first generation functio-
nalities, and also a comprehensive set of additional novel Web 2.0 features. The 
latter aim to provide support to the users in order to generate value from ODG. 
They enable users to become ‘prosumers’, both producing and consuming data. 
These novel capabilities for performing various types of processing, informa-
tion and knowledge exchange, and collaboration were found to be useful and 
valuable by users in a first evaluation. 

Keywords: open government data, open data, open government, public sector 
information, e-infrastructures, e-government,Web 2.0, social media, prosumers. 

1 Introduction 

In the recent years two important technological trends in government have been on 
the one hand the exploitation of the social media for supporting a more extensive 
interaction and collaboration with and between persons, and on the other hand the 
opening of government data to the public, in order to be used for scientific, 
commercial and political purposes. Both these concepts are associated with the ‘open 
government’ concept, which has transparency, public participation, and collaboration 
as its main components [6]: opening government data is strongly associated with  
the first one, while social media use is strongly associated with the second and the 
third.  
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Social media have started being used as a tool for increasing citizens’ participation 
in their decision and policy making processes, collecting opinions, knowledge and 
ideas from citizens, and promoting government transparency and accountability [1-5]. 
Government - much later than the private sector - attempts to take advantage for the 
above purposes of the unprecedented capabilities that the new Web 2.0 paradigm 
provides to simple non-professional users for developing, distributing, accessing, 
rating and commenting on various types of digital content, and also for the creation of 
on-line communities. At the same time there is a renewed interest to exploit ‘public 
sector information’, by making it available to the citizens and other government agen-
cies (different from its initial creator) through the Internet, in order to be re-used for 
the generation of both social and economic value [6-12]. Government is one of the 
largest creators and collectors of data in many different domains. These data might be 
used for many other purposes, quite different from the ones of their initial crea-
tion/collection, e.g. for various scientific, commercial and political purposes. 

So far there has been limited attempt to integrate these two developments. As will 
be explained in more detail in section 2.2, the existing open government data (OGD) 
platforms provide to their users mainly functionalities for searching and downloading 
datasets, but limited functionalities for stimulating and facilitating the generation of 
value from them. This is quite negative taking into account the big investments made 
by numerous governments for the development and operation of OGD platforms. 
Literature (e.g. [12-13]) has pointed out that simply opening and publicizing 
government data will not automatically lead to the generation of social and economic 
value, and that appropriate stimulation actions have to be taken for this purpose. 
Therefore it is of critical important to conduct research in order to develop 
mechanisms for the stimulation and facilitation of value generation from these OGD 
investments. The underlying premise of our research is that the incorporation of social 
Web 2.0 functionality in OGD platforms can stimulate value creation by providing 
networking, interaction and collaboration support among their users. In addition this 
allows for the consumption and production of content (‘pro-sumption’) at the same 
time.  

In particular, our paper follows a design science approach in order to develop a 
second generation of OGD platforms, which offer to the users both the ‘classical’ first 
generation functionality, and a comprehensive set of additional novell Web 2.0 
oriented functionality aiming to stimulate and facilitate value generation from OGD. 
This can be very important for the increase of the social and economic value generat-
ed from the big investments in OGD platforms. The functionality of such a Web 2.0 
OGD platform is described and evaluated using both quantitative and qualitative 
techniques. 

The paper is organized in six sections. In the following section thebackground is 
presented. Then in section 3 the methodology adopted for the development of this  
Web 2.0 OGD platform is presented, followed by a description of its functionality in 
section 4. The results of the first evaluation are outlined in section 5, while in the final 
section 6 conclusions are drawn and future research directions are proposed. 
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2 Background 

2.1 Web 2.0 Social Media Use 

Web 2.0 constitutes a quite different Internet paradigm from its predecessor Web 1.0. 
It promotes the generation of content of various types by simple and non-expert users, 
the development of relationships and online communities among them, and the 
extensive interaction, collaboration and sharing of content and information [14]. A big 
number of social media platforms have been developed adhering to these 
characteristics. According to [15] the main capabilities of Web 2.0 social media are: 

i) User-generated social content: social media enable users to submit content 
which other users can access, rate and comment. 

ii) Social networking: users of social media join together in online communities, 
which allow them to see profile information about the people to whom they are 
connected, and to share information and have extensive interaction with them. 

iii) Collaboration: users engage in conversations, co-creation of content, 
collaborative problem solving, and collective action. 

The above capabilities were initially exploited by private sector firms and later started 
being adopted and utilized by government agencies. Social media can offer 
government agencies significant opportunities for: i) increasing citizens’ participation 
and engagement in public policy making, by providing to more groups a voice in 
discussions of policy development, implementation and evaluation; ii) public services 
co-production, by enabling government agencies and the public to develop and design 
jointly government services; iii) crowdsourcing solutions and innovations, by 
exploiting public knowledge and talent in order to develop innovative solutions to the 
increasingly complex societal problems; iv) promoting transparency-accountability, 
and in this way reducing corruption, by enabling governments to open up large 
quantities of activity and spending related data, and at the same time enabling citizens 
to collectively take part in monitoring the activities of government; v) increasing 
information and knowledge exchange among government agencies [1-5, 16-20].  

2.2 Opening Government Data 

In the last decade there has been an increase in activities and investments towards 
opening up of public sector information to the public, in order to be used for scientif-
ic, commercial and political purposes [6-12, 21-23]. This information can be valuable 
for scientific research in many different domains (e.g. in the social, political, econom-
ic, administrative and management sciences), and can contribute critically to the de-
velopment of the ‘e-Science’ paradigm [9-10]. Furthermore, it can be used by citizens 
and journalists for gaining better and deeper understanding of and insight into the 
activities and spending of government agencies. This should result in evidence-based, 
mature and effective political processes. Also, OGD can have a positive impact on 
innovation and economic growth, as they enable the development of new applications, 
products and services. 
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Four types of OGD value generation mechanisms are identified in [24-25]: i) effi-
ciency mechanisms (public sector organizations through OGD generate economic 
value by increasing internal efficiency and effectiveness), ii) transparency mechan-
isms (public sector organizations generate social value by offering increased transpa-
rency into government actions, which reduces ‘information ‘asymmetry’ between 
government officials and citizens, and therefore misuse of public power for private 
benefits and corruption), iii) innovation mechanisms (private sector firms generate 
economic value through the creation of new products and services), iv) participation 
mechanisms (private sector firms generate social value through participating and col-
laborating with government). 

Many OGD platforms, often in the form of portals, have been developed and oper-
ated by government agencies. The existing first generation of OGD digital infrastruc-
tures offers mainly basic functionalities for searching and downloading data by the 
users of these data, and for uploading data by their providers. The majority of these 
portals offer simple free-text search and theme-browsing functions for the discovery 
of datasets. Only some portals have recently taken advantage of Semantic Web by 
providing semantically enriched discovery services, such as performing SPARQL 
queries. Most OGD platforms limit their data provision services to a simple download 
functionality, and only a few of them provide functionality to view datasets on a map 
or various types of charts. 

Furthermore, there are no functionalities for processing the datasets in order to im-
prove them, adapt them to specialized needs, or link them to other datasets (public or 
private), and then for uploading-publishing new versions of them, or for uploading 
users’ own datasets. Furthermore, the ‘Linked Data’ paradigm is adopted only by 
some recently developed initiatives, whereas traditional and longstanding public data 
sources are reluctant to adopt Linked Data andSemantic Web technologies. Also, only 
a few OGD platforms collect the needs of users for additional datasets in a formal and 
systematic manner. The majority have only general-purpose feedback web forms for 
collecting comments and suggestions from users, which typically concern the technic-
al aspects of the platform rather the actual datasets provided. Only some portals  
include datasets’ rating and commenting. Another important weakness are the limited-
functionalityfor networking, interaction and collaboration among users, in order to 
generate value from the provided datasets. 

In general this first generation of OGD platforms follows mainly the Web 1.0 pa-
radigm, aiming mainly to make OGD available, but do not offer to users functionality 
supporting the generation of value from them. There is a clear distinction between 
content producers (public administrations) and content users (research communities, 
businesses and citizens), and limited interaction and collaboration among them. Our 
research makes a contribution towards filling the above gaps and overcoming the 
above weaknesses, through the design of a second generation of OGD platforms, 
which combine and integrate opening data on one hand, with exploiting the main 
characteristics of the social media on the other hand, in order to stimulate and facili-
tate value generation from the OGD. 
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3 Design Methodology 

A design science approach was adopted, since “design […] is concerned with how 
things ought to be, with devising artefacts to attain goals” [26]. In particular, the De-
sign Science Research Methodology (DSRM) of Peffers et al. [27] was used, consist-
ing of the following six steps: 

1. Problem identification and motivation. The problem identified was that little sup-
port for creating value of OGD by users is provided, whereas Web 2.0 social media 
tools can be used for this. 
2. Define objectives of a solution. Various sources were used to define the particular 
objectives of a solution to the above problem, including six semi-structured inter-
views, a questionnaire and four workshops. The interviews were conducted with open 
data experts between December 2011 and January 2012. The questionnaire was con-
ducted between April 2012 and September 2012. Both the interviews and the ques-
tionnaire provided information about the state of the art of using open public sector 
data in general, and problems that are experienced in this regard. The questionnaire 
also asked for activities related to open data use that people would like to conduct, 
how important and useful they found them. In total 111 people completed the ques-
tionnaire. Furthermore, four workshops were conducted at international events to 
gather information about requirements for a second generation OGD platform. The 
workshops aimed at engaging various open data users from different countries, so that 
different types of requirements can be identified. The workshops were conducted 
between May 2012 and September 2012 and involved 65 participants. 
3. Artefact design and development. The previous step of the DSRM led to the de-
sign of the Web 2.0 OGD platform, which is described in the following section 4. 
4. Artefact demonstration. A first prototype of it was developed and was publicly 
demonstrated. The platform was presented to open data users at several events (e.g. 
conference workshops and presentations), and also via Twitter, LinkedIn, Facebook 
and newsletters. 
5. Evaluation. Within an 18-month period, the first prototype of the artefact was 
evaluated by six groups of students from twoUniversities in the Netherlands and one 
University in Greece. Since the evaluation concerns a prototype, we were not able to 
evaluate the whole design of the Web 2.0 OGD platform described in section 4. 
Evaluations took place in October 2012 (n=21 and n=33), May 2013 (n=15), Septem-
ber2013 (n=19), October 2013 (n=20) and November 2013 (n=30). Most participating 
students had followed lectures on open data and were familiar with the topic. All 
evaluations consisted of an online questionnaire, a usability test and a qualitative dis-
cussion. In each of the evaluation sessions, the participants were asked to conduct a 
number of tasks that represented open data use on a Web 2.0 OGD portal. We refer to 
the whole of these tasks as a usage scenario. More features were added after each 
iteration of the platform development, based on the evaluation results. The findings of 
each evaluation were used to further specify the requirements for this new generation 
of Web 2.0 platforms and to further improve it. 
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6. Communication of  the artefact. The artefact was communicated to potential open 
data users by giving presentations at conferences, organizing workshops, writing pub-
lications, sending newsletters to many open data users and using social media. 

4 Platform Functionality 

The functionality provided by this advanced OGD platform we developed based on 
the design methodology presented in the previous section 4, to the two main stake-
holders, the open data users and providers, is shown in Table 1. We focus on its novel 
Web 2.0 features. It includes a wide set of capabilities for data processing, enhanced 
data modeling (flat, contextual and detailed metadata), commenting existing datasets 
and expressing needs for new datasets, datasets quality rating, users groups formation 
and extensive communication and collaboration within them, data linking, publica-
tion/ upload of new versions of existing datasets and advanced data visualization. 

Table 1. Novel Web 2.0 Functionalities 

 Functionality Stake-
holder 

Description 

1 Data 
Processing 

Provid-
er/User 

 (a) data enrichment - i.e. adding new elements - 
fields, (b) metadata enrichment - i.e. fill in miss-
ing fields, (c) data cleansing - e.g. detecting and 
correcting ubiquities in a dataset, matching text 
names to database IDs (keys) etc., (d) converting 
datasets other formats, (e) submitting various 
types of items - e.g. visualisations, publications - 
related to a dataset and (f) datasets combination 
and mash-ups. 

2 Data Enhanced 
Modeling 

Provid-
er/User 

description of flat, contextual and detailed meta-
data of any metadata/vocabulary model. 

3 Feedback and 
Collaboration 

Provid-
er/User 

 (a) communicate our own thoughts and ideas on 
the datasets to the other users and the providers 
of them through comments that we can enter on 
them, (b) read interesting thoughts and ideas of 
other users on the datasets through comments 
entered on them, (c) express our own needs for 
additional datasets that would be interesting and 
useful to us, (d) get informed about the needs of 
other users for additional datasets and (e) get 
informed about datasets extensions and revisions. 

4 Data Quality 
Rating 

User  (a) communicate to the other users and the pro-
viders the level of quality of the datasets we 
perceive, (b) get informed on the level of quality 
of the datasets perceived by other users through 
their ratings.  
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Table 1. (continued) 

5 Grouping and 
Interaction 

Provid-
er/User 

 (a) searching for and finding other users-
providers having similar interests with us, in 
order to have information and knowledge ex-
change and cooperation with them, (b) forming 
groups with other users-providers having similar 
interests with us in order to have information 
and knowledge exchange and cooperation with 
them, (c) maintaining datasets/working on data-
sets within one group, (d) communicating with 
other users/providers through messages in order 
to exchange information and knowledge, (e) 
getting immediately updated about the upload of 
new versions and enrichments of datasets main-
tained/worked on within the group, or new rele-
vant items (e.g. publications, visualizations, 
etc.). 

6 Data Linking Provid-
er/User 

(a) Data and metadata linking toother ontologies 
in the Linked Open Data Cloud, (b) Capabilities 
of querying data and metadata through Sparql 
Endpoints. 

7 DataVersions 
Publica-
tion/upload 

Provid-
er/User 

Support for publication/upload of new versions 
of the existing datasets, and connection with 
previous ones and initial datasets. 

8 Data Visualiza-
tion 

User Advanced datasets’ visualization capabilities 
(maps, charts, plots and other) 

5 Evaluation 

We proceeded next to the evaluation of this advanced second generation OGD plat-
form. The evaluation covered both its classical and novel features, but in this paper 
we report on the latter, as they are our main focus. 

The quantitative part of the evaluation included the design of a questionnaire,which 
was distributed to users of the OGD platform (who implemented some usage scena-
rios of it, acting both as data users and providers). All these questions have the form 
of positive statements, and the users were asked to enter the extent of their agreement 
or disagreement with these statement by answering the question: “To which extend do 
you agree with the following statements?”. A five point Likert scale was used to 
measure agreement or disagreement with (i.e. positive or negative response to) such a 
statement (1=Strongly Disagree, 2= Disagree, 3=Neutral, 4=Agree, 5=Strongly 
Agree). Table 2 lists the questions, and the corresponding average rating results. All 
of them are between 3 (neutral) and 4 (agreement to the positive statement), which 
indicates a positive attitude of the users towards this novel functionality. The highest 
ratings are for the feedback and collaboration capabilities allowing the exchange of 
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comments on existing datasets and needs for new datasets. Given that a prototype was 
used in this evaluation, and a complete platform can perform even better, these results 
give a clear indication that users value these web 2.0 social web features.  

Table 2. Questions and results concerning Web 2.0 features 

Functionalities 
Average 
Ratings 

Data Processing 3,34 

The platform provides good capabilities for data enrichment (i.e. add-
ing new elements - fields). 3,43 

The platform provides good capabilities for metadata enrichment (i.e. 
fill in missing fields). 3,42 

The platform provides good capabilities for data cleansing (e.g. detect-
ing and correcting ubiquities in a dataset, matching text names to data-
base IDs (keys) etc.). 

3,41 

The platform provides good capabilities for converting datasets to 
another format. 3,39 

The platform provides good capabilities for linking datasets (including 
linking RDF files to LOD cloud). 3,40 

The platform provides good capabilities for submitting various types 
of items (e.g. visualisations, publications) related to a dataset. 3,43 

The platform provides good capabilities for datasets combination/ 
Mash-ups. 3,42 

Feedback and Collaboration 3,61 
The platform enables me to read interesting thoughts and ideas of 
other users on the datasets through the comments they enter on them. 3,64 

The platform enables me to communicate my own thoughts and ideas 
on the datasets to the other users and the providers of them through 
comments I enter.  

3,62 

The platform enables me to express my needs for additional datasets 
that would be interesting and useful to me. 3,62 

The platform enables me to get informed about the needs of other 
users for additional datasets. 3,61 

The platform enables me to read interesting thoughts and ideas of the 
users on the datasets and the extensions I have uploaded by reading the 
comments they entered on them. 

3,59 

The platform enables me to get informed on the level of quality of the 
datasets and the extensions I have uploaded that is perceived by the 
users of them by reading their ratings. 

3,59 

The platform enables me to get informed about the needs of the users 
of the datasets and the extensions I have uploaded for additional ones. 3,58 

Data Quality Rating 3,53 
The platform enables me to get informed on the level of quality of the 
datasets perceived by other users through their ratings 3,53 
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Table 2. (continued) 

The platform enables me to communicate to the other users and the 
providers the level of quality of the datasets that I perceive 3,52 

Grouping and Interaction 3,47 
The platform enables searching for and finding other users having simi-
lar interests with me in order to have information and knowledge ex-
change and cooperation 

3,48 

The platform enables forming groups with other users having similar 
interests with me in order to have information and knowledge exchange 
and cooperation 

3,47 

The platform enables maintaining datasets/working on datasets within 
one group 3,47 

The platform enables communicating with other users through messages 
in order to exchange information and knowledge 3,46 

The platform enables getting immediately updated about the upload of 
new versions and enrichments of datasets maintained/worked on within 
the group, or new relevant items (e.g. publications, visualizations, etc.) 

3,45 

 
From the qualitative discussions that were organized in each of the evaluation ses-

sions it became clear that the novel Web 2.0 features of the OGD platform were eva-
luated positively by the participants. For instance, one of the participants of the third 
evaluation session said that the prototype was quite valuable because it “stimulates 
exchange of information and improvement of datasets”. In the same evaluation ses-
sion it was also pointed out that it is “easy to add comments” and that “the rating sys-
tem for datasets is useful”. A participant in the next evaluation session said that “the 
quality rating system is nice” and another participant stated: “I like the idea that you 
can make a request for a dataset. If you cannot find it yourself, the community will 
help you”. In the fifth and sixth evaluation sessions the participants were also very 
positive about the data request feature. It was mentioned that “nice that you can see 
whether a request has been satisfied” and “I like the idea that the community will help 
you find a dataset making only a request for it”. Despite that there were several diffi-
culties with the use of this prototype (e.g. difficulties with visualizations of dataset 
and the response times), the participants stated that overall it was easy to use. 

The participants of the discussions also stated that there were various areas for im-
provement of the prototype. One important area concerns the limited amount of users 
at that time, so more users are necessary to create a network effects. It was com-
mented “the platform is only useful when you have many users”, and “very little 
feedback provided up until now”. One participant described that there is some uncer-
tainty about whether the extended or added datasets by users (and not by government 
agencies) are correct and reliable. Another participant stated that a useful additional 
feature for addressing this issue could be to enable users to rate other users, and users 
to obtain credits when they conduct ‘positive’ activities, such as uploading interesting 
datasets. This can lead to the development of a users’ reputation mechanism. 

Furthermore, the participants stated that the prototype could be improved by:  
a) improving search capabilities of the list of people registered on the OGD platform, 
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b) enhancing group creation capabilities, c) enabling sending private message to 
another user, d) having a better Wiki-like layout, e) making the rating system more 
clearly visible and f) by showing the number of replies on a data request on top of the 
page. All the above comments and suggestions of the users were taken into account 
for the development of a new version of the platform. 

6 Conclusions  

Government agencies are increasingly interested in opening their data, in order to be 
used for scientific, political or commercial purposes (i.e. development of new value 
added services/applications). This has led to big investments for the development and 
operation of a first generation of OGD platforms. These platforms offer mainly capa-
bilities for searching and downloading datasets, but limited capabilities for stimulat-
ing and facilitating the generation of value from them. Using a design science  
approach a second generation of Web 2.0 OGD platforms has been developed, offer-
ing to the users both the ‘classical’ first generation capabilities, and also a compre-
hensive set of additional Web 2.0 social media oriented capabilities. A first evaluation 
of this new concept shows that users appreciate these novel social Web 2.0 oriented 
features, and find them useful and valuable. So we have some first evidence that the 
proposed integration of these two major technological trends observed in government 
in the recent years, social media and data opening, can be succesful and beneficial.  

Our research has interesting implications for research and practice. It opens up a 
new stream of research towards the enhancement of the classical OGD platform with 
novell features supporting data ‘pro-sumption’ and also interaction and collaboration 
with other users and government agencies, which can benefit from the extensive re-
search that has been conducted in the computer supported collaborative work and 
communities’ of practice domains. Furthermore, OGD practice should move from the 
simple provision of data to the support and facilitation of their exploitation and value 
generation from them, using both technological and organizational instruments. Fur-
ther research is required in this direction, including the development of more ad-
vanced versions of this OGD platform, and its further evaluation by different groups 
of ‘more professional’ users (than the students who have participated in these first 
evaluations), such as researchers, journalists, politicians, value added services  and 
application developers. 
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Abstract. This paper explores the micro-data from the ICT Households Survey 
in order to categorize the Brazilian Internet users according to the diversity of 
activities undertaken by these users on-line and assess the propensity of these 
Internet user groups to use e-gov services.  The Amartya Sen’s Capability Ap-
proach was adopted as theoretical framework for its consideration of people's 
freedom to decide on their use of the available resources and their competencies 
for these decisions, leading to the use of e-government services. This paper uses 
a positivistic approach a descriptive and exploratory analysis of secondary data 
(micro-data) from the 2007, 2009 and 2011 editions of the ICT Household  
survey. 

Keywords: Capability Approach, Electronic Government Services, Internet use 
patterns. 

1 Introduction 

In Brazil, e-government (e-gov) initiatives have become popular among the citizens 
due to the diversity of electronic services available to the population, such as electron-
ic voting system, filing an income tax return report, scheduling medical appointments, 
enrollment of students in public schools, among others [1,2]. However, the success of 
these initiatives (e-gov) depends on the access and predisposition to use the ICT re-
sources in the interaction between the government and the civil society. 

Public policies for digital inclusion in the country encourage both the individual 
access (through tax reduction on computer equipment, promoting the purchase of 
computers and access to the Internet) and the collective access, which includes the 
offer and availability of Internet access in public access centers (for example, Public 
Telecenters and Cybercafés)[3, 4, 5].  

Through its Center of Studies on Information and Communication Technologies 
(CETIC.br), the Brazilian Internet Steering Committee (CGI.br) conducts surveys in 
order to generate statistics about the use of Information and Communication Technol-
ogies (ICTs). For the purposes of this paper, the data used were taken from their ICT 
Household Survey, a survey conducted annually and whose data enable the generation 
of indicators about the availability and use of the Internet by the Brazilian population. 
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This research is based on the following objectives: (i) Categorize the Internet users 
based on their Internet use (for example, personal communications, entertainment, 
business applications, etc.) and (ii) Explore the relationships of their predisposition to 
use the e-gov services with the abovementioned categories.  The analysis is based on 
the ICT Household Survey micro-data for the years 2007, 2009 and 2011. The Capa-
bility Approach [6] was adopted as a theoretical framework, for its consideration of 
people's freedom to decide on their use of the available resources and their competen-
cies for these decisions, leading to the use of e-government services. 

Although the theme had already been explored by [7], the contribution of this pa-
per is the characterization of the different groups of Internet users based on their 
usage of the Internet - and assessing the propensity to use the e-gov in each one of 
these groups.  

The paper is structured as follows: Section 2 discusses the theoretical principles 
that guide this research. In Section 3, the reference model and the adopted methodo-
logical strategy are presented. Section 4 discusses the main results and findings of this 
research. Section 5 presents final remarks.  

2 Literature Review 

2.1 The Capability Approach 

The Capability approach [6] was developed in order to offer an objective basis for 
interpersonal perceptions of welfare [8,9] thus overcoming limitations of the utilita-
rian approach, in which this type of comparison - essential for the welfare economy - 
would not be possible.  

According to the Capability Approach [6], simply providing a commodity or re-
source does not directly imply a direct increase in the welfare of a community, due to 
the multiple manners this resource can be used (capability) and the results obtained by 
the effective use of this commodity (functioning). Therefore, the assessment of a re-
source (commodity) and its use depend on a set of cultural, social and knowledge 
factors, named conversion factors. Thus, from the access conditions to a certain com-
modity and the referred conversion factors, individuals recognize a set of resources, 
which will be assessed based on the possibility of access and perception of use. Con-
sequently, reducing this initial set to its capability [6] [10], that is, a smaller set of 
resources that they will take into consideration to make their choices of use. Based on 
these capabilities, the individuals decide how they will use these resources in order to 
achieve their functioning, that is, the result of the effective use of these resources, 
which, in a last analysis, will lead to their utility, for example, exercise of rights, wel-
fare [10]. 

2.2 ICT Household Survey 

The ICT Household survey, performed annually since 2005 by the Brazilian Internet 
Steering Committee (CGI.br), aims at mapping the availability of ICT resources by 
the Brazilian population [11] (ICT Household Survey 2012).  
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The survey uses methodological standards developed by the OECD (Organization 
for Economic Co-operation and Development), Eurostat and by the Observatory for 
the Information Society in Latin America and the Caribbean (OSILAC), and Econom-
ic Commission for Latin America and the Caribbean (ECLAC), thus allowing interna-
tional comparisons. The sampling plan is based on the national Census and Household 
Sample Survey.  

3 Research Methodology and Reference Model 

The paper’s reference model, presented in Figure 1, is based on the Capability  
Approach [6]. 

 

 
Fig. 1. Reference Model: Capability Approach (Source: adapted from [7], [9]) 

The objective of this model is to demonstrate the factors influencing the individu-
als’ decisions to use electronic government services. The model consists of three main 
constructs: (i) conditions to obtain (or access) the resource; (ii) freedom and ability to 
choose (capabilities); (iii) results (functioning). 

The survey’s answer to the question “the most common or favorite access location 
to the internet” was used to operationalize the first construct. As a proxy to users’ 
capabilities, the study constructs factors based on the survey’s questions regarding the 
frequent usage of other Internet services:  communication, leisure and entertainment 
activities, information search and on-line services. This study improves on previous 
analyses performed by [7], where capabilities were represented directly by the usage 
of e-mail, e-finance, e-commerce services. The last construct synthesizes the target 
phenomenon of this research, that is, the use of e-government services.  For that end, 
this concept was operationalized through a binary primitive, indicating whether the 
Internet users made use of electronic government services in the last 12 months. 

This study aims also to categorize Internet users, in order to understand the factors 
that drive or restrict the use of e-gov services. Differently from other models that are 
based on users' beliefs and attitudes (for example, perception of utility and facility), 
this paper is based on observed user behavior (actual usage of Internet services) and 
explores the mediation chain showed by the Internet users' choices and actions, 
attributes that are directly measured by the ICT Household Survey.  
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This research uses a positivistic approach a descriptive and exploratory analysis of 
secondary data (micro-data) from the 2007, 2009 and 2011 editions of the ICT 
Household Survey, Table 1 presents the survey’s variables used in the paper.  

Table 1. Variables 

Variables for this study ICT Survey questions and Categories 
Social Class AB (combined), C, and DE (combined); 

 
Internet Access Location  

Most common access location (Home, Work, At 
someone else’s home, Telecenter, Cybercafe, Other 

place). 
Use of Electronic Government 

Services 
Yes/No 

Internet Use for Communication Several 
Internet Use for Information 
Search and On-line Services 

Several 

Internet Use for Leisure and  
Entertainment 

Several 

Internet Use for Financial  
Services 

Several 

Internet Use for Education and 
Training 

Several 

 
The first variable presented in Table 1 is a construct derived from respondents’ 

demographic attributes; due to the small sizes of classes A and D, the data were com-
bined in three groups: Class AB (upper class); Class C (middle class); Class DE  
(lower class). 

The variable "Use of Electronic Government Services" is a dichotomous measure 
that maps the Internet users that used any of the e-gov services in the last 12 months.  

The other (binary) variables represent the different Internet uses, represented by a 
set of binary metric that explores several activities connected to communication (e.g. 
e-mail, instant messages, participation in networking websites), information search 
and on-line services (e.g. search for health information), leisure and entertainment 
(e.g. on-line games, virtual reality environments), financial services (consult and 
transactions via internet banking), and education and training activities (e.g. school 
activities, on-line courses, etc.). 

Statistical analysis was performed through multivariate statistical techniques (Bi-
nary Factor Analysis, Logistic Regression and Clusters Analysis), using SPSS and 
Stata tools. 

Binary Factor Analysis and the Cluster Analysis were used for the construction of 
user categories.   

Due to the great amount of activities explored in each one of the Internet use pat-
terns, the Binary Factor Analysis technique was applied in order to reduce the prob-
lem dimension. Cluster Analysis, using the factorial scores of the latent factors was 
then applied to identify homogenous Internet user groups regarding the multiple activ-
ities performed on the Internet. These clusters were used as proxies for the capabili-
ties of the reference model (Figure 1). 
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Binary logistic regression technique was used to assess the relationship of the clus-
ters with the users’ preferred Internet access locations and also to establish the rela-
tionship of the clusters with the use of e-gov services.  

Binary logistic regression is a technique that aims at studying the relation between 
the independent, metric and non-metric variables, and a binary dependent variable 
[12]. In order to perform the logistic regression, a stepwise procedure was used (with 
95% of confidence level). Since the study is not focused on creating predictive mod-
els, it was decided to analyze only the odds ratio measures of the statistically signifi-
cant independent variables.  

4 Analysis and Discussion of Results 

In accordance with the objectives of this study, the Internet users were categorized 
based on their uses of the Internet. The ICT Household Survey lists a number of cate-
gories of Internet uses: (i) communication (for example, e-mail, networking web-
sites); (ii) information search and on-line services; (iii) leisure and entertainment (for 
example, on-line games, virtual reality); (iv) financial services (consult and transact 
via internet banking); (v) education and training activities (for example, on-line 
courses). 

Due to the great number of variables in each one of these categories, Binary Factor 
Analysis statistical technique [13] was used in order to reduce these variables to a 
smaller number of latent factors. This analysis was applied to each one of the five 
abovementioned categories, for each year of the survey (2007, 2009 and 2011) Eigen-
values equal to or higher than 1 were used a criterion for factors retention. Further-
more, where necessary, a Varimax orthogonal rotation was applied, yielding one  
single significant factor for each category (except for the leisure and entertainment 
activities category with two factors). The analysis resulted in the following single 
factors: (a) communication; (b) information search and on-line services; (c) financial 
services; and (d) education and training. 

For the leisure and entertainment activities, the first latent factor gathered all the 
variables related to the activities with high degree of interaction and collaboration 
among Internet users, such as participating in virtual reality environments, on-line 
games, etc. The second factor represented the non-interactive activities (for example, 
listening to on-line radios, reading news and magazines, etc.). Therefore, the first 
factor was called "interactive and collaborative activities," and the second one was 
called "non-interactive activities." 

The standardized factor scores derived from the factor analysis were then used as 
input for the cluster analysis. In order to define the number of clusters, hierarchical 
clustering was initially applied, defining the "between groups", and the "squared Euc-
lidean distance" as clustering and distance method, respectively. The results suggested 
the formation of three clusters. Then, the non-hierarchical clustering was applied 
through k-means algorithm, in order to create the three clusters, whose final position-
ing is showed in tables 2, 3 and 4. 
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Table 2. Final Cluster Centers (2007) 

  
Cluster 

1 2 3 

Communication 0.10 -1.08 0.48 

Information Search and On-line Services -0.28 -0.98 0.68 

Interactive and Collaborative Activities (Leisure and Entertainment) 0.82 -0.92 -0.06 

Non-interactive Activities (Leisure and Entertainment) -0.59 -0.82 0.79 

Financial Services -0.07 -0.65 0.37 

Training and Education -0.16 -0.89 0.55 

 
Table 2, shows the differences in profiles of the three user groups: cluster 2 has a 

negative value for all different Internet use patterns, indicating that this cluster gathers 
Internet users that make very little use of the analyzed Internet uses. Therefore, these 
Internet users are characterized as sporadic users. On the other hand, the data on clus-
ter 3 present positive sign for almost all Internet use activities (except for leisure and 
entertainment interactive and collaborative activities), indicating that this group has a 
more Advanced profile when compared to the previous cluster. And, finally, cluster 1 
has an intermediate profile (regarding the Internet use patterns) compared to the ab-
ovementioned clusters, with a higher leisure and entertainment component. 

Table 3. Final Cluster Centers (2009) 

  
Cluster 

1 2 3 

Communication -0.47 0.80 0.31 

Information Search and On-line Services -0.69 0.96 0.56 

Interactive and Collaborative Activities (Leisure and Entertainment) 0.09 0.55 -0.44 

Non-interactive Activities (Leisure and Entertainment) -0.70 0.61 0.77 

Financial Services -0.32 1.72 -0.36 

Training and Education -0.55 0.83 0.42 

 
 
The analysis of the 2009 data (Table 3) and 2011 (Table 4) shows a cluster forma-

tion similar to 2007 (only with clusters in different order).  
The Cluster Analysis for each of the three years resulted in a set of three clusters 

with similar composition between the years. The observation of the factor loadings 
led the authors to name them as "Advanced use", "Intermediate use" and "Sporadic 
use". 



248 M.H. De Araujo and N. Reinhard 

Table 4. Final Cluster Centers (2011) 

  
Cluster 

1 2 3 

Communication 1.03 -0.57 0.31 

Information Search and On-line Services 0.80 -0.69 0.70 

Interactive and Collaborative Activities (Leisure and Entertainment) 1.22 -0.08 -0.78 

Non-interactive Activities (Leisure and Entertainment) 0.33 -0.62 0.92 

Financial Services 0.14 -0.44 0.70 

Training and Education 0.74 -0.57 0.52 

Table 5. Electronic government use by Internet user clusters (percentage) 

  Advanced use Intermediate use Sporadic use 

  2007 2009 2011 2007 2009 2011 2007 2009 2011 

Use of e-gov 56.4 93.7 82.7 83.7 80.3 89.4 88.8 54.3 50.7 

Non-use of e-gov 43.6 6.3 17.3 16.3 19.7 10.6 11.2 45.7 49.3 
 
 
Table 5 shows the percentage distribution of the e-gov services users in each one of 

the proposed Internet user clusters. The analysis of the table 5 data shows that the e-
gov services are widely used by the Internet users with the Advanced and interme-
diate use profile. On the other hand, in the Internet user group of sporadic use, the use 
of e-gov services has decreased. Therefore, the Table 5 data shows that the proportion 
of Internet use the e-gov services is much higher among those with higher proficiency 
in the Internet use (Advanced and intermediate users groups). 

 

Table 6. Internet Access Location by Internet user clusters (percentage) 

  Advanced use Intermediate use Sporadic use 

  2007 2009 2011 2007 2009 2011 2007 2009 2011 

Home 25.5 56.3 75.6 39.0 52.4 67.8 43.8 35.9 54.9 

Work 13.6 28.6 10.6 25.1 18.7 22.8 25.8 12.3 13.3 

School 4.0 0.6 1.0 3.3 3.1 0.9 2.7 2.7 1.3 

Someone else's home 12.7 5.4 3.6 7.8 6.7 2.2 6.2 12.5 9.3 

Telecenter 1.6 0.0 0.4 1.2 0.7 0.1 1.1 1.3 0.5 

Cybercafé 40.9 8.8 7.2 22.9 18.1 4.9 20.2 34.5 18.5 

Other Location 1.7 0.2 1.5 0.7 0.4 1.2 0.2 0.8 2.2 
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The Table 6 data shows the Internet access location distribution for each group. 
The data clearly show an increase of the Internet use preferably at home in all groups. 
However, the Internet use at home is much higher for the advanced use group (75.6% 
in 2011) and intermediate group (67.8% in 2011) than the sporadic use group (54.9% 
in 2011). Table 6 also shows that Cybercafés are, in percentage terms, the second 
most important access location for this (underprivileged) last group. 

Table 7. Internet Access Location by Internet user clusters (percentage) 

  Advanced use Intermediate use Sporadic use 

  2007 2009 2011 2007 2009 2011 2007 2009 2011 

Class AB 29.5 64.0 52.5 45.6 45.7 64.3 53.0 32.0 36.4 

Class C 54.8 33.5 44.0 47.4 47.7 33.5 38.0 56.1 54.2 

Class DE 15.8 2.5 3.5 7.0 6.5 2.2 9.0 11.8 9.4 
 

 
Table 7 presents the Internet user groups in relation to the socioeconomic status of 

their members, showing that the three groups are composed mainly of class AB mem-
bers (upper class) and class C (middle class). The proportion of Internet users in class 
DE (lower class), although small in all clusters, is greater in the Internet user group of 
sporadic use. 

4.1 Use of Electronic Government Services 

The paper’s objective was to assess the survey’ s respondents decision to use e-
government services, based on their preferred Internet access location, mediated by 
their patterns of Internet usage patterns (use groups).  

For this purpose binary logistic regression was used, yielding the odds ratios, that 
measure how much, maintaining the other conditions constant,  each one of the ex-
planatory variables increases the chance of occurrence (or probability) of the studied 
phenomenon (e-government usage). Tables 8, 9 and 10 show the odds ratio values (of 
statistically significant attributes at 95% of reliability) of different Internet access 
locations according to the probability of the individual belonging to each one of the 
analyzed Internet groups.  

 

Table 8. Contribution of the Internet access location to the Advanced Internet user group 

 C DE 
 2007 2009 2011 2007 2009 2011 
At Home and Work 0.43 3.34 2.24 0.28   

At someone else’s home       
Cybercafé       
Telecenter       
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Table 9. Contribution of the Internet access location to the intermediate Internet user group 

 C DE 
 2007 2009 2011 2007 2009 2011 
At Home and Work 1.55   2.25   5.50 
At someone else’s home   0.51       
Cybercafé   0.48       
Telecenter   0.24       

Table 10. Contribution of the Internet access location to the sporadic Internet user group 

 C DE 
 2007 2009 2011 2007 2009 2011 
At Home and Work 2.11 0.33 0.36 2.70 0.43 0.35 
At someone else’s home             
Cybercafé             
Telecenter     4.71       

 

 
The data in Tables 8, 9 and 10 show that the preferred Internet use at home or at 

work (individual access) has a positive impact on the chance of belonging to the In-
ternet user group of Advanced and intermediate use. On the other hand, Table 10 
showed that Internet use at home or at work implies the reduction in the probability of 
belonging to the Internet sporadic use group. Therefore, it demonstrates that the indi-
vidual access (home or work) encourages the development of capabilities. 

Table 11. Contribution of different Internet user groups to the decision of using e-gov services 
(odds ratio) 

 C DE 

Groups (Clusters) 2007 2009 2011 2007 2009 2011 
Advanced Use 0.17 6.80 2.93 0.31 7.15 4.23 

Intermediate Use 3.71 2.50 4.60 3.20 3.37 10.93 
Sporadic Use 4 0.24 0.19  0.23 0.12 

 

 
The data in Table 11 shows that belonging to the proposed Internet user groups 

(capability measure) positively impacts the use of electronic government services. 
Odds ratio values were much higher among the members of the intermediate and ad-
vanced use groups, respectively. The propensity to use the e-gov services was shown 
to be greater among the users of the intermediate use group, compared to the ad-
vanced Internet users. An analysis of the data in Tables 3 and 4 emphasizes that the 
main difference between these two groups is the use intensity of interactive and colla-
borative activities of leisure and entertainment (for example, on-line games, virtual 
environment). Therefore, such competence could benefit the use of e-gov services in 
the intermediate Internet user group. On the other hand, the data showed odds ratio 
lower than 1 for Internet users of sporadic use, indicating that belonging to this group 
implies the reduction in the potential use of e-gov services. In other words, the data 
emphasizes that the lower competence Internet users tend not to use e-gov services. 
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5 Conclusions 

The objective of this research was to categorize the Brazilian Internet users according 
to the diversity of activities undertaken by these users on-line and assess the propensi-
ty of these Internet user groups to use e-gov services. The results of this research 
showed the formation of three different groups of Internet users, called (i) Advanced 
use, (ii) Intermediate use, and (iii) Sporadic use. The first group gathers the Internet 
users with most competence in Internet use, that is, those who make use of all or al-
most all analyzed Internet use patterns. The second group consists of Internet users 
that perform a lower number of activities on the Internet, but that are characterized by 
the most extensive use of interactive and collaborative activities of leisure and enter-
tainment, such as participating in virtual reality environments and on-line games. 
Finally, the last group comprises the Internet users with a more mundane (sporadic) 
use of the Internet, limiting themselves to the performance of few activities on the 
Internet (when compared to the previous groups). 

Regarding the propensity to use e-gov services, the results showed that the Internet 
users belonging to the advanced and intermediate use groups were more likely to use 
the e-gov services. On the other hand, the Internet users of the sporadic use group 
were less likely to use the e-gov services. These results strengthen the notion that the 
development of Internet use competence has a positive impact on the propensity to 
use e-gov services. The results also demonstrated that the Internet user group of in-
termediate use presented a higher tendency to use e-gov services than the Internet user 
group of advanced use. Such tendency is possibly related to the extensive use of inter-
active and collaborative activities of leisure and entertainment performed by this user. 

In summary, the paper showed the users’ preferences for internet access location 
and the capabilities that favor their use of e-government services. 

These findings indicate the appropriateness of enacted public policies that have ad-
dressed internet access problems through varied initiatives: at the regulatory and fiscal 
levels, connectivity rates, especially mobile have dropped significantly due to  
increased competition among service providers (the creation of a state-owned nation-
wide broadband network, mandatory users’ free mobility between providers), reduc-
tion on taxes on entry-level computers, tablets and communication services.  There 
are large direct public investments in connectivity to schools, free wi-fi access in 
public spaces, with satellite connection being provided to remote rural areas (Amazon 
Region). Schools with increased connectivity are then able to promote computer lite-
racy. More affordable access to devices and internet connection contributed to the 
widespread use of communication services, especially social network services, on 
mobiles (mostly smartphones but also tablets). As a response, e-gov services are in-
creasingly being offered to social class D and E citizens for mobile devices.  
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Abstract. Data-driven innovation has great potential for the development of 
innovative services that not only have economic value, but that help to address 
societal challenges. Many of these challenges can only be addressed by data 
sharing of public and privately owned data. These public-private data sharing 
collaborations require data governance rules. Data governance can address 
many barriers, for example by deploying a decision model to guide choices 
regarding data sharing resulting in interventions supported by a data sharing 
platform. Based on a literature review of data governance and three use cases 
for data sharing in the logistics sector, we have developed a data sharing 
decision model from the perspective of a data provider. The decision model 
addresses technical as well as ownership, privacy, and economical barriers to 
sharing publicly and privately owned data and subsequently proposes 
interventions to address these barriers. We found that the decision model is 
useful for identifying and addressing data sharing barriers as it is applicable to 
amongst others privacy and commercial sensitive data. 

Keywords: Data Governance, Data-Driven Innovation, Public Service 
Innovation, Open Data, Decision Model. 

1 Introduction 

Data is often proclaimed to be the new oil – or the new gold – for innovation and 
economic growth [1]. ‘Open’ and ‘big data’ raise high expectations [2]. Open data is 
the provisioning of data by government organizations for free in a re-useable format 
[3]. Most literature takes a so-called push approach in which the data availability will 
contribute to public – and private sector – innovation [4]. A law such as the Freedom 
Of Information act in the United States, and expectations of economic growth and 
innovation [1] are drivers for open data. Open data aims for organizations to become 
more transparent and thereby accountable to citizens [5], to realize economic activity 
[6] or to increase organizational efficiency and effectiveness by better decisions [7]. 
Big data is the processing of large, (un)structured and real-time data sets for a wide 
variety of purposes, including the objectives of open data. Both developments are 
expected to not only create new economic activity, but also to contribute in 
addressing societal issues and challenges, such as a decrease of CO2 emissions, or a 
decrease of the costs incurred for health services or social welfare. Jetzek et.al [8] 
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have constructed and validated a model for value generation by open government 
data, where they have defined value from an economical and social perspective. 
According this model, open data has only a marginal impact on innovation.  

Societal challenges can no longer be addressed by public organizations alone, they 
are often based on a combination of public and privately owned data. However, data 
sharing by private organizations may pose other challenges as those posed to public 
organizations [4] since private organizations have their competitive position to 
consider. Organizations often find the process of opening data cumbersome and many 
challenges and barriers occur [9]. To support the value creation with data, this paper 
develops, based on literature and practice, an approach to identify barriers to data 
sharing from the perspective of the public and the private sector, and proposes 
interventions to overcome these challenges and barriers.  

Based on a literature review of data governance and open data, we first identify 
barriers to data sharing. These barriers are subsequently validated and potential 
interventions to overcome these barriers are identified by looking at three use cases 
from the logistics sector, using an interpretivist methodology [10]. Interpretivist 
research is “aimed at producing an understanding of the context of the information 
system, and the process whereby the information system influences and is influenced 
by the context” [11]. The use cases are investigated using on desk research and 
interviews with stakeholders.  

In the next section, barriers to data sharing are identified from literature. 
Subsequently, we present three use cases of data sharing in the logistics sector that are 
used to validate the barriers and identify the barriers found in literature. Based on the 
literature and on these use cases, we present a decision model for data sharing. 
Subsequently, we discuss the model and present conclusions and recommendations 
for further research. 

2 Literature Review 

This section identifies and analyzes potential barriers to data sharing from literature 
on data governance and open data.  

The management of data is of raising importance for many organizations given the 
growing supply of structured as well as unstructured data [12]. Data governance is an 
emerging discipline and comprises parts of IT governance [13]. Weill and Ross [14] 
distinguish IT governance and IT management where governance refers to the 
decisions that must be made to ensure effective management and use of IT and to 
whom these decisions are makes, and management involves the actual decision 
making and implementation. According to Thomas [15], “data needs to be governed 
as it has neither will nor intent of its own. Tools and people shape the data and tell it 
where to go. Therefore, data governance is the governance of people and technology.” 
Data governance covers aspects such as data quality, data management, metadata 
management, access rights, decision rights, accountability, and data policies. [16] 
Data governance literature shows that barriers to data sharing differ when considering 
open data, which is a form of data sharing by public organizations with private 
organizations, and data sharing in between private organizations.  
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Literature on open data often takes a so-called push approach in which the data 
availability will contribute to public – and private sector – innovation [4]. From a data 
governance perspective, the most dominant open data barriers are found to focus on 
data quality. Data quality is specified in more detail by Batini et al. [17]. Domain-
specific metadata describing the data origin, the data production date, data 
provenance, and for which applications the data can be used is of crucial importance. 
Data quality aspects that should be considered with respect to the entire data set are: 
accessibility, data format, semantics, conciseness, completeness, believability and 
reputation [18]. Data quality aspects that should be considered with respect to data 
elements are: validity, completeness, consistency, uniqueness, timeliness, accuracy 
and preciseness [19]. Other technical barriers to re-using open data are the publishing 
of data in a format that is not machine readable, the lack of an Application 
Programming Interface (API), difficulties to processing data sets, the lack of a linking 
or combining functionality, and difficulties in configuring data transformation 
[7,13,14]. 

Other authors take a broader perspective on open data. For example, Jetzek et al. 
[8] constructed and validated a model for value generation by open government data, 
where they have defined value from an economic and social perspective. Besides 
technical barriers, Zuiderwijk et al. [4], Janssen et al. [20], and Barry et al. [21] 
analyze potential barriers to publishing open data according to various perspectives: 
political, social, economic, institutional, operational, and legal. Political barriers 
include a lack of support, a lack of attention and a lack of knowledge about open data. 
Among the social barriers are a lack of interaction with users, difficulty to measure 
impact, cultural differences and risks and liability with respect to providing low data 
quality. The lack of business models is a main economic barrier to open data. 
Institutional barriers include a lack of standards, a lack of an open data policy, an 
inability to handle user requirements and a lack of guidelines. Data fragmentation, a 
lack of services, a lack of metadata, changing or a lack of clear semantics, and a lack 
of information on data quality are among the operational barriers. And the legal 
barriers include licensing, policy differences, lack of (detailed) policy. 

In settings where data is shared with or between private organizations, most 
barriers to data sharing are related to privacy or to competition regarding 
economically sensitive data. While many authors mention privacy issues, not all of 
them explicitly elaborate on specific privacy problems [22]. Bizer et al. [23] elaborate 
the perspective of the user of data and especially the privacy issues related to 
combining several data sources. As long as data from several sources is viewed 
separately it might not involve any privacy issues but as soon as one data source is 
combined with another privacy threats might arise. In all settings it is important to 
have clear defined decision rights [14]. These are often defined by general IT 
governance and ownership structures. We further see that there is limited tool support 
and competing licenses for data sets. 

Based on literature on data governance and open data we identify five main 
categories of barriers to data sharing: technical, data quality, ownership, privacy and 
economic. We consider barriers like political, institutional, and lack of or missing 
business models identified in open data literature as drivers to data sharing, which are 
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a prerequisite for analyzing data sets. Our overall model addresses these conditions, 
but they will not be part of the proposed decision model. Technical barriers include 
barriers related to re-use and precision and recall of data and/or their source [24], 
which can be improved by metadata as an intervention. Data quality is addressed by 
aspects related to individual data as well as to datasets.. Data ownership regards the 
question of who is allowed to use and determine re-use of data and who has decision 
rights. Data privacy is not mentioned as a barrier in open data literature; we can only 
assume that it is addressed in specifying data policies, but it is mentioned in literature 
on data governance. Economic barriers include interventions like billing and 
invoicing of data usage and address liability, which also relates to data quality. 
Barriers in open data literature rank liability as a social risk, but one could also 
consider liability from a commercial perspective among businesses.   

3 Logistics Use Cases 

This section presents three use cases in the logistics sector to validate the identified 
barriers as well as identifying interventions for overcoming these barriers.  Logistics 
is considered as an application area for data sharing, since it is a fairly complex 
environment with many Small and Medium sized Enterprises (SMEs) and a limited 
number of globally operating large enterprises. Each of these enterprises is 
autonomous, but has to adhere to international trade agreements that also address data 
sharing like the Rotterdam Rules [25] that specify a clear separation of concern 
between transport of cargo and activities like declarations and warehousing with 
commercial information. Furthermore, it is generally expected that data sharing can 
improve decision making [7] and contribute to efficiency and effectiveness of 
logistics [26]. In this particular dynamic environment, the use cases considered cover 
i) infrastructure data provided by Rijkswaterstaat, ii) data sharing between two 
container terminals that serve as hubs in logistics networks and have to process large 
amounts of data obeying the aforementioned Rotterdam Rules, and iii) the prediction 
of turnaround times at one container terminal in the Rotterdam port that has to be able 
to load and discharge vessels and at the same time the arrival and departure of 
containers by road. These environments are all data intensive environments with real 
time data requirements. The first use case about Rijkswaterstaat is based upon a 
detailed web-analysis done by two researchers independently. Input for use cases two 
and three has been collected during two in-depth interviews with stakeholders from 
the terminals. Given the complex and data intensive nature of the three use cases we 
believe that the most important barriers have been identified and argue that these use 
cases are sufficient for a first validation of our decision model. In-depth case studies 
are needed to strengthen our validation and further develop and validate Step 4 of the 
decision model.  

3.1 Use Case 1: Infrastructure and Its Usage 

Rijkswaterstaat (RWS) is a Dutch governmental organization that is part of  
the Department of Infrastructure and Environment (I&M), RWS is responsible  
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for the design, construction, management and maintenance of the main  
infrastructure facilities, such as highways, water systems and waterways 
(www.rijkswaterstaat.nl/en/about_us/). The organization is publishing a number of 
data sets as open data, such as data sets of normal and current water heights and a 
map containing the location of objects for roads and waterways like lighting objects, 
painting on the surface of roads, traffic signs, locks, and bridges. The data is not only 
published on a map at the RWS website, but also available via the Dutch national 
open data portal. The map in which all this data is available is compatible with 
international standards of the Open Geospatial Consortium (OGC) for the exchange of 
geographical data. 

As the organization is a public organization, they feel the obligation to publish its 
data. However, not all RWS data is available as open data. Roughly, the data held by 
the organization can be divided into static data specifying the infrastructure, which is 
updated yearly or a few times a year, and real-time data like traffic congestions and 
waiting times at locks and bridges. While most static data is published, not all real-
time data sets are made available as open data. One reason is that some notifications 
are published as push messages (events) rather than raw data because of their 
urgency. It supports so-called data driven actions [27] required to improve decision 
making in situational awareness [7]. Also, some of the data is duplicated. 
Furthermore, the organization protects some data sets that contain personal data. One 
example is the real-time location of barges. Often, the barge operators live on their 
barges and therefore a barge is considered as a ‘house’ in terms of privacy laws. To 
protect the privacy of the barge operators, these data are only published anonymized. 

3.2 Use Case 2: Sharing Data between Two Container Terminals 

Lots of logistics operations occur between container terminals in the Netherlands, one 
for instance in the Rotterdam port and another functioning as inland port. However, 
little information is shared between these terminals. This use case examines the 
potential of information sharing for two terminals to improve their planning, be able 
to use the capacity of barges better and increase transshipment volumes at terminals. 
Shared data includes bookings, timetables, available capacity, and vessel or barge 
movements. 

The analyzed data set includes privacy and potentially commercial sensitive 
information. While the location of inland barges is currently published as open data, 
the destination of these barges is not published. This information can be privacy 
sensitive as some inland shippers live on their vessels (see the previous use case). 
Thus, an intervention to filter out privacy sensitive information needs to be in place. 
Next to privacy issues, another challenge is commercial sensitivity. Sharing data on 
barge capacities could decreases transport prices leading to lower profits for barge 
operators. Sharing booking data could unveil commercial relations between logistic 
partners, which is considered sensitive from a competitive perspective. Intervention 
mechanisms are required in filtering commercial sensitive data and new business 
models are necessary for sharing capacity data. Thus, it is a challenge to find an 
economic model for sharing data between two terminals. Two options can be 
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considered: i) a terminal sells its data to its partners and ii) the terminals make 
bilateral agreements about mutual data exchange. Such agreements should also 
include service level agreements (SLAs) about data quality and technical formats. The 
terminals should further specify who is liable for the data. 

3.3 Use Case 3: Prediction of Turn around Times at Terminals Based on 
Open Data 

Time and place (location) are important aspects of logistics. Waiting times decrease 
the profit of carriers, since transport capacity cannot be utilized during waiting. In this 
respect, there is a carrier demand for predictable turn around times at drop off or 
pickup locations like terminals. Currently, these locations are still a 'black box' which 
operation is determined by its internal processes and the large number of trucks 
arriving and departing at its location. In the case of a terminal in the Rotterdam port, 
this often results in a queue at its gate. Carriers could respond to the demand for more 
information about turnaround times at a terminal, by collecting and sharing 
information about the location, the average speed  the destination and activities at that 
destination of their trucks. This information could help to determine turn around times 
at different locations in order to help i) carriers to improve their planning and ii) 
terminals to better manage container drop off and pickup. Information could be 
collected using the estimated time of arrival determined by the route planner systems 
used in most trucks. Other information could be provided by on board units used by 
truck drivers to report their activities. 

Sharing this information involves i) privacy issues (information about location and 
destination could disclose commercial relations of a carrier), ii) economic investments 
and collaboration structure to set up a data sharing platform (a business model needs 
to be thought of, e.g. subscription) and iii) technical aspects like data formats and 
semantics, as currently no standard format is used to describe the location of a truck.  

4 A Decision Model for Data Sharing  

This section introduces a decision model for organizations to decide if they want to 
open their data, based on the literature review and the use cases. Firstly, the overall 
decision model is presented and secondly, individual aspects are described with 
potential interventions.  

4.1 The Decision Model 

We found both data governance and open data literature to address a decision 
structure, albeit in a different way. Decision rights in data governance literature 
address the decision structure and decision processes [14], while open data literature 
addresses data policies from different perspectives, e.g. political on international (for 
instance European Union perspective) and national level, and institutional, based on a 
decision structure that is taken for granted. Based on the insights gained from the 
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literature review and use cases we structure the barriers to data sharing into a decision 
model (figure 1). It is structured into four steps: identification of the goal of data 
sharing (Step 1), identification of incentives for individual stakeholders (Step 2), 
identification of barriers, also referred to as constraints, to data sharing (Step 3) and 
the definition of the process to publish data (Step 4). Examples of goals (step 1) are 
for instance accountability to citizens and improved decisions (section 1). A business 
case and business model are examples of incentives for individual organizations (step 
2). Our proposed decision model addresses detailed analysis of individual data sets 
(step 3), within the context of goals and incentives. This third step supports data 
analysis by five categories identified in literature: ownership, privacy, economic, data 
quality, and technical. Each of these categories contains detailed questions to support 
decisions regarding data sharing. The process to open date (Step 4) consists of a step-
by-step guidelines covering technical aspects, such as data conversion, metadata 
requirements and URI strategies as well as organizational aspects around governance. 
A detailed description of this step is out of the scope of this paper.  

 

 

Fig. 1. Decision model for opening up data 

The decision model works as follows. If a certain constraint to data sharing is 
present in a given situation, the next step is to analyze if the constraint can be 
overcome by an intervention. For example, when a privacy constraint occurs, 
anonymization by filtering or aggregation by combining a data set into a single 
record, are potential interventions. Interventions are usually of a technical nature, but 
also include organizational mechanisms. When no suitable intervention can be 
identified the data set cannot be shared. Hence the arrow shown on the right-hand side 
of figure 1.  The next sections describe the five categories for analysis in more detail 
and introduce, where possible, interventions. The decision model should be applied 
both on a data set level as well as on individual data properties and even data values 
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of a data set (see for instance [28]). It should be noted that the decision model that is 
presented in this section, often serves as an example rather than a definite set of issues 
that needs to be addressed. While the categories remain more or less the same, for 
every use case new issues can be added to the categories. 

4.2 Ownership 

Only the owner of the data can make a decision about whether to publish data or not. 
If more than one organization owns data, all involved organizations need to agree on 
opening up the data. If one or more of the data owners are negative about opening up 
the data one possible intervention would be to start a process that informs all skeptical 
data owners about the advantages of open data. Improving trust is another important 
intervention needed at this point in the process. Involvement and support from higher 
management is essential for improving trust and for establishing a culture that is 
positive about open data. Licensing could be an intervention describing particular 
rules imposed by data owners. Licensing could be under similar conditions as given 
for open source [29]. Licensing mechanisms reflect data policies of data owners. 
Security mechanisms based on identity mechanisms could serve as an intervention to 
share data only with trusted organizations or individuals. 

A particular aspect of data ownership refers also to culture within an organization. 
In many cases, the data manager of a particular data set is unwilling to provide data to 
others, since he has no control on how his data will be used. Clear data policies 
(institutional perspective, [4]) and decisions structures [14] are a means to cater with 
these barriers. 

4.3 Privacy 

If a data set contains classified or privacy sensitive information that can be traced 
back to individual persons or companies this will constrain the data owner to publish 
the data. Legal constraints related to the privacy of data can also present a constraint 
to publishing data. Possible interventions to overcome privacy constraints are 
anonymization by filtering of sensitive information and aggregation of data, thus, only 
publishing a selection of data properties and values. Another option is the deployment 
of access control mechanisms combined with identity management that regulates data 
access. This intervention limits the openness of the data and is therefore especially 
applicable for company data with access restrictions and less for open data in general. 
In case interventions are not carried out successfully the data cannot be opened up. 

4.4 Economic 

Several elements related to the economic and business value aspects of a data set may 
hinder publication. Often data owners do not have a clear view on which data to 
publish as they are unaware of the potential of the different data sets. Since data is 
also considered to have a large economic value [1], data owners also expect to make 
profit with their data. It is difficult for individual data owners to assess the value of 
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data sharing for collaboration (see the logistics cases). In the case that a data owner 
currently earns money by providing his data, this will constrain the publication of the 
data – at least openly. The data owner could consider sharing the data only among a 
few organizations, and assess if there  are other ways to earn money with the data 
when it is published (even among a few organizations). This means that the data set 
may be opened up but is only available for a fee (Open data business model), which is 
one possible intervention. Monitoring, billing, and invoicing have to be supported as 
intervention mechanisms, potentially with different business models. 

Economic sensitivity may constrain the data to be opened up. Economic sensitivity 
refers to the consequences for the business processes and even the business model of 
a company. Opening up commercial sensitive data, such as available transport 
capacity, may result in a decrease of the commercial rates offered by that company 
and thus its profitability. Yield management mechanisms need to be in place to ensure 
that companies do not experience negative financial consequences when opening up 
data but can benefit from improved insights in consumer behavior. Another constraint 
to open data may be that the actual costs of publishing the data might be too high for 
the data owner. Only if the business case for opening data is positive the data should 
actually be published. To address these economic constraints it could be considered, 
especially when multiple organizations collaborate in a network: i) to share the costs 
of opening up data, ii) to define a pricing structure for data set usage and iii) to set up 
a separate organization to govern and maintain the data and its usage. Each of these 
interventions requires monitoring functions of a data sharing platform. 

4.5 Data Quality 

A data provider is responsible for the quality of the data that is published. Poor data 
quality of a data set or a selection of data properties should prevent the data from being 
published. Data quality could also have impact on liability in case poor data leads to 
accidents, incidents or increased turn around times. A related issue is that data gathered 
in a specific context may not be useful in another context, even though the quality ‘in 
itself’ is good. If data quality is a constraint, one needs to dive into the data to analyze if 
the data quality can be improved on the constraining factors to still be able to open up 
the data. One example is to explore whether the data set can be extended with other data 
to improve completeness. If data quality is too low, or if the data is not applicable in any 
other situation, the data set should not be opened up. In any case metadata describing 
the data quality should be added [27], [14]. To allow for re-use of data by others, as 
much context information as possible about data should be provided. Furthermore, 
social interaction with the data should be supported: data is often most used and most 
easy to interpret when a community can be built around the data platform where the data 
is published. Data visualization can play an important role in this. 

4.6 Technical 

The technical format of a data set may be a constraint to open the data [30]. If the data 
is unstructured it may be difficult to convert it into a machine-readable format 
relevant to a data user. The size of the data set, the existence of a semantic model, and 
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identifiers are other technical issues that need to be considered. For this group of 
issues, many interventions are possible. Examples include: offering the data in a 
structured format; reusing existing vocabularies and ontologies; publish the data 
according to existing data standards. Most technical interventions should be 
accompanied by an economic intervention. 

5 Discussion 

Based on barriers that organizations can apply on individual data sets, data properties, 
and data values, the decision model presented in the previous section provides a 
number of interventions. The decision model can be applied on individual data sets in 
the context of goals like economic growth or improved decisions (section 1) and 
incentives like a business case for an individual organization [4]. In the decision 
model, we have structured the issues in five categories that reflect a data owner’s 
perspective, which encompasses the perspectives for open data [4]. As literature of 
open data considers only government data, the decision model for data sharing also 
considers decision structures [14], commercial sensitivity, and potential business 
models for data sharing amongst competitors derived from logistics use cases. The 
latter also refers to the institutional barrier of the inability to process data user 
demands, whereas in the private sector data is shared to the benefit of both a data 
provider and – user. Based on governance literature and the use cases, private and 
commercial sensitivity has been included in the decision model. 

Different incentives may apply to individual organizations. On a high level, we 
found that a distinction can be made between legal and economic incentives. The 
legal incentives are centered around any regulatory measures that can be taken by the 
government to stimulate open data. Examples are compliance to safety or 
environmental regulations or compliance to directives regarding open data. The 
economic category includes incentives that lead to economic gains for the 
organizations that publish their data, such as efficiency gains, enlarging their 
customer base, or creating a competitive advantage. Reciprocity is another incentive 
as one organization is often more willing to publish data if this is matched by another 
organization opening their data. If neither economic nor legal incentives to publish 
data can be identified the process to open the data set is usually aborted as it is 
unlikely that a positive business case can be identified for data publication.  

Analysis of data sets is not only to be done on the level of a data set, but particular 
data properties and data values need to be considered. It implies that data analysis 
requires a detailed knowledge of semantic models of a data set, including 
vocabularies. Analysis on a high level of detail is necessary as intervention 
mechanisms also have to deal with that level of detail, for instance by implementing 
access control at the level data properties and – values. Interventions that can be 
applied are for instance attribute based access control, but these require particular tool 
support for managing access control rules combined with identity management of 
partners. Although this complexity is not required in open (government) data, it will 
be required by the private sector and thus potentially impact public-private 
collaboration leading for instance to economic growth [1]. 
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The decision model provides a number of intervention mechanisms. One 
intervention mechanism could potentially be used to address different barriers and an 
intervention mechanism can be viewed in the context of another mechanism. Security 
interventions can for instance be applied in the context of a data policy. An extensive 
mapping of interventions to barriers in different contexts needs more attention in 
future research.  

6 Conclusion 

This paper presents a decision model for sharing publicly or privately owned data 
based on both a literature review and three logistics use cases. The decision model 
contains details addressing individual barriers in each of the five categories identified. 
Since we have taken use cases for data sharing in the private sector, other barriers 
than the ones identified for open data are introduced in our decision model, e.g. 
commercial sensitivity. We have also introduced a number of interventions, whereas 
the implementation of these interventions in for instance a data sharing platform still 
needs to be elaborated. Our objective is to create Web based tools supporting the 
decision model, in which a data owner can select particular intervention mechanisms 
that are supported by, for instance, a data platform. Such tools need to cater with 
various details of data set analysis. 

Data governance literature emphasizes the importance of a decision structure [14] 
for data sharing in the private sector, since goals and incentives need to be clear to all 
stakeholders. Goals can be formulated at a macro level, e.g. (inter)national or 
regional, and incentives need to be formulated at organizational level, e.g. by a clear 
business case or a data sharing strategy supported by management.  These goals and 
incentives are drivers for analyzing data sets as formulated by our proposed decision 
model. Lack of a clear decision structure, an implicit decision structure, or lack of 
goals and incentives for individual organizations might be a barrier to the uptake of 
economic growth and innovation. Organizing data use for instance from a situational 
awareness perspective [7] could be the basis to stimulate data sharing. 

A final finding is that organizations can apply the decision model, without making 
a distinction to whether the data will be publically available without any restrictions 
(open data), or whether data will be shared in a closed community. The model 
introduces interventions like restricted access based on authorization and access 
control rules. Thus, the model can be a basis for data driven innovation for open and 
big data in the context of goals and incentives. 
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Abstract. The aim of this paper was to analyze an implementation of the public 
data agenda to address the lack of empirical research on the subject. The focus 
of the paper is on the interplay between policy, process and people. The ap-
proach was qualitative, interpretive research and data was gathered through in-
teraction, interviews and observations over a period of 20 months. Findings 
showed that the policies are a bit opportunistic and that it is not clear what data 
that should be made available to attract citizens to take part in the agenda, raw 
data or processed data? Furthermore, the incentives for citizens to engage in the 
public data agenda were not obvious. I therefore wonder, do we believe too 
much in information? Are we being information determinists? 

Keywords: Public Data, Open Government Data (OGD), Public Sector Infor-
mation (PSI), E-government, T-government, Public Sector Reform. 

1 Introduction 

According to the Digital Agenda for Europe there are structural weaknesses in Eu-
rope’s economy [1].  The primary goal today must therefore be to get Europe back on 
track and one way to do that is through making public data available for re-use. It has 
been estimated that by opening up public data overall savings could amount to €40 

billion a year in the EU making public data a major asset [2]. However, public data is 
not just an economic asset, it is also expected to be a key driver in the promotion of 
transparency and accountability and the view is that opening up public data will foster 
the participation of citizens in political and social life. The expectations are huge, 
public data is seen as an unprecedented opportunity enabled by the use of new tech-
nologies that will “turn Europe’s public data into a motor for innovation, growth and 
transparency” [2]. 

The public data agenda is persuasive. However, the history of government is rep-
lete with policy failures [3]. When it comes to new technology and new ideas, gov-
ernments are not slow to catch on. Important to keep in mind is, nevertheless, that 
there is a huge difference between what is technologically possible and what is actual-
ly realistic if you look at the big picture. Technology changes faster than most every-
thing else, for instance, the law, administrative power, culture, organizational  
structures, government structures, political arrangements, society and, last but not 
least, human behavior [3]. If we look at the faith in technology to contribute to public 
sector reform, this faith have existed for at least 50 years traced back to Leavitt and 
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Whisler 1958 [4]. The big discussion about public sector reform that had to do with 
information and communication technologies (ICTs) was, however, initiated in the 
1980s [5]. The goal of the reform was to decentralize the public sector as this was 
seen as a way to make it more flexible. It was also believed that ICTs could support 
this and use of ICTs became, consequently, intertwined with these objectives. The 
result was the rise of e-government, a generic term for research on the use of ICTs in 
the public sector [5].  

The outcome of the reform was not the expected. Fragmentation increased as indi-
vidual government agencies became accountable for their own activities and tasks. 
The result was, consequently, more organizational borders creating barriers to coop-
eration instead of making coordination easier [5]. Accordingly, the reform did not live 
up to the expectations. The wished for transformation is defined as “multi-level, mul-
ti-dimensional, and long-term organizational change, through the implementation of 
IT for reform purposes in order to achieve a situation that is qualitatively different 
than before” [5]. The promise of this transformation has been repeated over and over 
in the literature (for example, [6]) but there is no empirical evidence of it actually 
happening [3, 7-10]. To make it happen it has been considered important to see gov-
ernment and citizens as one decision-making entity, i.e. to get away from the view 
that government is a service provider and citizens are customers. Accordingly, citi-
zens should take part in and guide the development [11]. 

The drive for transformation is the primary explanation to why initiatives such as 
the public data agenda are proposed. The active promotion of open government poli-
cies and open data was initiated around 2009 and has since then spread quickly [12]. 
Today, 63 countries are connected to the Open Government Partnership, an interna-
tional platform for governments committed to become more open, accountable, and 
responsive to citizens [13]. The public data agenda is, consequently, fairly new and 
there is a lack of empirical research because of this. This knowledge gap has mana-
gerial and public policy implications [12]. One strategy proposed for working with the 
public data agenda is arranging open innovation competitions [2] and I study one such 
effort to address this lack. What I specifically direct attention to is the interplay be-
tween policy, process and people in this work. The public data agenda is expected to 
lead to transformation. For this to happen there is a need for a productive interaction 
between these three parts: policy to set the agenda and process to make data available 
and attract people to take part. Because policy without process and people is only 
visions, not reality, and process without people is only data made available. If data is 
not used there are no benefits. There is hence a need for understanding the interplay 
and the research question asked is consequently: “How do policy, process and people 
interact when implementing the public data agenda?” 

2 The Three Interrelated Themes – Policy, Process, and People  

In this section I address policy, process and people as three interrelated themes. With 
policy I refer to a statement of intent used to guide decisions to achieve desired goals. 
In this case the public data re-use vision, the expected benefits and identified  
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challenges according to the report from the European Commission [2]. With process I 
refer to the actions performed to make public data available and the promotion of its 
re-use. With people I refer to the people involved in the described process and the re-
users. Re-users could, for example, be citizens, businesses, media, etc. In this paper I 
focus on re-use by citizens because of the requirement that citizens should take part in 
and guide the development [11] and because citizens were the main target group in 
the studied case. 

The aim of policies is to address particular problems. When new challenges arise 
changes are made to policies. Usually the changes are small and incremental but there 
can also be major changes when established systems are judged inadequate [14]. This 
is called policy change and is, according to many researchers, initiated by bottom-up 
approaches in some way [14-17]. Hajer [17] says that nowadays, policy making is as 
much a matter of citizens and enterprises acting as it is a matter of direct government 
intervention. Policy changes are, consequently, seldom controlled from the top; they 
are rather the result of informal actors (peoples) complex processes [15]. 

2.1 Policy 

The drive for public sector reform is the primary explanation to why initiatives such 
as the public data agenda are proposed. According to the European Commission re-
port Open data - An engine for innovation, growth and transparent governance there 
are many benefits of open public data re-use [2]. The major purpose of the EU 2020 
strategy is to put Europe’s economies onto a high and sustainable growth path. To this 
end, Europe will have to strengthen its innovative potential and use its resources in 
the best possible way. One of these resources is public data. Opening up public data 
will, according to the report, foster participation of citizens in political and social life. 
However, the existing regulatory tools and their implementation, the lack of aware-
ness of administrations and businesses and the slow uptake of innovative technologies 
are holding back the development of a true market for the re-use of public data. What 
must be done is, therefore, to: “create the right framework conditions for the re-use of 
public sector information across the European Union, and to support the projects and 
infrastructures that can turn Europe’s public data into a motor for innovation, growth 
and transparency”. Since public data are produced at all levels of government, there is 
a need to act at all levels: local, regional, national, and EU level [2].  

2.2 People 

Today, more and more public data are made available [18-22] and there is a lot of talk 
about potential benefits. Expected benefits are, for instance, transparency, collabora-
tion, participation, economic and social value [23] which will result from innovative 
service development [24]. This innovative service development should be performed 
by people seeing value in taking part in the agenda. However, according to existing 
research there is a need to entice people to participate. For instance, Lofi and Krestel 
[25] proposed combining information processing techniques with micro-blogging  
to increase transparency in political processes and to encourage internet users to  
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participate. Furthermore, use of open data requires knowledge found in different 
communities, that is, across core stakeholder groups in the public data community 
[18]. The data needs to be interpreted and interpretation is always a function of a col-
lective which makes it difficult for people to take part [18, 26]. Graves and Hendler 
[20] therefore claim that there is an important portion of the population who could 
benefit from the use of public data but are unable do so because they cannot perform 
the essential operations needed to collect, process, merge and make sense of the data. 
Public data can be powerful, plentiful, and relevant to citizens’ concerns [24] but 
there is a need to extend knowledge on strategies to facilitate and attract businesses 
and citizens to participate, collaborate and re-use public data [27]. Jorge et al. [28] 
claim, for instance, that the way information is made available does not tend to pro-
mote citizens’ independent analysis. 

2.3 Process 

Because of the difficulties of interpretation Cornford et al. [26] stated that the availa-
bility of public data solves nothing. Public data covers valuable information about our 
society [29], which has the potential to empower citizens and create a digital content 
industry if challenges are dealt with properly. One key challenge is, consequently, to 
make sense of the data [19, 20, 22, 26, 30]. Public data are frequently offered in hete-
rogeneous formats missing clear semantics that clarify what the data describe [30]. To 
make it easier to understand the data, one proposed solution is visualization [19, 20].  

Furthermore, another barrier to overcome is the challenge posed by public access 
to public data which is challenging due to the complexity of the public information 
ecosystem [29]. It is not stand alone information that is the focus of interest but in-
formation that is part of a whole in which different data sets needs to be linked and 
connected to other data sets and services. Many researchers are, thus, addressing the 
need for integration and linking [31-33]. Linking data is seen fruitful and good for 
promoting re-use and transparency [31]. 

Making public data available imposes new burdens on the public sector. Davis and 
Frank [34] reflect upon the circumstance that many datasets are constructed in the 
process of being opened. They are not pre-existing artifacts waiting to be transferred, 
which it can appear like when talking about public data. To convert from raw data to 
high quality linked data on a large scale requires resources that are not always availa-
ble [35]. These new burdens are just additional burdens if making public data availa-
ble does not lead to the desired benefits which are dependent on re-use. There is, 
hence, a need for understanding the whole process of making public data available, 
understandable, usable, and the consequences of doing so. 

3 Research Approach 

The research carried out was qualitative, interpretive research [36] in which the em-
pirical material was gathered through interaction, interviews and observations. Ken-
dall and Kendall [37] argues to work closely together with people in the field helps us 
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understand a phenomenon in its context including its members (people), its interac-
tions (processes), its purpose, how it manages to survive, and what good it does for 
society and individuals (which is related to policy goals). That is, a much needed 
holistic approach to information systems research. In order to understand human be-
havior we need to understand the social context where they occur [38]. The main data 
collection method for this paper was therefore observation through participation. I 
took part in the organization of an open innovation competition and also conducted 
interviews with the other organizers; the project leader and representatives from the 
municipality, County Administrative Board, and a local IT business. This made it 
possible to capture multiple perspectives. The participation consisted of 17 project 
events, the aim of which was initially to create the competition, thereafter to plan its 
implementation, and eventually to launch it. The interviews (n=7) were of narrative 
character [39] in which the interviewees were asked to narrate about their experiences 
of participating in the project and their work with promoting open public data. In 
average, the interviews lasted for about one hour each and they were recorded and 
transcribed. The participation material, in turn, were minutes from meetings, i.e. 
records of the happenings during the meeting and the decisions taken. The collection 
of empirical material started in April 2012 and lasted to December 2013, a period of 
20 months.  

After gathering of the empirical material, a “story” (see section 4) was developed 
from it, i.e. a description of the process taken place and the outcomes. The aim of the 
story was to capture and present the competition process in as much detail as possible. 
When developing the story different empirical materials were put together to capture 
the process. The step after the development of the story is to use it as a unit for analy-
sis. This was done in the discussion part of this paper in which the story was reflected 
upon in relation to the policy documents and existing research. Regarding my interac-
tion in the case, I was one of the initiators of the competition and I was actively in-
volved in setting it up for the first time. However, once it was set up I stepped back 
and left the rest of the work to the other project members. So I did work in the domain 
in close collaboration as proposed by Kendall and Kendall [37] with more intense 
interaction during the first competition and less interaction during the second compe-
tition. During the second competition 2013, I was not involved in organizing the 
competition. However, I attended the Kick-off and Hackathon to observe and I took 
part in the jury work when the competition was completed to get insight into the out-
come of it. 

4 The Open Innovation Competition 

The case studied is a local effort of making public data available and promoting its re-
use. This case took place in Örebro, a Swedish municipality. Örebro has a population 
of approximately 140 000 citizens making it the 7th largest municipality in Sweden. 
Open public data is a relatively new phenomenon, but public access to government 
held information is not. In Sweden Freedom of Information laws have existed since 
1766 to guarantee public access to government documents [41]. However, this muni-
cipality decided, recently, to include work with open data in their strategies on how to 
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carry out the public work. The ambition is to create open data that is free and without 
limiting licenses to contribute to openness, transparency and easily accessible service. 
The belief is that this allows for the development of apps and external web solutions 
rooted in users’ different needs [42].  

The approach to promote re-use of public data was to arrange an open innovation 
competition. The initiative for the competition was taken in spring 2012 after an open 
data seminar held at the County Administrative Board. After the seminar I and a col-
league arranged a meeting with a representative from the municipality who on a daily 
basis works with open data. Together, we decided to hold a competition to promote 
re-use of local public data. To create the competition a project group was needed. The 
next task was, thus, to find people interested in taking part. At the university I turned 
to the department working with external relations. This turned out fortunate as they, at 
the time, already was working with promoting open innovation. They became, conse-
quently, very interested in the idea. Besides, also the County Administrative Board 
and a local IT business became involved. The competition was, consequently, a result 
of collaboration between the university, the municipality, the County Administrative 
Board and a local IT consultant business. We all had our own reasons for participat-
ing. My reason was to get input to my research, the representative from the munici-
pality participated because the municipality had taken the strategic decision to work 
with open data, the County Administrative Board was involved because of their work 
with the Digital Agenda and the local IT business saw it as an opportunity to promote 
the own company and brand. The work was, however, voluntary. It was in line with 
regular work duties for most of us, but it was self-imposed.  

The first competition was arranged in autumn 2012. The preparations for it con-
sisted of 12 project meetings. Public data was provided by the university, by some of 
the municipalities in the county, and by the County Administrative Board. All muni-
cipalities (n=12) in the county were asked to contribute with open data. The task was 
to make five data sources available, sources considered relatively easy to publish. 
Four of the twelve municipalities succeeded with the task, one municipality published 
one data source, the others did not contribute. Regarding the selection of data we 
provided the contestants with maps, invoices, lists of schools, fishing waters, nursing 
homes, car and bicycle traffic flows, income support, grades in school, course evalua-
tion data, visitor data to the largest municipality in the region and minutes from the 
city council for several of the municipalities in the region, etc.  

To market the competition we used social media (Facebook, Twitter and LinkedIn) 
and a web page was set up. Besides, there was advertisement in the local newspaper 
as well as posters put up at the project members’ work places and at the campus at the 
university. Also, e-mails were sent out through the Chamber of Commerce and Indus-
try to all IT companies in the region. At the university we also talked to students, 
asked teachers to inform before class and we sent out information about the competi-
tion through the university’s learning system. Also, a Kick-off and a Hackathon was 
arranged at the university. 

In 2012 the competition was mainly promoted through social media, the web page, 
and advertising. The promotion was, thus, meant to reach out to a broad audience. 
With this we, however, did not succeed. At the Kick-off there were only a handful of 
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people and none of the participants showed interest in the Hackathon. When the regis-
tration period expired we had few contestants which led to the decision to extend the 
registration period. This turned out to be counter-productive as it did not result in any 
new contestants, just the loss of some previously interested. The contestants could 
participate in two categories: a) by developing a completed service, or b) by sending 
in an idea to a service that could be developed in the future. In total, we received six 
contributions, four apps and two ideas. Some of these contributions were, however, 
the result of pressure, i.e. people was directly asked to contribute. In the project group 
we thought that the marketing that we had done would have been enough, but we 
were forced to learn the lesson that it is difficult to reach out with the public data 
agenda and that there is a need for even more marketing than the one we had done.  

In autumn 2013 the competition was arranged again because the strategy was to 
make it an annual event. This year I was not involved in organizing the competition as 
I now wanted to be able to study the project without affecting the strategies. However, 
I attended the Kick-off and Hackathon to observe. I also took part in the jury work 
when the competition was already completed to get insights into the outcome of it. In 
2013 the project group consisted of almost the same people as previous year. Howev-
er, the representative from the County Administrative Board changed, and a repre-
sentative from the Chamber of Commerce and Industry was added to the group. The 
strategy chosen, by project management, was to implement the competition so it 
could be coordinated with some other activities happening within the same period of 
time. The reason was that they wanted to make the competition visible to an existing 
audience, i.e. to boost from established events. The Hackathon, for instance, was this 
year held during the Global Entrepreneurship Week and the prize award ceremony 
was held at the national conference for the Digital Agenda.  

When launching the competition 2013 there were some lessons learned and conse-
quently also changes. One lesson was that the marketing needed to be more direct. 
One strategy chosen was therefore to turn to secondary schools in the region. The 
hope was that the pupils at secondary schools would be easier to reach out to if they 
could have the possibility to work with their contributions on school time. This was a 
hope by project management which they succeeded with; it was possible to make such 
an agreement with the teachers. The teachers thereby become intermediaries for the 
task as it now was their job to recruit pupils, i.e. contestants. This also meant a change 
in categories to compete in. In 2013 it was possible to compete in one of two catego-
ries; one for pupils and one for others. The idea class was, thus, removed. The reason 
was that it would be too many categories otherwise, and there was also a wish to get 
more services than in 2012.  

Furthermore, more marketing was performed. For instance, there was an interview 
in the radio and presentation at two events arranged by the Chamber of Commerce 
and Industry etc. The outcome of the competition 2013 was a larger interest for the 
Kick-off. Nearly four times as many as 2012 attended the event (n=39) which indi-
cates that the project management succeeded better this year with getting “the mes-
sage” out. Two of the approached schools were present. Also the Hackathon attracted 
a larger audience. Present at the Hackathon were ten pupils from one of the schools 
and two teachers from the same school. The other school who attended the Kick-off 
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was not present at the Hackathon because they did not manage to get the pupils inter-
ested. Furthermore, at the Hackathon were also people from several IT businesses, a 
representative from the Swedish transport agency, organizers of a local music festival, 
as well as project members. Also media attended both TV and radio. In total there 
were about 50 people present at the Hackathon who mingled with the contestants to 
see what they were doing. Of the people present, approximately a fifth was contes-
tants, the others were people curious and with own motives. For instance, the organiz-
ers of the local music festival wanted to get hold of someone who could work with 
their webpage, a task they succeeded with. There was, hence, raised awareness about 
the competition this year but, sadly, there were not many more contestants. In the end, 
the outcome of the competition 2013 was four contributions, i.e. services. This can be 
compared to the six contributions 2012 (of which four were services, i.e. the same 
amount). 

5 The Interplay Between Policy, Process and People 

In 2012, when I started working with the competition I and the other project members 
thought, perhaps a bit naively, that people would be interested in taking part. My ex-
pectation was that there would be many contestants if we just organized the competi-
tion. This assumption turned, however, out to be problematic. To have the ability to 
take part there is first a need for knowledge on the subject. Not many have this, be-
cause in general people do not know what public data is. Secondly, there is a need for 
competence to understand and use the data. Existing research says that the way in-
formation is made available does not tend to make people committed [28], the data 
must be processed to attract people to take part [31, 33]. Some solutions proposed are, 
for instance, visualization [19, 20], linking and integration [31, 32], but the question 
is, who should do this? Should processing of the data be performed in the re-use 
process or is it a requirement for re-use? 

Besides, taking part in re-use requires not only understanding the data, but also 
knowledge about public affairs and skills in service development etc. and the question 
is, is it realistic to have such demands on citizens? Not only should they be interested, 
they must also be skilled in many areas. Furthermore, another barrier is the lack of 
clear incentives. The incentives for developing services are to benefit from them 
somehow and these benefits come from people using the developed services. Howev-
er, the public interest for the service that won the competition 2012 turned out to be 
small, only a handful of people have used it and the service that won 2013 could, 
unfortunately, not be fully developed to realize its true potential because of lack of 
data sources needed. This is a problem because if there is limited interest for the ser-
vices there are no clear incentives for building them. The reason for the low interest is 
that the data is local and consequently the services and their audience too. 

Our selection of data made available could, of course, be criticized but on munici-
pal level public data is usually not that much more exiting. Existing research talk 
about linking different sources [31-33] and this could be a solution. But it is not  
clear who should do it. Hence, both the assumption of ability and willingness is  
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problematic at local government level. Local data has limitations and this is one im-
portant aspect to bear in mind. In this case, re-use of public data did not come “auto-
matically”, in fact, it did not even come with the competition’s prizes. In 2012 there 
was a cash prize of 20 000 SEK (approximately €2300), but since that did not moti-

vate people this was changed in 2013. In 2013 the prize was instead to have the op-
portunity to create business connections. The prize was to take part in an agile project 
at an IT company, something that could potentially, in the future, lead to an employ-
ment. However, that did, apparently, not motivate enough either.  

When policies (for example [2]) write about public data there seems to be an as-
sumption of interest in re-use. In this case, it was not so. This is, according to the 
representative from the municipality, a problem because re-use is believed to be im-
portant to get others to cooperate: 

“It’s a chicken and egg situation. So you have to have some respect for it, it does 
not go in two weeks, it’s a few years before getting this out, and before getting up 
re-use it is difficult to argue for open data internally in the organization.” 

It is, consequently, not just an interplay, it is an “intermess” between policy, 
process and people in this agenda. It is not clear who should do what and where the 
borders of the process begin and end. Neither is it clear where the ideas and beliefs 
come from. Olsson [15] argues that policies are the result of informal actors’ 
(peoples’) complex processes. Consequently, on what grounds they are based is not 
obvious. 

What is clear is, nevertheless, the expectation of transformation. This goal has, 
however, not been realized even though it has been a goal for many years now [4]. 
What is the difference now? Public data is expected to lead to increased transparency 
because of availability of information. The question then is, how much more available 
does it become if the interest for re-use is limited? Freedom of information laws have 
existed for long time [41] and made it possible to get hold of the information also 
previously if interested. So, if data is only published, does availability increase? 
Availability is dependent on some activity in which the data becomes easier to under-
stand. To make something electronically available is not the same as making it  
understandable, comprehensible and usable. Availability is more than the act of pub-
lishing. Therefore, is it realistic to believe that making public data electronically 
available contributes to strengthening of the public sector? Maybe I say, but it comes 
down to what happens next and as previously said, this is difficult to predict.  

6 Conclusions 

The aim of this paper was to answer the question of: “How do policy, process and 
people interact when implementing the public data agenda?”. The findings showed 
that: 

 
• Policies seem to be a bit opportunistic. Transformation is an ambitious goal 

and according to the report from the European Commission resources must be 
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used in the best possible way. The public data agenda is a good initiative but 
there seems to be an assumption that re-use will happen automatically. This 
case has, however, showed that this is not something that can be taken for 
granted. 

• The borders of the process of making data accessible are blurry. It is not firm-
ly established what data that should be made available to attract re-use, raw 
data or processed data. Accordingly, it is not clear where the process ends.  

• A consequence of the above statement is that it is not clear who should do 
what. A belief is that citizens should re-use the data to make it understandable 
to others, but if they cannot understand the data themselves this is not realistic. 
Consequently, there is, probably, a limited group of people who can do this 
work and to make it further complicated, this case showed that their incentives 
for doing it are not obvious. 

 
The findings in this paper address the research gap of empirical data on the public 

data agenda. The public data agenda is a good political end but as seen in this case, it 
can be questioned if it really is built on a realistic ground. According to the report 
from the European Commission there are societal challenges to solve and public data 
is presented as one solution. However, data is just ones and zeroes and I therefore 
wonder, do we believe too much in information? Many researchers have pointed out 
that there is a tendency for over-reliance in technology, i.e. technological determin-
ism. Is this information determinism? Will we in the future, talk about this agenda as 
that? I have only studied one case and can therefore not answer such questions, but 
the case has shown that it is important to raise them. Accordingly, there is a need of 
more research.  
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Abstract. Governments aim to increase democracy by engaging the public in 
using open data to develop mobile apps and citizen services. They make infor-
mation available (open data) and organize innovation contests to stimulate in-
novation with the goal to make new services available for the public to use. But 
will the public take on the challenge to both develop and provide services to 
each other? In this paper we use a case study from public transportation to in-
vestigate the motivation for individuals and teams to participate in innovation 
contests. The results show that the motivation for participating is primarily re-
lated to fun and enjoyment. We argue that in order to better meet the goals of 
open data innovation, governments need to follow through the full service in-
novation cycle and also care for making citizen coproduction in the execution 
and monitoring phases fun and enjoyable. Currently there is little chance for 
participants to make profit on a competitive market so governments need to 
provide other mechanisms to ensure service provisioning. For future research it 
is suggested to investigate how the later stages of open data innovation can be 
supported in order to meet the overall goals of open data innovation. 

Keywords: Open data, citizen coproduction, innovation contest, motivation,  
e-service, mobile application. 

1 Introduction 

In their quest to strengthen democracy and to promote economic growth, governments 
strive to become more open, and since the 1980’s the number of countries with free-
dom of information laws have increased more than fivefold [1]. Openness and trans-
parency are viewed as fundamental to democratic participation as well as trust in 
government and prevention of corruption [2, 3]. 

In order to improve openness and transparency, governments are stimulating the 
provisioning and use of open data. For example, the European Commission has issued 
a directive on the re-use of public sector information [4]. In addition to strengthening 
democracy, open data is believed to be an untapped well of future prosperity [5]. Pub-
lic administrations in Europe control large volumes of information collected by nu-
merous public authorities and services. The outcome of the proper manipulation and 
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management of this information is expected to enhance the EU economy with at least 
€40 billion each year [5]. 

But turning government information into value is not done overnight. First, data 
need to be made available and in formats easy to manipulate [37], and therefore pub-
lic authorities are beginning to publish data1 in open formats in conjunction with ap-
plication protocol interfaces to support its manipulation by services. Second, services, 
such as mobile apps, that transform open data into value [6] need to be designed, 
executed and monitored according to the service lifecycle [7]. 

However, so far the competitive market has largely failed to generate revenues for 
the developers [8]. It is estimated that less than 0.01 % of all developers can expect a 
return on their investments by 2018, even for mobile services related to games and 
entertainment. Users have high expectations for what should be paid for, and today 
mobile services are rather used by companies to build brand recognition and product 
awareness than for making profit. 

An alternative to the competitive market model is the collaborative production 
model where the public is engaged in service innovation [9, 10]. But while profes-
sionals in a competitive market are driven by financial incentives, the motivation for 
individuals to engage in collaborative production is most probably different. For ex-
ample, earlier studies on software developers engaged in open source projects reveal 
that fun and enjoyment, alongside with user need and intellectual motivation, are the 
top drivers [11, 12].  

To accelerate the development of new service ideas and prototypes, innovation 
contests, such as idea competitions and digital innovation contests, have become pop-
ular instruments [13, 14]. However, only a few of the service prototypes developed at 
innovation contests become viable digital services [15]. 

Although much has been written about citizen co-production in traditional areas 
such as neighborhood watches [16, 17], little is known about the motivation for citi-
zens to engage in collaborative service development in a globally connected world 
[7]. Despite this lack of knowledge, governments are now embracing e-government 
visions on the assumption that the public will engage in such endeavors, se for exam-
ple “A vision for public services” [18]. 

The question of interest in this paper is the motivation for the public to engage in 
innovation on open data. So far there is little scholarly work on why and how the 
public participate in collaborative production of digital services. We use a case study 
from public transportation to investigate the motivation for individuals and teams to 
participate in innovation contests. The result of the study is an increased understand-
ing of the motivational factors triggering individuals to participate in collaborative 
production of digital public services. It also enhances the understanding on the re-
quirements for how governments should organize the later stages of the service de-
velopment cycle when relying on the public for its production. 

The paper is organized in seven sections. Section two contains an extended back-
ground discussing key concepts followed by a case description in the third section. In  
 

                                                           
1 See for example www.datacatalogues.org for publicly available data sources. 
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section four we describe the method and in section five the results are presented.  
Section six contains a discussion of the results and in section seven we conclude the 
paper and suggest areas for future research. 

2 Innovation and Coproduction Using Open Data 

Innovation has been described as a linear process of sequential events from research 
and idea generation to commercialization [19]. The linear process model has been 
challenged due to a lack of feedback loops [20]. The chain-linked innovation process 
model, presented by Kline [21], is a simultaneous model including elements such as 
research, invention, innovation, and production. Rothwell [22] argues that innovation 
also involves interaction both internally and with external parties such as customers 
and suppliers. This model has been furthered into open innovation [23], where organ-
izations innovate with partners to share risks and rewards. 

According to Linders [7], innovation of digital services can be described as a loop 
model including three phases: design, execution and monitoring. It is a simpler model 
than ITIL (Information Technology Infrastructure Library2), which has become the de 
facto standard for describing the digital service lifecycle [24]. ITIL is a linear model 
that consists of five sequential steps including strategy, design, transition, operation 
and continual improvement. The European Commission uses Linders’ loop model in 
its vision for public services [18].  

2.1 Coproduction of Digital Services 

Through the emergence of the Internet and ubiquitous communications, coproduction 
may find new forms and increase dramatically [7]. Osimo et al. [9] call the coproduc-
tion of digital public services between citizens and public and private organizations 
collaborative e-government and defines it as “any public service that is electronically 
provided by government, citizens, NGOs, private companies and individual civil ser-
vants, in collaboration or not with government institutions, based on government or 
citizens-generated data” [9, p.14]. 

While studying third-party development, Linders [7] focuses on the relationship 
between citizens and governments in the coproduction of public services. He identi-
fies three different types of coproduction: Citizen sourcing, Government as a platform 
and Do it yourself government. Citizen sourcing is where citizens produce for gov-
ernments, government as a platform where governments produce for citizens, and do 
it yourself government where citizens produce for citizens. Linders [7] then classifies 
citizen co-production according to the three phases of the service innovation process, 
see Figure 1. However, he does not take into account other actors involved in copro-
duction, such as private companies and NGOs.  

                                                           
2 ITIL is a registered trademark of the United Kingdom's Cabinet Office.  
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Fig. 1. Classification of citizen co-production. Based on [7, p. 449] 

2.2 Understanding Third Party Developer Motivation 

As third-party developers typically aren’t paid up-front for their work [25] but instead 
pursue development in return for e.g. future potential income [26] or intrinsic rewards 
[27], it is important to understand the different motivations for this type of develop-
ment [28].  

Previous research has observed that such motivations can be surprisingly heteroge-
neous. As the importance of third-party software has skyrocketed in the last years, 
more entrepreneurially oriented developers are hoping to ship “blockbuster applica-
tions” [29]: by drawing on first-mover advantages (such as exploiting new technical 
affordances provided by device manufacturers and/or unoccupied niches in the ser-
vice ecosystem) [29, 30], signaling partnership with market-leading firms [26] or 
accessing otherwise unattainable downstream capabilities through minor investments 
(e.g. by publishing applications in application marketplaces) [26, 29, 31] small and 
independent developers may reap substantial monetary rewards for their development 
work.  

However, a large portion of third-party developer work is also undertaken without 
expected monetary compensation [27]. In third-party application development pre-
vious research have observed that e.g. learning a new technical platform [30, 31], 
improving existing services [32], the freedom of undertaking autonomous work [29, 
30, 31] as well as the sheer enjoyment of programming [33, 27] as salient motivators 
for developers to freely engage in development of publically available services. 

This wide array of motivation has implications for organizations governing open 
development efforts. E.g. Boudreau and Lakhani [28] argue that to attract actors with 
commercial interests, innovation is favored by market-like structures, where as more 
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intrinsically motivated actors is best governed through communities. In sum, when 
organizations wants to tap into outside development capabilities, they need to 1) rec-
ognize the rich spectrum of motivations and 2) work to support these motives (wheth-
er it is financial turnover or catering for the disbursement of more “invisible wages” 
related to application development). One such way of tapping into these capabilities is 
to arrange digital innovations contests. 

2.3 Digital Innovation Contests 

Innovation literally means something new and original that breaks into a market or 
society. As such innovation is a process that always involves competition in some 
form.  Over the years, a number of different types of contests have been discussed in 
order to control and organize innovation: idea competition [35], community  
based innovation [13, 36], online innovation contests [13], and digital innovation 
contests [14].  

Piller and Walcher [35] state that the value with an idea competition is that the 
contest provides a mechanism by which users can transfer innovative ideas to firms 
and other organizations. Consequently, a core challenge of organizing an idea compe-
tition is to motivate users to provide innovative ideas, which the initiator of the con-
test then can transform to new services and products [35]. The concept of innovation 
contests is extended in Bullinger and Moeslein [13] when presenting the concept of 
online innovation contests, who distinguish ten key design elements when setting up 
idea competitions.  

Füller et al [36] provide, through the concept of community based innovation,  
support for how to identify, access and interact with lead users in online communities 
in order to stimulate valuable input at different stages during the innovation  
process [36].  

These concepts for controlling innovation does not take into account the possibili-
ties that open data brings to an innovation process. “Open data is data that can be 
freely used, reused and redistributed by anyone – subject only, at most, to the re-
quirement to attribute and share alike” [37]. This as they merely focus on idea genera-
tion for which open resources as data is not needed. Consequently, Bullinger and 
Moeslein [13] do not discuss the provision of open data as a design element when 
organizing innovation contests for that purpose.  

Building on that lack of support, the concept of digital innovation contest was in-
troduced in 2012. Digital innovation contest is defined as “an event in which third-
party developers compete to design and implement the most firm and satisfying  
service prototype, for a specific purpose, based on open data” [14, p.2]. Events of 
this kind are based on the nature of an idea competition, however, they also stimulate 
and encourage third-party involvement in the making of the actual end result; not 
merely using end users to provide ideas and other input at different stages of the 
innovation process [35, 36]. Consequently, while idea generation is an important 
activity in a digital innovation contest, software design, implementation and testing 
as well as service operation and monitoring are also crucial activities that have to be  
performed [14]. 
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3 Case Description 

The case selected was the innovation contest Travelhack 2013 organized by SL, the 
public transportation organization of Stockholm, Samtrafiken, a service provider 
owned by transportation organizations in Sweden, and the research institute Viktoria 
Swedish ICT. The main objective for organizing the contest was to provide a platform 
for the best developers in Sweden to design and develop novel digital service proto-
types that support travellers using public transportation, and by this increase the at-
tractiveness of public transportation. The reasons for selecting the case was that the 
goals of the innovation contest resemble the overall goals of open government data, 
and that the organizers provided a catalogue of open traffic data3 as well as promoted 
use of open data from other areas, for the participants to develop on4. The contest was 
held in the winter and spring of 2013 and spanned three months, divided into three 
phases: idea, preparation and final. Proposals on ideas were divided into three  
categories: 

─ Digital services that make public transportation trips more fun 
─ Digital services that make public transportation more efficient 
─ Digital services that make public transportation more accessible to everyone, espe-

cially passengers with cognitive disabilities. 

A jury then evaluated the ideas based on four criteria: innovativeness, potential to 
make impact, technical feasibility, and usefulness. Out of a total of 58 proposals, 25 
teams were invited to the final and 21 participated. The purpose of the final - which 
was organized as a 24-hour hackathon - was to have contestants finalize the proto-
types, select winners, and promote the result to invited venture capital providers. Dur-
ing the final, the organizers and data providers supported the teams on-site together 
with business coaches to finalize their pitches to the expert jury. 

The organizers had no intention to acquire any of the participant’s services after 
the contest, and instead venture capital providers were invited to the final. However, 
no teams have so far managed to attract funding from the invited venture capitalists, 
however through other means of finance the development, one year after the contest, 
is ongoing in at least six of the teams.  

4 Research Method 

In this study the aim is to investigate the motivation for the public to engage in open 
data innovation. We selected a case study of public organizations arranging an inno-
vation contest based on open data made available through an open data catalogue. The 
case corresponds well with the overall goals that governments have with open data, 
namely to 1) make government data available in open formats for services and mobile 
apps and 2) stimulate the development of services and mobile apps to create public 

                                                           
3 Trafiklab.se. 
4 For example: Spotify, Oxify, Skype, Bing Maps, Windows 8, Windows Phone och Rebtel. 
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value. Hence we argue that the case is representative for service innovation on open 
government data, and the results and conclusions may be applicable to similar cases. 

To collect data we developed a survey based on the motivation model developed 
by Bodreau and Lakhani [28]. We used a seven step Likert scale to measure the levels 
of motivation. A seven step Likert scale was chosen in favor of a five step Likert 
scale in order to receive better discrimination of the responses [38] 

The survey was directed to the participants of Travelhack 2013. We received 39 
responses from a total of 76 participants giving a response rate of a little more than 50 
%, which is considered as satisfactory. To complement the survey, interviews with 20 
of the 21 teams were conducted including questions about their intention to finalize 
their service and make it available to the public. The survey was conducted in con-
junction with the final, and the team interviews were carried out during a period of 2-
4 months after the final using telephone interviews and a prepared interview guide. 
These interviews were carried out with the team leaders who then represented the 
whole team.  

5 Results 

In total, 76 individuals organized in 21 teams participated in the final of Travelhack 
2013. The final resulted in 21 service prototypes of which four were awarded prizes 
in different prize categories 

5.1 Who Participated in the Contest? 

The majority of participants, almost three fifths, were citizens with an interest in and 
ability to develop digital services. Two thirds of the citizens viewed themselves as 
being hackers while the remaining third of the citizens consisted of students, re-
searchers, community teams and friends. Community teams are characterized by a 
shared interest in development. Almost a fifth of the participants were project teams 
representing companies and one fourth were start-up companies with the aim to gen-
erate business from the service. Start-ups represent a category of participants in be-
tween citizens and established companies. Start-ups are characterized by a shared 
intent among the team members to make business from the developed service and that 
the business is in its early stages of trading. The organizers of the contest had con-
sciously aimed toward engaging participants from these categories in order to stimu-
late broad participants from different groups interested in building new services based 
on open data. 

5.2 Motivation for Participating in the Contest 

The motivation for individuals to participate in the innovation contest were primarily 
intrinsic where the top three triggers were fun and enjoyment, intellectual challenge 
and status and reputation, see Table 2. User need, an extrinsic type of motivation, 
scores fairly high while other extrinsic triggers related to money, reciprocity as well 
as signaling and career concerns score the lowest. 
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Table 1. Summary of results from the survey of motivational factors. Listed in order of 
popularity. Levels are measured in a Likert scale, where 7 is the highest score and 1 is the 
lowest. 

Motivation Avg. Dev. Type 
Fun and Enjoyment 6,8 0,6 Intrinsic 
Intellectual Challenge 6,3 1,2 Intrinsic 
Status and Reputation 6,0 1,4 Intrinsic 
User Need 5,8 1,6 Extrinsic 
Professional and Personal Identity 5,5 1,8 Intrinsic 
Autonomy 5,3 1,8 Intrinsic 
Learning and Skills Development 4,9 2,0 Extrinsic 
Money 4,9 1,8 Extrinsic 
Reciprocity 4,7 1,9 Both 
Signaling and Career Concerns 4,3 2,2 Extrinsic 

 

 
Most of the motivational factors are self explanatory but professional and personal 

identity, reciprocity as well as signaling and career concerns might need some further 
explanation. Professional and personal identity refers to the intrinsic motivation of 
strengthening the view of the participant as a competent developer (“I am an iPhone 
developer”). Reciprocity denotes the sense of developing services for free but expect 
counter-services such as organizer recognition in return, and signaling and career 
concerns refers to participants’ motivations to develop showcases for future employ-
ers or customers. 

5.3 Following Up on Development Status 

Four months after the final one third of the teams were still active developing their 
service, see Table 1. However, 83 % of the teams planned to develop their prototype 
into a working service. Out of these, 83 %, 60 % of the teams intended to finalize the 
service on their own while 40 % planned to do it in collaboration with others, either 
through direct collaboration or by selling the rights of the service to a third party. 

Table 2. Development status and future plans for the teams participating in the final of 
Travelhack 13 

Development status and plans Percentage 
Active development 33% 
Plan to finalize the service 83% 
- the team on its own 60% 
- in collaboration with others 40% 

6 Discussion 

Given the results of this investigation, the main motivation for individuals to partici-
pate in development of public services is similar to the motivation for developers to 
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participate in open source communities: fun and enjoyment alongside with intellectual 
challenge and status. Despite a significant number of participating teams from com-
panies and start-ups, money scored low as motivational factor. One potential explana-
tion for this can be that the teams were aware of the low chances of making profit on 
a market for public services. Although more than 80 % of the teams planned to final-
ize their service, only one third had actually 2-4 months after the contest continued 
the development. It is also possible that the organizers’ decision not to acquire any of 
the services after the contest, and a lack of interest from venture capitalists, discou-
raged the teams continue developing. One exception is the winner of the innovation 
contest, Resledaren, who after the contest in a consortium consisting of the team in 
collaboration with the organizers won an application for innovation funding to push 
on the development of the service in to a market ready service. This visualizes a gap 
that must be bridged for teams in order to externally fund and continue the develop-
ment. It also visualizes that additional competences (provided by the organizers) have 
to be engaged by a team in order to bridge the gap. In this case the organizers’ expe-
riences in writing proposals for funding were used to identify the available funding 
opportunity and create a bid that won the external funding.  

Travelhack 13 is a good example of an innovation contest for open government da-
ta. The organizers have spent much effort in creating an attractive event and inform-
ing about it. However, the event only supported the first parts of the design phase of 
the service development life cycle. There was no support for the subsequent phases of 
finalizing the design, execution and monitoring from neither the organizers nor the 
venture capitalists. We argue that for collaborative production of public services to 
occur and for the public to engage in this production, public organizations need to 
establish mechanisms to support all phases of the service development life cycle. So 
far there are minimal chances for developers to make profit on open data services and 
mobile applications. 

If governments are to engage the public in collaborative production, the motivation 
for individuals and different types of groups needs to be better understood and ma-
naged. In her seminal work on collective action, Ellinor Ostrom [17] points to a num-
ber of factors affecting how groups of individuals are prepared to manage a common 
good. E.g. clear rules and structures are required for how governments hand over 
responsibility to the public. Following the same strands of argument, we claim gov-
ernments need to establish policies and mechanisms for the latter phases of the  
service development lifecycle. Arranging innovation contests is a good way of gene-
rating ideas and prototypes but it is not enough to tap the potential well of fortune that 
open data represents. 

Innovation contests focus on developers. But maybe the successful collaborative 
production of public services needs to involve other actors and competences as well, 
actors that do not have the competence to develop services but to provide the services 
for the benefit of other citizens. Maybe there is a need to identify actors that have 
other motives than developers to engage in the execution and monitoring phases of 
the service development life cycle.  
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7 Conclusions and Future Research 

The question at the center of this paper is the motivation for the public to engage in 
innovation on open data to strengthen democracy and enhance economy. We con-
clude that participants in innovation contests for open data primarily are motivated by 
fun and enjoyment and other intrinsic factors prior to the contest. Money and signal-
ing and career concerns score low in our investigation as initial factors motivating the 
public to engage in open data contests. We also conclude that innovation contests like 
Travelhack 13 do not take into account the entire service lifecycle leaving participants 
on their own finalizing their digital services and finding ways to provide them to the 
public. Therefore, for future research we propose to increase the understanding of 
collaborative production of digital services and design and evaluate new mechanisms 
for supporting the later phases of digital service execution and monitoring. 
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Abstract. Public procurement of Information Systems is a highly complex 
process. Not surprisingly, systems often fail to meet the needs for which they 
were procured. One of the main causes of this is the contradictions between 
goals of different stakeholders.  Identifying and understanding these conflicts 
and contradictions are essential to develop strategies to improve the 
procurement process. In this paper, we present a case study where we examined 
the procurement process of a system carried out by a public entity in Norway. 
Using dialectic theory and stakeholder theory as interpreting lenses, we 
identified a number of conflicts and contradictions.  Some of the contradictions 
resulted from conflicting and divergent goals of the various stakeholders across 
groups but also within groups, while others resulted from differing goals of 
policies and regulations.  

Keywords: Public procurement of IS, Dialectics, Stakeholder theory. 

1 Introduction 

Procurement has become the most common way of acquiring information systems 
(IS), especially in the public sector. However, this is a highly complex process [1]. 
There are numerous instances of failed procurement projects (e.g. the GOLF-project 
in Norway). One of the main causes of this is conflicting goals. These goal conflicts 
may be due to incompatible political goals, such as ensuring open and fair 
competition versus preference for local vendors, or they can be due to conflict 
between short-term and long term goals of the projects. Such projects also involve a 
variety of stakeholder groups who have diverse and often conflicting interests which 
adds to the existing conflicts. To develop appropriate strategies to deal with 
conflicting goals we first need to identify them. 

Two streams in the literature have examined these issues. One stream has 
examined the conflicts and contradictions that surface in IS projects in general [2-4] 
and in the public sector in particular [1, 5].  The theoretical premise of several of 
these studies has been dialectics [4, 6-8]. The other stream has focused on 
stakeholders and how differing interests lead to contradictions and often conflicts in 
IS projects in general [3, 9] and in eGovernment in particular [10-12]. While each 
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stream has produced valuable insights, they only address part of the problem: either 
the nature of the conflicts or the interests of the stakeholders.  Only a few studies have 
used both perspectives to provide a more complete picture (e.g. [13]).  

We propose that combining dialectical theory with stakeholder theory provides us 
with a sharper theoretical lens to understand the conflicts and contradictions that arise 
in a public IS project, especially in public procurement. A better understanding of this 
process can lead to better strategies to cope with challenges. To examine our 
proposition, we conducted a case study of the procurement of an EHR system 
(Electronic Health Record) in Norway and interpreted the data using concepts from 
dialectics and stakeholder theories. We unearthed a number of contradictions that 
underlay the procurement process and identified the role of various stakeholders in 
these contradictions.  

The rest of the paper is organized as follows: In the next section, we discuss some 
of the conflicting goals in public procurement. We then briefly describe the two 
theoretical perspectives, namely, dialectics and stakeholder theories.  Next, we 
describe our case and our data analysis, and then present our findings. We conclude 
the paper by discussing our findings in relation to existing literature and suggest areas 
for future research. 

2 Conflicting Goals in Public Procurement 

Public procurement is regulated in most countries and thus differs from private 
procurement.  The European Union (EU) applies two public procurement directives 
with the underlying principles of transparency and non-discriminatory competition 
[14, 15]. All public procurements above a threshold value of 200 000 € (for 2014) 

should be announced as a call in EU`s tender electronic database (TED). Some 
countries have additional national threshold levels; which requires calls to be 
announced in the national database.  

A public entity may face a number of dilemmas or conflicting goals in a 
procurement process. Among these is the dilemma between the principle of equal 
opportunities for all competitors and preferences for a specific software vendor, or for 
local vendors. Many states in the US have criteria related to promoting the efforts of 
small businesses, women, and minorities when choosing contractors [16]. Dilemmas 
exist between creating requirements specifications up front or developing the system 
specification as an integral part of the procurement process  [5]. The latter option 
allows for greater learning from the vendors. These dilemmas are further complicated 
when stakeholders have different and often conflicting interests. This challenge may 
be tougher in the public sector than in the private sector, as organizations that are 
subject to political controls are more likely to face multiple sources of authority that 
are potentially conflicting [17]. In public procurement, we can expect contradicting 
interests between vendors and procuring entities. While procurement managers and 
CIOs want a clear, complete and detailed picture of requirements, vendors find 
requirement specifications too detailed and extensive [18]. Vendors are often left with 
the task (and the power) of providing the answers as to whether their software meet 



 Dialectics and Contradictions in Public Procurement of Information Systems 291 

 

the functionality requirements. This can create a challenge for the procuring entities. 
Moreover, different user groups may have different goals [9] which often leads to 
compromises on software functionality and application of power to overcome user 
resistence [3]. It is often extremely difficult for all stakeholders to agree on the 
objectives for a new system (Swanson 1988, in [19], p. 11). The sheer variety of 
stakeholders make public procurement of IS a highly complex process. Figure 1 
depicts this complexity.   

 
 

 

 

 
 
 
 
 
  
 

 

 
Fig. 1. A basic stakeholder model 

 
It is a misconception that stakeholder theory advocates equal treatment of all 

stakeholders [20]. An organizational entity may have several conflicting goals or 
interest groups competing for priority [21]. Oppositions may be external to the 
organizational entity Vendors have their obvious interest of doing business, and this 
interest may not align with the internal stakeholders.  Interest groups, such as 
chambers of commerce may try to influence a municipality to procure from vendors 
in the region. Elected politicians may have a say as representatives for the citizens. 
Lastly regulatory bodies enforce regulations. 

In practice a procurement project may have an even more complex stakeholder 
map than shown in figure 1. End user groups may not be homogeneous but may have 
different interests. Even members in the project group may have conflicting interests.   
Line management may have different interests, depending on the functional area they 
represent. Further, stakeholders’ relative preferences may vary over time [4]. Public 
procurement can be a rather long process, hence a stakeholder group such as end 
users can´t be expected to sustain the same interest in a procurement all through a 
project. 
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3 Theoretical Premises 

To understand the complexity of the public procurement process discussed above, we 
draw upon two theoretical premises, stakeholder theories and dialectics.   

3.1 Stakeholder Theory 

A stakeholder can be defined as “any group or individual who can affect or is affected 
by the achievement of the organization's objectives" [22]. Stakeholders are also  
people who have put something at risk in relationship with the firm [23], or with 
power to change the strategic future of the organization [24]. Stakeholder theory has 
been adopted in the e-Government field [11] and studies have shown that stakeholders 
can be influential in the success or failures of public IS projects [10, 25]. This 
perspective is different from that of the management literature which focuses on 
which stakeholders are important to a corporation and how these salient stakeholders 
should be managed.  Stakeholders have a significant role to play in ensuring 
successful e-government. Hence it is suggested that a shared understanding of the 
interests, perspectives, value dimensions, and benefits sought by the various 
stakeholders is vital [12]. This also applies to procurement of IS in public sector. As 
the procured system affects different stakeholder groups, we should expect that the 
requirement specification and the selection of the system would be critical. 

3.2 Dialectics 

Dialectical reflections and contradictions can be means to understand change 
processes in IS development [2, 6]. Contradictions can be understood as opposites 
(thesis and anti-thesis), but not necessarily conflicts. In dialectics  theory, stability and 
change is explained by reference to the balance of power between the opposing 
entities [21]. The opposing entities may be between different commitments for one 
group, or between different stakeholder groups with contradicting goals (e.g. nurses 
involved in a project and other nurses not involved).  

 

    Thesis 

• Synthesis 

    Contradictions            *  Thesis / Antithesis 

• Contradiction / 
Pluralism 

 Antithesis 

Fig. 2. Dialectical process lens (adapted from [21])  

The dialectic process (Fig. 2) can result in three possible outcomes: (a) synthesis 
which is a negotiated compromise between the thesis and the anti-thesis (b) the thesis 
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or the anti-thesis prevails, or (c) no resolution; the thesis and the anti-thesis remain in 
a state of pluralism or conflict.  A synthesis may in turn lead to a contradicting 
antithesis which may set off another dialectical process. 

Dialectical approach has been suggested for studying IS implementation which is 
conceived as a complex intertwined set of social and political interactions [19]. 
Dialectics has been applied to analyze learning [7] and misalignments in ERP 
implementation [8]. We therefore found dialectics useful in our study. 

3.3 Summary 

In this section, we put forward two theoretical premises that we argue can be relevant 
to understand the complex public procurement process. While stakeholder theory  and 
dialectics has been previously applied in combination in analysis of e-government 
cooperation [13], and enterprise implementation [7, 8], to our knowledge it has not 
been used in examining public procurement. In our study we attempt to demonstrate 
how combining the two analytical lenses can provide a better understanding of public 
procurement of information systems. We describe the case next. 

4 Case Study 

Our case site was a Norwegian municipality with a population of approximately 
40.000. The procurement was part of a larger project to comply with a directive of the 
Norwegian government which required message exchange of electronic health records 
(EHR) between all municipalities and public hospitals. A project group called 
“Message Exchange Group” was set up to determine how to comply with the 
directive. The group soon discovered that their present vendor could not add  
the message exchange functionality to the existing system. Consequently, the 
municipality established a new project group to procure an EHR system that included 
some members of the “Message Exchange group”.  

4.1 Case Narrative 

In keeping with the usual practice in the municipality, the procurement project group 
consulted an inter-municipal procurement consulting entity and invited other 
municipalities in the regional network of municipalities to join the process. One 
smaller municipality decided to take part; however the process was led by the bigger 
municipality. The two municipalities applied tenders with negotiations as the 
procedure for this case.  

Figure 3 depicts the timeline of the procurement process. As can be seen; the 
project commenced in April 2012. The municipality announced the upcoming tender 
and invited vendors to submit documentation for pre-qualification on issues such as 
financial capabilities and technical competencies. In parallel the project group 
finalized the requirement specifications, so they could invite vendors to submit offers. 
To do so, it borrowed a requirement specification from a neighboring municipality 
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that had been through the same process less than 2 years before. The project group 
visited three neighboring municipalities that had used systems from three major EHR-
vendors, to get insights to develop the specifications further.  It also held a 
brainstorming session with a reference group of 16 super users to get further input. 

 
  Pre-  Tendering 

qualification 

Organizing   Announcing    Finalizing     Negotiation   Select-      Implementation 
prequal.       req. spec.         ion 
 
2012         2013  
 Jan         April      May         July                    Sept.         Oct.          Nov.                  Feb. 
 

Fig. 3. Timeline of the procurement process showing the different stages 

At the pre-qualification stage, three vendors expressed an interest in participating. 
We started our data collection with observation in the meeting where the project 
group opened the papers the vendors had submitted to establish their credentials. All 
three were found qualified and they were invited to submit offers. All of them did 
within the deadline, and were invited to take part in the negotiations.  

The negotiations were carried out primarily through three day-long meetings with 
each vendor on scheduled issues. Each vendor got the same information prior to the 
meetings, and was given exactly a week between each meeting. The first meeting was 
meant to check whether there was a common understanding of the requirements and 
the software. The project group discovered that all vendors to some extent had ticked 
off incorrectly on whether their software met a requirement or not. Price and contract 
issues were on the agenda for the second meeting. In this meeting one of the vendors 
was told within minutes that they had to rewrite the contract terms and were sent 
home after approximately an hour. They submitted a new contract and were allowed 
to take part in the following negotiations.  

In the third meeting the vendors were asked to demonstrate how the software could 
be applied in an assigned task. A group of super users was invited to this meeting, 
where they posed questions to the vendors on matters that concerned them.  The 
procurement group leader led the session and ensured that the users did not focus on 
marginal issues. The project group also collected the opinions of the super users after 
the demonstration. After this round the project group carried on a short round of 
negotiation over telephone with two vendors before selecting the final winner. 

4.2 Data Collection 

We collected data through 15 interviews and observation in 7 project meetings.  There 
were 10 telephone (Skype) interviews that lasted for 10 – 45 minutes and 6 face-to-
face interviews that lasted for 60 – 75 minutes.  We interviewed the project managers  
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twice, 4 of the super users of the new system, the super user of the old system (who 
also was in the project group), one additional member of the project group, the 
procurement managers involved, and sales manager at the winning vendor. The 
meetings included 3 negotiation meetings with vendors and lasted for 2 – 7 hours. We 
also got access to memos from some of the meetings. We recorded all interviews and 
project meetings and later transcribed them. In our data analysis,  we applied a 
hermeneutic circle [26] approach. We identified key stakeholders and their interests.  

5 Findings 

We began our analysis by identifying the various goals in the project and the 
stakeholders who were associated with these goals. Table1 summarizes our findings.  

Table 1. Goals observed in the projects 

Goal  Description  Evidence Associated stakeholder(s)  

1 Conduct a formally 
correct procedure 

Extensive use of procurement 
consultants; careful organizing of 
the negotiation process. 

Project group and 
procurement consultant  

2 Select the system 
that meets their 
needs best  

Considerable time spent by the 
project team on requirements 
specification; ranking vendors 
based on meeting specifications. 

Project group, end users 

3 Select a vendor 
within the deadlines 

The project had tight deadlines, 
and the negotiations with the 
vendors were done over a 3 week 
intense period. 

Project group 

4 Implement message 
exchange 

Government requirement; the 
requirement specification  

Project managers, 
government 

5 Acceptable contract 
terms 

One of the vendors nearly 
disqualified as their contract 
terms not found acceptable 

Project group 

6 Avoid complaints Project manager: ”If we 
disqualified them based on those 
criteria, they could have 
complained on the process” 

Procurement consultant 

7 Keeping the old 
system 

One stakeholder wanted to 
postpone procurement of the new 
system while waiting for new 
national requirements. 

System owner of the old 
system, (s)he was a member 
of the project group 

8 Migration  of data 
from the old system 

Note handed out in meeting; 
quotes from both project 
managers 

System owner of both the 
old  and the new system  
were members of the project 
group 
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We then used these goals and our interview data to conduct our dialectics based 
analysis to unearth the contradictions that existed in the project. We unearthed 4 
contradictions which we describe next. 

 
Contradiction 1: “Following regulations vs. satisfying system needs” 

Thesis: The thesis arose from goal 1 (Conduct a formally correct procedure), and from 
goal 6 (avoid complaints). Right from the start, care was taken to ensure that 
procedures were followed strictly. The procurement consultant led the first few 
meetings of the project group, and gave the members precise instructions on how to 
run the process, e.g. the length of deadlines, the need to give the vendors equal access 
to information, and equal time to prepare in between negotiation meetings. He told 
them: “We have to document that we do the procurement properly ….” 

Antithesis: The antithesis arose from goal 2 (Select the system that meets their needs 
best). In the brainstorming sessions, the reference group of users was e asked to “say 
something about what could be better in a new system”, and “what we wanted as part 
of a new system”, according to one of the members of the reference group. The group 
was further invited to take part in visits to municipalities that used software from the 
three main vendors. The project group spent a great deal of time and resources getting 
the requirement specification right. 

Resolution: The thesis won.  The project group went to great lengths to ensure that 
regulations were not violated. For example, to avoid complaints, it kept in one vendor 
who they considered for disqualification. The winning vendor essentially confirmed it 
thus: ”They are so afraid of doing mistakes, so a normal dialogue is not possible. You 
do not get a good solution. It`s all about fulfilling the requirement specification”.  

 
Contradiction 2: “Change vs. persistence” 

Thesis: The thesis arose from goal 4 (Implement message exchange). This was a 
government requirement. The project plan stated: “The goal of the project is to 
implement electronic messages between internal cooperating entities as well as to 
external collaborating partners”, and it was clearly stated in the requirement 
specification.  

Antithesis: The antithesis had its base in goal 7 (Keeping the old system). At the start 
it was not clear that the municipality needed to procure a new system to implement 
message exchange, but the understanding gradually evolved for the project leaders.  
However, not all group members shared this view.  The project leaders were aware of 
this.  According to the “Message Exchange project” leader: “there was not agreement 
in the project group (on the need for procurement) … one person knows the old 
system very well and it is probably a bit sad to replace such a system”. . The 
procurement project leader conveyed the same story: “nn (the system owner of the old 
system) suggested postponing it (the procurement) for a couple of years because of 
upcoming national requirements for a core record, and the risk of betting on the 
wrong horse”. A quote from one of the members in the reference group goes the same 
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way: “I think we still do not understand what it means to lose some of the 
functionality we have in our current system”. 

Resolution: The thesis won, the project was carried out according to plans, and the 
system was procured and installed according to the deadline.  
 
Contradiction 3: “Revolutionary change vs. incremental change” 

Thesis: The thesis arose from the implied goal of starting the new system from a clean 
slate. It required creating a new database with the old data being moved to an archive.  
The project leader and some members of the project group had the opinion that a part 
of the old data could be “garbage” and thus the new system could end up with dirty 
and unreliable data.  

Antithesis: The antithesis arose from goal 8 (Migrate data from the old system). The 
owner of the old system (and the owner of the new system) wanted to migrate data 
from the old system and then do the needed conversion to the format of the new 
system.  They argued that it would save a considerable amount of work. This led to 
very heated discussions with the proponents of a “clean slate” start for the new 
system. The question was not settled until after the contract was signed with the 
winning vendor. The project leader said: “It (the disagreement on migration) has 
taken a lot of energy, … issues that were not decided …. focus remains there instead 
of on other issues that should have been discussed”.  

Resolution: The result was a synthesis. The strategy was to postpone the decision till 
after signing the contract and basing it on the vendor´s recommendation. Some of the 
data from the old system was converted, but not to the extent suggested.  

 
Contradiction 4: “Implementation as primarily technical vs. implementation as socio-
technical change” 

Thesis: The thesis was evident from the way the procurement project group scheduled 
activities such as training, without focusing on possible organizational changes or 
changes in work process. The procurement project leader said as an afterthought (after 
the installation), :“we could have been better at describing our processes up front….. 
now it comes as are about to start the training”, implying that the software could 
have been “tailored” better. 

Antithesis: The antithesis originated from one of the users who represented a unit that 
had specific interests.  That unit took care of booking of different services such as 
home care and the existing system was vital to him and his group. He expressed 
serious concerns prior to the final selection as to whether the project group understood 
all the challenges: “I feel that nobody on the management side has supervised us 
properly so that we understand the magnitude of the transition in changing system 
….. ……..“The biggest challenges are coming, and they are related to us getting a 
new system …. It is a form of organizational change, quite a radical one, and I don`t 
think we properly understand this….”. 
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Resolution: The thesis won. After the implementation the project leader told us that 
they had really not understood this user and his unit´s needs:  “I don´t think one 
understands that changing a large system can have such large effects for some 
employees” “We have not understood well enough”. “The nn unit is suffering now”. 
“This “hit” us the other day”.  

6 Discussion 

Table 2 summarizes our findings on the four contradictions that surfaced from our 
analysis. Two of these contradictions are related to stakeholders within the project 
group, none of them are across groups. Contradiction 1 is related to conflicting goals, 
whereas contradiction 4 is related to different perspectives of implementation.  

Table 2. Overview and classification of the identified contradictions 

Contradiction Stakeholder related? Conflicting goals Continual or after a 
critical incident 

Follow regulations 
vs. satisfying system 
needs 

No. Related to 
conflicting goals within 
the project. 
 

Conduct a formally 
correct procedure vs. 
select the system that 
meets their needs 
best 

Continual, runs all 
through the process 

Change vs. 
persistence 

Yes, Super user on the 
old system vs. project 
leaders 

Implement message 
exchange vs. 
Keeping the old 
system  

Continual. The 
resistance took new 
forms (goal of 
migrating data, not 
meeting up on one 
occasion) 

Revolution vs. 
incremental change 

Yes. Project leaders vs. 
system owners. 

Start the new system 
with a clean slate vs. 
migrate data from 
the old system 

After. System owner 
of the old systems had 
to give in. 
 

Implementation 
primarily as technical 
installation vs. 
Implementation as 
socio-technical 
change 

Yes. Stakeholder 
related to user of the 
old system  

Not goal related. 
Arose from different 
implementation 
paradigms 

Continual. 

 
Contradictions, 2, 3 and 4 are quite general in that they can be seen in almost all IS 

projects. Only contradiction 1 can be thought of as specific to public procurement 
although it can be argued that even private sector procurements are subject to some 
degree of regulation.  However, public procurement, like any aspect in the public 
sector is heavily regulated, not only from the local and state level agencies, but also 
from international bodies (such as the EU in our case). As such, we view this 
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contradiction to be biggest dilemma that public procurement of IS has to face. To deal 
with this contradiction, a number of strategies evolve.  The type of tendering used in 
our case – tender with negotiation – itself represents such a strategy.  This tendering 
procedure allows negotiation between the procuring agency and the vendor on matters 
related to system specifications and requirements while at the same time retain the 
transparent and fair process that regulations aim to ensure.  

An intriguing feature of these contradictions is that they seem to be related.  For 
example, contradiction 2 and contradiction 3 represent tensions between “cleaning 
house” from day 1 of a new system and retaining existing practices or gradually 
moving from institutionalized practices to new ones. An interesting analysis would be 
to map whether the same stakeholder or stakeholder group are responsible for 
multiple and related contradictions. 

6.1 Future Research Directions 

More research is needed to test the typology and to see whether the identified 
contradictions are generic and may be seen in other cases.  A cross-case study will 
shed light into this issue. More research is also needed on issues such as the dilemma 
between adhering to procurement regulations and applying specific social goals. A 
related research focus would be on how public authorities can apply policy goals and 
how these goals influence different phases of the procurement process, especially the 
requirements specification phase.  

End users is an important stakeholder group in all IS procurement. Their 
requirements may be contradictory to the project group’s requirements. An important 
research questions is how end users should be involved in requirement specification. 
In our case, a reference group of end users was set up who were involved in 
requirements specification and in the selection. Whether this strategy of involving end 
users as a reference group instead of as members of the project group itself is an 
effective way is an interesting avenue of future research. Since decisions are made 
during a procurement process with long lasting effects, these issues may be time-
sensitive.  
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Abstract. The maturity of e-government implementation in research and prac-
tice has developed tremendously over the years. Nevertheless, the challenges 
encountered and the overall growth of e-government in different countries va-
ries; studies by organizations such as the UN and World Bank evidence these 
variations. To successfully implement e-government, governments are required 
to deepen their understanding of aspects such as benefits, challenges and suc-
cess factors. Contributing to this knowledge and understanding, the paper inves-
tigates factors framing successful design and implementation of e-government 
systems. The paper presents and analyses the literature and results from an e-
government inquiry in Germany. The paper highlights important factors for 
successful implementation of e-government and also presents opinions on stra-
tegic aspects for e-government systems design with reference to Germany. It fi-
nally highlights the need for further research in the domain. 

Keywords: e-government strategy, e-government design and implementation, 
benefits, challenges, success factors. 

1 Introduction 

Since their beginning, e-government research and practice have matured tremendous-
ly over the years, with governments opting to fully utilise the opportunities and bene-
fits of implementing electronic government (e-government). Dynamic developments 
and resulting innovativeness of information and communication technologies (ICT) 
largely contribute to the way governments deliver their services to the public. With 
the increasing desire of realising good governance principles (see [25] for a definition 
of good governance principles) in e-government implementations, more and more 
countries transform their governments from traditional forms of paper-based and un-
connected organisations to seamless and networked ‘e-’governments. Through recog-
nising the potentials of e-government to improve public service delivery and to 
achieve good governance principles, governments all over the world have initiated 
strategies to support e-government implementations. However, the pace at which 
governments mature in implementing e-government varies immensely. International 
studies such as an UN e-government survey [29] and a World Bank publication on 
ICT [33] evidence such variations as most developed countries mature far ahead of 
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developing countries in the up-take of e-government services. Therefore in addition to 
the enormous amount of available research, where principles for successful imple-
mentation of e-government systems are presented, it is imperative for further research 
to be conducted to determine the differences in approaches of implementing e-
government with country-specific challenges and success factors. This will comple-
ment practices in different countries and help understand how these can be transferred 
from one country to another.  

This paper aims to investigate strategic approaches and the understanding of e-
government benefits, challenges, and success factors, which are important to success-
ful design and implementation of e-government strategies with reference to Germany. 
An empirical research conducted among experts attending an e-government event 
investigates strategic aspects for e-government systems design. In particular, we 
aimed at receiving feedback and obtaining further understanding of strategic aspects 
for e-government systems design such as challenges and success factors, which need 
further investigations and particular attention. Prior to empirical investigations, rele-
vant e-government literature was studied to gain an understanding of different factors 
influencing e-government development and implementation. 

The remainder of the paper is as follows: the next section provides insights into 
current literature identifying distinct factors influencing e-government development 
and implementation. In section 3, we detail the research methodology for the study. 
The results of the survey are presented in section 4. We then discuss the findings with 
respect to the literature review in section 5 and conclude with final remarks and future 
research in section 6.  

2 E-government Development and Implementation: A 
Literature Review of Strategies, Benefits, Challenges and 
Success Factors 

Governments continue to initiate e-government strategies with the aim of successfully 
transforming public sectors into technology-savvy organisations in order to realise the 
benefits of ICT in public sectors. E-government strategies describe in detail the im-
plementation of e-government by setting objectives, which are further elaborated into 
programs and subsequently in projects [23]. With the different and changing foci of e-
government strategies, attributed by factors such as political interests and financial 
capabilities among others, it is inevitable also to understand the different approaches 
adopted by governments to implement their strategies. A study of e-government im-
plementation approaches by OECD unveils the importance of a centralised approach, 
but - even more importantly - a relationship between centralised approach and coordi-
nation with decentralised actors. According to this study, “the e-government planning 
process within the central government helps to establish and diffuse the vision and to 
translate it into goals and targets. Goals serve not only to provide a direction for 
action and achievement, they can also be used to prioritise and even advance  
action. Government-wide planning and the setting of objectives can also improve  
co-ordination between government organisations, serve to establish criteria for  
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reconciling conflicting approaches and signal preferred approaches and shared re-
sources for overcoming challenges” [25].  

Literature studies further unveil that the on-going efforts of governments initiating 
e-government strategies imply that the benefits of ICT in the public sector are increa-
singly acknowledged. Besides other resulting benefits of e-government, ICT is more 
and more viewed as a tool for seamless and improved interrelations among govern-
ment organisations, among governments and businesses, and among governments and 
citizens. Literature study of e-government benefits identified the following: improved 
efficiency and effectiveness in public processes [2] [4] [8] [15] [17] [19] [22] [24]; 
cost-effectiveness in public service provision [2] [4] [19] [24] [27] [28]; enhanced 
quality of public services [2] [4] [19] [22] [24] [27] [28]; increased transparency and 
accountability [2] [4] [24] [27] [28]; integrated government processes [2] [4] [24] [27] 
[28] [32]; cost-effective access of public services [19] [22]; ease of access to informa-
tion [6] [22]; creation of a more knowledgeable society [6] [21]; and reduced corrup-
tion [2] [4] [24] [27] [28], which is more reported in literature investigating benefits 
of e-government in developing countries.  

In addition to investigating e-government benefits, the challenges encountered 
were studied. Many e-government implementation challenges are reported in litera-
ture, which are often classified as financial, economic, technological, social and cul-
tural challenges [14] [17] [24]. In a recent study, we outlined thirteen e-government 
challenges from nine literature studies [23]. Similar to the different ways, in which 
governments realise e-government benefits as reported earlier, e-government chal-
lenges seem to vary in different countries, too. This implies that e-government chal-
lenges in respective countries and their ways of addressing these challenges need to 
be analysed. 

Finally, factors contributing to successful implementation of e-government were 
investigated. Numerous studies have highlighted success factors (see e.g. [3] [10] [13] 
[15] [17] [19] [23]). Considering the extent of investments and commitment required 
for successful and sustainable development of e-government endeavours, most scho-
lars point out the importance of political support to e-government implementation [1] 
[4] [7] [9] [12] [23] [24] [28]. The presence of legal and interoperability frameworks 
are also regarded as important factor, which should ensure seamless integration of 
processes and improved coordination among organisations [4] [15] [24] [26].  

Based on the literature review studying aspects influencing and contributing to 
successful development and implementation of e-government, a survey was devel-
oped to collect insights on strategic aspects for successful design and implementation 
of e-government systems. The next section introduces the research methodology, 
followed by summarizing the insights of the inquiry in Germany (section 4). 

3 Research Methodology 

Based on the research objective outlined and the review of literature, a qualitative 
research approach was used to study e-government development and implementation 
aspects from German practitioners and academicians along an e-government event.  
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The objective of the study was to gain an understanding of e-government aspects 
from the perspective of German experts as outlined in the introduction. In such an 
exploratory study according to Flick et al., qualitative research is suitable to provide 
the basis of gaining such understanding and describe a phenomenon from the point of 
view of participants [11]. Germany was used in this study because one key country 
selected in the overall research works is Germany. The research method selected for 
this study was survey using a paper-based questionnaire as data collection method. 
The questionnaire was designed to capture relevant information and understanding of 
different aspects identified in literature (cf. section 2) and to gain insights from ex-
perts. The questionnaire consisted of eleven questions, with most questions being 
open-ended, which were assembled in five thematic parts with links and relationships 
among questions. The first part investigated demographical information of respon-
dents, the second part investigated e-government benefits and challenges, the third 
part investigated development aspects of e-government, the fourth part investigated e-
government supporting frames and the fifth part investigated recommendations for 
successful design and implementation of e-government systems. The questionnaires 
were distributed in person to respondents attending an e-government event in Kob-
lenz, Germany. The attendees included e-government experts from academia, private 
and public sectors. Among 15 questionnaires distributed, 8 questionnaires were re-
turned and used for analysis. Among the unreturned questionnaires, three respondents 
reported that they do not understand English well, one respondent reported that the 
questionnaire was too long and three respondents did not provide any feedback.  

Qualitative data analysis was used to investigate insights from literature and from 
the answers to open-ended questions to determining similarities, differences and pat-
terns in responses. The results of the inquiry are summarized in the next section. 

4 Results and Insights from the Survey 

The first part of the questionnaire aimed at investigating the background of respond-
ers necessary for analysing responses provided therein with respect to the influencing 
factors leading to the responses. Among 8 respondents, 5 respondents are ICT practi-
tioners in the public sector with an experience in e-government ranging from 20 to 4 
years. 3 respondents are academics with an experience in e-government ranging from 
8 to 1.5 years.  

Next, respondents were asked concerning the benefits of e-government implemen-
tation presented in literature, with respect to Germany. Further, the level at which the 
benefits are realised in Germany should be assessed. All respondents indicated that 
they are aware of the benefits of e-government implementation and they rated benefits 
of e-government as shown in Table 1. The assessment indicates the average rates of 
the level of realisation in Germany. All but one assessments were rather homogene-
ous. Reduced corruption yielded distinct assessments, with 2 respondents rating  
reduced corruption as a fully realised benefit of implementing e-government, 1 res-
pondent rated it as not realised and 1 respondent indicated that reduced corruption is 
“not among the most realised benefits of e-government”.  
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The next part of questions investigated challenges encountered in developing e-
government in Germany and possible ways of addressing these challenges. The litera-
ture review pointed out that e-government challenges are numerous but yet dissimilar 
in different countries. Therefore, the questions aimed at investigating what challenges 
are encountered from a German perspective and what solutions would be applicable. 
Respondents indicated diverse strategic challenges as listed in Table 2 (each men-
tioned once), and proposed possible solutions to these challenges (except for one).  

Table 1. Realisation of e-government benefits  
(N = 8; scale of rating: 1= not realised … 4=fully realised) 

E-government benefits Average rating 
More effective processes 3 
Accountability of public authority 3 
Ease of access of information 3 
Creation of more knowledgeable society 3 
Enhanced quality of processes 3 
More efficient processes 2 
Cost-effective to the public authority 2 
Cost-effective to access government processes 2 
Transparent processes 2 
Integrated services among public authorities 2 
Reduced corruption  3  

Table 2. Challenges for developing e-government and possible ways to address them 

Challenges identified Possible ways to address the challenges 
Low interoperability at country level and EU level Use of standards  
Lack of legal frameworks and therefore restrictions 
in implementing e-government across organisations 

Introduce legal and regulatory frameworks 
supporting e-government  

Lack of user-friendly applications hence technology 
barriers  

Develop user-friendly applications and integrate 
users and usability tests during development 

Lack of awareness of the potential of e-government 
and therefore lack of interest in implementing e-
government  

Create and promote awareness of the benefits of e-
government among citizens, politicians and 
government employees  

Financial challenges  Coordinate efforts among agencies and ministries 
to reduce reinventing the wheel and promote 
create-once-use-frequently concept 

Cultural challenges Promote political changes and discussions among 
government and societies of the purposes of e-
government implementation 

Lack of concrete privacy laws  Enact and enforce international and national 
agreements of privacy protection 

Lack of structured public procurement platforms Developing and enforcing use for tendering 
platforms across the government 

Lack of single point of contact to interact with the 
government at all levels 

Developing service directive 

Challenges in implementing electronic signatures Develop and support validation infrastructures for 
online interaction with the government  

Ineffective and inefficient public administration 
hence challenges in transforming to seamless and 
one-stop-government  

Optimise internal administrative processes such as 
document management and workflow systems 

Lack of cooperation among government 
organisations  

No response  
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The objective of the subsequent question was to investigate the development and 
implementation of e-government frameworks in Germany with the basis of literature 
presented in section 2. Main focus in this study was whether the framework is devel-
oped at national level or whether many e-government frameworks exist at different 
levels and for distinct purposes. Respondents were asked whether they are aware of 
the presence of an e-government development framework at national level. Five 
respondents answered ‘Yes’ and they mentioned the following six different  
frameworks:  (i) ‘Data exchange standards’ to ensure interoperability1,  (ii) DOMEA2 - an organisational concept for public administration work, espe-

cially workflow and archiving,  (iii) ‘IT Planungsrat’ – as a coordination framework involving the federal govern-
ment and the 16 federal states in Germany to coordinate e-government works3,  (iv) V-Model XT of the Federal Government to ensure quality with a standard 
engineering approach in systems development4,  (v) SAGA - a standards and reference architecture guideline for e-government 
systems development in German public administrations5, and  (vi) E-government law - a newly introduced legal framework for the federal gov-
ernments to implement e-government6.  

 
Further investigations were conducted to study and assess these frameworks and to 
get additional insights. One respondent answered that ‘there are many initiatives in 
federal states, cities etc. to standardisation’ and another one stressed that no unique 
framework for e-government development exists at national level. The latter respon-
dent also commented that the lack of such a unique framework resulted in uncon-
trolled and diverse (not interoperable) evolutions with isolated applications over the 
years. The five respondents aware of the frameworks were further asked to assess the 
adoption level of the frameworks among different government levels in Germany, 
and further to state the impact of the assessed adoption level – showing results in 
Table 3. 
 
 

                                                           
1 KoSIT - Koordinierungsstelle für IT-Standards, http://www.xoev.de/ 
2 Dokumentenmanagement und elektronische Archivierung im IT-gestützten Geschäftsgang 

(DOMEA), http://www.verwaltung-innovativ.de/DE/E_Government/ 
orgkonzept_everwaltung/orgkonzept_everwaltung_artikel.html 

3 Introduced through German’s constitutional law (GG) in art. 91c to foster collaboration in the 
development of public sector ICT, http://www.it-planungsrat.de/ 

4 http://www.cio.bund.de/Web/DE/Architekturen-und-Standards/ 
V-Modell-XT-Bund/vmodellxt_bund_node.html 

5 http://www.cio.bund.de/Web/DE/ 
Architekturen-und-Standards/SAGA/saga_node.html 

6 http://www.bmi.bund.de/DE/Themen/IT-Netzpolitik/ 
E-Government/E-Government-Gesetz/e-government-gesetz_node.html 



 Strategic Aspects for Successful E-government Systems Design 307 

 

Table 3. E-government development frameworks and their adoption level  
(N=5; scale: 1=not adopted; 2=rather not adopted; 3=rather adopted; 4=fully adopted) 

E-government development 

framework  

Adoption 

level  

Impact of adoption level 

Data exchange standards 3 Minimised costs in public sector 
DOMEA 2 No response 
IT Planungsrat 3 Enhanced exchange of governmental services;  

Improved cooperation of the federal, federal state 
and local governments 

V-Model XT 3 No response 
SAGA 3 Availability and use of agreed and user-friendly 

technologies, methods and standards 
E-government law - - 

 
Four frameworks were rated as rather adopted. DOMEA was rated as rather not 

adopted. The e-government law was approved and entered into force only in mid-
2013; hence, no indication and evidence of adoption or even impact exists so far. 

Political support in the implementation of e-government is deemed in literature 
among most important factors to establish and sustain successful e-government sys-
tems. Therefore, respondents were asked to assess the existing political support in 
implementing e-government. Two respondents assessed the political support as fully 
supportive, five respondents assessed it as rather supportive and one had no response.   

The response seems congruent with the introduction of CIOs or IT directors in fed-
eral, federal state and also larger local governments. The inauguration of the IT Pla-
nungsrat (cf. development frameworks above) also evidences political support for  
e-government developments in Germany. 

Following the assessment of political support, respondents were then asked to as-
sess whether the existing legal framework to support e-government implementation is 
sufficient. Literature review presented earlier revealed the importance of legal frame-
works not only to provide an environment for integrated processes, but also for coor-
dination among government organisations at different levels. Since the e-government 
law was only approved and entered into force in mid-2013, the assessment of the 
eight experts in regards to adoption level was equally distributed among ‘rather suffi-
cient’ and ‘rather not sufficient’. The impact of the legal framework could not yet be 
assessed due to the time-span of the e-government law being in force being too short.  

As discussed above and in section 2, given the maturity of e-government develop-
ments, it is imperative to acknowledge the political, economic, socio-cultural, tech-
nological, environmental and legal differences in individual countries. With this  
regard, the subsequent part of the questionnaire asked for an assessment of selected 
principles, from literature, in their contribution to ensure successful implementation 
of e-government in Germany. Results are presented in Table 4.  

In the following section, we discuss above findings with reference to presented  
literature in section 2. 
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Table 4. Assessment of the principles to ensure successful e-government systems design  
(N=8; scale of assessment: 1=not significant.....4=fully significant) 

Principle to ensure successful design of e-government systems Average assessment  

Presence of national e-government strategy 4 

Presence of political commitment 4 

Presence of committed leadership 4 

Presence of financial sources 4 

Collaboration among government departments/agencies etc. 4 

Digital literacy among government employees 3 

Use of government enterprise architecture 3 

Digital literacy among users of e-government systems 3 

Presence of digital inclusion 3 

Prioritisation of projects 3 

Integration of processes among government departments/agencies etc. 3 

Organisational interoperability  3 

Legal interoperability  3 

Semantic interoperability  3 

Technical interoperability  3 

Performance of risks management 3 

Performance of change management 3 

Implementation of small and/or pilot projects strategy 3 

Presence of legal and regulatory frameworks 3 

Promote e-government awareness across country 3 

Generic approaches for re-usability in other areas  3 

5 Discussion of Findings from Survey and Literature Review 

The results and insights from the review of literature generally reveal that the know-
ledge of e-government development and implementation is immense. However, there 
is still a need of investigating and embracing the different approaches and perceptions 
in different countries. This will enable researchers and practitioners to fully collabo-
rate in creating innovative e-government solutions while also tackling challenges in 
ways that take into account the different settings of particular governments. 

The OECD study argues that a government-wide planning and implementation of 
e-government leads to more coordination among government organisations [25]. The 
survey results are congruent with the observation that the lack of such a ‘framework’ 
leads to isolated and un-interoperable e-government initiatives in the long run.  

E-government benefits such as more effective processes, accountability of public 
authorities, ease of access of information, and enhanced quality of public services are 
among many benefits reported in literature. According to the results, the extent of 
realising these benefits is diverse. Such diversity highlights the need of not only un-
derstanding the benefits of implementing e-government in general, but also of more 
research into the extent, at which countries realise these benefits. Studies such as  
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[2] [4] [24] [27] [28] indicate that e-government contributes more to reduced corrup-
tion in developing countries. Results from the interrogation of German experts reveal 
a different view: On average, respondents view reduced corruption among other  
e-government benefits realised in Germany. However, results also reveal that reduced 
corruption is not yet among the benefits fully realised. This implies lack of common 
understanding of how e-government has impacted the level of corruption in public 
sectors, in developed countries such as Germany.  

All e-government challenges that were indicated by respondents are challenges that 
are also widely documented in literature. The challenges indicated such as lack of 
political commitment, limited financial resources, cultural change and lack of interest, 
interoperability and legal challenges presents political, economic, social, technologi-
cal, environmental and legal challenges categorised in literature [14] [17] [24]. In 
addition to the challenges identified by respondents, the National E-Government 
Strategy of Germany points out the following challenges7:  

• Global competition to ensure that Germany remains an attractive place to do 
business  

• Ensuring Internet access, especially in rural areas affected by demographic 
change, growing shortages of skilled workers etc.  

• Paying attention to and participating in the organisation of international 
processes and standards, to ensure Germany is with growing European integra-
tion  

• Ensuring legal, organisational and technical modernisation to enable public 
administration to act and respond flexibly in technologically fast moving times 

• Ensuring that standards and norms, especially when it comes to security and 
data protection, can be met also in the future 

• Ensuring willingness to invest to promote innovation in the public sector, e.g. 
regarding service orientation and the capacity for innovation overall 

• Ensuring greater agility and flexibility in public administration to make it easier 
to deal with difficult-to-control risks (such as financial and economic crises). 

 
Literature studies reveal that lack of evaluation and sustainability frameworks [20] 
and decline of citizen trust in e-government [5] [31] are among the significant chal-
lenges in e-government. However these challenges are not mentioned by respondents 
of our survey or the IT Planungsrat as important in the German context.  

Political commitment and legal frameworks have been regarded as among impor-
tant factors for innovative and sustainable e-government developments. The impor-
tance of political support is evidenced in a study by Furuholt and Wahid [12]. The 
authors determine lack of political support as one of the main failure factors of an  
e-government project in Indonesia. Similarly in a case of a developing country, Bela-
chew suggests the need for Ethiopia to develop a suitable legal framework to ensure 

                                                           
7 National E-Government Strategy, online  
http://www.it-planungsrat.de/SharedDocs/Downloads/DE/Strategie/ 
National_E-Government_Strategy.pdf?__blob=publicationFile  
(last access 2014/01/17) 
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seamless implementation of e-government services [4]. The responses gathered along 
the study here are deemed not to be sufficiently expressive, so further investigations 
will need to be made to confirm the impressions collected so far.  

Implementation of successful e-government projects rely largely on lessons learned 
from previous projects and established knowledge of success principles from practice 
and research. All principles of success assessed by respondents are regarded as signif-
icant in e-government endeavours. On the one hand, the results from the survey con-
firm the success factors reported in literature. On other hand, as results highlight that 
principles such as presence of national e-government strategy, presence of political 
commitment and presence of financial sources are fully significant in Germany, litera-
ture informs that the same principles might not be fully significant in other countries. 
Likely, principles such as prioritisation of projects, digital literacy among users of e-
government (citizens, businesses and NGOs) and interoperability might as well be 
fully significant while less significant in other countries. Therefore it is of utmost 
importance to note that the specific political, economic, socio-cultural, technological, 
environmental and legal settings of a particular country highly determine the ‘right’ 
approach and solutions for successful implementation of e-government.  

6 Conclusion 

Many approaches for designing and implementing e-government are documented in 
literature and in practice. The maturity of e-government over the years is reflected in 
continuous and innovative solutions of using ICT in public sectors. E-government is 
not only viewed as the use of ICT in public sector but more broadly, and even more 
significantly, as a tool for an integrated and better government. As far as e-
government benefits are realised, also challenges are encountered and subsequently 
ways of tackling the challenges. In this study the researchers identified e-government 
challenges and solutions, which have long informed research and practice of the polit-
ical, economic, socio-cultural, technological, environmental and legal factors, which 
highly influence the outcome and success of e-government implementation. Based on 
the analysis from the survey of experts and literature study, implementing and sustain-
ing e-government systems requires a profound understanding of, first, the expected 
benefits of e-government. Therefore, the design of e-government systems should be 
geared towards achieving the perceived benefits of a respective country. Second, the 
particular e-government challenges encountered and the factors that influence the 
challenges have to be understood well at the country level. By investigating factors 
influencing the challenges, governments will be able to find solutions, which will 
work specifically in the country’s settings. Third, the right approach of formulating 
and implementing e-government strategies at national level has to be identified and 
understood. Presence of a centralised strategy enhances coordination and collabora-
tion of solutions at different levels of government. However, it is important that the 
strategy is adopted throughout the government at different levels for the purposes to 
be achieved. Fourth, the role of political support is highlighted in the study. Success-
ful and sustainable e-government implementation requires profound political and 
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leadership support at all governance levels. Fifth, formulation of legal frameworks 
supporting (and enforcing) implementation of e-government is also among the impor-
tant factors for consideration when designing e-government systems.  

Further research of the aspects investigated in this study will be carried out in a 
wider scope to deepen the understanding of different contexts and, hence, to contri-
bute in theoretical perspectives of e-government research and in practical cases of 
successfully designing and implementing e-government systems.  
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Abstract. Co-creation of IT value has received substantial focus from the IS re-
search community over the past years. However, few if any have studied this 
phenomenon from a process perspective, and our understanding of the 
processes leading to successful co-creation is therefore limited. To address this 
shortcoming, we studied a complex, e-government case involving 38 govern-
ment agencies intending to co-create value from a common IT platform. We 
used a mixed method approach, involving both qualitative and quantitative data. 
Data analysis was guided by two strands of theory, namely the theory of institu-
tional entrepreneurship and the co-creation of IT value. Our findings suggest 
that neither theory is sufficient to provide a processual7 understanding of  
co-creation. Consequently, we propose a novel process for the entrepreneurial 
co-creation of IT value.  

Keywords: IT value, co-creation of value, institutional entrepreneurship. 

1 Introduction 

The importance of realizing benefits from IT investments has been acknowledged by 
the IS community for many years [e.g., 1, 2] and a strand of IS research has explicit 
focused on the mechanisms behind the realization of such benefits. Most of this re-
search has examined the relationship between investment and organizational outcome 
in one single firm. Given the centrality of the IT value question, researchers have 
expanded the agenda to also include the co-creation of IT value in multiple organiza-
tions [e.g., 3, 4]. In a special issue of MIS Quarterly on co-creating IT value, Grover 
and Kohli [3, p. 231] state that “co-creation represents one of the most important 
streams in the IT value research area that will gain greater importance as firms expand 
collaborative relationships with other firms.” The idea of co-creation is intuitive and 
simple; i.e., integrating IT in the end-user environment to support inter-organizational 
work processes, improve end-user performance, and enhance overall organizational 
effectiveness in direct support of goals and strategies. Despite this, the process 
through which firms can successfully implement it is likely to pose several  
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challenges, e.g., partner selection, evolving relationships, and stages that need to be  
followed to co-create IT value.  

Theoretical accounts of institutional entrepreneurship can be traced back to 1988 
and the work by DiMaggio [5]. Stevenson and Jarillo [6, p. 23] define corporate en-
trepreneurship as “a process by which individuals – either on their own or inside or-
ganizations – pursue opportunities without regard to the resources they currently 
control.” Recent advancements in institutional entrepreneurship suggest a theory in 
the form of a phase model to explain the “process of institutional entrepreneurship 
from the emergence of institutional entrepreneurs to their implementation of change” 
[7]. Battilana et al. suggest a three-phase model where a set of enabling conditions for 
institutional entrepreneurship leads to divergent change implementation that in turn 
results in institutional change. In this research, enabling conditions for the co-creation 
of IT innovations leads to co-creative change implementation that in turn results in the 
co-creation of IT value. 

Contemporary public sector interoperability environments involve IT investments 
that are being made by multiple agencies that are cooperative, platform-based and 
relational arrangements, and where the objective is, e.g., to improve public services, 
promote democratic participation and improve public policy making (commonly re-
ferred to as e-government). The purpose is, according to Scholl and Klischewski [8] 
to achieve agility, customer focus, accountability, visibility and efficiency in public 
services. In order to create increased value, interoperability between independent 
information systems is essential. Information technology and systems have little or no 
intrinsic value, and therefore the introduction of technology must be done in the con-
text of organizational development. New effects can arise when technology enables 
new ways of working. Hence, horizontal and vertical interoperability are regarded as 
one of the keys to realize the potential benefits. However, a recent review of the inte-
roperability literature found that evaluations of such efforts are scarce, and that there 
is a need to develop a better understanding of the causes, behavior and effects of inte-
roperability [9]. Thus, we have selected a public sector interoperability setting as the 
research base for our study.  

Although the bureaucratic system has many positive aspects, it is not adapted to to-
day’s expectations for effective services, and it may be inadequate in relation to facili-
tating the necessary interoperability. Thus, there is a need to increase our understanding 
of what interoperability means in practice, how to improve it and what benefits in-
creased interoperability can provide. To address these issues, this paper investigates the 
following research question: How can organizations co-create IT value? 

In building our argument, we first review the literature on the co-creation of IT 
value and institutional entrepreneurship, focusing on the process perspective. Then, 
we present and analyze a revelatory case study concerning public sector interoperabil-
ity, which serves as a basis for our conceptual framework. In the discussion section, 
we explore the theoretical and practical implications of our findings. The paper con-
cludes with limitations and avenues for further research.  
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2 Conceptual Foundations 

2.1 Co-creation of IT Value 

Co-creation is the process during which consumers take an active role and create val-
ue together with the company [10]. By this view, the locus of co-creating value is at 
the firm level.  

In a relational view firms establish inter-orgsanizational relationships to co-create 
relational value that cannot be created on their own. Dyer and Singh [11] defined 
relational value as mutual benefits that are jointly co-created by two or more firms. 
Thus, the relational view focuses on dyad/network routines and processes as an im-
portant unit of analysis for understanding the competitive advantage of partnerships. 
The relational view posits four determinants of relational value: relationship-specific 
assets, knowledge-sharing routines, complementary resources and capabilities, and 
effective governance [3, 11]. 

According to Kohli and Grover [12] the co-creation of value can be accomplished 
through two distinctive mechanisms: IT-based, and non-IT-based, value co-creation. 
In IT-based value co-creation, IT is used as the main tool for creating value, while in 
non-IT-based value co-creation firms collaborate in creating business value with less 
explicit attention to IT. Gnyawali et al [13] follow the distinction of IT-based and 
non-IT-based co-creation. They use the term co-development actions when firms 
undertake IT-based actions for the development of various applications based on core 
platform. They use the term relational actions when firms undertake non-IT-based 
actions to expand the breadth and depth of service offerings to the users. 

2.2 Research Perspectives on the Co-creation of IT Value 

According to Webster and Watson [14], a literature review is a sensible way of enabl-
ing theoretical progress and establishing a firm foundation for an emerging field. 
Webster and Watson not only suggest that more literature reviews should be pub-
lished, they provide detailed guidelines for the practical work. In this study, we 
adopted their guidelines with the purpose of enhancing our understanding of and iden-
tify research gap on the co-creation of IT value. Major contributions are likely to be 
found in established journals. Consequently, we focused our first search on leading IS 
journals, i.e., the eight Senior Scholars’ Basket of Journals1. We used the ISI web of 
science, as well as databases like EBSCOhost. We applied the phrases “cocreation,” 
“co-creation,” “cocreating,” and “co-creating” in all over searches. Then, we per-
formed a backward search by reviewing the citations for the articles identified, and a 
forward search by using the Web of Science to identify articles citing the key articles 
identified in the previous steps. 

The literature search in the journals resulted in 16 promising articles, which  
we checked manually for relevance. We sorted out papers that did not match our  

                                                           
1 V. Venkatesh, “Rankings based on AIS Senior Scholars' Basket of Journals”, 

online:http://vvenkatesh.com/isranking/ 
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understanding of the above search terms. This procedure led us to base our analysis 
on a set of 13 articles.  

All studies undertake actions characterized as IT-based value co-creation. The loci 
of co-creating values are at the firm level (five) and the relational level (nine). One of 
the studies is of public sector organizations. Different theoretical perspectives are 
used, but for the purpose of this study the relational view seems interesting. The issue 
of value co-creation from interoperability in the public sector undertakes co-
development actions (common platform) and relational actions (new services to  
end-users). 

The framework by Grover and Kohli [3] can be characterized as a descriptive inte-
grative view of co-creation layers: relationship-specific assets, knowledge-sharing 
routines, complementary resources and capabilities, and effective governance. Sarker 
et al [4] identified alliance governance, collective strengths, and politics as the impor-
tant mechanisms underlying value co-creation. Gnyawali et al [13] found that the 
engagement of third-party developers in their technology platform and formation of 
strategic alliances enhances their performance. Interfirm IT capability profiles of 
higher sophistication help co-create greater relational value [15]. Hadaya et al [16] 
demonstrates that the greater the partner-specific IT investments made by the firm, the 
greater its use of collaborative systems with those partners, the greater its benefits, 
through the generation of relational rents.  

Dyer and Singh [11, p. 662] define relational rent as a supernormal profit jointly 
generated in an exchange relationship that cannot be generated by either firm in isola-
tion, and can only be created through the joint idiosyncratic contributions of the spe-
cific alliance partners. We consider the logic of relational rent useful in the public 
sector context as well, but found it necessary to adapt two of Dyer and Singh´s (1998) 
concepts to fit the new context. The term “profit” is replaced with the term “benefits” 
as public organizations do not exist to make profit. The term “firm” is replaced with 
“organization” as this is less context dependent.  

The primary objective of the literature reviews was to identify gaps in the litera-
ture. We found that research has only investigated the co-creation of IT value to a 
limited extent, especially with respect to answering questions about how/when/why 
co-creation occurred. Rather, it addresses the “what” question, e.g., what are the cha-
racteristics of e-government interoperability? To address this research gap, we first 
examine (some) enabling conditions for the co-creation of IT value, and second we 
try to explore acts and processes of co-creation implementation. Last, we are trying to 
link antecedents, implementation and outcome. As the co-creation of IT value many 
times rely on organizational change, we used the theory of institutional entrepreneur-
ship to investigate how the co-development actions and the collaborative actions lead 
to changes in relational rents.  

2.3 Institutional Entrepreneurship 

Battilana et al [7] propose a model of the process of institutional change. They  
present three different phases, and highlight challenges faced by the institutional  
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entrepreneurs who attempt to create, mobilize, and adopt action that breaks with the 
existing institutions in a particular context.  

The first part of the model describes the enabling conditions for institutional 
change. Different types of field-level conditions, as well as the actor’s social position 
will influence the possible emergence of institutional entrepreneurship. Economic and 
political crises, technological disruption, competitive discontinuity, and regulatory 
changes, are examples that might disturb the field-level consensus and invite the in-
troduction of new ideas. An actor’s social position, whether they are an organization 
or an individual, is important because it may affect their perception of a field, as well 
as their access to the resources needed to engage in institutional entrepreneurship [7]. 

The second part describes divergent change implementation. Developing a vision 
encompasses activities undertaken to make the case for change including sharing the 
vision of the need for change with followers. Mobilization of allies includes activities 
undertaken to gain others’ support for and acceptance of new routines. Implementing 
change that builds on existing institutions is challenging, but even more challenging if 
it challenges the existing institutional boundaries or stakeholder interests. 

The third part of the model, institutional change, is a highly complex and uncertain 
process, and thus the outcome is difficult to predict. If one succeeds in implementing 
divergent change, it is likely that this in turn would influence the field characteristics 
and actors’ social position.  

3 Research Approach 

This research has a mixed method approach with a literature review, an exploratory 
case study and a confirmatory field study. We covered various stakeholder groups 
with various techniques. In step 1 we conducted a systematic literature review of co-
creating IT value research. In the exploratory case study in step 2, we highlighted the 
challenges faced by organizations that attempt to co-create, mobilize, and adopt ac-
tions that break with existing practices of creating IT value. In step 3, a survey was 
developed to further investigate the role of the co-creation process, and was followed 
up with interviews and a workshop. 

3.1 Case Selection  

We focused on a large interoperability project in the Norwegian government, as such 
projects are inter-organizational (or interagency), involving a number of stakeholders. 
Second, we were looking for relationships or projects that had an expressed interest in 
the co-creation of IT value. We selected a case involving 38 agencies which eventual-
ly included the association of municipalities.  

3.2 Data Collection and Data Analysis 

The exploratory case study was conducted through 2011-2013, and had two related 
parts. First, the important features of the co-creation of IT value in a large interopera-
bility project in the Norwegian government were examined [17]. The second part of 
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the exploratory case study consisted of an examination of how the co-creation of IT 
value influenced institutional change [18]. Data collection was done through a num-
ber of interviews, with questions addressing institutional entrepreneurship such as 
field level conditions, the actor’s social position, vision for divergent change, mobiliz-
ing allies, and institutional change [7]. In addition, a large number of informal  
conversations with people from both the system owner and the two service owing 
agencies were held, and formal documentation of the benefits realization efforts were 
collected. See the overview of organizations and interviewees in Table 1. 

Table 1. Organizations and Profiles of the Interviewees 

Organizations Brief description Interviewee 
position/role 

Brønnøysund 
Register Centre 

System owner of common infrastructure 
launched in 2006. Today 38 service owners 
are operating on the common infrastructure. 

10 interviews 

Tax Authority  Among the largest service owners and one of 
the founding partners. Launched its first ser-
vice back in 2006. 

5 interviews 

Register of 
Bankruptcies 

Small service owner, which launched its first 
service in 2013.  

5 interviews 

 
 

We analyzed the data using two theoretical lenses, namely institutional entrepre-
neurship and the co-creation of IT-value. The first theoretical perspective allowed us 
to investigate the phenomenon from a process perspective, whereas the latter empha-
sized the objective of supernormal benefits as a consequence of collaboration. 

4 Results: Case Description and Analysis 

Brønnøysund Register Centre (BRC) was also responsible for coordinating 38 service 
owners (at the point of our study) that constitute the consortium of service owners 
using the Altinn platform. BRC had established integrated application architecture, 
standards, methods and tools for service development. Our study has shown that 
BRC´s actions as an institutional entrepreneur within the Norwegian government to 
promote the co-creation of IT value has led to institutional change, especially within 
BRC´s own organization, and also to some extent for agencies that currently provide, 
or want to provide services through the common infrastructure platform. 

Battilana et al [7] propose that a set of enabling conditions for institutional entre-
preneurship leads to divergent change implementation that in turn results in institu-
tional change. We used the three phases in our case analysis, and we highlighted the 
challenges faced by case organizations who attempted to create, mobilize, and adopt 
action that breaks with existing practices and work processes in the government sector 
in Norway. The process model has a solid theoretical grounding, but seems to lack an 
empirical grounding. 
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4.1 Field Characteristics 

Although the various entities involved in the Altinn federation in isolation appear 
highly institutionalized, the Altinn federation itself seems less institutionalized. Sev-
eral issues support this perspective. For instance, the mandate from the Ministry of 
Commerce to monitor the benefits realization for services between government and 
industry requires new or additional tasks for BRC and the service owners. The 
mandate from the ministry in many ways echoes the political attitudes towards public 
sector IT in Norway; there is a need to document value for money. Further, Altinn has 
recently been rebuilt using new technology. New functionality will be added to enable 
more interoperability, and thus more sophisticated services with increased potential 
for benefits. As stated by a controller at BRC: “There is an increasing political 
awareness of the need for effective and efficient services.” The planned functionality 
is not yet fully implemented but will enable service owners to develop services with a 
much higher degree of interoperability than before. 

4.2 Actors’ Social Position 

The central actor for the co-creation of IT value at Altinn is BRC. BRC is responsible 
for Altinn and governs the Altinn federation. BRC´s formal position is therefore 
strong. The positive initiatives taken by BRC during the initiation and early years of 
Altinn also resulted in a strong social status where other agencies trust BRC to man-
age the federation in the best interest of the involved parties. However, three issues 
are threatening BRC´s social position. First, several delays in the development of the 
new Altinn platform have resulted in delays in functionality that are critical for the 
new services for other agencies. Consequently, a number of services are put on hold, 
and service owners are getting impatient. Second, BRC finds itself in a somewhat 
delicate position when reporting aggregated benefits delivered through Altinn. As the 
calculated benefit potential is high (ca. $ 2,6 billion), both political and public interest 
is considerable, and although BRC specifically underlines that it is the service owners 
that generate the benefits, confusion and misunderstandings around this are common. 
Such misunderstandings may seem trivial, but are certainly not. The popular press 
contributes to the confusion by publishing superficial stories of how Altinn generates 
benefits worth billions without describing the contribution of the service owners. 
Failure to credit the service owners invites at least two problems: 1) service owners 
are annoyed and less positive towards BRC and 2) service owners have problems 
when trying to get the necessary funding for service development internally to im-
plement planned services in Altinn. As stated by an executive at BRC: “Benefits rea-
lization in the public sector is a challenge, especially when the costs are taken by one 
agency, while the benefits are taken in another agency.” Third, no one questions 
BRC´s role regarding benefits realization in the intersection between government and 
industry. However, their role is less obvious regarding internal agency and citizen 
benefits, and BRC is concerned with their legitimacy in these areas. 
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4.3 Creation of a Vision for Divergent Change 

Grover and Kohli [3] are framing the co-creation of IT value through four compo-
nents: the assets layer, the complementary capability layer, the knowledge sharing 
layer, and the governance layer. In our context of e-government interoperability, each 
of the four determinants of value present a value creation layer, which is enabled, 
expanded or created by IT. For instance, the assets layer involves interoperability 
specific investments in infrastructure, or skills that enhance the relationship of the e-
government project. Best practice arenas, common platforms, methods and standards 
for infrastructure, systems and data exchange can facilitate the knowledge-sharing 
layer. The complementary capability layer encompasses the unique IT skills shared by 
the partner organizations to enable common value configuration from cross-agency 
services for common end-users. Finally, the governance layer provides the effective 
management of the relationship through IT assets, such as common systems and me-
thods for benefits realization. Considerable efforts were made by BRC to create a 
vision for change. The structures and processes that in sum constitute benefits realiza-
tion at Altinn, as described in Section 4, are the results of a two-year effort, forma-
lized in the form of a project. As stated by the project manager: “The project  
developed an infrastructure for benefits realization, a process model to be used, as 
well as a revised cost-benefit analysis for Altinn.” Although some aspects of the mod-
el need further elaboration and fine-tuning, the vision for the desired change was  
explicitly and clearly described.   

4.4 Mobilization of Allies behind the Vision 

The mobilization of allies is considered critical to ensure the realization of vision. 
This is certainly the case in a complex effort such as Altinn. Our evidence suggests 
that BRC has had more success in some areas than others. Internally at BRC, the vi-
sion appears to be fairly well disseminated, and to a certain extent embedded in the 
organizational structure. A new unit within BRC is organized around the benefits 
realization process. Staff and management in this unit are very much aware of the 
vision as it is reflected in their daily tasks of facilitating the benefits realization for the 
service owners. Other agencies and service owners have been informed of the impor-
tance of the benefits realization effort. The interview with an account manager from 
BRC revealed the mobilization of the service owners: “We contact all, existing and 
potentially new, service providers and assist them in the process of completing the 
cost-benefit analysis.” Although there seems to be a general consensus that benefits 
realization is sensible, BRC experiences varying degree of practical support. Few, if 
any, service owners experience that the benefits realization process adds value to 
them directly. Large agencies perform similar analyses independent of Altinn, and 
therefore experience the minimal additional administrative burden caused by the ben-
efits realization regime. Smaller agencies, often with less experience with e-
government, report an increased administrative burden. Neither reported the benefits 
of realization activities as directly useful for their agencies. 
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4.5 Institutional Change 

The benefits realization process is embedded in the organizational structure of BRC, 
the governance layer. Thus, we found that there has been considerable institutional 
change within BRC caused by the ambition of realizing more benefits from e-
government investments. Governance structures for Altinn and prioritization schemes 
are implemented resulting in new modes of operation. Service owners have also been 
subject to institutional change, as they are now required to follow BRC´s procedures 
for implementing services in Altinn in terms of pre-implementation analyses and post 
implementation benefits reporting. Although there is cooperation, there is still a ways 
to go, as stated by a service owner: “If we want to increase the quality of benefits 
realization, we need even more assistance from BRC than today.” Finally, BRC expe-
riences an emerging understanding of the mechanisms for benefits realization and the 
importance of interoperability at the government level. This understanding has yet to 
materialize itself in actions or organizational structures, but is considered promising. 
Despite the mentioned accounts of institutional change, planned changes are yet to be 
institutionalized in several areas. As stated by an executive at BRC: “There is an 
ongoing political game of who should be responsible for benefits realization.”  

4.6 Confirmatory Evidence from the Field Study 

The field study included several types of data collection – a survey among all service 
owners, a follow-up workshop with a group of service owners, informal interviews 
and participant observations. Our survey was conducted during April – May, 2013. A 
questionnaire was sent to the 38 service owners and we received 22 complete an-
swers. We had structured questions about enabling conditions, change implementa-
tion, and institutional change. In addition we had open-ended questions about benefits 
realization management in interoperability projects. We conducted a follow-up work-
shop with 7 service owners to discuss the results from the survey. In addition we had 
informal interviews and participant observations. 

Results from the survey showed us that services ranged from 8 government-to-
government services (G2G), 19 government-to-business services (G2B) and 17 gov-
ernment-to-citizen services (G2C). Service owners indicated an increasing complexity 
of services, as interoperability must be addressed at several co-creation layers: rela-
tionship-specific infrastructure, knowledge exchange, complementary resources and 
capabilities, and more effective governance structure. BRC’s position among service 
owners was reputable regarding both coordination and mandate.  

Related to the implementation of divergent change, service owners had invested in 
relationship-specific assets, and they had put some emphasis on knowledge-sharing 
routines. BRC had, to some extent, resources available for service owners with re-
gards to application architecture, standards, methods and tools for new service devel-
opment. The governance structure of the common platform was not well known or 
understood. The service owners stated that they were committed to co-create IT value 
both at the top management and the middle management level.  
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Change implementation was not very successful, as shown in Table 2. The service 
owner stated they were only able to create supernormal benefits in terms of improved 
services, benefits realization, and improved work processes to a small extent. The 
importance of the “improved entrepreneurial co-creation process” was emphasized.  

Table 2. Antecedents and Consequences 

Enabling conditions Implementation of change Outcome 
Field  Social position Creating a vision Mobilization of 

resources 
G2G 
G2B 
G2C 

Coordination (H) 
Mandate (H) 

Effective governance (M) 
Complementary resources (M) 
Knowledge-sharing routines (M) 
Relationship-specific assets (H) 

Commitment (H) 
Service owners (H) 

 

Improved service dev. 
(L) 
Increased benefits  (L) 
Improved work proc. (L) 

H = high, M = moderate, L = low. 
 

5 An Entrepreneurial Process for the Co-creation of IT Value 

The model of the process of institutional entrepreneurship [7], has in this research 
been used as a framework for analyzing public sector interoperability in Norway. 
Based on our research, we propose a new model of the entrepreneurial process of the 
co-creation of IT value, as presented in Figure 1. 

The first part of the model includes the enabling conditions in terms of system cha-
racteristics and the system owners’ social positions. In our research different types of 
public sector field-level conditions, as well as the agencies’ social positions, will in-
fluence the possible emergence of institutional entrepreneurship. Economic and polit-
ical crises, technological disruption, competitive discontinuity, and regulatory 
changes are all examples that might disturb the field-level consensus and invite the 
introduction of new ideas. The system owners’ social positions, whether they are 
organizations or individuals, are important because they may affect perception of the 
field. In addition, system owners have access to the resources needed to engage in the 
co-creation of IT value.  

The next part includes the acts and processes that co-create IT value. Developing a 
vision encompasses the activities undertaken to integrate distinct co-creation layers, 
e.g., relationship-specific investments, knowledge-sharing routines, complementary 
resources and capabilities, and effective governance [3]. Mobilizing system owners 
include activities undertaken to gain others’ support for, and acceptance of, new inte-
roperable routines. Implementing change that builds on existing institutions is chal-
lenging, but it is even more challenging if it breaks with existing practices.  

The co-creation of IT value is a highly complex and uncertain process, and thus the 
outcome is difficult to predict. If organizations succeed in co-creation and gain super-
normal benefits [11], it is likely that this in turn would influence the field characteris-
tics and the actors’ social positions. 
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Fig. 1. Model of the Entrepreneurial Process for the Co-creation of IT Value, adapted from 
Battilana et al. [7]  

6 Conclusion and Implications 

This research was carried out to address the question “How can organizations co-
create IT value?” By studying the phenomenon of the co-creation of IT value in a 
complex, public sector setting, we found that the existing theory was insufficient to 
provide an adequate analytical lens. Therefore, we adapted elements from two theo-
ries, the co-creation of IT value, and institutional entrepreneurship, and proposed a 
novel model of the entrepreneurial process for the co-creation of IT value.  

Our research has several theoretical implications. The proposed model can be used 
for descriptive purposes when analyzing the complex co-creation of IT value in con-
texts similar to the one we studied. Further, our model introduces the concept of “su-
pernormal benefits” as the objective of the co-creation efforts. We believe this is an 
important sensitizing mechanism that emphasizes the vast potential in co-creation 
versus creating alone. 

We also consider our research to have practical implications. The above-mentioned 
concept of “supernatural benefits” is considered equally important for practice in 
terms of illustrating the value of joint efforts. Further, our model can give practition-
ers perspective and normative understanding for how to approach co-creation efforts. 

Obviously, our proposed model needs further refinement and validation, and we 
would welcome studies with such objectives, in a variety of contexts. Further, the 
nature of supernatural benefits should be further explored and defined. 
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Abstract. This paper proposes a value-centric business model (BM) framework 
and development process for building suitable business models to support the 
planning, implementation, operation, and evaluation of mobile government 
(MG) applications. MG stakeholders, values, systems, services, resources, 
costs, performances, as well as strategies and action plans are included as com-
ponents to be specified in the BM framework. To achieve the objectives of 
creating value for all participating parties in the mobile government environ-
ment, four stakeholder and value perspectives taken into account are public be-
neficiaries, government internal organizations, government service chain, as 
well as society and nation. Based on the BM framework and value dimensions, 
a business model can be created by identifying and structurally linking values, 
objectives, systems, services, and performance measures for all stakeholders. 
To direct and facilitate the launching and evaluation of mobile government pro-
grams based on a value-centric business model, an adaptive balanced scorecard 
(BSC) with other methods and tools are used. 

Keywords: Business model, value creation, mobile government, Balanced  
Scorecard, performance measurement. 

1 Introduction 

Mobile government (m-government, MG) can be collectively referred to as the 
adoption of mobile technologies to enhance e-government (EG) functionalities for 
enabling citizens, businesses, and agencies, with the use of mobile devices, to access 
government information and services, to exchange documents, knowledge, and 
experiences, as well as to participate and/or collaborate in government related activities 
[26,27,30]. Specific functional features of mobile networks and systems such as 
mobility, ubiquity, portability, accessibility, and localization provide new forms of 
connections, communications and interactions among stakeholders in the online 
government services environment. The aims are to eventually create added value and 
benefits for all MG participants. Value proposed and created for MG users and 
participating parties include convenience, efficiency, effectiveness, personalization, 
cost reduction, profitability, productivity, accountability, transparency, etc. [33]. Major 
identified MG service domains include m-communication (notice and mail), m-public 
services (transaction and payment), m-administration (internal operation and document 
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management), m-democracy (voting and participation), and m-communities (user 
generated content sharing and social networking) [4,30]. Business model (BM), on the 
other hand, has been defined as an architecture of the information, product and 
financial flows, including a description of the various business actors and their roles, a 
description of the potential benefits for the various business actors, and a description of 
the sources of revenues [25]. Commonly mentioned BM types in the e-business 
domain include business-to-consumer (B2C), business-to-business (B2B), and 
consumer-to-consumer (C2C), etc. In the e-government literature, identified BM 
categories include government-to-citizens (G2C), government-to-businesses (G2B), 
government-to-government (G2G), government internal efficiency and effectiveness 
(IEE), and overarching infrastructure (Cross-cutting) [14]. Similarly, in the m-
government applications, adopted BM types include m-government-to-citizen (mG2C), 
m-government-to-business (mG2B), m-government-to-government (mG2G), and m-
government-to-employee (mG2E) [18].  

It has been noted that value proposition and creation are central tasks for the 
development and delivery of electronic/mobile business and government services. In 
the mean time, business models have been pointed out as proper means to illustrate 
the concepts and methods for value proposition, creation, capture, and assessment in 
business and government domains [1,5,11,12,16,18,24,31,33,34]. Therefore, e-/m-
government related business modeling should focus on specifying values and their 
relationships with other structural components to facilitate value creation for all 
stakeholders through EG/MG services system development and operation. 
Developing and conducting suitable mobile business models are thus critical to the 
success in promoting and delivering mobile public services, creating mobile public 
values for stakeholders, as well as sustaining continuous operation of MG services 
systems. In recent years, although emerging issues regarding value creation and 
business model development for m-government have attracted increasing attentions, 
an integrated BM framework and process for guiding the construction of a value-
centric MG business model are still lacking in the literature. This goal of this paper is 
to propose a value-centric business model framework and development process for 
building business models to support the planning, implementation, operation, and 
evaluation of mobile government systems and applications. The rest of this paper is 
organized as follows. In section 2, a brief literature review on value creation and 
business models is provided. In section 3, an integrated MG business model 
framework is presented based on value chain and value management concepts. In 
section 4, the development process of business model suitable for m-government 
based on design science is illustrated. Conclusion and future research directions are 
provided in the final section. 

2 Literature Review 

In both research and practices, previous works regarding value creation and business 
modeling for mobile government are still very limited. In this section, a brief 
literature review on value creation and business model for e-/m-business and  
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e-/m-government is provided as a foundation for developing a value-centric business 
model framework suitable for mobile government applications. 

2.1 Value Creation in e-/m-Business and e-/m-Government 

In the e-commerce and e-business domain, value is defined as the amount buyers are 
willing to pay for what a firm provides them. It also refers to a preferred combination 
of benefits that services afford the end users compared with acquisition costs [2]. In 
the value chain and value management context, value proposition is a statement of 
what and how value is to be delivered to customers, or is referred to as an equation of 
the all positive factors that interest the individual and value chain partners. Value 
creation can be realized as the contribution of utilizing the final products and services 
to end users, as well as of attaining productivity and profit to the firm and other value 
chain participating parties. Value capture is defined as the difference between 
benefits/revenues and costs eventually retained by customers and the firm as well as 
other chain participants. Being considered as a cycle of value creation, 
communication, capture, and assessment stages, the value management process 
generally involves developing and structuring objectives for all stakeholders, 
establishing a value proposition, creating a value based measurement framework, 
developing briefs and specifications, designing and reviewing options, and assessing 
outputs and outcomes [3,7,9,10,18]. As for value model or framework in the e-
business domains, Barber (2008) provides two frameworks based on the balanced 
scorecard (BSC) to incorporate both the tangible and intangible value aspects [3]. 
Keen and Williams (2013) propose a three dimensional value architecture to fit the 
dynamic nature of innovation and to sustain business growth [12]. For m-business 
specific value creation, Nah, Siau, and Sheng (2005) present a value-focused thinking 
procedure in which identify values, convert values to objectives, distinguish between 
means and fundamental objectives, and build means-ends objective network are listed 
as four consecutive steps [17]. Lariviere et al (2013), focusing on value in the mobile 
and social media environment, emphasize the concept of value fusion that aims at 
achieving value for the entire network of consumers and firms [13].  

In the e-government domain, typical public and social values concerned in the 
public sector include equal opportunities, privacy, security, personalization, 
accountability, transparency, and participation, etc. Among previous works presenting 
value related framework, Hossain et al (2011) specify the measurement of EG system 
value in three dimensions including organizational efficiency, operational 
transparency, and public satisfaction [8]. Luna-Reyes, Gil-Garcia, and Romero 
(2012), aiming at creating value for government, citizens, and other end users, 
propose a three dimensional performance measurement model comprising EG 
determinants, EG characteristics, and EG results [16]. As for very few works 
addressing mobile government value models, Trimi and Sheng (2008) identify MG 
value-added advantages in various aspects including improving the delivery of 
government information and services, providing best solutions to Internet 
connectivity problems and digital divide issues, offering a more cost-effective choice 
for national networking, helping to avoid problems of corruption and low 
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productivity, as well as increasing government employees’ efficiency and 
effectiveness [27]. Yu (2013), considering value as tangible and intangible benefits 
perceived by and exchanged between stakeholders in the MG value chain, presents a 
three dimensional value framework encompassing functional features, user 
acceptance, and user benefits. The user benefits dimension is further classified into 
four specific constituent categories, namely, public beneficiaries, government officers 
and employees, participating parties of the government service chain, as well as 
society and nation [33]. 

It can be seen that since issues of value creation regarding mobile government 
applications are largely unexplored and no consensus in views and architectures of 
MG value exists, more research efforts in the direction of developing an integrated 
value framework for m-government are strongly demanded. 

2.2 Business Models in e-/m-Business and e-/m-Government 

Business model is widely used to depict the design of transaction content, structure, 
and governance for creating value through the exploitation of business opportunities 
[2]. To develop and implement an appropriate business model is a key to success and 
a crucial source of value creation for the firm, its customers, and all value chain 
participants. Commonly mentioned BM types include e-shop, e-marketplace, virtual 
communities, etc. when business functions are highlighted, or mobile portals, 
platform operators, wireless gateway and service providers, mobile application and 
content providers when mobile environment is involved.  

As for component structures of e-business models proposed in the literature, Afuah 
and Tucci (2001) identifies value, scope, revenue sources, pricing, connected 
activities, implementation, capabilities, and sustainability as BM related elements [1]. 
Yu (2005) provides a business model framework with four value dimensions 
including market, supply chain, customers, and business organizations [31]. 
Osterwalder and Pigneur (2010) present an e-business model ontology that includes 
four component groups i.e. infrastructure, offering, customers, and finances [19]. As 
for the m-business domain, Schubert and Hampe (2006) adopt four main components 
including value proposition, product or service, value architecture, and revenue model 
to describe business models for mobile communities [29]. By adopting a design 
research perspective, de Reuver, Bouwman, and Haaker (2009) point out four 
domains (STOF), namely service, technology, organization and finance, for assigning 
common model components to build mobile business models [5]. To design mobile 
value co-creation services, Schmidt-Rauch and Schwabe (2014) adopt a user-centered 
design process (UCD) based on the design science methodology that emphasizes on a 
build-and-evaluate loop with five major steps [22]. 

As for BM component structures for e-government, only very limited efforts have 
been undertaken previously. Among these few works, Janssen and Kuk (2007) 
propose an EG-applicable BM framework that comprises six elements, namely, 
organizations in the public service network, service offerings, network coordination, 
business processes, shared resources, and network capabilities [11]. Towards 
developing a value-based e-government services framework, Yu (2008) proposes a 
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BSC-based business model to highlight four value dimensions including public 
beneficiaries, government organizations and processes, government service chain, as 
well as society and national/global environments. Model elements specified in each of 
the four BM perspectives include values, stakeholders, services, systems, and 
performances [32]. Peinel, Jarke, and Rose (2010), in their work of presenting a 
business modeling approach for e-government services, identify value chain, partners, 
object exchange, role, services, policy, and advantage/disadvantage as BM elements 
[21]. Panagiotopoulos et al (2012), focusing on evaluating ICTs in public 
engagement, adopt a business model perspective that consists of four dimensions 
including value proposition (effects), value network (actors), value architecture 
(resources), and value finance (costs) [20]. For m-government specific business 
models, it is still a relatively unexplored area. Some researchers treat m-government 
as a subset of e-government and simply present mobile characteristics within the 
aspects of conventional G2C, G2B, and IEE business model types [18,27]. By 
illustrating an example of m-government services project, Peinel, Jarke, and Rose 
(2010) use the similar approach as in e-government cases to identify options of value 
chain with public and private partners, as well as their relationships with individual 
advantages and disadvantages [21]. For addressing the m-government adoption with 
the focus on public-private partnerships (PPP), ITU (2011) describes a basic MG 
business model that contains a set of constructs including user groups of mobile 
services, specific benefit and value to user groups, revenue or benefit to the 
providers/partners, processes and activities, resources and competencies, costs, and 
suppliers of required resources [9]. To address the design issues of service platform 
and business model for mobile participation (MP), de Reuver, Stein, and Hampe 
(2013) adopt the STOF business model framework to the public domain aiming for 
creating MP services value [6]. 

The design and implementation of m-government specific business models, 
although considered as crucial to the success of m-government, are still less touched 
issues in the literature. Previous works discussing MG related business model 
framework, development process, and performance evaluation are extremely scarce in 
both research and practices. Therefore, more research endeavors are needed to explore 
mobile business model issues in the m-government domain.  

3 Value-Centric Business Model Framework for M-government 

By integrating different views from previous works and taking a value chain 
perspective, value in mobile government refers to functional features and acceptance 
characteristics of MG systems and services, as well as tangible and intangible benefits 
perceived and captured by MG stakeholders. To facilitate value proposition, creation, 
and management, MG users and stakeholders are further classified into four 
constituent groups including public beneficiaries, government agencies, government 
service chain participants, as well as society and nation. A value-centric business 
model framework for mobile government (MGvBM) can then be formed to 
structurally organize stakeholders, values, systems, services, performances, and 
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associated resources, costs, functions, processes, and activities for all stakeholder 
groups and value dimensions. Figure 1 depicts the value-centric business model 
framework with major model components and their relationships. Key MGvBM 
components with related elements and factors are described below. 

MG stakeholders: MG stakeholders are actors involve in the m-government services 
environment. For the four classified constituent groups mentioned above, 
potential MG stakeholders include (1) citizens, businesses, communities, and 
NGOs for the public beneficiaries group, (2) local authorities, internal 
organizations, and employees for the government agencies group, (3) wireless 
and mobile network operators, mobile content and application service providers, 
mobile device and software/hardware vendors, mobile payment and financial 
service providers, mobile security and trust service providers, horizontal and/or 
vertical integration of participated government agencies for the group of 
government service chain participants, as well as (4) other actors in the society 
and national environments for the society and nation group. 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 1. A value-centric business model framework for mobile government 

MG systems: MG systems involve mobile related networks, infrastructure, platforms, 
channels, devices and hardware/software that provide integrated functions for 
service providers to offer and maintain, as well as for users to access and utilize 
MG services in a secure and trust environment. MG system types include 
mG2C, mG2B, mG2E, mIEE, mG2G, etc, or m-gateway, m-cloud, m-tax, m-
tourism, etc. System functions may include profile management, search and 
navigation, transaction and payment, personalization and collaboration, tracking 
and monitoring, community and social networking, voting and participation, etc. 
Functional features include mobility, ubiquity, portability, accessibility, 
personalization, localization, multimedia data handling, and GPS-capability, etc. 
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MG services: MG services are functional oriented and categorized value-added 
objects that are developed by government and associated service chain 
participating parties to enable users in accessing government information, 
exchanging personal experience and comments regarding government 
transactions, engaging with government agencies and/or service chain partners, 
and participating in government activities, etc. MG services are often classified 
as mG2C, mG2B, mG2E, and mG2G services, as m-information, m-transaction, 
m-payment, m-community, m-administration, and m-democracy services, or as 
m-tourism, m-taxation, m-healthcare, m-learning, m-agriculture, and m-police 
services, etc.  

MG values: MG values refer to tangible and intangible benefits that are proposed to, 
created for, and captured by all MG stakeholders. Also identified as MG values 
include function, process and acceptance features of the MG systems and 
services. Specific MG values for stakeholder groups include citizen value, 
business value, and NGO value, employee value and organization value, service 
chain value, as well as society value and nation value. Value elements are 
specific functions and benefits corresponding to various value types in different 
services systems and stakeholder groups. For instance, value elements of 
systems and services value and public beneficiaries value in a m-tax services 
system include mobility, accessibility, localization, personalization, 
convenience, security, responsiveness, and ease of use, as well as being able to 
attain cost and time reduction, access location-based and personalized 
recommendation services, access cloud storage services, select m-payment 
methods, and report on user satisfaction, etc. Strategic objectives are specified 
goals transformed from the value elements associated with systems, services, 
and constituent groups. 

MG performances: MG performances are actual outputs and outcomes generated 
and measured from implementing, operating, and controlling MG systems and 
services. Collected data of specified key performance indicators (KPIs) can be 
analyzed to reflect levels of objective achievement and satisfaction in terms of 
differences between proposed and created MG values for services systems and 
all stakeholders. For instance, some KPIs for citizen value of the m-Tax case 
afore-mentioned can be level of personalization, level of time and cost saving, 
level of satisfaction in ease of use and usefulness, etc. And subsequently the 
strategic objectives for MG performances can be set to achieve 90% and 85% 
for level of user satisfaction regarding ease of use and usefulness respectively. 

MG resources: MG resources are financial and other necessary supports for MG 
development and operation. Major resources include budgets, equipments, 
human resources, technology infrastructure, management capabilities, and 
domain knowledge. 

MG costs: MG costs are necessary expenditures for initiating and implementing MG 
programs, for managing and sustaining MG operations, and for accessing and 
utilizing MG services. Essential costs include expenses and charges on MG 
systems and services development, promotion, operation, maintenance, 
improvement, usage, feedback processing, as well as security and privacy 
control. 
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MG strategies and action plans: MG strategies and action plans are the 
specifications of strategic objectives, implementation processes, management 
functions and activities for building and operating MG business models, as well 
as for assuring value creation for all stakeholders in the MG environment. 

 
Based on this MG business model framework, the planning and design of a suitable 

business model, the implementation and operation of the created business model in a 
proper way, as well as the evaluation and control of the performance outcomes for 
sustaining continuous improvement, can be carried out efficiently and effectively. The 
MGvBM framework incorporates concepts and methods in the fields of value chain, 
value management, strategic management and performance measurement. It takes into 
account all components of major previously presented EG and MG business models 
in the literature such as in [5,9,11,20,21,33], and enables a broader scope as well as 
flexibility for developing and using business models in the public domain. The 
MGvBM framework is applicable to different levels of MG programs/projects and 
applications. Foe validation purpose, a 5-year nation wide m-/u-government program, 
a few central government led m-taxation and m-tourism services systems projects, 
and a couple of local government launched m-marketing and smart city projects on 
mobile apps are reviewed for revealing the feasibility of adopting the MGvBM 
framework and for proposing BM restructuring and improvement suggestions for 
subsequent MG development. 

4 The Development and Management of MG Business Models 

To enhance the development and management of MG business models, we adopt the 
build-evaluate approach from design science technology and extend it to cover the 
whole process. The complete development and management process for MG business 
models contains planning, design, implementation, operation, evaluation, and control 
stages. Steps to be taken in the planning stage for building MG business models 
include (1) identifying MG stakeholders with roles and relationships, (2) identifying 
MG values for proposing to all stakeholder groups, (3) identifying MG systems and 
services for different user groups to create, deliver, and capture MG values, (4) 
identifying resources needed and available for MG project management as well as 
service system development and operations, (5) identifying costs required for 
conducting necessary development works and management processes to sustain 
continuous operation and improvement, (6) identifying performance indicators for 
evaluating MG effectiveness and success, and (7) transforming value into strategic 
objectives and formulating associated strategies. In the design stage, work steps 
include (1) specifying relationships between objectives, critical success factors (CSF), 
and actions, (2) selecting, classifying and weighting key performance indicators 
(KPIs) based on the ends-CSF-means relationships, and (3) setting up action plans 
with management functions and processes for achieving specified performances and  
goals. In the implementation and operation stages, action plans are implemented and 
operated with output data collected for all performance indicators. In the evaluation 
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and control stages, performance outcomes associated with all stakeholder groups and 
the entire MG project/application are measured, the gap analysis is conducted, and 
necessary improvement actions are specified and taken. 

To facilitate the MGvBM development processes through strategic planning, to 
performance measurement, a number of methods and tools are used in different stages 
including the balanced scorecard (BSC), strategy map (SM), ends-means analysis 
(EMA), critical success factors (CSF), analytic hierarchy process (AHP), and strategy 
gap analysis (SGA), etc. Specifically for the adoption and adaptation of the BSC 
method, four specified BSC perspectives representing MG stakeholder groups and 
associated value dimensions are the public beneficiaries perspective with citizen value 
and business value, the government internal organization and process perspective with 
employee value and organization value, the government service chain perspective 
with entire service chain value and values for all participating parties, as well as the 
society and national environments perspective with society value and nation value. 
Figure 2 illustrates the MGvBM-BSC perspectives with some major identified BM 
components and elements for m-government. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The four MGvBM-BSC perspectives 

Within each of the MGvBM-BSC perspectives, values, stakeholder groups, 
systems, services, and performance indicators related to MG projects and applications 
can be structurally linked and presented. For instance, in the public beneficiaries 
perspective, the MG user groups include citizens and businesses. The value types 
considered are citizen value and business value. The associated MG systems include 
mG2C and mG2B. The value-added MG services provided in mG2C and/or mG2B 
systems include m-information, m-taxation, m-tourism, m-registration, m-transaction, 
and m-payment services, etc. The MG value indicators for performance measurement 
include information and service accessibility, time and location convenience, cost 
efficiency, level of satisfaction, level of personalization, and level of participation, 

Public Beneficiaries 
Perspective 

Value: Citizen value, 
Business value, 
Users:Citizens/Businesses 
Systems: mG2C, mG2B 
Services: Information, 
Taxation, Registration, etc. 
Performances:  
Services accessibility,  
Levels of satisfaction, 
personalization,  
participation, etc. 

Gov. Internal Org. and 
Proc. Perspective 

Value: Employee value, 
Organization value 
Users: Employees, Staffs 
Systems: mG2E, mIEE 
Services: Payroll and 
benefits, Internal audit and 
security control, etc. 
Performances:  
Levels of employee satis-
faction,  
organizational capability,  
cost saving, etc. 

Society and Nation Perspective
Value: Society value, Nation value 
Users: Social groups, Non-profit organizations, etc. 
Systems: mG2S 
Services: Society participation/collaboration, national learning, etc. 
Performances: Digital divide index, Levels of learning,/growth,.etc 

MG Systems/Services
Function/acceptance value:  
Mobility, ubiquity, localization, 
efficiency, effectiveness, trust 

Government Service Chain Perspective
Value: SC value, Institution value, Administration value 
Users: Government agencies within and across functional depts 
Systems: mG2G-HI, mG2G-VI 
Services: Document interchange, DB integration, etc.  
Performances: Levels of services integration, time reduction, etc. 
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etc. For all the BM components in the BSC perspectives, more detailed specifications 
can be provided. For example, specific mG2C services identified for MG tourism 
applications may include (1) mobile information services for accessing government 
information about news, weather, traffic, and tourism events, (2) mobile notification 
and alert services for sending text message alerts about emergency conditions, and 
reminders about other environmental regulations, (3) mobile transaction and payment 
services for purchasing tickets to enter national parks or other sightseeing 
destinations, (4) location-based services for accessing GPS-enabled tour guides and 
road maps, nearby available perking lots, as well as restaurants and stores with price 
promotion in an acceptable distance range, (5) mobile community services for 
connecting friends to share information and experiences, (6) mobile reporting services 
for sending multimedia information to the authorities about real-time traffic 
conditions or accidents, and/or (6) other mobile tourism related services with 
personalized, collaborative, location-based, and context-aware features. Value 
proposition to all stakeholders is undertaken in the planning stage. In the 
implementation and operation stage, values can be created when systems are 
developed with sufficient functions and high acceptance, and services are delivered 
that match users’ needs with high satisfaction. Whether values have been created, 
and/or whether the actual created values meet the pre-specified performance goals 
need to be assessed and analyzed in the evaluation stage. In the control stage, 
necessary actions for improvement are taken to ensure value capture and to sustain the 
continuous MG development and operations. 

5 Conclusions 

In this paper, we propose a value-centric business model framework for mobile 
government. Model components of the BM framework include MG stakeholders, MG 
values, MG systems, MG services MG resources, MG costs, MG performances, and 
MG strategies and action plans. MG stakeholders are classified into four constituent 
groups including public beneficiaries, government internal organization and process, 
government service chain, as well as society and national environments. Based on the 
proposed MGvBM framework, suitable MG business models can be built to support 
the planning, design, implementation, operation, and evaluation of various scales of 
MG projects and applications. An adaptive balanced scorecard with four stakeholder 
groups and value perspectives is created to facilitate the strategic planning through 
performance measurement processes of the MG development and management cycle. 
For any specific MG projects and applications, corresponding stakeholders, values, 
systems, services, strategic objectives, critical success factors, action plans, and key 
performance indicators can be structurally linked and presented with respect to each 
of the MGvBM-BSC perspectives. The contributions of this paper include (1) 
providing a value-centric business model framework that is taking a broader view, 
more flexible, and practically operable and measurable for guiding the development 
and utilization of MG business models, (2) incorporating value chain, value 
management, and design science concepts to take into account major issues such as 
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creating values for all value chain stakeholders, managing the value proposition, 
creation, capture, assessment, and control cycle, as well as enabling design-build-
operate-evaluate processes, and (3) creating a potential for adopting and adapting the 
proposed vBM framework and development process to fit the characteristics and 
needs of e-government and e-participation. Future works will include validating the 
proposed business model framework and development process by conducting 
empirical testing in a variety of MG application domains. 
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