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Abstract. Contracted orders represent a novel extension to the Pick-up
and Delivery Problem (PDP) with soft time windows. This extension to
the multiple depot problem has depots managed by separate, competing
haulage companies “carriers”. Orders may be assigned to a specific car-
rier “contracted”, “allocated” to a specific carrier but allowed to swap
if this improves the solution or free to use any carrier “spot hired”. Soft
time windows lead to a multi-objective problem of minimising distance
travelled and delay incurred. In this paper we use real order data sup-
plied by 3 large distributors and 220 carriers. Additional, randomised,
orders are generated to match the distributions observed in this data,
representing backhaul orders for which no data is available. We com-
pare a manual scheduling technique based on discussions with industry
partners to popular metaheuristics for similar problems namely Tabu
Search (TS), Variable Neighbourhood Search (VNS) and Hybrid Vari-
able Neighbourhood Tabu Search (HVNTS), using our modified local
search operators. Results show that VNS and HVNTS produce results
which are 50% shorter than greedy approaches across test instances of
300 orders in a one week period.

1 Introduction

The purpose of this paper is to compare the effectiveness of a number of heuristic
methods on a specific real world Vehicle Routing Problem (VRP), specifically a
multi-depot VRP with pick up and delivery and soft time windows. Our research
focusses on medium to long distance deliveries made from point to point within
the UK. By considering sample orders from 3 large distributors and 220 haulage
companies “carriers” we aim to reduce transportation costs and carbon emissions
through the intelligent coordination of logistics activities. We are particularly
interested in the gains possible through the re-assignment of orders between
carriers. We note that there are currently 3 ways an order can be specified to
carriers:

Contracted orders must be serviced by a specified carrier, the order may be
re-allocated only between trucks belonging to this carrier.
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Allocated orders are assigned to specific carriers but may be re-allocated by
that carrier to sub-contracted carriers.

Spot hired orders may be assigned to any truck belonging to any carrier and
re-assigned any number of times to any truck.

The remainder of this paper is organised as follows. Section 2 introduces the
ideas, models and concepts that we build upon in this paper. Section 3 sets
out our model. Section 4 presents the local search operators used including our
modification of GENI and describes the various metaheuristic methods chosen for
experimentation along with the changes made to them to fit our model. Section
5 details the parameters used in our experiments, how randomised orders were
generated from our existing data and compares the effectiveness of the introduced
metaheuristics with varying levels of contracted and allocated orders. Section 6
presents conclusions and results analysis. Finally, we present an outline of areas
for future research work.

2 Related Work

The work we have undertaken builds on VRPs with Time Windows (VRPTW),
where orders must be fulfilled between a given earliest and latest time. These
problems are summarised with an overview of exact algorithms and optimisation
methods by Desrosiers et al. [1] and more recently with local search algorithms
and metaheuristic approaches by Bräysy and Gendreau [2,3]. We also build upon
research into Pick-up and Delivery Problems (PDPs) recently classified and sum-
marised by Berbeglia et al. [4] and Parragh et al. [5]. The combination of these
two areas is the PDP with Time Windows (PDPTW) [6] and still represents
a lesser researched area than either of its parents. Ropke et al. [7] proposes an
exact solution for the PDPTW while Malca and Semet [8] present a Tabu Search
(TS) approach. Gendreau et al. [9] present neighbourhood searches for the dy-
namic version of this problem. For our real world problem we considered local
search neighbourhoods and metaheuristics that have proved strong in the re-
lated VRPTW and tailor their methods to our specific needs. Taillard et al. [10]
and Cordeau et al. [11,12] present techniques for implementing TS algorithms
similar to those we use in this paper. Variable Neighbourhood Search (VNS)
originally introduced by Mladenovic and Hansen [13] is a very good, general
purpose, search metaheuristic capable of adapting to a wide variety of applica-
tions [14]. VNS has since been successfully applied to the VRPTW by Bräysy
[15] and the multi-depot VRPTW by Polecek et al. [16]. The recent Hybrid
Variable Neighbourhood Tabu Search (HVNTS) method of Belhaiza et al. [17]
is tailored to the VRP with multiple time windows and was found to compare
favourably to an ant colony optimisation on instances of the problem studied
there.
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3 Problem Definition

The PDP with contracted orders is defined on a directed graph G = (V,A)
where A is the arc set and V = {B,N} is the vertex set split into B base-depot
locations and N customer locations. A carrier is defined as a base location bi ∈ B
and a set of trucks Ti = {T 0

i , . . . , T
Mi

i } where Mi is the number of trucks for
carrier i. An order i consists of a collection location ci ∈ N and a final delivery
location di ∈ N . In reality there are often several delivery locations as shown in
Fig. 1a but at present we treat these orders as atomic, with the complexity of
additional delivery locations abstracted away as in Fig. 1b for simplicity. The
problem involves routing n orders into m routes, allowing for zero cost empty
routes. Minimising m is not considered as part of this problem though it is kept
low as a side effect of the heuristics used.
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Fig. 1. Route abstraction

Distance Model. We denote ci,j as the cost of travelling from order i to order
j, due to the route abstraction shown in Fig. 1 these costs are asymmetric such
that ci,j �= cj,i. the straight line distance travelled while empty between the last
delivery of the previous order and the current orders collection is used as the
cost (Thus if a truck has no orders it has no associated cost). Each route is
terminated at both ends by a dummy order located at the specified trucks base
depot, thus a route j with k orders has dummy orders at 0 and k+1, its empty
distance cost, dj , is shown in equation 1, constrained by MaxD, the maximum
distance a truck is permitted to drive in a week.

dj =

k∑

i=0

ci,i+1.where dj < MaxD (1)

Any change to the solution can be mapped to a series of insertion and removal
operations. As the orders themselves are present in both solutions (before and
after any change) the only aspects that need to be considered are the legs between
orders, shown in Fig. 2. Denoting či as the insertion cost of an order i between
two pre-existing orders x and y, the change caused by inserting an order is
calculated as shown in equation 2.

či = cx,i + ci,y − cx,y. (2)
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Fig. 2. Route alteration

Similarly the removal cost ĉi of an order is as shown in equation 3:

ĉi = cx,y − cx,i − ci,y. (3)

A key point to note is that both ĉi and c̆i may be positive or negative with pos-
itive costs indicating an increase in empty distance and negative costs indicating
a decrease.

3.1 Time Window Model

Figure 3 shows a number of collection time windows. ei is the earliest time a
truck may service customer ci and li is the latest time, there is no penalty for
arriving at a location early, though the truck will have to wait until the specified
earliest time to be serviced. If the truck arrives after li the order is said to be
delayed by ti− li where ti is the actual time customer i is serviced. Not shown in
Fig. 3 is the service time required for loading / unloading at a customer location,
this is denoted by si. Tardiness is calculated based on the vehicles arrival time
at a location thus if a vehicle arrives at the latest arrival time the tardiness is 0
even though the truck will not leave until si + li (after the latest time li). The
tardiness of a vehicle tV is simply the sum of the individual delays experienced
at each location in its route. Orders are always inserted as early as possible
at the chosen insertion point and changes to a route force an update of delay
parameters for each subsequent location.

Note, that since a collection node must occur before its delivery node, revers-
ing a section of a route will significantly alter the distance, time windows are
also usually tight enough such that one or more orders will be rendered signif-
icantly delayed. Methods relying on partial route inversions such as GENI [18]
and iCROSS [15] will therefore not work well without alteration.

3.2 Objective

Our optimisation procedure seeks to fulfil all orders in such a way as to reduce
the total travel cost whilst keeping tardiness to a minimum. The fitness of a
vehicles route, fV , is given in equation 4. Here α represents a tunable parameter
between 0 and 1 determining the relative importance of tardiness and distance
respectively. DV and TV represent the total distance and time of a vehicles route
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Fig. 3. Tardiness - Two orders ci and cj are currently scheduled and only ci is delayed.
If another order (ck) were placed between the two existing orders, ci would remain at
its current time while cj may have to occur later, potentially becoming delayed.

respectively, dividing by these gives relative empty miles and relative tardiness,
allowing comparisons to be made between the two metrics which would otherwise
be orders of magnitude different.

fV = α

(
dV
DV

)
+ (1− α)

(
tV
TV

)
(4)

Since the impact of both of these upon a carrier is in additional cost (or lost
profits) we combine them into a single objective function. α therefore determines
the relative cost of driving additional miles versus late delivery penalties. The
fitness of a solution is the sum of the individual fitnesses of all its vehicles as
shown in equation 5.

FS =

m∑

j=1

fj . (5)

4 Solution Methods

4.1 Local Search Operators

For hundreds of carriers and thousands of orders it is computationally intensive
to calculate a fitness from a solution. We use local moves to make incremental
changes to the current solution instead and measure changes in fitness. These
are much easier to compute and over successive iterations we can make large
changes to the solution.

A number of local search operators are used including cross [10], relocate [2],
swap [2] and a modification of GENI [18]. Each of these local moves is intended
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Fig. 4. Local moves

to preserve existing orderings as much as possible. Our modification of GENI is
presented below and the other operators used are summarised in Fig. 4. They
represent restricted 3- and 4-opt operators which preserve the order of nodes.

GENI - Preserve Ordering. A local move, similar in spirit to the generalized
insertion (GENI) procedure of Gendreau et al. [18] was devised as follows, for a
given order to be inserted into a chosen target route, for each pair of nodes in the
target route, calculate the two insertion costs as shown in Fig. 5b using equation
2. In comparison to GENI, Fig. 5a, GENI-PO does not reverse the traversal of
any existing arcs of the solution and should be more suitable for this real world
problem with time windows.

4.2 Metaheuristics

We sought to make comparisons between popular and contemporary metaheuris-
tics from the literature and a greedy assignment without optimisation. We use
simple versions of TS [19,10], VNS [13,14] and HVNTS [17] for our experiments,
adapted such that they are effective for our problem and a fair comparison can be
made between them. To this end a number of differences to the original methods
have been made.

1. We have adapted each procedure to use the same set of local search operators,
namely intra- and inter-route relocate, swap, cross and GENI-PO introduced
in Section 4.1. When optimising routes, we check if the order we want to
move is contracted, if it is, we can still move the order between vehicles but



176 P. Mourdjis, P. Cowling, and M. Robinson

b
i i+ 1 j j + 1 k − 1 k k + 1 l − 1 l

v

b

Before

b
i i+ 1 j j + 1 k − 1 k k + 1 l − 1 l

v

b

After: type 1

b
i i+ 1 j j + 1 k − 1 k k + 1 l − 1 l

v

b

After: type 2

(a) Geni-Exchange

b
i j

v

b

Before

b
i j

v

b

After: type 1

b
i j

v

b

After: type 2

(b) Geni-Preserve Ordering

Fig. 5. GENI and GENI-PO local moves

the search space becomes restricted to only those vehicles belonging to the
contracted carrier.

2. In each case a greedy insertion method is used to generate an initial solution.
This method takes a random list of orders and inserts each in its lowest cost
insertion location given already scheduled orders. For each insertion location,
the lowest insertion cost min (či) is determined by using equation 2 for each
valid insertion point. The greedy insertion method is used as a baseline
for the comparison after discussions with our sponsor, Transfaction, as a
technique which closely mimics current manual/semi-automatic approaches
to scheduling.

3. Once an initial solution has been generated the three methods are each given
50 CPU seconds to generate a result, allowing fast iterating techniques to
run more iterations. As the heuristics use differing amounts of CPU time
to process one iteration comparing the heuristics with a fixed number of
iterations would not be fair. In the extreme a heuristic approach may be
“beaten” by an exhaustive style search if the same iterations of each were
performed but would take substantially (thousands of times) longer to run.
We feel that keeping CPU time constant is a fair way to evaluate these
methods [20]. All tests were carried out on aWindows 7 SP1 desktop machine
running C� code on a 2.8Ghz Intel core i5-2300 processor with 8Gb of RAM.

5 Computational Experiments

5.1 Generating Orders

At present we have access to one week’s worth of order data for 3 large distrib-
utors and 220 hauliers. To more thoroughly test our heuristics and to ensure
we are not overfitting to our sample data we generate additional randomised
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orders in the form of backhauls [4]. These are derived from existing orders where
collection locations are picked from real delivery locations and delivery locations
are picked from real collection locations1. We use a set of uniform and Poisson
distributions with parameters tuned to approximate the orders for which we
have data.

5.2 Speed and Travel Parameters

Each collection and delivery location used is based on UK postcodes which are
translated to standard eastings and northings. Between locations, straight line
distances are used and it is assumed that trucks travel at a constant 35 Kph
as this is the average value derived from our massive data set. We set MaxD at
1650 km as at 35 Kph this is the limit for the number of hours a long haul driver
is allowed to drive in a week.

5.3 Aims

To investigate the effect of contracted and allocated orders, we conducted 5 sets
of experiments, in each set, orders were defined with: 100% contracted; 30%
contracted, 60% allocated & 10% spot hired; 30% contracted & 70% spot hired;
60% allocated & 40% spot hired and all spot hired respectively. In each case 10
seeded randomised runs were performed for each heuristic. For each run, 200 real
orders were selected from a database of orders and a further 100 were generated
as described in Section 5.1.

5.4 Findings

To easily display the large numbers of results generated, groups of four box
plots have been used to represent the four techniques compared. Each box plot
represents the min / max and quartiles of the 10 runs. Figure 6 presents this
information along with the order of the heuristics used in the following charts.
Here “Greedy” represents the initial solution before optimisation, VNS, TS and
HVNTS represent the results from our modified heuristics after optimisation.
Figures 7 and 8 present the empty miles and delay for all heuristics across the
range of scenarios introduced above. We can see that there is a clear trend
towards shorter distances as we allow orders more freedom in carrier choice.
This trend is amplified by our metaheuristics which produce little benefit in a
fully contracted model but produce benefits of approximately 50% in the spot
model.

Of the three heuristic approaches investigated, VNS and HVNTS can be seen
to produce the shortest routes across multiple runs of our experiments when
orders are spot hired. When all orders are contracted to a specific carrier there
is much less variation in the results observed, note that there is still a large

1 We know backhaul orders of this kind exist but have no data for them, since they
are often requested by small distributors.
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solution set to evaluate in this case as even when contracted to a carrier there
remains a choice of delivery vehicle and ordering. We feel that due to time
order constraints the greedy insertion heuristic used in the entirely contracted
examples is able to produce routes that are close to optimal and do not leave
room for our heuristic techniques to improve upon.

Figure 9 shows that the average profit a carrier attains under any heuristic
increases as the proportion of spot hired orders increases. Here profitability is
the percentage of distance travelled that is spent on delivery, between pick-up
and delivery.

We also observed that the fully contracted scenario using greedy scheduling
produced an unfair distribution of orders between carriers such that many were
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left without any orders (Fig. 10a). Moving to the other end of the spectrum,
VNS on the fully spot hired scenario produces higher rates of profitability which
are consistent across many more carriers (Fig. 10b), yielding a more sustainable
situation from the point of view of the carriers.

6 Conclusions and Future Work

Conclusions. From our results it is clear to see that the shortest routes are
achieved when all orders are spot hired, free to be assigned to any carrier, and
that these routes offer no significant change in the overall delay of the solution.
We note that pre-allocating orders to preferred carriers, though better than being
contracted, still produces relatively long routes with the optimisation procedures
we have used here. Also of interest is that our optimisation strategies produce
far greater benefits over the initial solution when there are no contracted or allo-
cated orders. This can likely be attributed to the larger solution space available
to explore.

We believe that since spot hired orders are more efficient for carriers to handle,
they can be delivered more cheaply. A coordinating body such as our industrial
partner, Transfaction, therefore has the potential to deliver on its promises of in-
creasing carrier profits, reducing distributor costs and reducing carbon emissions
in the delivery chain.

As we increase the number of orders from 300, we expect the efficiency
gains from allowing more freedom in scheduling (through more spot orders)
and through the use of effective heuristics will be even higher.

Future Work. We aim to adapt the current model and techniques of our prob-
lem to a dynamic environment where orders arrive in real time, in this case the
most suitable heuristic may change and further alterations to our model, local
move operators and metaheuristic approaches may be needed. Also the heuristics
and local search operators need to be significantly sped up. Further research in-
tends to investigate the effects of combining orders where possible, for example,
truck capacity may allow more than one order to be collected before deliveries
commence.
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