
Chapter 4
Sawtooth Instability

Ian T. Chapman

Abstract Sawtooth oscillation results in a periodic relaxation of the tokamak core
plasma. These periodic oscillations consist of a quiescent period, during which the
density and temperature increase, followed by a rapid collapse in the core pressure,
which is often preceded by the growth of a helical magnetic perturbation. The
period between these rapid sawtooth collapses is expected to increase in the
presence of alpha particles in burning fusion plasmas. However, long sawtooth
periods have been observed to increase the likelihood of triggering neoclassical
tearing modes (see chapter 8) at lower plasma pressures; these instabilities in turn
can then significantly degrade the plasma confinement. Consequently, recent
efforts have focussed on developing methods to deliberately trigger short sawtooth
periods to avoid seeding NTMs while retaining the benefits of core impurity
expulsion. The main sawtooth control tools involve driving localised currents to
change the safety factor profile or tailoring the fast ion distribution.

4.1 Introduction

Sawtooth oscillations are periodic relaxations of the core plasma density and tem-
perature [1–3]. These periodic redistributions of the plasma surrounding the mag-
netic axis were first observed in 1974 [4] and are commonplace in every tokamak.
A typical sawtooth cycle is illustrated in Fig. 4.1, showing the three phases: (i) the
sawtooth ramp phase during which the plasma density and temperature increase in
time; (ii) the precursor phase, during which a helical magnetic perturbation grows
until (iii) the fast collapse phase, when the density and temperature in the core drop
rapidly. Sometimes magnetic fluctuations are also observed after the sawtooth crash
(post-cursors) [5] or even during the ramp phase [6]. When a sawtooth crash occurs,
hot electrons transport rapidly to a cooler region of plasma, such that the electron
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temperature profile is flattened. This rapid drop in the core temperature is accom-
panied by heating of the edge plasma. The temperature remains constant at the
inversion radius. Two-dimensional imaging of the collective behaviour during a
sawtooth crash [7, 8] shows clearly that the hot plasma core is expelled through a
poloidally localised point as magnetic reconnection occurs, as illustrated in Fig. 4.2.

In order to control sawteeth, it is most important to understand the second phase
in the cycle—the trigger of the instability growth—which is discussed in detail in
Sect. 4.2. Experiments have shown (see [1] and references therein) that the pre-
cursor oscillation has the topology of the n ¼ m ¼ 1 internal kink mode—a fun-
damental magnetohydrodynamic (MHD) oscillation of the form n� exp

ðimh� in/Þwhere m and n are the poloidal and toroidal mode number respectively,
n is the perturbation to the plasma and h and / are the poloidal and toroidal angles.
The ideal internal kink displacement, which is manifest as the precursor oscillation,
takes the form of a tilt and a shift of the core plasma (although it should be noted
that tokamak plasmas do sometimes experience precursorless sawteeth [9]). The
behaviour of the kink mode can be adequately described by MHD. However, the
dynamics of energetic particles (for instance born due to Ion Cyclotron Resonance
Heating (ICRH) or Neutral Beam Injection (NBI), or a particles from fusion
reactions), which affect the stability of the kink mode, must be treated kinetically
and the various stabilising and destabilising terms assessed using the energy
principle. In essence this says that if a physically allowable perturbation lowers the
potential energy of the plasma, then the wave is unstable [2].

Small sawteeth which have an inversion radius smaller than 40 % of the minor
radius and a temperature drop of the order of a fraction of a keV can be tolerated by
the plasma [10]. Indeed, such small sawteeth can help to prevent the accumulation of
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Fig. 4.1 The line-integrated electron density of a JET plasma exhibiting sawtooth oscillations.
The sawteeth consist of a ramp phase, then a precursor oscillation followed by the fast collapse
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Fig. 4.2 2D images of the sawtooth crash from electron cyclotron emission imaging at the low-
field side mid-plane on TEXTOR. As the hot spot swells (shown in frames 3 and 4) a sharp
temperature point is growing and crosses beyond the inversion radius (marked by the black arc).
Eventually, the temperature point leads to the reconnection. Initially, it forms an X-point in the
poloidal plane (frame 5), and heat starts to flow to the outside through a small opening. The initial
heat flow is highly collective, and the opening increases up to 15 cm. At the end, the heat
accumulates outside the inversion radius, and the poloidal symmetry is recovered. Reprinted
figure with permission from Park et al. [7]. Copyright 2006 by the American Physical Society
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impurities in the core plasma, such as the helium ash resultant from fusion reactions
[11]. Conversely, long period sawteeth with an inversion radius approaching half of
the minor radius and a large temperature perturbation can couple to other more
deleterious instabilities. It has been shown that plasmas with long period sawteeth
are more susceptible to Edge Localised Modes (ELMs) [12] and Neo-classical
Tearing Modes (NTMs) [13–21] (see Fig. 4.3). NTMs are resistive tearing modes
which are sustained by a perturbation to the bootstrap current (a current caused by
pressure gradients in the plasma) [22–26]. Unlike sawteeth, NTMs are long-living
instabilities and their presence degrades both the plasma energy and the angular
momentum [18] and can even lead to terminations. The NTM is a metastable mode
which requires a seed perturbation in order to be driven unstable and grow [22],
except at very high plasma pressure where the linear tearing stability index D0 can
become large and positive as it approaches a pole discontinuity [27]. Various effects
have been proposed to prevent NTM growth for small island widths, namely (i)
incomplete pressure flattening which occurs when the connection length is long
compared to the island width [28], (ii) ion polarisation currents arising due to finite
orbit width E � B drifts occurring for ions and electrons across the island region [29,
30], which act to replace the missing bootstrap current, and (iii) curvature effects
[31, 32]. Many theories have been proposed to explain how the sawtooth crash
triggers the NTM, including magnetic coupling [33], nonlinear ‘three-wave’ cou-
pling [34], changes in the classical tearing stability due to current redistribution
inside q ¼ 1 [35–37] or changes in the rotation profile resulting in a reversal of the
ion polarisation current [19] in the modified Rutherford equation governing NTM

Fig. 4.3 bN at the NTM onset with respect to the sawtooth period normalised to the resistive
diffusion time for ITER-like shape, q ¼ 1 radius and injected power normalised in a range just above
the PLH threshold. For comparison, ITER baseline scenario is indicated with sawtooth period
ranging from 10 to 100 s. Reproduced with permission from ‘‘Power requirements for electron
cyclotron current drive and ion cyclotron resonance heating for sawtooth control in ITER’’ [185]
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stability [25]. Figure 4.3 shows how the critical bN at which an NTM is triggered
varies with respect to the sawtooth period normalised to the resistive diffusion time.
It is evident that as the sawtooth period lengthens, the NTMs are triggered at lower
bN , hence limiting the plasma performance achievable.

It is expected that fusion-born a particles will result in very long sawtooth
periods in ITER [38–40]. Indeed, alpha-tail production with ICRF heating of He4-
beam ions in JET confirmed that the energetic a particles result in ‘‘monster’’
sawteeth [41, 42], which are loosely defined as sawteeth with periods longer than
the energy confinement time, and hence saturated central plasma temperature. The
resultant long period sawteeth are more likely to trigger NTMs, and therefore the
control of sawteeth is vital. The two approaches to sawtooth control are to attempt
to suppress sawteeth for many energy confinement times (i.e. stabilise the kink
mode) or to deliberately decrease the sawtooth period (i.e. destabilise the kink
mode). The baseline scenario in ITER is predicated upon using the sawteeth to
reverse the on-axis accumulation of higher-Z impurities that would otherwise
cause degradation of energy confinement due to impurity radiation. The approach
currently adopted for sawtooth control in baseline scenarios in ITER is to delib-
erately destabilise the internal kink mode to give frequent, small amplitude saw-
tooth crashes. A lower limit in the sawtooth period is determined by the slowing
down time of the fusion a particles, since the energetic a particles must transfer
their energy to the thermal plasma core to ensure continuing fusion reactions.

In Sect. 4.2, recent developments in the theoretical understanding of sawtooth
stability are discussed. Models that predict the conditions under which a sawtooth
crash will occur are also outlined. Sawtooth control achieved by locally perturbing
the current profile is discussed in Sect. 4.3. Recent results exhibiting destabilisation
of sawteeth by steerable electron cyclotron resonance heating (ECRH) are pre-
sented, including real-time feedback schemes and electron cyclotron current drive
(ECCD) control in the presence of energetic ions in the plasma core. These results
justified the inclusion of ECCD for sawtooth control in the ITER design [10].

Sawtooth control can also be achieved by changing the gradients of the fast
particle distribution. In Sect. 4.4, sawtooth behaviour in plasmas heated by neutral
beam injection (NBI) is examined. Understanding how the fast ions affect the
sawteeth in these NBI experiments has implications for how sawtooth control can
be achieved with ion cyclotron resonance heating (ICRH). ICRH has been used to
destabilise sawteeth, as described in Sect. 4.5 through both current drive and
kinetic effects. Finally, the application of these sawtooth control techniques in
ITER is discussed in Sect. 4.6.

4.2 The Physics of Sawtooth Stability

Since a sawtooth crash is usually accompanied by an m ¼ n ¼ 1 kink displacement
[43], it is important to understand the factors which influence the stability of the 1/1
internal kink mode. In regions of high current there is a strong poloidal magnetic
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field induced by the current. Should the plasma then experience a perturbation, the
strong poloidal magnetic field will reinforce the instability and push the plasma
further out, extending the ‘‘kinking’’ effect [2]. The n ¼ m ¼ 1 internal kink mode
takes the radial structure of a top-hat displacement which is rigid within the q ¼ 1
surface and zero outside, as depicted in Fig. 4.4 However, sawtooth stability in
tokamak plasmas is not determined solely by the fluid drive of the 1/1 internal kink
mode; its dynamics are significantly affected by the presence of energetic particles,
by sheared flows, by diamagnetic effects, by pressure anisotropy, by complex
nonlinear reconnection physics and local effects in the inertial layer around the
q ¼ 1 surface. All of these effects have implications for the actuators which can be
utilised to control sawteeth, as discussed below.

4.2.1 Effect of Energetic Particles

High power ion cyclotron resonance heating (ICRH) experiments in JET showed
that the sawtooth instability could be suppressed for many seconds [44] and that
long sawtooth quiescent periods were terminated abruptly by a sawtooth collapse
that followed the switch off of the ICRH [45]. The inference from this was that the
fast ions induced by ICRH provided a stabilising influence upon the 1/1 kink
mode, and thus the sawteeth. This was later confirmed using fast ions from NBI
[13] and fusion-born a particles [46].

Fig. 4.4 (i) The radial dependence of the n ¼ m ¼ 1 internal kink mode, localised at the q ¼ 1
surface (ii) the displacement of a circular flux surface for an m ¼ 1 perturbation and (iii) the
distortion of an n ¼ m ¼ 1 kink in a toroidal geometry
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There followed a significant theoretical effort to explain this phenomenon,
largely building on the principles developed by Chen et al. [47] to explain the
fishbone instability [48]—another m ¼ n ¼ 1 internal kink instability driven by
gradients in the fast particle pressure. The dispersion relation [49–51] gives

i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xðx� x�iÞ
p

� dWMHD þ dWhf þ dWhk ð4:1Þ

where dWhf and dWhk are the fluid and kinetic components of the change in the
potential energy of the kink mode due to the energetic particles respectively. This
equation and dŴMHD is the ideal fluid mode drive [52, 53] was found to have two
branches: The first, when <eðxÞ� hxdhi and hxdhi is the bounce-averaged mag-
netic drift frequency of the hot ions, characterises the fishbone instability [47]. The
second, when <eðxÞ\hxdhi, relates to the sawteeth. The trapped energetic ions
give rise to significant stabilisation providing the lower frequency branch satisfied
the condition:

<eðxÞ � hxdhi ð4:2Þ

Kruskal and Oberman [54] also showed that thermal ions can stabilise core
MHD instabilities. This was later confirmed using the energy principle including
the guiding centre motion of the energetic particles [55–57]. In the next sections
we consider the contributions of various energetic particles to the change in the
potential energy of the mode (as in 4.1), beginning with bounce-trapped particles.

4.2.1.1 Trapped Energetic Ions

The stabilisation of low-frequency MHD perturbations by trapped fast ions is a
consequence of the conservation of the third adiabatic invariant [58, 59]. Porcelli
proposed that in a tokamak this third adiabatic invariant of motion [60], Uad, is
equivalent to the flux of the poloidal magnetic field through the area defined by the
toroidal precession of the trapped particle orbit centres. The fast ions can be
viewed as a distribution of current loops (in equilibrium with the fast particle
pressure) [58]. The current in each of these loops is analogous to the precessional
drift frequency of the trapped particle. These loops have a poloidal flux through the
area which they enclose. If the plasma experiences an n=m ¼ 1=1 displacement,
the poloidal flux through this area would change. For instance, the kink depicted in
Fig. 4.5 causes the poloidal flux through the area defined by the banana orbit
centres to increase. However, the fast ions respond in order to conserve Uad, and in
so-doing, the loops can contract or expand, or shift and tilt in space. For the case
shown in Fig. 4.5, and with the fast ion pressure peaked on-axis, the current loops
will contract, which requires an increase in the energy of the fast ions. This energy
is taken from the mode, and so the presence of the fast ions results in a stabilisation
of the sawteeth.
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By employing the generalised energy principle, the change in the potential
energy of the kink mode due to the energetic trapped ions can be calculated, giving
[58, 61, 62]

dWh ¼
1
2

Z

dCðMv2
k þ lBÞdfh

X

m

j � n ðmÞ�ðr; tÞe�iðn/�mhÞ ð4:3Þ

where h is the poloidal angle, j ¼ b � rb is the magnetic curvature vector and
b ¼ B=B. This then needs the calculation of the change in the fast particle distri-
bution function, dfh to be assessed. The fast ion distribution function is typically
separated into an equilibrium component, f0ðE0;P0

/; lÞ, and two perturbed com-
ponents, dfh ¼ dfhk þ dfhf , a non-adiabatic (kinetic) and an adiabatic (fluid) part
respectively. Here, an adiabatic particle has characteristic motion around a closed
orbit much faster than the temporal and spatial scales associated with the pertur-
bation (i.e. the perturbation appears as a static modification of the equilibrium). The
particle energy (E0 ¼ Mv2=2), the canonical momentum (P0

/ ¼ MB/vk =B� ewp)

and the magnetic moment (l ¼ Mv2
?=2B) are the unperturbed constants of motion,

where M is the particle mass, e is the charge and wp is the poloidal flux at the particle
position. Analytic theory developed for large aspect ratio circular plasmas [61] can
be used to express these contributions to the perturbed distribution function as

dfhk ¼
X

1

l¼�1

~x� DX� nx�h
~x� DX� nhxdhi þ lxb

ofh
oE0 e�iðxþlxbþnhxdhiÞt

� hðv2
k þ

v2
?
2
Þj � n?eiðxþlxbþnhxdhiÞi

ð4:4Þ

Fig. 4.5 The fast particles can be considered as current loops, whose amplitude is proportional to
their precessional drift frequency. The poloidal flux through the area defined by the toroidal
revolution of the banana centres is conserved. This figure shows a schematic time evolution
depicting a kink displacements, which causes the loops to contract in order to conserve the
poloidal flux, taking energy from the mode and so stabilising the sawteeth
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dfhf ¼ �
Ze

Mh
n � rwp

ofh
oP0

/

ð4:5Þ

respectively, where x�h ¼ ðofh=oP0
/Þ=ðofh=oE0Þ is the hot ion diamagnetic fre-

quency, xb ¼ 2p=sb, sb is the poloidal orbit transit time, Mh is the fast ion mass,
the dots represent the derivative with respect to time, DX ¼ XEðrÞ � XEðr1Þ is the
sheared toroidal flow, ~x is the Doppler shifted mode frequency, l is the poloidal
quantum number and h� � �i defines an average. The important thing to notice from
4.4 is that a large stabilising contribution can occur when the Doppler-shifted
mode frequency is balanced by the characteristic orbit frequencies of the particles,
at which point the denominator becomes very small. When this resonance con-
dition is satisifed, the trapped energetic particles have a strong influence on the
dynamics of the sawteeth.

Finally, it is worth noting that NBI did not stabilise sawteeth as effectively as
ICRH [64]. This is partially because NBI minority ions are far less energetic than
ICRH ions, meaning that they were less likely to satisfy the condition for con-
servation of Uad: <eðxÞ � hxdhi, but also due to greater plasma rotation, flow
shear and anisotropy achieved with NBI [63, 65, 66]. NBI also gives rise to a much
larger fraction of passing ions, whose effect is discussed below.

4.2.1.2 Passing Energetic Ions

For very energetic ions, the radial drift motion becomes comparable to the radial
extent of the kink mode. In this regime, the kinetic contribution to the mode’s
potential energy associated with the passing fast ions becomes increasingly
important when the passing fast ion population is asymmetric in velocity space
[67–69]. The contribution from the circulating particles arises primarily from the
ions close to the trapped-passing boundary where their orbit widths, Db are large,
dWp

h �Db. The effect of passing ions is enhanced for large effective orbit widths
[70], which is to say, for highly energetic ions (like ICRH or N-NBI in ITER) or
for a population with a large fraction of barely passing ions (like NBI in JET).
Passing fast ions can destabilise the internal kink mode when they are co-passing
and the fast ion distribution has a positive gradient across q ¼ 1, or when they are
counter-passing, but the deposition is peaked outside the q ¼ 1 surface. First let us
consider the case of on-axis co-NBI. When a co-passing beam ion is born inside
the q ¼ 1 surface it experiences an inward rB drift, which means that it stays
within the q ¼ 1 surface and never crosses it. The distribution function has a
negative hot particle pressure gradient, rhPhi\0, so this particle will give a
stabilising contribution when in the region of good curvature, but will be desta-
bilising when in the region of adverse curvature on the outboard side. These two
contributions tend to cancel, and the beam ions inside q ¼ 1 (which make up the
majority of on-axis NBI ions) do not affect the mode stability. However, the few
ions which are born outside q ¼ 1 will only pass through the q ¼ 1 surface in the
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region of good curvature due to the inward rB drift. As such, these will give a
stabilising contribution to the kink mode (since for q [ 1, n ¼ 0). Intuitively the
opposite is true for counter-passing ions which have an opposite rB drift upward
from their flux surface; those ions born inside q ¼ 1 will only contribute in the
region of adverse curvature. Since they have a negative hot particle pressure
gradient, the contribution from counter-passing ions is destabilising. Conse-
quently, the n=m ¼ 1=1 internal kink mode is stabilised by co-passing on-axis NBI
ions or by counter-passing off-axis NBI ions, but is destabilised by counter-passing
on-axis NBI ions or co-passing off-axis NBI ions. This effect is illustrated in
Fig. 4.6. This mechanism depends strongly on the local gradient ofh=oPf at the
q ¼ 1 surface and as such is sensitive to localised heating. This mechanism is
described in detail in [68] and [71] with an overview of fast ion effects in [70].

4.2.2 Effect of Toroidal Rotation

4.2.2.1 Equilibrium Mass Flow of the Order of the Sound Speed

As well as giving rise to a population of energetic particles, NBI also results in a
toroidal rotation of the plasma, sometimes approaching the ion sound speed [72].
At rotation which is a significant fraction of the sound speed, the centrifugal effects
can also affect kink mode stability, [73, 74]. Subsequent modelling of the effects of
sheared toroidal flows on MHD modes found that rotation approaching the ion
sound speed could completely stabilise the ideal n ¼ 1 kink mode [75, 76],
implying that the longer quiescent periods observed in NBI heated plasmas were

Fig. 4.6 The co-passing ions experience a downwards rB-drift, which causes ions born inside
the q ¼ 1 surface to stay inside q ¼ 1, and those born outside it, to only cross the q ¼ 1 surface in
the region of good curvature. This means that distributions with a fast ion pressure peaked inside
q ¼ 1 are stabilising, whereas those with a pressure peaked outside q ¼ 1 are destabilising. The
opposite is true of counter-passing ions
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not only due to the fast ions, but also the ancillary stabilising effect arising from
the beam-driven plasma rotation. It is worth noting that calculations of the stability
of the internal kink mode are highly sensitive to including rotation in the for-
mulation of the initial equilibrium [77] as well as the precise density and rotation
profiles [78].

4.2.2.2 Flows of the Order of the Diamagnetic Velocity

Even at slow rotation speeds of the order of x�i, the shear of the rotation profile
can affect the stabilisation arising from the trapped ions. Conservation of the third
adiabatic invariant, Uad is only obtained [65] when hxdhi þ DX� ~x� 0. This
can be seen from the denominator in 4.4. Since this condition is more readily
satisfied for co-rotation (DX [ 0), plasmas with co-IP velocity shear support more
effective stabilisation of the kink mode, whereas the stabilising effect is diminished
in counter-rotating plasmas (DX \ 0). The plasma flow will only influence mode
stability when jDXj �x�i, which is unlikely to be met in ITER.

4.2.3 Sawtooth Crash Trigger Modelling

The fundamental trigger of the sawtooth crash is the onset of an m ¼ n ¼ 1 mode.
The dynamics of this instability are constrained by many factors including not only
the macroscopic drive from ideal MHD, but collisionless kinetic effects related to
high energy particles described in Sect. 4.2.1 and rotation effects described in
Sect. 4.2.2, as well as non-ideal effects localised in the narrow layer around q = 1.
The phenomenology of sawtooth oscillations and their theoretical interpretation is
reviewed in [1, 79–81].

Advances in the experimental diagnosis of the sawtooth cycle have led to the
proposal of many crash trigger models, including full reconnection [82], resistive
two-fluid MHD [83, 84], collisionless kinetic effects [54, 55, 85], accelerated
complete reconnection due to nonlinear collisionless effects [86], magnetic sto-
chastisation which led to enhanced perpendicular transport [87], chaos [88], the
quasi-interchange model [89], the localised reconnection model [90, 91] and
triggering of secondary instabilities [92–96]. In the partial reconnection model, the
magnetic surfaces begin to undergo reconnection, just as in the full reconnection
Kadomtsev model [82]. However, when the magnetic island reaches a critical
width, the core region and critical island region undergo different relaxation
processes. The inner core Taylor relaxes, as proposed in [92], whilst the recon-
structed surfaces in the island region have the same helical flux, as in full
reconnection. This partial reconnection [97] results in the formation of two current
sheets, which diffuse rapidly during the ramp phase of the subsequent sawtooth.
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A heuristic model developed using linear theory suggests that a sawtooth crash
will occur when one of the following criteria is met [38, 96]:

�dŴcore [ chxdhsA ð4:6Þ

�dŴ [
1
2
x�isA ð4:7Þ

�cqq̂\� dŴ\
1
2

x�isA and ceff [
1
c�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x�ix�e
p ð4:8Þ

where xdh is the magnetic drift frequency of the hot ions, sA ¼
ffiffiffiffiffiffi

3R
p

=vA is the
Alfvén time, ch, cq and c� are normalisation coefficients of the order of unity, ceff is
the effective growth rate of the resistive internal kink mode [98] and q̂ ¼ qi=r1. The
change in the kink mode potential energy is defined such that dŴcore ¼ dŴMHD þ
dŴKO and dŴ ¼ dŴcore þ dŴh where dŴKO is the change in the mode energy due
to the collisionless thermal ions [54], dŴh is the change in energy due to the fast
ions. The potential energy is normalised such that dŴ 	 4dW=ðs1n

2
0e

2
1RB2Þ The

second part of (4.8) can be recast in terms of a critical magnetic shear determined by
the pressure gradient, s1 [ scritðx�iÞ,

s1 [ maxðscrit ¼
4dW

n2
0e

2
1RB2cqq̂

; scritðx�ÞÞ ð4:9Þ

The linear stability thresholds presented in 4.6–4.9 are useful for understanding
when an n = 1 internal kink mode will stimulate a sawtooth crash, whilst the
nonlinear dynamics of the crash phase and how the profiles are affected are not
considered. It is evident from 4.9 that sawteeth can be stimulated by enhancing s1

(through localised current drive), or reducing dW . Despite its heuristic formulation
based solely on linear stability thresholds, the model proposed by Porcelli et al.
[38] has had notable success when compared to the observed sawtooth phenom-
enology in tokamak plasmas [97, 99–101].

4.2.4 Sawtooth Control Actuators

Sawtooth control refers to the ability of an actuator (be it a heating and/or current
drive system or plasma shaping control) to alter the likelihood of triggering other
MHD instabilities, usually quantified by the sawtooth period. This can be achieved
by tailoring the distribution of energetic ions; by changing the radial profiles of the
plasma current density and pressure, notably their local gradients near the q = 1
surface; by rotating the plasma, or changing the rotation shear local to the q = 1
surface; or by heating the electrons inside the q = 1 surface. The primary actuators
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to achieve these perturbations are electron cyclotron current drive (ECCD)
(Sect. 4.3), neutral beam injection (NBI) (Sect. 4.4) and ion cyclotron resonance
heating (ICRH) (Sect. 4.5).

By driving current just inside the q = 1 surface, the magnetic shear at q = 1
can be increased, resulting in more frequent sawtooth crashes. This can be
understood by considering 4.9 where the linear crash criterion is satisfied when the
magnetic shear at q = 1 is sufficiently large. Data from TFTR plasmas [102]
showed that sawteeth occurred when the magnetic shear at q = 1 exceeded a
critical value given by collisionless theory [103] strongly supporting the
enhancement of the magnetic shear as a sawtooth control actuator. ECCD is the
primary sawtooth control actuator in the ITER design [10] due to both the highly
localised current density that can be achieved and the ability to provide real time
control by changing the launcher angle of the injected EC beam with steerable
mirrors. However, some concerns remain regarding the ability of ECCD to de-
stabilise sawteeth in the presence of a significant population of energetic particles
inside q = 1, as in ITER. This concern is exemplified by 4.8 where the left hand
side, q=r1, will be very small since q is small and r1 is predicted to extend towards
mid-radius in ITER baseline scenario, whilst the right hand side is likely to have a
large dWh in the numerator due to the presence of the a particles. Fortunately, NBI
and ICRH can influence the magnitude of dW directly.

Neutral beam injection affects the change in the potential energy of the internal
kink mode in two ways: Firstly, it gives rise to a significant population of energetic
particles in the plasma. The predominantly passing fast ions can destabilise the
sawteeth when they are injected in the same direction as the plasma current and
outside the q = 1 surface, or opposite to the plasma current and inside q = 1.
Secondly, NBI also results in a torque on the plasma, and significant toroidal
rotation can stabilise the internal kink mode too. However, due to the rather broad
q = 1 surface expected in ITER [10], the N-NBI energetic ions are likely to be
born inside q = 1, even when injected at the most tangential angle of injection
[40], meaning that (at least for co-NBI) they will always be strongly stabilising and
cannot be used to shorten the sawtooth period.

Conversely, ion cyclotron resonance heating can give rise to a population of
energetic particles outside q = 1 in ITER. Initial studies of the effects of ICRH on
sawtooth behaviour concluded that the (de)stabilisation achieved arose due to the
driven current changing the magnetic shear local to q = 1. However, recent
studies have shown that ICRH sawtooth control persists in plasmas where the
driven current is negligible, highlighting that the ICRH destabilisation mechanism
also includes strong kinetic effects. For instance, it has been shown [71, 104] that
the fast ion population born due to off-axis 3He minority RF-heating scenarios, like
the operating scenario proposed for ITER, can give rise to sawtooth destabilisa-
tion, even in the presence of core fast ions.
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4.3 Current Drive Schemes

When electron cyclotron resonance heating (ECRH) is applied to the plasma, a
change in the local current density occurs due to the change in the temperature, and
subsequent change in the conductivity. This in turn modified the magnetic shear at
q = 1, s1, affecting the likelihood of a sawtooth crash, as seen in 4.9. By adding a
toroidal component to the wave vector of the launched EC waves, an ancillary
electron cyclotron driven current results either parallel (co-ECCD) or anti-parallel
(counter-ECCD) to the Ohmic current, enhancing the potential to alter s1.

Early experiments to assess the applicability of sawtooth control using current
drive schemes focussed on sawtooth stabilisation [9, 105–108]. It was demonstrated
that careful placement of the ECCD deposition location could stabilise the sawteeth
for the entire gyrotron pulse length on WT-3 (0.03 s) [109], TEXTOR (0.2 s) [110],
JT-60U (1.5 s) [111] and ASDEX Upgrade (2.0 s) [112]. Soon after, sawtooth
destabilisation was also achieved [113]. ECCD is more effective than ECH (here
defined as when the beam injection angle is perpendicular to the magnetic axis)
[114, 115], although electron heating does have an indirect effect on the current by
changing the local resistivity profile. Furthermore, the effect on the sawteeth can be
enhanced by maximising the local ECCD current density rather than the total driven
current by narrowing the deposition width [116]. In all cases, significant changes in
the sawtooth period occur for very small changes in the deposition location (of the
order of the deposition width, typically a few cm) with respect to the location of
the q = 1 surface [106]. It is this strong localisation of the driven current which
makes ECCD a robust sawtooth control actuator, even when the driven current is as
little as 1 % of the Ohmic current [117–119]. Sawtooth control using ECCD has
been demonstrated in a number of devices including T-10 [120], ASDEX Upgrade
[114, 116, 121, 122], TCV [100, 117, 123, 124], JT-60U [111, 125], DIII-D [115],
TEXTOR [20, 110], Tore Supra [126–128], FTU [129] and WT-3 [130].

By sweeping the EC deposition location across the q ¼ 1 surface (by ramping
the magnetic field) it was found that the sawtooth period was highly sensitive to the
location of the deposition with respect to the sawtooth inversion radius [107, 108,
131]. Increasing the current inside q = 1 increases s1 and so destabilises the
sawteeth, whilst co-ECCD localised just outside q = 1 decreases s1 and so stabi-
lises the sawteeth. Conversely, counter-ECCD just inside q = 1 results in stabili-
sation and just outside q = 1 gives rise to destabilisation [100, 114, 118, 119]. This
behaviour is demonstrated in Fig. 4.7, showing the sawtooth period with respect to
the deposition location of the ECCD in TEXTOR [110], as well as in many other
machines [100, 107, 108, 114, 131]. ECCD power scans have also shown that as the
driven current is increased, the effect on the sawtooth behaviour is enhanced [114,
132]. Finally, it is worth noting that the control of sawteeth for NTM prevention
using ECCD has been demonstrated directly on ASDEX Upgrade. Reference [121]
shows that NTMs are avoided at high bN by complete suppression of the sawteeth
using co-ECCD just outside the q = 1 surface. Concomitant with the end of the
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gyrotron pulse, a sawtooth crash occurred and an NTM was triggered, resulting in a
substantial degradation of the plasma performance.

In parallel to the extensive experimental evidence of sawtooth control via current
drive, complementary numerical modelling improved the understanding of the
physical mechanisms underlying this actuator. Discharges with ECH, and co- and
counter-ECCD in TCV have been modelled using the PRETOR-ST code [100,
117]—a transport code including a model for determining when a sawtooth crash
will occur based on the linear stability thresholds given in [38]. The modelling shows
that whilst co- and counter-current drive have opposite effects, the anti-symmetry is
broken by ancillary localised heating. Since the heating acts like co-ECCD, the
most efficient destabilisation occurs with co-ECCD and ECH just inside the q = 1
surface, whilst the most efficient stabilisation occurs with co-ECCD and ECH out-
side q = 1 [100]. Figure 4.8 shows the sawtooth period in TCV compared to
numerical prediction from transport modelling when one ECH beam is oriented just
outside q = 1 to stabilise the sawteeth and a second beam swept outwards across the
inversion radius. The simulations accurately predict the sawtooth period and
behaviour during the ECCD sweep, despite using a full reconnection model. Similar
ASTRA [133] modelling was used to explain the difference between co- and
counter-ECCD on ASDEX Upgrade, once again identifying the change in the
magnetic shear as the reason for the change in sawtooth behaviour [114].

However, whilst the experiments using magnetic field ramps to alter the
deposition location of the ECCD have significantly improved the understanding of
the control mechanisms, a major advantage of current drive schemes is that the
angle of inclination of the EC launcher mirrors provides a simple external actuator
in a feedback-control loop. Indeed, the uncertainties in the control parameters
(such as the launcher aiming and ray-tracing prediction for the resultant driven
current) and the plasma equilibrium parameters (such as the q = 1 location and
plasma position), coupled with the strong sensitivity of the sawtooth period to the
deposition location relative to q = 1, mean that real-time feedback is a necessity
for robust control reliant upon current drive schemes. TCV has demonstrated
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sawtooth control in real-time feedback by varying the EC launcher injection angle
in order to obtain a pre-determined sawtooth period [134, 135] or to maximise the
sawtooth period [136]. Figure 4.9 shows that by changing the launcher angle, and
therefore modifying the magnetic shear around q = 1, the observed sawtooth
period in TCV can be forced to track a requested period. The time lag between the
change in the requested period and that achieved is determined by the nonlinear

Fig. 4.8 (left) Predictions of the sawtooth period from the PRETOR-ST code and (right) the
measured sawtooth period in TCV with ECH beams directed on-axis to stabilise the sawteeth and an
ancillary ECH beam is swept across the inversion radius. The contours in the right figure indicate
the location of the heat deposition relative to the minor radius, r. Reproduced with permission from
‘‘Effects of localized electron heating and current drive on the sawtooth period’’ [100]
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plasma response and movement of the q = 1 radius. Tore Supra have implemented
a ‘search and maintain’ control algorithm to vary the ECCD absorption location in
search of a location at which the sawtooth period is minimised; having achieved
this, the controller maintains the distance between the ECCD deposition location
and the measured inversion radius despite perturbations to the plasma [128].
Recently, fine control over the sawtooth period has been demonstrated on TCV
using either ‘sawtooth pacing’ via modulated ECCD with real-time crash detection
[137], or ‘sawtooth locking’, where the sawtooth period is controlled even in the
absence of crash detection in a reduced region of duty-cycle v pulse-period
parameter space [138, 139].

The residual concern for sawtooth control with current drive in ITER is whether
changes in s1 can overcome the stabilisation arising in the presence of energetic
particles, as described in Sect. 4.2.1. The change in the magnetic shear may need to
be substantial to compete with the kinetic stabilisation of the kink mode, especially
if the fast ions arising from concurrent ICRH and NBI heating exacerbate the
inevitable effect of the alpha particles. Consequently, recent experiments have
attempted to demonstrate destabilisation of sawteeth via driven current despite the
presence of energetic particles. Sawtooth destabilisation of long period sawteeth
induced by ICRH generated core fast ions with energies 
 0:5 MeV has been
achieved in Tore Supra, even with modest levels of ECCD power [127]. Figure 4.10

5 6 7 8 9 10 11
 

 

5
 

 

5 6 7 8 9 10 11
 

 

5 6 7 8 9 10 11
 

 

2

4

50

0.0

0.2

0.2

5 6 7 8 9 10 11
0

2

0

0.0

ICRH power

ECCD power

ECCD current maximum location 

Sawtooth inversion radius 

Sawtooth period ICRH Only
ICRH +ECCD

# 40941 - ICRH Only

# 40940 ICRH +ECCD

Central and 
off axisTe 

Central and 
off axisTe 

Time (s) 

ke
V

m
s

ρ
M

W
M

W

2

4

ke
V

Fig. 4.10 Demonstration of sawtooth destabilisation in the presence of core fast ions in Tore
Supra. Two consecutive shots with 2.3 MW of ICRH with and without co-ECCD are shown. The
radial ECCD deposition location was scanned from outside the sawtooth inversion radius to the
plasma centre. When the deposition was just inside q ¼ 1 the sawtooth period dropped to
approximately the level of Ohmically heated plasmas, despite the stabilising ICRH ions in the
plasma core. Reprinted figure with permission from Lennholm et al. [127]. Copyright 2009 by the
American Physical Society

4 Sawtooth Instability 121



shows the sawtooth period in Tore Supra discharges, with just ICRH heating in the
plasma core and with ancillary ECCD swept across the q = 1 surface respectively.
The ICRH fast ions lead to long sawtooth periods, but the ECCD is able to drop
the sawtooth period back to the level of Ohmically heated plasmas when the
deposition is optimally located just inside the q = 1 surface despite the presence of
highly energetic ions. Similar ECCD destabilisation has also been achieved in the
presence of ICRH accelerated NBI ions in ASDEX Upgrade [140] as well as with
normal NBI fast ions in ASDEX Upgrade [114], JT-60U [125] and HL-2A [141].

More recently sawtooth control using ECCD has even been demonstrated in
ITER-like plasmas with a large fast ion fraction, wide q = 1 radius and long
uncontrolled sawtooth periods in DIII-D [142]. Active sawtooth control using
driven current inside q = 1 allows the avoidance of sawtooth-triggered NTMs,
even at much higher pressure than required in the ITER baseline scenario.
Operation at bN ¼ 3 without 3/2 or 2/1 neoclassical tearing modes has been
achieved in ITER demonstration plasmas when sawtooth control is applied using
only modest ECCD power [142]. Such avoidance of NTMs permitting operation at
higher pressure than otherwise achievable by application of core ECCD sawtooth
control has also been demonstrated in ASDEX Upgrade [143]. Figure 4.11 dem-
onstrates how modest ECCD directed inside the q = 1 surface has been utilised in
DIII-D to keep the sawtooth period short, thereby avoiding triggering of NTMs,
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and consequently achieving higher plasma pressure than would otherwise be
possible. This is done in the presence of high core fast ion fractions with strong
auxilliary heating, akin to the situation expected in ITER.

Finally, it should be noted that other current drive actuators can also affect
sawtooth behaviour. For instance, Lower Hybrid Current Drive (LHCD) has been
used to control sawteeth [144–146], as has Mode Conversion Current Drive (MCCD)
[147, 148]. Figure 4.12 shows the sawtooth period as a function of the radial location
of the mode conversion layer in Alcator C-Mod plasmas as the toroidal field is varied
to move the resonance from inside to outside the inversion radius. Just as in the
ECCD experiments, the change in the local magnetic shear due to co-(counter-)
current MCCD causes the sawtooth period to in(de)crease then de(in)crease
respectively as the MCCD deposition is swept from inside to outside q = 1.

4.4 Neutral Beam Injection

Neutral beam injection affects sawtooth behaviour through both the introduction of
energetic particles as well as the torque applied to the plasma. Having said that,
NBI is not considered as a sawtooth control actuator for ITER because the broad
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q = 1 radius expected in the ITER baseline operating scenario means that the
NBI-induced energetic ions will always be inside q = 1, and thus strongly sta-
bilising. Nonetheless, NBI-heated plasmas are useful for understanding the
physical mechanisms that affect mode stability, as well as providing a tool for
sawtooth control in present-day devices.

It has been known for some time that NBI heating could strongly stabilise the
kink mode and lead to long sawtooth periods [13], an effect attributed to the
stabilisation arising in the presence of a population of core energetic trapped ions,
as described in Sect. 4.2.1, as well as stabilisation occurring in strongly rotating
plasmas, as outlined in Sect. 4.2.2. Later, it was observed that strong sawtooth
stabilisation occurred when heated with 350 keV Negative-ion neutral beam
injectors (N-NBI) [149], despite the resulting fast ion population being predomi-
nantly passing, giving rise to studies of the influence of circulating ions on the
stability of the n = 1 internal kink mode. As described in Sect. 4.2.1, destabili-
sation of the internal kink mode can occur when ofhðvk[ 0Þ=or [ ofhðvk\0Þ=or,
which occurs when the energetic ions are injected either off-axis (ofh=or [ 0) and
oriented with the plasma current, or when the fast ion population is predominantly
on-axis (ofh=or [ 0) and directed opposite to the plasma current. This effect has
been demonstrated by experiments that exhibit an asymmetry in sawtooth
behaviour depending upon whether the NBI is injected co-Ip, or counter-current
[76, 150, 151]. The asymmetry observed in JET [150] was explained by the
competition between the stabilising trapped ions and the destabilising counter-
passing ions in the counter-NBI regime, compared with two complementary sta-
bilising effects for co-NBI. Whilst the amplitude of the rotation is strongly sub-
Alfvénic, such that gyroscopic effects as outlined in Sect. 4.2.2 play a small role,
the flow shear at q ¼ 1 can be significant, and reduces the stabilising effect of the
trapped ions when DX\0, as explained in Sect. 4.2.1. The fact that the finite orbit
width of these relatively low energy NBI passing ions could play such an
important role in determining sawtooth stability was attributed to the significant
fraction of barely passing ions which have a large effective orbit width, and thus
strongly influence sawtooth behaviour [70, 71, 152].

Experiments in MAST [76] and TEXTOR [153] also exhibited an asymmetry in
the sawtooth period when the injected NBI power was oriented either co- or
counter-current, as shown in Fig. 4.13. In these smaller devices, the effect of
rotation can become increasingly significant. Whilst the fast ions do have a sta-
bilising influence, the large trapped fraction in spherical tokamaks is stabilising in
either co- or counter-NBI regimes. On the other hand, the smaller moment of
inertia and high beam power per unit volume in spherical tokamaks result in
rotation speeds which approach the ion sound speed [72]. Such strong toroidal
rotation results in sawtooth stabilisation, with the minimum in sawtooth period in
the counter-NBI regime explained by relative direction of the flow induced by the
NBI with respect to the intrinsic rotation of the plasma dominated by the ion
diamagnetic drift [76, 154]. In TEXTOR, the sawtooth period reaches a minimum
with a low level of co-NBI and a maximum in the counter-NBI regime [153]. This
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is due to a competition between the gyroscopic stabilisation of the kink mode and
the destabilisation arising in the presence of counter-passing fast ions.

Numerical modelling to assess the effect on the n ¼ m ¼ 1 kink mode from
both NBI-induced torques and from the resultant fast ion population considered the
role played by on-axis co-NBI fast ions in lengthening the sawtooth period in JET.
By assessing each of the triggering criteria given in 4.6–4.8 using the PRETOR
transport code, Angioni et al. [99] predicted the nonlinear evolution of the saw-
tooth cycle with good agreement with empirical observations. Furthermore, the
assessment of the kinetic effects has improved by applying drift kinetic codes
including finite orbit width effects—for instance the Monte-Carlo guiding centre
HAGIS code [155] has been applied to JET [40, 151]. Finally, the effect of toroidal
rotation on the stability of the internal kink mode has also been assessed numer-
ically [78, 154] and found to be important in determining sawtooth behaviour in
fast rotating spherical tokamak plasmas [76].

Following the verification of the importance of passing fast ions in determining
sawtooth stability and the observation that different NBI tangency radii led to
different sawtooth behaviour [114], experiments were conducted to test whether
off-axis co-NBI could be used to deliberately shorten the sawtooth period. The
application of off-axis NBI such that the peak of the fast ion population was
deposited outside the q = 1 surface did indeed result in a destabilisation of saw-
teeth in JET [156]. Furthermore, sawtooth control using off-axis NBI was also
demonstrated in the presence of a concurrent stabilising fast ion population in the
plasma core [157]. Figure 4.14 shows that additional off-axis NBI power in JET
results in a decrease of the sawtooth period by a factor of three compared to the
on-axis NBI only phase, despite an overall increase in bh leading to stronger
stabilisation from the trapped ions. Numerical modelling (also shown in Fig. 4.14)
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confirmed that the passing fast ion effects dominantly determine the sawtooth
behaviour.

Confirmation of the dominance of passing fast ion effects came from MAST
and ASDEX Upgrade experiments which altered the radial gradient of the fast ion
pressure at the q = 1 surface, and so changed the destabilising effect. In MAST
this was achieved by displacing the plasma vertically such that the beam depo-
sition moves from inside q = 1 to well outside [158]. In ASDEX Upgrade, the
trajectory of the most off-axis positive ion neutral injector (PINI) was varied in
order to move the deposition location of the energetic ions whilst keeping the
plasma conditions relatively unchanged. Figure 4.15 shows the beam trajectories
for different off-axis PINI inclination and the corresponding sawtooth behaviour.
The passing fast ions destabilised the kink mode when the beam deposition
location is well outside the q = 1 surface. This means that off-axis NBI faces
severe limitations as a sawtooth control mechanism since q = 1 must be very core
localised and even then, the destabilisation from kinetic effects must overcome
gyroscopic stabilisation resultant from the beam torque.

Fig. 4.14 (left) The soft X-ray emission and beam heating waveforms for JET shot 58855. The
sawtooth period is significantly shorter when the total bh is kept constant, but some off-axis NBI
is used in place of on-axis heating. Further, this discharge also shows that the application of
ancillary off-axis NBI can decrease the sawtooth period, despite an overall increase in bh.
Reproduced with permission from ‘‘Sawtooth control and the interaction of energetic particles’’
[157]. (right) The potential energy of the internal kink mode as a function of the deposition
location of the centre of the fast ion population. When the fast ions are centred just outside the
q ¼ 1 surface, they destabilise the kink mode and consequently trigger sawteeth more frequently.
Equations 4.6–4.9 suggest that a sawtooth crash will occur within the shaded region. Chapman
et al. [156] published by Institute of Physics Publishing
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4.5 Ion Cyclotron Resonance Heating

Early experiments with ICRH focussed on suppressing or delaying the first saw-
tooth crash, understood by the induced core fast ions stabilising the kink mode.
On-axis ICRH was found to result in monster sawteeth, which often triggered
NTMs [13, 159]. The long sawtooth periods and giant crashes were shown to
be consistent with strong kinetic stabilisation through peaked fast ion pressures
[49–51, 160] despite an increase in the destabilising fluid effects associated with
the overall increase in pressure [161, 162]. This gave credence to the applicability
of kinetic-fluid theory [47, 55] for modelling sawtooth behaviour in plasmas
with ICRH. Soon after, experiments with off-axis heating showed that sawtooth
destabilisation could also be achieved [113, 163]. Subsequently, control of saw-
teeth by ICCD has been widely exploited on JET [15, 42, 164–167], using two
schemes, viz (i) minority ICCD where a minority ion species resonates with the
fundamental cyclotron frequency of the ICRH wave, absorbing the RF power and
carrying the fast ion current, and (ii) second harmonic ICCD, where an ion species
(not necessarily a minority species) resonates at its second harmonic cyclotron
frequency, x ¼ 2xci with the RF waves.

Whilst the stabilisation arising from on-axis ICRH was attributed to the trapped
fast ion effects [58] and increase in fast ion pressure peaking [49], the destabili-
sation arising from off-axis ICRH was initially attributed to the non-inductively
driven currents. The Fisch model [168] predicts that waves propagating in the
co-current direction result in ICCD with a dipole structure with a positive part

Fig. 4.15 (left) The beam trajectories of the off-axis PINI in ASDEX Upgrade as the PINI is
tilted on its support. Also shown for comparison is the approximate position of the q ¼ 1 surface,
and (right) the corresponding soft X-ray emission in three ASDEX Upgrade plasmas. The
sawtooth period decreases as the beam is injected further off-axis. Discharge 24006 represents the
most on-axis NBI heating and shot 24007 is the most off-axis. Reproduced with permission from
Chapman et al. [158] Copyright 2009, American Institute of Physics
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(with respect to the plasma current) on the low-field side of the cyclotron resonance
and a negative lobe on the high field side. For counter-propagating waves, the
currents in the dipole structure change sign. This mechanism is reviewed succinctly
in [113] and [166]. This classical model does not include finite orbit width effects
of the resonating ions, acceleration of ions by waves in the parallel velocity, or
trapped ions, though numerical calculations capable of including such effects are
necessary for accurate determination of the ICCD [70, 160, 166, 169–171].

Analogous to the first ECCD sawtooth control experiments outlined in
Sect. 4.3, early ICRH destabilisation experiments employed field and current
ramps to sweep the ICRH resonance location across the inversion radius. How-
ever, the change in s1 resulting from the ICCD dipole current perturbation is
complicated by the fact that the q = 1 surface is radially displaced as the ICRH
resonance moves [166]. Figure 4.16 shows the sawtooth behaviour in JET as the
resonance of co-propagating ICRH waves (+90� phasing of the ICRH antenna) and
counter-propagating waves (-90�) are swept across the q = 1 radius. +90� ICCD
results in a strong stabilisation as the resonance is just outside the inversion radius
since the shear is reduced, and even more stabilisation as the ICRH moves inside
q = 1 due to the increase in fast ion pressure. Conversely, the -90� ICCD results
in marked destabilisation with the resonance just outside q = 1 before an increase
in sawtooth period is observed when the ICRH is well inside q = 1 and the trapped
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fast ion stabilisation begins to dominate. Note that ICRH wave induced pinch in
the presence of an asymmetric distribution results in a more peaked fast ion
pressure for co-moving waves [160], leading to the observed stronger stabilisation
from on-axis heating.

It has also been demonstrated that ICRH is effective in keeping the sawtooth
period short in the presence of a substantial core fast-ion population [165].
Figure 4.17 shows the sawtooth behaviour in JET where +90� ICRH is applied in
the plasma core, resulting in fast-ion stabilised sawteeth, which are successfully
destabilised by concurrent -90� ICCD near the q = 1 surface [165, 166]. Further-
more, ICCD control has also been demonstrated in plasmas with even more heating
power on-axis from neutral beam injection and much higher bp, well above the
critical threshold for triggering of 3/2 NTMs in the absence of sawtooth control [172].

Detailed wave modelling showed that an ICRH resonance on the high field side
gives optimised conditions for the classical Fisch model as the fast ion orbits are
closer to the passing-trapped boundary. Conversely, a low field side ICRH reso-
nance results in finite orbit width effects of trapped ions dominating the ICCD
[169] decreasing in the magnetic shear near the resonance, independent of antenna
phasing, as observed experimentally [167].

Whilst numerical modelling suggested that ICRH sawtooth control occurred
primarily due to a change in local shear [113, 164, 166, 167], the sensitivity of
sawtooth destabilisation required accuracy of the resonance position with respect
to the q = 1 surface of less than 1 cm of the q = 1 surface in JET [172], which is
far more sensitive than expected for control via current drive. Subsequently,
Graves et al. showed that the sawtooth control mechanism responsible for local-
ised off-axis toroidally propagating waves is due to the radial drift excursion of the
energetic ions distributed asymmetrically in the velocity parallel to the magnetic
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field [70]. Furthermore, this explains why ICRH is more effective than NBI for
sawtooth control, since the orbit widths of the fast ions are larger and radial
gradients of the parallel asymmetry of the fast ion distribution is stronger. The
effect of asymmetry in the distribution was later simulated using SELFO [173] RF
wave-field and fast ion distribution function simulations coupled with the drift
kinetic HAGIS code, confirming the kinetic mechanism responsible for sawtooth
control [152]. Finally, the kinetic mechanism also results in a deep and narrow
minimum in the change of the potential energy when the peak of the passing fast
ion distribution is just outside the q = 1 surface, explaining the extreme sensitivity
of the sawtooth behaviour to the deposition location of the ICRH waves.

JET experiments were designed to differentiate between the fast ion and con-
ventional current profile modification effects [70, 71] by using 3He minority
heating scheme is employed in a deuterium majority plasmas where the current
dragged by the background plasma tends to cancel the 3He current [113, 168, 174]
resulting in negligible ICCD. Using such 3He minority heating just outside
the q = 1 surface led to a strong destabilisation for counter-propagating waves
(-90�), overcoming the stabilisation from the core NBI-induced fast ions, and a
strong stabilisation for co-propagating waves (+90�), as illustrated in Fig. 4.18.
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permission from ‘‘Experimental verification of sawtooth control by energetic particles in ion
cyclotron resonance heated JET tokamak plasmas’’ [71]
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For the -90� phasing the sawtooth period is reduced to nearly the level of Ohmic
sawteeth, whereas +90� increases the sawtooth period significantly, with the longest
period of over 1 s triggering an n = 2 NTM. Further confirmation of this kinetic
mechanism was attained by varying the concentration of the minority ions to change
the amplitude of the fast ion mechanism. Figure 4.19 shows the sawtooth behaviour
variation with minority 3He concentration in three different JET discharges with
-90� phasing ICRH. For nHe=ne ¼ 0:01, the destabilising effect of the ICRH
energetic passing ions dominates over the stabilising effect of the core NBI ions, with
a commensurate reduction in sawtooth period. Conversely, at very low concentration
(nHe=ne ¼ 0:0015) the minority power absorption is reduced and higher minority ion
energies give rise to a broader fast ion distribution and enhanced losses, reducing
the impact on sawtooth stability, whilst at high minority density, the reduced
effective orbit width means that the effect of the ICRH ions is much smaller than the
combined effect of NBI fast ions and fluid drive. This strong sensitivity to minority
concentration is also seen in stability calculations shown in Fig. 4.19.

This means that toroidally-propagating ICRH waves could potentially be used
for sawtooth control in ITER baseline scenario operation. Studies of the ion
cyclotron current drive in 3He minority schemes—as anticipated in ITER [10,
174]—predicted that drag currents will result in negligible driven current [113,
174], meaning that sawtooth control using ICCD was not envisaged for ITER.
However, the recent development in understanding the effects of large orbit width
passing fast ions near the passing-trapped boundary supported by experimental
evidence using 3He minority ICRH in JET, suggests that ICRH can be a useful tool
for sawtooth control in ITER. The benefit of this mechanism is that it directly
reduces the change in potential energy of the internal kink mode, meaning that a
change in the magnetic shear due to concurrent current drive schemes is more
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likely to destabilise the sawteeth successfully. However, since the resonance
position of the ICRH must be so precisely localised with respect to the rational
surface, real-time feedback is necessary for practical sawtooth control. Such real-
time control through variation of the ICRH frequency has been attempted with
some success on JET [175], though the frequency variation is much slower than
anticipated in ITER.

4.6 Discussion and Implications for ITER

There has been considerable advancement in both the theoretical understanding
and numerical prediction of sawtooth physics and the experimental techniques for
sawtooth control, but there remain a number of open questions for sawtooth
control in burning plasmas. Amongst these are: (i) What will the natural sawtooth
period be in ITER?; and (ii) What is the maximum sawtooth period permissible
without triggering an NTM? An early answer to the first question was proposed in
[38] where the linear stability thresholds outlined in Sect. 4.2.3 were simulated
using a 1–d transport solver, indicating a full reconnection sawtooth period of
100 s with a q = 1 radius of 50 % of the plasma minor radius. Subsequently,
modelling using TSC [176] with profiles predicted by either the multi-mode model
[177] or the Gyro-Landau fluid model GLF23 [178] predicted 50 s sawtooth period
for full reconnection and 2–3 times shorter periods for partial reconnection, with a
q = 1 radius of 42 % of the minor radius. This agrees well with the inversion
radius predicted in BALDUR modelling [179]. Finally, time-dependent integrated
predictive modelling with the PTRANSP code predicted a sawtooth period much
less than 50 s [180]. There is therefore a large range in the predictions from 20 to
100 s, but perhaps more importantly, the issue of whether a sawtooth period in this
range will avoid triggering NTMs is currently poorly understood. An empirical
scaling of sawtooth-triggered NTMs in current devices provides a rudimentary
answer [21], suggesting that at the target plasma pressure for baseline scenario
operation, a sawtooth period in the range of 40–70 s will trigger an NTM.

Nonetheless, there have been developments in the capabilities and understand-
ing of the actuators for sawtooth control in ITER even if the operational require-
ments to avoid NTMs is presently undefined. For instance, the electron cyclotron
current drive profiles that can be expected from both the equatorial launcher and the
upper launchers have been the subject of much investigation [181–184]. Ray-
tracing calculations for the ECCD have allowed ASTRA simulations which include
the effect of the fusion-born a particles according to [38, 96] to assess the sawtooth
stability in ITER. This led to the prediction that a combination of 13.3 MW of
co-ECCD from the equatorial launcher and 6.7 MW from the upper launcher would
be able to reduce the sawtooth period by 30 %, or increase it by 50 % with a
deposition inside or outside q = 1 respectively [185]. The fast ion distribution
function arising from both on-axis and off-axis negative-ion neutral beam injection
has also been computed [186] using the TRANSP code [187], and the effect of the
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energetic ions on sawtooth stability has been computed [40, 185]. The N-NBI ions
are found to be strongly stabilising to the internal kink, and can only incur desta-
bilisation if the q = 1 radius is inside r ¼ 0:2a. Finally, whilst numerical modelling
of the ICCD expected using 3He minority schemes in ITER predicts the maximum
driven current density to be only 0.2–0.5 % of the plasma current density and
insufficient for any significant modification to the magnetic shear profile [174], an
assessment of the kinetic effects anticipated in ITER suggests that 10 MW of ICRH
will be sufficient to negate the stabilising effects arising from the alpha population
[185, 188]. Due to the inherent uncertainties in the numerical predictions, it is
prudent that a combination of both ICRH and ECCD is planned for controlling
sawteeth in ITER. In any case, it will be necessary to have real-time control of these
actuators because of both the uncertainties in the control parameters (launcher
aiming, ray-tracing, RF frequency) and the equilibrium (plasma position, q profile
etc.) and the acute sensitivity of the radial location of the heating or current drive
with respect to the rational surface, as highlighted in Sects. 4.3 and 4.5.

An alternative approach to controlling sawteeth is to deliberately maximise the
sawtooth period. Indeed, this was originally considered the most desirable route to
sawtooth amelioration in the original ITER Physics Basis [10], and was only
superseded by destabilisation as anxiety grew about both the ramifications of
triggering performance-degrading NTMs and the need for frequent expulsion of
the on-axis accumulation of higher-Z impurities that would otherwise radiate
energy. Long sawtooth periods are naturally achieved by applying early heating
during the current ramp-up phase to increase the conductivity and so slow down
the current penetration. Combining this with achieving early ignition will further
stabilise the sawteeth due to the a particle stabilisation. ICRH could then be used
as an ancillary control tool, with core heating providing a further population of
strongly stabilising fast ions. Furthermore, in order to meet the Q ¼ 10 goal of
ITER baseline scenario, it is desirable to turn off the ECRH power whenever it is
not being actively used for mode control. Thus, rather than being constantly
required to modify the shear at q = 1, an alternative could be envisaged whereby
fast ions are used to deliberately stabilise the sawteeth, and before each crash the
ECCD is pre-emptively applied near the q = 2 surface to stabilise the ensuing
NTM [137, 189, 190].

4.7 Summary

In burning plasmas, the significant energetic ion population is likely to result in
long sawtooth periods, which in turn are predicted to increase the likelihood of
triggering other confinement-degrading instabilities. Consequently, recent exper-
iments have identified various methods to deliberately control sawtooth oscilla-
tions in an attempt to avoid seeding NTMs whilst retaining the benefits of small,
frequent sawteeth, such as the prevention of core impurity accumulation. The
primary methods used to achieve this are (i) tailoring the distribution of energetic
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ions (ICRH or NBI); (ii) changing the radial profiles of the plasma current density
and pressure, notably their local gradients near the q = 1 surface (ECCD, LHCD
and to a lesser extent ICCD or NBCD); or (iii) heating the electrons inside the
q = 1 surface (ECRH).

Energetic ions, plasma rotation and the local current density gradients can have
a significant effect on the stability of the internal kink mode, thought to underlie
the sawtooth phenomenon. Both trapped fast particles and passing fast ions with a
large effective orbit width strongly influence sawtooth stability. Circulating ions
affect the n ¼ m ¼ 1 kink mode through their radial drift excursion when dis-
tributed asymmetrically in the velocity parallel to the magnetic field. When these
effects are combined, numerical modelling has been able to explicate the sawtooth
behaviour observed with different heating and current drive actuators in a number
of tokamaks. In order to destabilise the internal kink mode by tailoring the fast ion
phase space, and so stimulate a sawtooth crash, the radial gradient of the passing
fast ion distribution must be such that ofhðvk[ 0Þ=or [ ofhðvk\0Þ=or, which
occurs when the energetic ions are injected either off-axis (ofh=or [ 0) and ori-
ented with the plasma current, or when the fast ion population is predominantly
on-axis (ofh=or [ 0) and directed opposite to the plasma current.

When changing the plasma current density to control sawteeth, increasing the
current just inside q = 1 increases s1 and so destabilises the mode, whilst co-CD
localised just outside q ¼ 1 decreases s1 and so stabilises the sawteeth. Con-
versely, driving counter-current just inside q = 1 results in stabilisation and just
outside q = 1 gives rise to destabilisation. Destabilisation of sawteeth has been
achieved using steerable electron cyclotron resonance heating which include real-
time feedback schemes and robust sawtooth control despite the presence of
energetic ions in the plasma core. Dramatic changes in sawtooth stability can also
be achieved by the application of off-axis ICRH, both through changes to the
magnetic shear, and perhaps dominantly, through establishing a strong radial
gradient in the passing fast ion population just outside the q = 1 surface.

Whilst the present explanation of the physics of sawtooth oscillations remains
incomplete, various robust control schemes have been established and are now
well understood. Consequently, there is reasonable confidence that a strategy for
sawtooth control in burning plasmas will be refined.

Glossary

I. Greek Symbols

b Plasma beta, ratio of pressure to magnetic pressure, b ¼ 2l0p=B2

� Inverse aspect ratio, � ¼ r=R0

�1 Inverse aspect ratio of q ¼ 1 surface, �1 ¼ r1=R0
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g Resistivity

c Linear growth rate

cad Adiabatic index, ratio of specific heats

C Phase space

k Pitch angle, k ¼ vk=v

l Magnetic moment, l ¼ Mv2
?=2B

l0 Permeability

U Scalar potential

Uad Third adiabatic invariant of motion

/ Toroidal angle

_/ Toroidal precession frequency

qi;e Ion/Electron Larmor radius, qi;e ¼ Mv?=eB

q̂ Average Larmor radius, q̂ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q2
i þ q2

e

p

wt Toroidal flux

wp Poloidal flux

w Radial coordinate in toroidal geometry

w� Helical flux

w1 Flux at the q ¼ 1 surface

h Poloidal angle

x Mode frequency

~x Doppler shifted mode frequency, ~x ¼ x� X/ðr1Þ
xb Bounce frequency, xb ¼ 2p=sb

xc Cyclotron frequency, xc ¼ eB=M

xA Toroidal Alfve0n frequency, xA ¼ vA=R0

x�i Diamagnetic frequency of thermal plasma ions,
x�i ¼ ðTidpi=drÞ=ðeBpir1Þ

x�h Diamagnetic frequency of hot ions, x�h ¼ ðofh=oP0
/Þ=ðofh=oE0Þ

xdh Drift frequency of hot ions, xdh � cEh=4eBRor1

hxdhi Bounce averaged magnetic drift frequency of hot ions

X/ Toroidal plasma rotation
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XE Toroidal plasma rotation caused by electric potential, XE ¼ qU
0
=rB0

DX Flow shear, DX ¼ XEðrÞ � XEðr1Þ
n Fluid displacement

n0 Fluid displacement at the magnetic axis

n1 Fluid displacement at the q ¼ 1 surface

na Fluid displacement at the plasma edge

sA Alfve0n time, sA ¼
ffiffiffiffiffiffi

3R
p

=vA

ss Sawtooth period

sE Energy confinement time

sg Resistive diffusion time

v Pitch angle, v ¼ v2
?B0=v2B

f Toroidal coordinate, f ¼ qh� /

_f Toroidal precession frequency

II. Roman Symbols

a Minor radius of the plasma edge

A Vector potential

B/ Toroidal magnetic field strength

Bh Poloidal magnetic field strength

B Magnetic field

e Charge of particle

E Electric field

Ei Energy of ith particle

fh Hot minority ion distribution function

fi Thermal ion distribution function

f0 Initial distribution function

dfh;i Perturbed hot or thermal ion distribution function

dfhk Perturbed fast ion distribution function due to kinetic effects

dfhf Perturbed fast ion distribution function due to fluid effects

j Current density
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k Wave vector

m Poloidal mode number

M Particle mass

ne Electron number density

ni Ion number density

n Toroidal mode number

p Plasma pressure

Pf;/ Canonical angular momentum

q Safety factor, q ¼ 1=2p
R

B/=RBhds

R Major radius

R0 Major radius at magnetic axis

r Minor radius

r1 Minor radius at q ¼ 1 surface

s Magnetic shear, S ¼ r=qdq=dr

s1 Magnetic shear at q ¼ 1 surface

Ti Temperature of ions

Te Temperature of electrons

vA Alfve0n speed, vA ¼ B0=
ffiffiffiffiffiffiffiffiffiffi

l0q0
p

vh Fast particle velocity

v/ Toroidal speed of plasma

v Particle velocity

vjj Particle velocity parallel to the magnetic field

v? Particle velocity perpendicular to the magnetic field

III. Potential Energy Terms

dW Perturbed potential energy

dWMHD Perturbed potential energy due to MHD terms only

dWKO Perturbed potential energy due to collisionless thermal ions

dWcore dWcore ¼ dWMHD þ dWKO

dWh Perturbed potential energy due to collisionless energetic ions
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dWhf Perturbed potential energy due to hot ion adiabatic terms only

dWhk Perturbed potential energy due to hot ion non-adiabatic terms only

dWt Perturbed potential energy due to trapped hot ions only

dWp Perturbed potential energy due to passing hot ions only

d̂W Potential energy normalised as per [61], d̂W ¼ l0dW=6p2n2
0e

4
1R0B2
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