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Abstract In this chapter, we look into the role of telecommunication networks
and their capability of supporting critical infrastructure systems and applications.
The focus is on smart grids as the key driving example, bearing in mind that other
such systems do exist, e.g., water management, traffic control, etc. First, the role of
basic communication is examined with a focus on critical infrastructures. We look
at heterogenic networks and standards for smart grids, to give some insight into
what has been done to ensure inter-operability in this direction. We then go to the
physical network, and look at the deployment of the physical layout of the com-
munication network and the related costs. This is an important aspect as one option
to use existing networks is to deploy dedicated networks. Following this, we look
at some generic models that describe reliability for accessing dynamic informa-
tion. This part illustrates how protocols can be reconfigured to fulfil reliability
requirements, as an important part of providing reliable data access to the critical
applications running over the network. Thereafter, we take a look at the security of
the network, by looking at a framework that describes the digital threats to the
critical infrastructure. Finally, before our conclusions and outlook, we give a brief
overview of some key activities in the field and what research directions are
currently investigated.
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1 Introduction

Communication networks have become an essential part of our everyday lives and
currently, our society is highly dependent on the proper functioning of communi-
cation networks. In connection with our private lives, the number of services that
are being delivered over these networks is progressively increasing, and probably in
the future, new services will appear, all converging over the same infrastructure [1].

Regarding professional aspects, communication networks play a key role in
efficiently developing economical activities in a fast, secure, and reliable way. In
addition, it is possible to find very powerful companies in the world having
Internet services and applications as their main activity, such as Google or
Facebook, and they are continuously expanding. In relation to critical applications,
the question is whether the existing communication infrastructure can provide the
necessary reliability, or whether new networks that allow the harsh requirements
of such applications will be needed?

2 The Role of Telecommunication

In the early days of telecommunication, communication between two entities was
ensured through a physical communication channel between the two entities by so-
called circuit switched networks [2]. This type of network ensures a guaranteed
bandwidth between the entities, since once setup there are no interferences, and is
kept available during the communication. However, setup time is required to
ensure the connection is established. Besides the setup time, it should also be fairly
easy to imagine the great limitations of these types of networks when considering
millions and millions of connected end devices that need communication.

The introduction of packet switched networks allowed the sharing of the limited
physical medium among several communicating entities [2], and allowed for a
much more flexible communication. The road from the first initial baby steps of
a few machines connected over some copper wires done in the late 1960s as a
response to the cold war, up to today’s full scale hyper complex networks of
networks is a study worth in itself [3]. Today, end users have grown accustomed to
have access to communication networks more or less everywhere and whenever
needed, leaving them with a perception that the Internet is something that just is.
This impression has not only been driven by the fact that wired communication
offers very high speeds to the individual, but also mobile communication today
offers a high data rate due to the technological development [4]. Now, the next step
has come, that we want to use the existing communication infrastructure to mis-
sion critical applications. One thing is to say ‘‘my Internet works nicely at home,
and at work it also works nice’’, but another thing is to put so much trust into the
network that we allow critical systems such as water, electricity management, or
eHealth applications to run on top of these networks of networks.
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2.1 Basic Communication Between Two Entities

Critical infrastructures are to a large extent also distributed by nature. In such
setting, communication is often required to be able to have elements in the system
interact in a synchronized and organized matter. Subsystem A may need to react
upon events that happen in subsystem B or vice versa. At the same time, critical
infrastructures are often characterized by deadlines due to their connection to the
physical world and the properties of the physical world which a critical infra-
structure interacts with. Figure 1 shows the example of two communicating
physical devices located at different geographical and network locations. These
two entities could for example be a water management system that has to interact
with remote control units located at strategic points along water pipes.

The data that is required to be passed from A to B and vice versa has to undergo
a long way through several routers due to the packet switched approach we have
today. At each passing point (router), the received data needs inspection to decide
which router the packet should go to next. This may not always be the same for all
packets even though their sources and destinations are the same as clever traffic
load balance algorithms may be applied to avoid congestions among routers. A
data packet route example is illustrated in Fig. 1 as data going up and down in the
different levels of the OSI model [2]. In some parts, packets need to be addressed
at a network level, while in others only a link level is required. But it is clear that
each hop takes some time for the routers to process packets. This leads to an end-
to-end delay even though we experience the communication as a direct commu-
nication between A and B. The end-to-end delay depends on many factors, such as
the quality of each link between routers, network traffic conditions (there may be
bottlenecks between some routers), the route through which the data packets are

Fig. 1 Communication between two entities [5]

Telecommunication Networks 69



being sent (this is not controlled by the application, but is impacted by the deci-
sions made by the network). These factors also mean that the end-to-end delay
usually shows a highly stochastic behaviour, rather than a desirable deterministic
behaviour, and even changes over time, e.g., in some parts of the network there is
more traffic during work hours than in night time or weekends.

This complexity of intercommunication needed to transport data from A to B
illustrates some key problems that critical applications have when dealing with
communication over networks today. There is no or very little control of the data
streams going between A and B. When routers receive a significant amount of
traffic, they may start to drop incoming packets. Some transport protocols, as TCP
aim at providing reliable transport by ensuring retransmission of missing packets,
but at the cost of end-to-end delay because it first needs to detect missing packets,
and then ask for retransmission. Others such as UDP offer to send data with
crossed fingers that it appears at the receiving side. In that case, the application
must be able to tolerate packet losses.

Therefore, some of the key challenges that communication systems face, and
even considering only two entities communicating, to support critical applications
are not necessarily only classical data throughput, but definitely also latency and
reliable communication. These key requirements are often assumed, because they
are to a large extent hidden to the everyday user, but as communication developers
we need to take these issues seriously if critical infrastructures shall be supported
by (existing) communication technologies.

2.2 Communication over Heterogeneous Networks

As a further complication, networks are heterogeneous and full of new and legacy
systems. Figure 2 shows a conceptual example of how different devices and
applications may be connected via a large set of networks of networks. The het-
erogeneity covers some challenges that may limit some use cases as the following
example illustrates:

In order to communicate between two entities an addressing scheme is required
(a basic requirement for any type of communication). The most prominent
addressing scheme today is IP addressing. In principle, all addresses should be
uniquely defined, in order for packets to be sent to the right destination at all times.
When the Internet Protocol version 4 was designed and implemented, the space
allocated for the address in the protocol allowed for ‘only’ approximately 4.29
billion unique devices. At the time of development, that was enough, but with the
current development this amount has shown to be too small, since all sorts of
sensors, mobile devices, multiple interface devices, etc., has ultimately led to an
address starvation. This has not been acceptable, so several solutions have been
invented to overcome this address starvation, such as Network Address Translation,
use of private network addresses, tighter control of Internet registries, network
renumbering of existing networks, etc. Even a new IP version 6 has been developed
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with a much larger address capacity, but still the earlier IP is being used, since so
many devices depend on the stability of this protocol’s address space, that in fact no
one knows exactly what happens if suddenly software started to use IPv6 [6].

The IP address issue is just one of many examples of the complexity of net-
works of networks shown in Fig. 2 and how networks even today are challenged
by more or less invisible problems. Therefore, once again, one could ask the
following question: do we trust these networks to serve as communication media
for mission critical applications? Do we dare to let this patchwork of networks,
software patches, numerous of standards, protocols and configurations be the
bearing part of critical, life depending elements such as electricity, water and
health in our everyday life?

Referring to Fig. 2, the vision of several critical applications which interact
with the network is shown:

• Doctors who have online meetings with patients, eHealth [7]
• Water detection and control, [8]
• Electric power control, smart grids [9].

Fig. 2 Simplified example of networks and connected applications
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On top of this, there will surely be other applications using the network, such as
web browsing, video streams, emails, online games, etc. The question is, why
should these critical applications use the same network? For example, cars and air
planes have several dedicated internal communication networks so as not to mix
the application traffic with real time critical data traffic. However, for simplifica-
tion and cost reduction reasons, research is ongoing on how merge the different
data traffic [10].

The time, effort and cost of deploying the Internet as it is today is immense.
Deploying a separate network for each of the applications that is envisioned does
not appear to be a very attractive solution if we somehow are able to ensure the
existing infrastructure can support the requirements of the critical applications.
A major key to the solution is the flexibility of the network as it is today. As a
corner stone design idea of the early Internet (from ARPANET [3]), the idea of
robustness to link failures has been eminent, which is a key feature for critical
infrastructure as well as not having to deploy net networks from scratch. However
the complexity and heterogenic nature of communication due to legacy systems
requires interoperability and standards. In the following we take a closer look at
how this is being addressed in the smart grid as an example.

2.3 Communication Standards for Smart Grids

In smart grids, data from consumers and potentially also from the power grid
infrastructure is required to be collected for control purposes. This not only means
communication over heterogeneous networks, but also with a wide range of
communicating entities, smart meters for example, produced by different vendors.
Today, the core purpose of the meters already developed is to monitor power usage
for e.g., electricity bills [11]. However, the data also have value for the utility
company.

In smart grid terminology, being able to remotely read the meter is called
automatic meter reading (AMR) and is a part of the automatic metering infra-
structure (AMI), i.e., the network between the smart meter and the utility company
[12]. With an AMI network the monitored data from a household can be sent to the
utility company, which can use it to optimise their production of power and
thereby avoiding over/underproduction.

AMI has been addressed in various projects like Power Matching City [13] and
others [14, 15] and it has been shown, that using the data from monitoring systems
can lead to optimisation of the demand and response (DR) [16, 17]. However, it is
not clear what are the requirements for the communication network. For example,
the authors in [13] have made a living lab to demonstrate a smart grid. In the
chosen setup, dedicated ADSL communication lines are used for AMI in order to
avoid human interference. The purpose of this is to make sure that they have
enough bandwidth for the communication. Nevertheless, the requirements for the
networks are not mentioned. Implementing dedicated communication lines only
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for the smart grid communication is very expensive and not a feasible solution for
all cases of AMI.

Furthermore, the data can be used by the utility company to act as an energy
consultant, to advice the customers how to save money based on their power usage
data and additionally offer free or cheaper electricity during overproduction
periods to encourage their customers to use power consuming devices, for example
heat pumps, or allow the utility company to perform Direct Load Control (DLC)
by controlling the customers devices and Distributed Energy Resources (DER)
[18]. Being able to control e.g., heat pumps, electric cars and other DER’s, makes
it possible for the utility company to control and level the peak periods in the
power grid by remotely turning on/off specific units in order to take off load or
supply more power to the grid appropriately [16].

In Denmark, the Danish Ministry of Climate, Energy and Building has pub-
lished a report in October (2011) about Smart Grid in Denmark [70]. In the report
they encourage further research and development in smart grid and also mention
communication as a vital part of the smart grid.

2.4 Standards for Smart Grids

Mapping requirements for critical infrastructures is a challenging task, because the
smart grid is a large complex infrastructure with different layers of networks,
which gives a diversified communication performance expectation [18]. IEEE and
IEC have already proposed a number of standards regarding the communication in
smart grid in different layers. One of the most commonly used standard is IEC
61850, which focuses on the substation automated control and is used in the
Danish smart grid project in Bornholm called ECOGRID [71] and for the AMI
there is IEC 62056 [19, 20]. In the following some communication standards are
mentioned which are proposed for different parts of the smart grid.

IEC 61968-9 and 61970: Defines the common information model for data
exchange between devices and networks in the power distribution domain and the
power transmission domain respectively. They are used in: Energy management
system [21].

IEC 60870-6: Defines the data exchange model between the control center and
power pools. It is used in: Inter-control center communication [21].

IEC 61850: Defines the communication between devices in transmission, distri-
bution and substation automation system. It is used in: Substation automation [21].

IEEE P2030: Defines the inter-operability of energy devices and IT operation
with electric power systems. It is used in: Customer side application [21].

IEEE 1646: Defines the communication delivery times to substation. It discusses
the requirements of the system to deliver real-time support, message priority, data
criticality and system interfaces. It is used in: Substation automation [21].

Challenges for the smart grid network: Other challenges in the communication
network in smart grids, relates to delay, availability and security [12, 15, 18].
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If the utility company is expected to control the distributed energy resources (DER),
delay becomes a critical metric in the network performance. The delay in the net-
work will have a high impact on the grid if the DERs are not activated or shutdown
on time; thus, some sort of message priority scheme in the communication protocol
will be required [18, 22]. Availability and reliability of the network are of impor-
tance to ensure the grid operation and also plays a vital role in the demand response
[23, 24]. Security is crucial to the smart grid. When extracting information from the
user, the privacy of the user has to be secured. The grid can also be vulnerable to
terrorist attacks if the control messages to control various electric devices are
hijacked [25]. Adding security can have an impact on the delay, as the messages
have to be encrypted. Another way to add security is by not letting the hacker know
where these control messages come from or go to. For this, an anonymous packet
routing with minimum latency has been proposed [26].

There are a number of challenges in the communication network for smart grid.
The standards proposed still have to be implemented and tested in many scenarios,
in order to examine the network performance. There is still a need for research in
protocols that can deliver messages safely according to the time constraints
specified by the different standards.

3 Design of Critical Optical Transport Infrastructure

Communication networks have become an essential part of our everyday lives and
our society is highly dependent on the proper functioning of communication
networks. In connection with our private lives, the number of services that are
being delivered over the data networks is progressively increasing, and probably in
the future new services will appear, all converging over the same infrastructure.

Regarding professional aspects, networks play a key role in efficiently devel-
oping economical activities in a fast, secure, and reliable way. In addition, it is
possible to find very powerful companies in the world having Internet services and
applications as their main activity, such as Google or Facebook, and they are
continuously expanding.

Telecommunication systems have been evolving for the past 10 years, towards
the unification of services and applications over the same infrastructure [27].
Currently, it is possible to identify how this initiative is partially followed by
operators providing voice, data and video transmissions over the same access
connection, known as Triple Play. However, the distribution networks of these
services are not unified physically. For example, the TV and telephony infra-
structures are traditionally separated. The unification of these infrastructures
implies ambitious requirements to be supported by the network, for example due to
the heterogeneity of the traffic flowing through, or the significant profit losses, or
the number of affected users when loss of connectivity occurs [28]. Examples of
recent cable cuts in optical networks are:
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• In the beginning of 2008, the cable connecting Europe and Middle East suf-
fered four single cuts, affecting millions of users [29].

• In April 2009 AT&T suffered cable cuts, perhaps due to vandalism, in the area
of San Jose and Santa Clara, California, leaving many of Silicon Valley
businesses and customers without phone and data services [30].

• In July 2011 35,000 broadband customers were affected for several hours by a
cable cut caused by a truck in Washington State, USA [31].

Looking back it is possible to realize how fast the world of communications has
evolved. For example, in 2009 the 40th anniversary of the first ever data trans-
mission over ARPANET was celebrated. This fast evolution of communication
technologies and services is causing a gradual increment of the bandwidth and
reliability requirements to be fulfilled by the network infrastructure [32].

In addition, the traffic supported by the Internet has significantly grown over the
last few years, shaping up the requirements that future networks need to handle. In
order to be able to support all the traffic and quality of service demands, there is a
need for high performance transport systems, and focusing on the specific field of
this work, a highly reliable optical backbone infrastructure [33].

The interest is especially increasing regarding optical transport networks, where
huge amounts of traffic are continuously traversing their links. Inefficiencies or
disruptions on delivering the information become critical at this level, due to the
number of simultaneously affected users. All these huge flows of information must
be efficiently distributed using reliable high capacity transport networks. Bandwidth
requirements clearly indicate that the optical network technology based on wave-
length division multiplexing (WDM) will play a key role regarding this issue [34].

4 Planning the Physical Infrastructure

The deployment of optical networks is a long and expensive process, due to the
trenching tasks involved, especially for large geographical areas such as national
or continental territories. It can take 10–15 years to deploy such networks under
the cost of millions of euros [35]. Moreover, the lifetime of the physical infra-
structure is rather long, between 30–50 years [36, 37]. These features make such a
network deployment a long term investment project, which should be carefully
planned. In addition, when this high investment is combined with a reliable,
preventive and green planning, a better outcome can be achieved [35].

Optical network systems are very complex; each of the network layers can have
great impact on the overall performance, going from physical to application layers. In
relation to backbone networks, the infrastructure can be limiting the global perfor-
mance of a network just by the fact that the physical interconnection scheme has not
been carefully planned [28]. In fact, when the network requires some kind of physical
upgrade, the solution’s costs in economic terms might be much more significant, due
to trenching and deployment tasks, than at higher layers where software updates
might be enough to solve the problem [38].
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Hence, networks should be planned and designed to provide high performance
and high availability in transmissions. As the economic relevance of these net-
works is increasing, it is also feasible to increase the investment for their
deployment. This capital increment opens up a whole new space of possibilities
when designing the network’s interconnection. Planning is crucial and even small
improvements may have high economic impact. However, no well documented
methods exist for the whole interconnection planning process leaving room for the
development of this work.

The main overall challenge can be described as the physical interconnection
decision problem of a set of nodes. This interconnection can be configured in many
different ways, and several of these might be ‘‘optimal’’, depending on the
objective function and constraints of the optimization. In this case, two of the most
relevant objective functions are: Deployment cost minimization and average
connection availability maximization.

The main problem is how to cover these two aspects in the same optimization
process, as they are contradictory. Usually, the minimization of deployment costs
would imply a negative effect on the availability of the designed networks. The
number of deployed links to interconnect the nodes is compromised, in order to
achieve the minimization goal. This can be avoided by conveniently selecting the
proper constraints in the search process. The feasible solutions spectrum can be
reduced to graphs that a priori will provide good solutions in terms of availability
and not be extremely costly. Three-connected graphs are a good possibility to
implement such transport networks. This type of graphs is discussed below, but
first the models regarding deployment costs and availability should be introduced.

Definition 1 A graph is k-connected when any k � 1 elements, nodes or links, can
be removed from the network and still maintain a connected graph.

4.1 Deployment Cost

There are three main contributing elements regarding the economic costs for
deploying optical transport networks using WDM technology: trenching, nodes,
and fiber spans. These are considered to define the following deployment cost
model used in this work but new elements may be included at a later stage. Some
of these concepts can be found in [39] and a complete review on the architecture of
optical networks can be found in [34].

Let INT ¼ Ilinks þ Inodes be the total cost of deploying a network. Ilinks is the cost
of deploying the links and Inodes is the cost of deploying the nodes. Each existing
link is characterized by its length, Lmij, and the traffic traversing it, Ldij. Not all
pairs i� j have an existing link. Basically, three cost parameters can be defined to
calculate Ilinks: Itrench, Ifix, and Ispan.
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Itrench corresponds to the price for the trenching tasks per km and its value can
significantly vary, depending on the region or landscape. Ifix corresponds to the
fiber terminating equipment, and Ispan is the cost related to each fiber span where
ducts, fiber and amplifier costs are included. The length of each span Lspan can vary
from 50 to 100 km [36].

Therefore, CW being the wavelength (k) capacity and W being the number of
k0s per fiber, the number of fibers nfij for the link between nodes i and j is defined
in Eq. (1). The number of amplifiers, nlaij in a link is defined in Eq. (2). Conse-
quently, the economic costs for deploying the links of a network Top, Ilinks, is
formally defined in Eq. (3).

nfij ¼
Ldij

CW �W

� �
ð1Þ

nlaij ¼
Lmij

Lspan

� �
ð2Þ

Ilinks ¼
X
8 i;j 2 SN

Itrench � Lmij þ 2 � nfij � Ifix þ
TRFij

Lspan

� �
þ 1

� �
� Ispan

� �
ð3Þ

Regarding the nodes, Inodes can be divided in two parts; the facility cost, Ifal, and
the switching cost, Iswch, related to each switch size. The switch size is given by the
number of incoming and outgoing fibers to each node and the number of wave-
lengths per fiber. Usually standard switch sizes are given by 2mx2m for 0\m� 5,
and Iswch is not linearly proportional to m [40]. Concluding, Inodes is formally
defined as Eq. (4).

Inodes ¼ N � Ifal

X
8 i 2 SN

IswchðiÞ �W ð4Þ

4.2 Availability

Availability is a convenient parameter for measuring the efficiency of the network
infrastructure regarding failure support. Availability is defined in [36] as follows:
‘‘Availability is the probability of the system being found in the operating state at
some time t in the future, given that the system started in the operating state at time
t = 0. Failures and down states occur, but maintenance or repair actions always
return the system to an operating state’’.

Availability in optical networks has been widely studied. For example, [41]
presents an interesting availability review of Wavelength-Division Multiplexing
(WDM) network components and systems. In terms of connection availability
analysis, [42] compares the availability results between simulation and analytical
environments for a shared protection scenario. Also, in [43] an interesting approach
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is followed to evaluate the availability in optical transport networks. It is measured
in expected traffic losses when failures occur.

Availability is mathematically defined as the working time/total time ratio. Let
MTTF be the Mean Time To Fail of any element or system and MFT be the Mean
Failure Time. Availability Av is presented in Eq. (5), resulting in a numerical value
of 0�Av� 1.

Av ¼ MTTF

MTTF þMFT
ð5Þ

The availability in relation to an s� d pair connection is given by the avail-
ability calculation of sets of elements in series and in parallel. For each provided
disjoint path to be available, all of its elements must be available. For a connection
to be available, at least one path must be available.

Let Avpjðs;dÞ be the availability of each j of the provided k disjoint paths between
s and d. mj is the number of elements of path pjðs; dÞ, each of these characterized
by an availability Avi. Equation (6) presents the calculation of the availability for
each path. The connection availability for an s� d pair, AvCðs;dÞ, is presented in
Eq. (7).

Avpjðs;dÞ ¼
Ymj

i¼1

Avi ð6Þ

AvCðs;dÞ ¼ 1�
Yk

j¼1

ð1� AvpjÞ ð7Þ

4.3 The Graphs

The decision of how to deploy optical links to interconnect network nodes is a
complex problem. Its combinatorial nature makes it impractical to make the
interconnection decision using exhaustive search methods. Heuristics may provide
a good approximation to optimal results while Integer Linear Programming would
be the ultimate approach.

In relation to the distribution of the links, currently it is widely accepted that
these ring interconnections are reliable enough for the demands of the users.
However, if the current evolution of telecommunication demands keeps heading
towards a more IT dependent society, higher degree physical networks ([2) can
significantly contribute to the improvement of failure support, congestion control,
or delay propagation aspects due to multipath options. For example, in the long
term, it might be cheaper to build more reliable networks than less reliable net-
works that require higher maintenance investment to keep similar availability
levels. Therefore, 3-connected graphs could be the natural evolution for this type
of networks [44].
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Consequently, networks formed by 3-connected graphs are capable of sup-
porting two simultaneous failures, links or nodes, and still maintain connectivity
between any pair of nodes.

4.4 Illustrative Example

The main goal of this example is to identify the deployment cost versus avail-
ability consequences of using 3-regular, 2- and 3-connected graphs to interconnect
several sets of nodes. The number of links in all options is the same but their
different distribution of the links implies different performance characteristics. In
order to obtain concrete numerical results, three scenarios are presented. These
consist of sets of 16 nodes in Europe, US, and Asia to be interconnected.

This experiment consists of designing the interconnection for these sets of
nodes following these topologies: Single Ring, SR; 3-regular 2-connected, D32C;
and 3-regular 3-connected, D33C. The SR is the shortest 2-connected topology and
it is used as a lower bound reference.

Downtime and capacity allocation are determined considering two disjoint
paths (1:1 protection) in the SR case. In the D32C, three disjoint paths (1:1:1
protection) are provided between pairs of nodes, if possible; for the rest, two
disjoint paths are used. In the D33C case, three disjoint paths are provided between
each pair of nodes. The interconnections are optimized in terms of deployment
costs, and the cost and availability models presented above are used. Details about
this experiment, and Figs. 3 and 4 can be found in [45].

Figure 3 presents the comparison of deployment cost vs. downtime in the three
scenarios. The pattern followed by the results in the three cases is similar, and it
can be noticed how the improvement of moving from the D32C to the D33C is more
significant than moving from the SR to the D32C. The slope of the lines between
points can be interpreted as the availability benefit of increasing the deployment
costs, the steeper the better. Figure 4 illustrates the resulting D33C graphs for the
three scenarios.

In summary, to deploy D33C graphs is slightly more costly (between 2 and
11 % higher) than the D32C option, but the improvement on availability pays off
the extra investment by reducing the yearly downtime between 230–400 times.

5 Reliable Access to Dynamic Information in Critical
Infrastructures

As a part of dependability, reliability of the system and information being accessed
is critical. In many situations in critical systems, events are happening and require
reporting to a server that will take action upon the event. In this matter, it is critical
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Fig. 3 Cost versus downtime

Fig. 4 3-connected solutions. a Asia, b America, c Europe
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that the server reacts upon the situation as it is, and not how it was moments ago.
In the following we consider the communication between two entities A and B, at
different geographical and network locations, with A having a need to obtain
information from B which happens to be dynamic, and this access needs to happen
over a (complex) network with a stochastic end-to-end delay (see e.g., Fig. 1).

In [46] we evaluated the impact on different access strategies to dynamic
information elements over a network. The access scheme models are generic
meaning that they do not model any particular protocol, but rather the behaviour of
one. The delays involved are described statistically such that any stochastic models
based on MAC, IP or Application layer can be incorporated. The models consist of
the following three basic schemes: reactive access, proactive event driven and
proactive periodic.

Then, for the following we consider the stochastic processes

• An Event process E, if Poisson with rate ke. E ¼ fEi; i 2 Zg, where i the ith
event number.

• An upstream (A–B) and downstream (B–A) delay D, if Poisson with rate m, and
indices u and d for upstream and downstream, respectively. D ¼ fDj; j 2 Zg,
where j the jth delay.

• An Access Request process R, if Poisson with rate lr. R ¼ fðRk; k 2 ZÞg,
where k indicates the kth request.

The definition of an event may not be unique, but by event we here mean a
significant change in the value of some attribute or information element of interest.
Significant can for example be if a signal exceeds some threshold or simply takes
another enumerated value.

5.1 Reactive Access

The reactive access is characterized by A sending a request for information to B.
Once B receives the request, it sends back the response to A containing the
information and A will use this information for some purpose, for example as input
for a smart grid control. Then we can calculate the probability of A using outdated
and mismatching information as [46],

mmPrrea ¼ 1�
Z

BEðtÞFDðdtÞ ð8Þ

where �BEðtÞ is the CDF of the backwards recurrence time (see [46] for details) of
the event process, and FDðtÞ the CDF of the delay (with the bar indicating the
reliability function, i.e. �FX ¼ 1� FX). Here traffic is only generated whenever
needed. The average waiting time is entirely defined by the sum of the upstream
and downstream delay. The result obtained from B may also be cached at A, on
which for some time period any requests are fetched from the local cache rather
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than sending requests to B. The mismatch probability model for that case is rather
complex (see [47]) for details. Applying a cache means also that network traffic is
in average reduced, as well as the average waiting time.

5.2 Proactive: Event Driven Update

Another option is that B, which collects the data, sends an update to A if it detects
an event has occurred. In this way, network traffic is only generated whenever
events occur, however, if the event process is rather fast this can become a rather
large amount of traffic. The mismatch probability for this approach can be cal-
culated by considering two types of updates: (1) if each update contains full
information, i.e., each update completely overwrites existing value at A, or (2) if
each update only provides the incremental value since the previous update. For
case (1), the mismatch probability becomes exactly the same as for the reactive
strategy, but for (2), the mmPr can be modelled by considering the probability of
finding a G=G=1 queue being busy, with queue elements modelling updates in
transit. If just one is in transit, then there will be a mismatch (see [46] for further
details).

mmPr ðincÞ
pro;evn ¼ PðE=D=1 queue is busyÞ ð9Þ

5.3 Proactive: Periodic Update

This approach relies on B sending the current value or state of the information to A
with a time period specified in one way or another. The traffic generated by this
approach is entirely determined by the update rate. The mismatch probability for
this approach is based on a thinned Poisson update process. This also means that
the update process is stochastic, while it normally is deterministic. However, due
to clock and scheduling drift in operating systems, and the fact that a deterministic
update process (via simulation studies) shows to provide better reliability, this
assumption serves as a worst case scenario. Thus, the model becomes

mmPrpro;per ¼
Z1

0

exp �
Z t

0

sFDðsÞds

0
@

1
AAEðdtÞ; ð10Þ

with s the update rate, FD the delay distribution and AE the backward recurrence
time, [46].
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5.4 Impact of Access Strategy on Reliability

Figure 5 shows the mismatch probabilities for the different access strategies with
varying event process rate, under the assumption that the involved processes are all
exponentially distributed (for simplicity). The effect is clear for this situation: there
is not only a significant impact, but also a very different impact on the different
strategies, which makes it less clear which approach is actually the best.

Although it appears as if the pure reactive and event driven (using full update)
appears to perform best, one also has to consider that the traffic generated is dif-
ferent (reactive in this case is 0.2 messages/s, event driven in the range of 0.1–10
messages/s compared with the periodic one which is 1/3 message/s). Thus, in case
of scalable systems such as smart grids where several thousands of customers
provide data regularly, the solution of which strategy to take is not necessarily clear.

5.5 Impact of Event and Delay Processes

It is also not just the event rate that has an impact on the reliability. If there are
restrictions to which values an information source can attain, e.g., a lamp is either on
or off, and that is the information needed for e.g., a smart grid solution, then this
additional information on restriction has an additional effect on the reliability. Fig-
ure 6 shows an example of a case where information can only be in one of two states
(ON or OFF), with the ratio of time spent in one or the other state (f ¼ k=l, with k and
l as the rates at which the information changes states in a two state Markov Chain).

The figure shows that there is a maximum mismatch probability at the ratio of
1, i.e., when there is equal probability of finding the information in one of the two
states. Any other ratio gives a lower mismatch probability due to the biased time
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spent in one or the other state. In comparison, the same process modelled as a
Markov jump process instead, shows not only the obvious that the ratio does not
have an impact, but that the resulting mismatch probability is higher than the two
state model at any point.

Another important aspect which is shown in Fig. 6 is that the delay process is
important too (in fact the following observation is equally valid for the event
process too—that is as long it is not a recurrent process). The figure shows three
results of the same plot, coming from three different distribution types: (1) an
exponential distribution, (2) an Erlang distribution with 20 phases, and (3) a
Truncated Power Tail (TPT) with 20 phases, all with the same mean value. The
results, which are consistent with other results shown in [46], show that the
deterministic process (modelled by the Erlang distribution) is far the worst case,
i.e., resulting in the highest mismatch probability. The best case is the highly
stochastic type of information modelled by the TPT distribution.

This is indeed good news for example for smart grid solutions, where the most
stochastic elements are those which will need to be observed, while the deter-
ministic elements are often those which will need or can be controlled, and thus do
not need much other observation than perhaps a feedback whether the element has
been activated or not. Take the example of a lamp, TV, or other similar device
such as a household device which has a level of stochastic behaviour which may
be modelled e.g., as an ON/OFF model as shown in Fig. 6.

5.6 Network Adaptive Access Strategies

One example of how the models can be useful is the selection of the update rate of
the periodic strategy. Figure 7 shows how an appropriate choice of update rate (s)
in the periodic scheme can lead to a consistent reliability, set here to 0.3. However,
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this comes at a cost of an increased network overhead which in theory can rise to
an infinitely fast update rate (this is of course unrealistic).

Similarly, an appropriate caching period can be selected to keep reliability (see
[47]). Therefore, these models offer a large range of possibilities for reconfigu-
ration of protocols which have the above mentioned type of interaction for
dynamic information. However, as already discussed, networks are not static, and
end-to-end delays are not necessarily similar over the days, weekdays or months.
Therefore, these processes should be monitored and estimated, which is not trivial
and requires software components, [67–69]. But, if done properly, algorithms via
observations of information access request rates, data sizes of requests, and
knowledge of the delays and event processes can be provided for proper selection
and configuration of access to dynamic information for reliable operation. Then,
the selection of metrics becomes a matter of how much traffic a system is allowed
to create and how high requirements to the reliability of the information one has.
A proposal for such an algorithm that utilizes the mentioned aspects has been
described and evaluated in [48].
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5.7 Summary

From this section we learned that the information access, the dynamics of the
information, and the delay are closely related to reliability. Mismatch probability
is a probabilistic notion on how certain dynamic information accessed remotely is,
when being used for whichever purpose. The more likely it is that the information
is correct, the more likely a correct system behaviour will occur. Unless dedicated
networks are set up where data can be reliably scheduled, future critical infra-
structure will have to face such challenges thus only probabilities for success can
be given, and the cost of deploying networks is not to be underestimated as we will
look into later in this chapter.

6 Security and Threats to Critical Infrastructure

Networks are controlled by software, and as such they are vulnerable to flawed
designs in protocols, implementation bugs, exploits and so forth, and every opened
communication channel generates principally for a possible attack opportunity. In
today’s world where for example terrorism is in focus, securing networks when
used in critical infrastructures is more important than ever. Securing networks is a
continuous battle against an invisible and sometimes unknown enemy, and in war,
one of the most fundamental elements for a successful defense is to know and
understand the enemy. Therefore, in this section we propose a framework for
analyzing digital hacker threats to critical infrastructures [49, 50].

As the digital aspect of society and our lives in general becomes ever more
important, the defence hereof becomes an increasingly higher priority. Billions of
dollars are spent each year to protect the systems that form the basis for our
everyday lives against malicious attackers who would steal our data or sabotage
our critical infrastructures. It is an uneven battle—attackers need to be successful
only once, while the defenders must be successful every time. Therefore it is
imperative that we know as much as possible about the potential attackers and
their methods to be able to prioritize the defence efforts. If we know the potential
attackers, we are able to predict, detect and manage possible attacks.

To do this, it is necessary to make a threat assessment for the systems in
question [51]. Threats can be divided into three categories: natural disasters,
accidents, and attacks. Traditionally, attackers are considered to be the same
attackers who would attack the installation/system in the physical world (e.g.,
criminals and terrorists), with an added category of ‘‘hackers’’ [52, 53]. However,
‘‘hackers’’ is such a loose term that by grouping all attackers into this one category,
it is very difficult to say anything specific about important threat properties.

For an assessment of the hacker threat to critical infrastructures to be useful, it
should have a greater granularity with respect to the attacker identification. By
dividing the ‘‘hacker’’ category into a number of subcategories, for which we can
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determine specific threat properties, it is possible to give a much more precise
picture of the threat. We divide the hackers into eight categories:

• Script kiddies
• Insiders
• Gray hats
• Hacktivists
• Cyber punks
• Petty thieves
• Professional criminals
• Nation states.

The motivations behind each of the categories of hackers can be represented by a
circumplex, as illustrated in Fig. 8. Each of these categories will be evaluated
separately, whether or not they represent a sabotage threat against critical infra-
structures. In this context, the sabotage is considered as reducing or removing the
availability of the service provided by the critical infrastructure. In terms of
cyberattacks, this can be achieved for instance, by a malicious use of controls,
(Distributed) Denial of Service (DDOS) attacks, or worms [54]. These are the
vectors that will be considered. The threat assessment is performed by comparing
hacker motives (intent) and capabilities (competencies and available resources)
[51], with the profile of the targeted critical infrastructure. This profile is described
widely in the literature, e.g., in [55] and [56], and will be summarized in the
following section. Obviously, the first step is to generally protect the infrastructure,
by making sure that it is not vulnerable to common security threats. Therefore, in

Fig. 8 Circumplex
illustrating motivations
behind each of the categories
of hackers

Telecommunication Networks 87



the rest of the section we will assume that appropriate action has been taken to
ensure this, and we will focus on more advanced/severe kind of attacks.

Intent: Critical infrastructure is a high-profile target that provides critical
services to the area it is located in, indicating that attackers with Notoriety or
Revenge motives would find critical infrastructure tempting targets. The return on
investment on sabotaging critical infrastructure for money is very low because of
the high security and the lack of monetary gain, so Financial motives are not likely
to drive a hacker to this type of attack. And while Curiosity might cause an
attacker to try and break into critical infrastructure, it is unlikely that it would spur
the hacker to perform sabotage [57].

Triggers: Critical infrastructures, being high-profile targets, do not need any
special triggers to be attacked. However, since critical infrastructures are often
state-run and a necessity for a state to run, attackers with revenge motives could be
triggered to attack at a perceived threat or insult from the government of the state
in question.

Capabilities—skills: Critical infrastructures should be and usually are assumed
to be protected against common vulnerabilities; the systems are updated and
protected by security solutions. Therefore it takes either a significant amount of
very specialized skills to break the defences and/or considerable resources [58].

Capabilities—resources: For sabotage of critical infrastructures to be really
effective, several facilities need to be hit for prolonged periods. This requires
either huge amounts of resources to be able to hit several systems in parallel and
sustain attacks, or very specialized skills and insider knowledge to create cas-
cading effects between networked systems.

Methods: While critical infrastructures are generally well protected, no system
is completely secure. Critical infrastructures are vulnerable to all considered attack
vectors (malicious use of controls, DDoS attacks, and worms) if the attackers
utilize them with enough resources and/or skills.

Trends: The increased focus on cyber security in the society in general also has
a positive effect on the security awareness of critical infrastructures. One example
is that industrial control systems are generally better protected after the Stuxnet
incident made everyone aware that they are a potential target [59].

In the following we will use these threat properties to discuss to which extent
the different hacker categories have the will and the capabilities to execute suc-
cessful attacks specifically against critical infrastructures.

6.1 Script Kiddies

Attackers of the Script kiddies category are novices with low hacking skills and
limited understanding of technical consequences, who use tools or scripts down-
loaded from the internet.

Intent: Primary motivations for Script kiddies are notoriety and curiosity, and
as such critical infrastructure being a high-profile target would be attractive, but
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the tools used by Script kiddies often choose targets at random (for example, The
Honeynet Project (2004)).

Triggers: The only trigger Script kiddies need to attack is the opportunity. If
they find a vulnerability in their random, automated search, they will exploit it.

Capabilities—skills: Low technical competencies makes it highly improbable
that a Script kiddie could execute a successful attack against a target with a
minimum of up-to-date defences. This is expected to exclude critical infrastruc-
tures from their targets.

Capabilities—resources: Having very little resources available and operating
solo further decreases the probability of a successful attack.

Threat assessment: Have the will but lack the capabilities.

6.2 Cyber Punks

Members of the Cyber punks category are medium-skilled but mostly solitary
hackers and virus writers.

Intent: As primary motivations of Cyber punks are notoriety and curiosity, they
might target critical infrastructures.

Triggers: Cyber punks need no trigger to attack.
Capabilities—skills: Cyber punks have some technical skills and understand-

ing, and they will be able to use and even improve tools available on the Internet.
A Cyber punk might write their own malware exploiting well-known vulnerabil-
ities, but they are not likely to develop their own 0-days or perform very advanced
attacks. However, some virus writers also fall under this category, and a novel
virus might compromise one or more critical infrastructure systems [60]. It is not
likely that systems could be compromised in such a manner as to cause cascading
failures without being specifically designed to do so, but if a worm spreads
aggressively enough to infect a large number of critical infrastructure systems,
then it could cause widespread denial of service.

Capabilities—resources: Cyber punks have limited resources since they are
mostly solitary, or in small groups. They are likely to able to perpetrate simple,
isolated attacks, although nothing sustained or large-scale.

Threat assessment: Have the will and the capabilities.

6.3 Insiders

Insiders are malicious but trusted people with privileged access and knowledge of
the systems in question.

Intent: Insiders are motivated by revenge and to some degree notoriety, and the
former part makes them likely to try to conduct sabotage.
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Triggers: A malicious Insider mostly needs to be triggered to attack, however
since the trigger can be any perceived insult or slight at the workplace, it can be
very hard to determine whether or not a potential attacker has been triggered—
especially considering that the potential attacker is typically a trusted employee.

Capabilities—skills: An Insider can have extensive knowledge of the systems,
including vulnerabilities, as well as privileged access to controls. An Insider might
even have the skills to perpetrate an effective cascading attack.

Capabilities—resources: While insiders very often work alone, they usually
have the resources needed to make an effective attack, namely privileged access to
controls, and physical access to the systems.

Threat assessment: Have the will and the capabilities.

6.4 Petty Thieves

Members of the Petty thieves category commit low-level fraud and theft, usually
by using existing tools and scripts.

Intent: Petty thieves are primarily motivated by financial gain, and as such,
critical infrastructures do not constitute an attractive target to members of this
category.

Triggers: This group needs no other trigger than opportunity and a viable
business case to attack.

Capabilities—skills: Petty thieves use a standard portfolio of tools and tech-
niques primarily focused around phishing, scamming, and credit card fraud. They
are not likely to possess the skill set nor the tools needed to attack critical
infrastructures.

Capabilities—resources: Members of this group work alone or in small
groups, and considering their focus on low-level crime, it is not likely they will
have the resources needed to commit a successful attack.

Threat assessment: Lack the will and the capabilities.

6.5 Grey Hats

Grey hats are often skilful hackers with limited criminal intent but a lack of respect
for limitation on information flow and a large curiosity.

Intent: This category of attackers is primarily motivated by curiosity, and they
are very unlikely to perpetrate any form of sabotage.

Triggers: Rumors of secret information or ‘‘impenetrable’’ defences might
increase the risk of attack.

Capabilities—skills: Grey hat hackers have very specialized technical skill sets
and an extensive exchange of information, and as such it is likely they would be
able to execute an attack successfully.
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Capabilities—resources: While there is a high degree of knowledge exchange
in this group, most work alone and as such do not have the manpower to make
widespread and persistent attacks. They do have the skills and equipment however,
to gain insider access to the systems in question, which could enable them to
execute a cascading attack.

Threat assessment: Lack the will but have the capabilities.

6.6 Professional Criminals

Professional criminals are organised groups of hackers with a strict business
approach to attacks.

Intent: Professional criminals are purely financially motivated. There is cur-
rently no business model that makes the reward of an infrastructure attack worth
the risk, since most governments do no negotiate with terrorists, so they are
unlikely to attack.

Triggers: Like Petty thieves, the Professional criminals need no specific trigger
apart from a viable business case.

Capabilities—skills: Members of this group of attackers possess a wide variety
of technical skills and knowledge, and they are willing to recruit or hire people
with the necessary competencies to complete an operation.

Capabilities—resources: This group has many resources in the form of money,
equipment, and manpower—enough to perpetrate a successful attack against
critical infrastructures.

Threat assessment: Lack the will but have the capabilities.

6.7 Hacktivists

Hacktivists are groups of ideologically motivated hackers with varying technical
skills, but many and geographically distributed members.

Intent: Since Hacktivists are motivated by ideological agendas and notoriety
and known for a lack of regard for consequences, they are likely to target critical
infrastructures. The US Department of Defense warns that it believes one of the
biggest hacktivist groups, Anonymous, have both the will and the capability to
perform such an attack [61]. However, Anonymous have publicly declared [62],
that they are not interested in attacking the power grid because they realize the
adverse effect it would have on the general population, and as such the intent in
this regard is not completely clear. There are many groups, though, and not all of
them have the same moral scruples as Anonymous claims to have. On the other
hand, they do not alone have the necessary resources available.

Triggers: Hacktivists are triggered by perceived threats or insults to their
ideology.
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Capabilities—skills: While the levels of technical skills are diverse within the
Hacktivist groupings, they usually have members with high technical competen-
cies, although they might not have the highly specialized skills needed for a
cascading attack.

Capabilities—resources: Hacktivists have a large geographical spread and
sometimes vast amounts of manpower. They may also have the attack resources in
the form of botnets available to execute a widespread and sustained attack.
However, only Anonymous is big enough at this point in time to conduct a sus-
tained attack, and they have declared a lack of interest in doing so. This is subject
to change though.

Threat assessment: Have the will or the capabilities, but not both.

6.8 Nation States

Nation states or representatives hereof have been known to perpetrate everything
from industrial espionage over acts of terrorism to devastating nation-wide attacks
in the cyber arena.

Intent: In case of a conflict, any disruption of the enemy’s infrastructure is
desirable, and as such, critical infrastructures represent an extremely attractive
target to a hostile Nation state.

Triggers: Nation states are almost exclusively triggered by disputes in the
physical arena, most often geopolitical in nature.

Capabilities—skills: Many nation states have substantial presence in cyber-
space and commands many highly skilled experts in the critical infrastructure field.

Capabilities—resources: They have vast resources in the form of money,
manpower, specialized knowledge and intelligence, and equipment. They are very
likely to be able to conduct a successful attack.

Threat assessment: Have the will and the capabilities.

6.9 Threat Picture

Three of the hacker categories—Insiders, Hacktivists, and Nation states, see
Table 1—can be considered a substantial sabotage threat to critical infrastructures
at present time, but this is subject to change. Currently, only these three categories
have both the will and the capabilities to execute a successful attack on critical
infrastructures.
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6.10 Defence Priorities

Working to defend critical infrastructure in a resource-constrained environment
means that limited budget funds must be applied to achieve the best effect. While
the thorough ‘‘basic’’ security is assumed in place, there are many areas in which
security officers could focus their attention.

Cyber punks methods: While most of the attacks performed by this category
of attackers are limited in scope and sophistication, the Cyber punks do have one
weapon that is a legitimate sabotage threat to critical infrastructures, namely
viruses. A worm exploiting an unanticipated attack vector might plausibly infect
several of critical infrastructure systems and causing widespread denial of service.
Viruses such as Melissa (1999), ILOVEYOU (2000), Nimda (2001), Slammer
(2003), and Conficker (2008) (most contributable to Cyber punks) show that it is
certainly possible to reach a critical amount of infection in a very short while. To
defend against such a worm may prove difficult; see Wiley, Brandon (circa 2002).
An Intrusion Detection and Prevention System (IDPS) that uses statistical anom-
aly-based detection and/or stateful protocol analysis detection would have a good
chance of catching such a threat, and there are different ways of hardening the
network, depending on how fast the worm propagates [63, 64].

Insider methods: Attacks by Insiders will likely take the form of malicious use
of controls. Based on the [65], 43 % of Insider attacks were executed while the
attacker still had legitimate access to the systems. The majority of Insider attacks
were, however, executed while the attacker should no longer have the access. The
defence mechanisms that would help defend against such attacks should be based
on the principle of least privilege in order to limit the amount of damage that can
be done with malicious use of legitimate access. Also, having tight management of
personnel access would limit the amount of damage previous employees could
cause, since they would lose access as soon as they were no longer employed.
More detailed advice on how to mitigate the threat of Insider attacks can be found
in [66].

Nation state methods: The methods employed by Nation states vary, but there
seems to be a prevalence towards spear-phishing and zero-day exploits combined

Table 1 Threat matrix indicating will and capabilities of attackers

Categories Will Capabilities Threat

Script kiddies Yes No No

Cyper punks Yes Yes Yes

Insiders Yes Yes Yes

Petty thieves No No No

Gray hats No Yes No

Professional criminals No Yes No

Hacktivists Yes/No Yes/No No

Nation states Yes Yes Yes
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with worms (e.g., Night Dragon and Stuxnet attacks) as well as devastating DDoS
attacks (e.g., Georgia, 66, and 10 Days of Rain). Defence priorities include edu-
cating staff and increasing awareness to avoid anyone falling victim to spear-
fishing or similar social engineering attacks. It is in the nature of things quite
difficult to detect the use of zero-day exploits, but good intrusion detection systems
might be able to pick up the change in network behaviour. DDoS prevention
should also be a priority, and the volume of the attacks can be expected to be
severe, so cooperation with for instance large ISPs might be an option to consider.

6.11 Summary

Based on the threat picture described in this section, defence efforts against digital
sabotage of critical infrastructures should focus on dealing with malicious Insiders
as well as Cyber punks, and hostile Nation states. This could be done by priori-
tizing access management, including implementing the principle of least privilege,
as well as installing an Intrusion Detection and Prevention System, educating staff
to be wary of spear-phishing and similar social engineering attacks, and protecting
systems from DDoS attacks. Defence efforts should be particularly focused in
times of geopolitical conflict, where the risk of a Nation state attack is high.
Furthermore, an eye should be kept on the development in the Hacktivist category,
since there is a risk that this group will develop into a threat in the near future. The
analysis presented can also be used when designing and deploying new infra-
structures such as Smart Grid, Intelligent Transportation Systems, and infra-
structures supporting Tele-Health in larger scales. Knowing which groups are the
most probable attackers, and knowing their capabilities in terms of skills and
resources, can help identify which kinds of attacks are important to prepare for.
There is a big difference between being attacked by Insiders, Nation states, or
Script kiddies. For researchers in the domain of cyber security this knowledge can
be used to indicate where further research and development is needed, e.g., when
developing technologies for intrusion detection systems for general or specific
critical infrastructures.

7 Previous and Ongoing Research Activities

The purpose of this section is not to provide an elaborate list of projects, but give a
short overview of some of the activities that have been carried out, are running or
will be running in the near future, at European level in the area of communication
role in Critical infrastructures and related topics. For more details, the reader
should visit the IST website: http://www.ist-world.org/ or http://www.cordis.
europa.eu/ist/.
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7.1 Brief Overview of Selected Projects and Activities

CRUTIAL This project, which ran from 2006–2008, has focused on key issues
related to trust establishment, access control and fault diagnosis for critical
infrastructures. Inspired by Intrusion tolerant system architecture, CRUTIAL is
based on two facts; Critical Information Infrastructure features a lot of existing
legacy systems, and two existing security solutions may jeopardize operational and
functional requirements to critical infrastructure systems. Key components in their
architecture are (1) configuration aspects, (2) middleware for automatic fault
tolerance inclusive intrusion, (3) trustworthy monitoring mechanism, (4) security
and access policy management and enforcement.

MAFTIA was a project running between 2000–2003, focusing on fault and
intrusion tolerance network support for critical infrastructure systems. The project
aimed to develop an architecture based on hybrid failure assumptions, recursive
use of fault prevention and fault tolerance techniques, and the notion of trusting
components to the extent of their trustworthiness. MAFTIA distinguishes between
attacks, vulnerabilities, and intrusions as three types of interrelated faults. Selected
system components were implemented and validated through a set of text sce-
narios with success.

HIDENETS The aim of HIDENETS, running from 2006 to 2008, was to
develop and analyse end-to-end resilience solutions for distributed applications
and mobility-aware services in ubiquitous communication scenarios. The idea has
been to make use of off-the-shelf components and wireless communication links to
dramatically decrease the costs of market entry and enable ubiquitous scenarios of
ad hoc car-to-car communication with infrastructure service support commercially
feasible. Dependability has been a keyword in this project, and many of the lessons
learned here will be beneficial to critical infrastructure communication systems.

GRIDCOMP GridComp main goal was to design and implement a component
based framework suitable to support the development of efficient grid applications.
Such frameworks are important since the automation and complexity of critical
infrastructures makes it necessary to have a structural way of developing software
components and middleware on top of networks. The key feature of the developed
framework was its level of abstraction perceived by programmers by hierarchically
composable components and advanced, interactive/integrated development envi-
ronments. The framework was supposed to allow a faster and more effective grid
application development process by considering advanced component (self-)
management features.

NESSI-GRID The objective of this project was to contribute to the activities of
the Networked European Software and Service Initiative (NESSI) with special
focus on next generation Grid technologies; Services not necessarily only for user
interaction, but also for critical subsystems. The aspect regarding services in the
communication infrastructure and inter operability is not trivial, and it was
expected that output of this activity would be aligned with that of Service Oriented
Knowledge Utilities (SOKU) as defined by the Next Generation Grid expert group.
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INTEGRIS A project which has run since 2010 and ended in 2012, addressing
a novel and flexible ICT infrastructure based on a hybrid power line communi-
cation/wireless integrated communication system for smart electricity grids. The
project covers monitoring, operation, customer integration, demand side man-
agement, voltage control, quality of service control and control of distributed
energy resources. On the communication side, in particular interoperability of the
power line communication, wireless sensor networks and radio frequency identi-
fication are in focus.

REALSMART This project, running from 2010 to 2014, aims to look at smart
grid solutions. From a communication point of view, the solutions sought in this
project relate to measurement collection procedures for phasor measurements to
allow an improved observation of the transmission grid. Among other questions
that need to be addressed, is the handling of the massive amounts of real time data
that are to be collected.

EDGE EDGE is a Danish funded project running from 2012 to 2017, which
aims to develop complex control algorithms for smart grid systems based on power
flexibility from consumers. The role of the communication in this project is in
particular on the interaction between these advanced control algorithms and
strategies and the network dynamics that exist in heterogenous networks.

SmartC2Net This project is a new smart grid project starting in the last part of
2012 until 2015. This project aims to provide an ICT platform that supports
flexible interaction possibilities between control algorithms and strategies, and the
physical entities distributed in the power grid. This entails information reliability
models, flexible reconfiguration of the network, control strategy based QoS con-
trol, network monitoring and security threat analysis.

7.2 Summary

A common denominator of all these projects is the focus of ICT and its role in the
various aspects of critical applications that run over the network. As investigated
in this part, this is necessary as networks are complex, and far from perfect. In
most cases, and in particular for large scaled, general purpose networks (e.g., the
Internet) only probabilistic guarantees can be given, which may or may not be
sufficient for the critical applications. Projects such as CRUTIAL, MAFTIA and
HIDENETS focus to a large extent on the dependability of services in the network
infrastructure, which all concerns both reliability and availability in a distributed
setting elements. Availability and security is strongly linked. These are key ele-
ments when supporting critical infrastructures, and surely lessons learned here will
in some way find the way in future networks.

Projects such as GRIDCOMP and NESSI-GRID focus also on service inter-
action and interoperability as well as on how programmers can integrate software
solutions. This is absolutely a key feature for reliable operation of networks, since
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as also seen in many of the other projects, middleware and software components in
the network will play a key role in future critical networks.

Finally, projects such as INTEGRIS, EDGE and SmartC2Net aim specifically
to address the interaction between control algorithms for smart grids and the
network. For the network, the running application behaviour is critical, as this sets
the requirements to the network that provides the end-to-end communication.
Therefore, understanding the interaction between application and network is
critical, and is manifested to some degree in the need for such projects.

These examples as well as the other non-European efforts, national projects and
initiatives, provides valuable insight in the challenges and solutions of using the
existing network for critical applications. At the end this benefits to save costs for
redeployment of dedicated networks to each critical application that exists. This
makes it necessary to explore and spend funding on research to achieve a reliable
communication infrastructure.

8 Conclusions and Outlook

Communication networks are complex and pose a challenge to distributed systems,
and although these networks offers great advantages of cheap exchange of infor-
mation for various purposes, it is critical not to under estimate the role communi-
cation plays in distributed applications. In particular not for critical infrastructures
which require communication due to their distributed nature. The complexity and
dynamics of the networks are challenged at all levels. Through this chapter, we
looked at basic communication, standards for smart grids, network deployment,
reliability of protocols, security and threats, and also gave a brief overview of what
type of research is or has been ongoing at a European level to address the issues that
need to be tackled for networks to support critical infrastructures.
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