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Preface

Modern society relies on the availability and smooth operation of a variety of
complex engineering systems. These systems are termed Critical Infrastructure
Systems. Some of the most prominent examples of critical infrastructure systems
are electric power systems, telecommunication networks, water distribution sys-
tems, transportation systems, wastewater and sanitation systems, financial and
banking systems, food production and distribution, health, security services, and
oil/natural gas pipelines. Our everyday life and well-being depend heavily on the
reliable operation and efficient management of these critical infrastructures.

The citizens expect that critical infrastructure systems will always be available,
24 hours a day, 7 days a week, and at the same time, they will be managed
efficiently so that the services are provided at a low cost. Experience has shown
that this is most often true. Nevertheless, critical infrastructure systems fail
occasionally. Their failure may be due to natural disasters (e.g., earthquakes and
floods), accidental failures (e.g., equipment failures, software bugs, and human
errors), or malicious attacks (either direct or remote). When critical infrastructures
fail, the consequences are tremendous. These consequences may be classified into
societal, health, and economic. For example, if a large geographical area experi-
ences a blackout for an extended period of time, that may result in huge economic
costs, as well as societal costs. In November 2006, a local fault in Germany’s
power grid cascaded through large areas of Europe, resulting in 10 million people
left in the dark in Germany, France, Austria, Italy, Belgium, and Spain. Severe
cascading blackouts have taken place in North America as well. Similarly, there
may be significant health hazards when there is a serious fault in the water supply,
especially if it is not detected and accommodated quickly. When the telecom-
munication networks are down, many businesses can no longer operate. In the case
of faults or unexpected events in transportation systems, we witness the effect of
traffic congestion quite often in metropolitan areas of Europe and around the
world. In general, failures in critical infrastructure systems are low probability
events, which however may have a huge impact on everyday life and well-being.

Technological advances in sensing devices, real-time computation and the
development of intelligent systems, have instigated the need to improve the
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performance of critical infrastructure systems in terms of security, accuracy,
efficiency, reliability, and fault tolerance. Consequently, there is a strong effort in
developing new algorithms for monitoring, control, and security of critical infra-
structure systems, typically based on computational intelligence techniques and
the real time processing of data received by networked embedded systems and
sensor/actuator networks, dispersed throughout the system. Depending on the
application, such data may have different characteristics: multidimensional, mul-
tiscale, spatially distributed, time series, event-triggered, etc. Furthermore, the data
values may be influenced by controlled variables, as well as by external envi-
ronmental factors. However, in some cases the collected data may be incomplete,
or it may be faulty due to sensing or communication problems, thus compromising
the sensor-environment interaction and possibly affecting the ability to manage
and control key variables of the environment.

Despite the technological advances in sensing/actuation design and data pro-
cessing techniques, there is still an urgent need to intensify the efforts towards
intelligent monitoring, control, and security of critical infrastructure systems. The
problem of managing critical infrastructure systems is becoming more complicated
since they were not designed to be so large in size and geographical distribution;
instead, they evolved due to the growing demand, while new technologies have
been combined with outdated infrastructures in a single system that is required to
perform new and more complex tasks. Furthermore, deregulation and the new
market structure in several of these infrastructures has resulted in more hetero-
geneous and distributed infrastructures, which make them more vulnerable to
failures and attacks. The introduction of renewable energy sources and environ-
mental issues have incorporated new objectives to be met and new challenges in
the operation and economics of some of these infrastructures (for example, power
systems, telecommunication, water distribution networks, and transportation).

Two important notions that captivate the attention of researchers and of the
industry are the concepts of cyber-physical systems and system of systems. Cyber-
physical systems are the result of the interconnection and interaction of the cyber
(computation) and the physical elements in a system. Embedded sensors, com-
puters, and networks monitor and collect data from the physical processes; in turn,
it is possible to control the physical processes through the analysis and use of the
data collected to take appropriate actions for retaining the stability and security of
the system.

The system of systems concept arose from the interconnection of independent
systems in a larger, more complex system. These formerly independent systems
may now be interacting or be interdependent. There are dependencies between
infrastructures (e.g., a fault in the power system removes the supply to a water
pump and thus, the water supply to an area), or in some cases interdependencies
(e.g., a fault in the power system causes the oil/natural gas pipeline pumping
stations to stop working, and as a consequence the supply of fuel to the power
station is interrupted). Critical infrastructure dependencies and interdependencies
pose an even higher degree of complexity, particularly on the appropriate mod-
eling and simulation of the effects that one infrastructure has on another
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infrastructure. The fact that fewer people nowadays understand how these net-
works operate and the interactions between all the components, creates a necessity
for further research and in-depth analysis of the various infrastructures.

Given the current challenges faced by critical infrastructures and given that it is
not realistic to consider rebuilding them from scratch, it is necessary to derive
approaches and develop methods to transform and optimize these infrastructures
through the use of instrumentation, embedded software, and ‘‘smart’’ algorithms.
In the global effort towards developing a more systematic and efficient approach
for all critical infrastructures, it is useful to consider that these systems have some
common characteristics. Critical infrastructure systems are safety critical systems
that are complex in operation, spatially distributed, dynamic, time-varying, and
uncertain. There is a wealth of data that can be obtained from various parts of these
systems. Their dynamics have significant similarities in their analysis, while the
effects of faults or disturbances can be modeled in similar ways.

This book was motivated by the European Science Foundation COST Action
Intelligent Monitoring, Control, and Security of Critical Infrastructure Systems
IC0806 (IntelliCIS) and is supported by the COST (European Cooperation in
Science and Technology) Office. The book aims at presenting the basic principles
as well as new research directions for intelligent monitoring, control, and security
of critical infrastructure systems. Several critical infrastructure application
domains are presented, while discussing the key challenges that each is facing.
Appropriate state-of-the-art algorithms and tools are described that allow the
monitoring and control of these infrastructures, based on computational intelli-
gence and learning techniques. Some of the book chapters describe key termi-
nology in the field of critical infrastructure systems: risk evaluation, intelligent
control, interdependencies, fault diagnosis, and system of systems.

The Chapter ‘‘Critical Infrastructure Systems—Basic Principles of Monitoring,
Control, and Security’’ provides an overview of critical infrastructure systems. It
describes the basic principles of monitoring, control, and security and sets the
stage for the rest of the book chapters. Chapters ‘‘Electric Power Systems’’,
‘‘Telecommunication Networks’’, ‘‘Water Distribution Networks’’, and
‘‘Transportation Systems: Monitoring, Control, and Security’’ concentrate on four
key critical infrastructure systems: electric power systems, telecommunication
networks, water distribution networks, and transportation systems. Their basic
principles and key challenges are described.

Chapters ‘‘Algorithms and Tools for Intelligent Monitoring of Critical
Infrastructure Systems’’, ‘‘Algorithms and Tools for Intelligent Control of
Critical Infrastructure Systems’’, and ‘‘Algorithms and Tools for Risk/Impact
Evaluation in Critical Infrastructures’’ focus on algorithms and associated tools for
intelligent monitoring, control, and security of critical infrastructure systems, as
well as risk/impact evaluation. The chapters provide the necessary theory, but also
provide real life examples in the application of these tools and methodologies.

The Chapter ‘‘Infrastructure Interdependencies—Modeling and Analysis’’
presents several approaches for modeling critical infrastructure interdependencies.
The Chapter ‘‘Fault Diagnosis and Fault Tolerant Control in Critical Infrastructure
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Systems’’ provides a theory-based overview of fault diagnosis and fault tolerant
control in critical infrastructure systems and illustrates the application of these
methodologies in the case of water distribution networks.

The Chapter ‘‘Wireless Sensor Network Based Technologies for Critical
Infrastructure Systems’’ examines the role of telecommunication networks in
supporting the monitoring and control of critical infrastructure applications. The
physical network is examined, as well as reliability and security issues. The
Chapter ‘‘System-of-Systems Approach’’ concentrates on the reliability, security,
risk, and smart self-healing issues in critical infrastructures, viewed from a system
of systems perspective. The interdependencies between systems are examined with
a focus on the electric power grid. Finally, the Chapter ‘‘Conclusions’’ discusses
the main attributes that a future critical infrastructure system is expected to have
and provides some potential future research directions in the areas of intelligent
monitoring, control, and security of critical infrastructure systems.
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Critical Infrastructure Systems: Basic
Principles of Monitoring, Control,
and Security

Georgios Ellinas, Christos Panayiotou, Elias Kyriakides
and Marios Polycarpou

Abstract Critical Infrastructures have become an essential asset in modern
societies and our everyday tasks are heavily depended on their reliable and secure
operation. Critical Infrastructures are systems and assets, whether physical or
virtual, so vital to the countries that their incapacity or destruction would have a
debilitating impact on security, national economy, national public health or safety,
or any combination of these matters. Thus, monitoring, control, and security of
these infrastructures are extremely important in order to avoid the disruption of
their normal operation (either due to attacks, component faults, or natural disas-
ters) or to ensure that the infrastructure continues to function after a failure event.
This chapter aims at presenting the basic principles and new research directions for
the intelligent monitoring, control, and security of critical infrastructure systems.
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1 Introduction

Everyday life relies heavily on the reliable and secure operation and intelligent
management of large-scale critical infrastructures and any destruction or disrup-
tion of these infrastructures would cause tremendous consequences and will have a
debilitating impact on security, national economy, national public health or safety,
or any combination of these matters [1]. Specifically, critical infrastructures are
defined as ‘‘assets, systems, or parts thereof, essential for the maintenance of vital
societal functions, health, safety, security, economic, or social well-being’’ [2].
Thus, citizens nowadays expect that critical infrastructures will always be avail-
able and that they will be managed efficiently (with low cost).

Examples of Critical Infrastructures (CIs) include, amongst others, the elec-
trical power plants and the national electrical grid, oil and natural gas systems,
telecommunication and information networks, transportation networks, water
distribution systems, banking and financial systems, healthcare services, and
security services. Figure 1 shows the South East Asia—Middle East—Western
Europe 4 (SEA-ME-WE 4) undersea fiber-optic transport network as an example
of a (telecommunications) critical infrastructure. SEA-ME-WE 4 is a fiber-optic
cable system approximately 19,000 km long that is used to carry information
(providing the primary Internet backbone) between South East Asia, the Indian
subcontinent, the Middle East, and Europe. This cable connects a large number of
countries and is used to carry telephone, Internet, multimedia, and various
broadband data applications utilizing a data transmission rate of 1.28 Tbps.

The monitoring, control, and security of critical infrastructure systems are
becoming increasingly more challenging as their size, complexity, and interactions
are steadily growing. Moreover, these critical infrastructures are susceptible to
natural disasters (such as earthquakes, fires, and flooding), frequent faults (e.g.,
equipment faults, human error, software errors), as well as malicious attacks
(directly or remotely) (Figure 2 shows possible threats to critical infrastructures).

There is thus an urgent need to develop a common framework for modeling the
behavior of critical infrastructure systems and for designing algorithms for intelligent
monitoring, control, and security of such systems. This chapter aims at presenting the
basic principles and new research directions for the intelligent monitoring, control, and
security of critical infrastructure systems. Subsequent chapters in this book provide
more specific information on the monitoring and control of particular infrastructures
such as Electric Power Systems (Chapter ‘‘Electric Power Systems’’), Telecommu-
nication Networks (Chapter ‘‘Telecommunication Networks’’), Water Distribution
Networks (Chapter ‘‘Water Distribution Networks’’), and Transportation Systems
(Chapter ‘‘Transportation Systems: Monitoring, Control, and Security’’). Additional
information on algorithms and tools for CI monitoring and control, as well as on critical
infrastructure interdependencies are included in later chapters. In particular, Chap-
ters ‘‘Algorithms and Tools for Intelligent Monitoring of Critical Infrastructure
Systems,’’ ‘‘Algorithms and Tools for Intelligent Control of Critical Infrastructure
Systems,’’ and ‘‘Algorithms and Tools for Risk/Impact Evaluation in Critical

2 G. Ellinas et al.
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Infrastructures’’ describe different algorithms and tools for intelligent monitoring and
control and for risk/impact evaluation of CIs, while Chapter ‘‘Fault Diagnosis and
Fault Tolerant Control in Critical Infrastructure Systems’’ addresses specifically the
problems offault diagnosis and fault tolerance control in critical infrastructure systems.
In addition, Chapter ‘‘Infrastructure Interdependencies: Modeling and Analysis’’ dis-
cusses modeling and analysis of infrastructure interdependencies, Chapter ‘‘Wireless
Sensor Network Based Technologies for Critical Infrastructure Systems’’

Fig. 1 SEA-ME-WE 4 undersea fiber-optic cable system (in bold) as an example of a
(telecommunications) critical infrastructure
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Fig. 2 Threats to critical infrastructures
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describes wireless sensor network based technologies for CIs and Chap-
ter ‘‘System-of-Systems Approach’’ presents a system-of-systems approach for the
intelligent monitoring, control, and security of critical infrastructures.

2 Disruption of Critical Infrastructures

A failure event in CIs (accidental or intentional) is defined as a negative event
which influences the inoperability of infrastructures and subsystems, where the
inoperability of an infrastructure or subsystem is defined as the inability to perform
its intended function. An example of a failure event in the CI shown in Fig. 1 was
the January 2008 accidental destruction of the submarine system’s fiber-optic link
(speculated to have happened by a ship’s anchor outside Alexandria’s port). As a
result of this accident, Internet services were widely disrupted in the Middle East
and in the Indian subcontinent, including more than 50 % disruption on Internet
services in some of the countries affected.

Note that throughout this chapter the term ‘‘failure’’ denotes infrastructure
failures while the term ‘‘fault’’ denotes component faults that even though cannot
be avoided they can be dealt with by utilizing redundancy, such that, even under
some component faults, the infrastructure continues to operate. Thus, an overall
system requirement is that the system should continue to operate (perhaps sub-
optimally) even when one or more of its constituent components have failed.
However, when a system operates at a suboptimal point it could potentially waste
energy and other resources, or operate at a high risk region. This creates a false
sense of security for the entire system. Thus, autonomous ways for quickly
detecting, isolating, and recovering the faults are needed for the successful
deployment of critical infrastructures as it is discussed in detail in the sections that
follow. This is because a fault that goes unattended for a long period of time can
cause both tangible and intangible losses for the company/organization that pro-
vides the service, as well as for its clients. Therefore, the current trend is for more
and more CIs to provide services that are virtually uninterruptible.

Table 1, for example, shows examples of monetary losses (per hour) incurred
by various industries when even simple IT outages occur in their networks [3]. On
average, businesses lose between $84,000 and $108,000 (US) for every hour of IT
system downtime, according to estimates from studies and surveys performed by
IT industry analyst firms. Losses in these industries can be tangible or intangible.
Tangible/direct financial losses include such things as lost transaction revenue, lost
wages, lost inventory, and legal penalties from not delivering on service level
agreements. Conversely, intangible/indirect financial losses may include lost
business opportunities, loss of customer/partner goodwill, brand damage, and bad
publicity/press.

One important aspect of CIs related to their management is that they consist of
various autonomous systems due to deregulation. This makes coordination and
protection more difficult, since each autonomous system may have its own

4 G. Ellinas et al.
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objectives. A failure event can also be propagated or propagate its effects to other
interdependent infrastructures, according to specific concepts of proximity (e.g.,
geographical, physical, cyber, etc.). This is due to the interdependencies that exist
between infrastructures. These interdependencies are mostly highlighted when
infrastructures are experiencing catastrophic natural disasters or are under terrorist
attacks and there is an attempt to respond and recover from severe disruptions in
the infrastructures [4]. Because of the interdependencies between critical infra-
structures, potential failures in one infrastructure may lead to unexpected cascade
failures to other infrastructures that may have severe consequences.

Specifically, over the last few years, several efforts have been undertaken in the
literature on how to take measures aimed at preventing/reducing risks, preparing for,
and protecting citizens and critical infrastructures from accidental faults, terrorist
attacks, and other security related incidents. These measures entail (i) identifying
critical infrastructures and interdependencies and developing risk assessment tools
and methodological models for the critical infrastructures, (ii) developing moni-
toring, control, and security strategies for these infrastructures based on the risk
assessment tools, (iii) developing contingency planning, stress tests, awareness
raising, training, incident reporting, etc., as part of the prevention and preparedness
strategy, and (iv) developing protection mechanisms, as part of the response strat-
egy, that can enable the infrastructure to recover from the failure/attack.

3 Modeling of Critical Infrastructures

The problem of controlling and managing critical infrastructures is becoming more
and more difficult as CIs are becoming very large due mainly to the growing
demand for the services they provide. Furthermore, deregulation has resulted in
more heterogeneous and distributed infrastructures, and has created more inter-
dependencies between them, which make them more vulnerable to failures and
attacks. As these infrastructures become larger and more complex, fewer people
understand how these networks work and the interactions between all the com-
ponents. Thus, models are created in order to represent these infrastructures and try
to predict their behavior under failure/attack scenarios.

Table 1 Projected losses/hour for various industries during IT outages [3]

Industry Typical hourly cost of downtime (in US dollars)

Brokerage service 6.48 million

Energy 2.8 million

Telecom 2.0 million

Manufacturing 1.6 million

Retail 1.1 million

Health care 636,000

Media 90,000
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It is important to note that even though critical infrastructures apply to different
sectors and provide different types of services, they share certain characteristics,
which enable the creation of a common modeling framework that can be applied to
any type of critical infrastructure. For example, CIs are safety-critical systems with
similarities in the impact of failures, they are dynamic, complex, and large scale,
and they are data rich environments that are mostly spatially distributed and time-
varying.

Because of the large scale and the great importance of the various critical
infrastructures, real practical solutions, such as introducing scenarios and trig-
gering events for analyzing the effect on critical infrastructures, are not feasible.
Thus, the modeling and analysis of critical infrastructures are the best and safest
methods that can be used to understand the best way to monitor and control these
infrastructures, as well as to understand how the infrastructures function in the
presence of a failure event, and how they can recover from such an event.

There are a number of ways that can be utilized to model critical infrastructures
including network flow models, system dynamics models, agent-based models, as
well as combinations of these models. Clearly, there is a large body of work in the
literature on the modeling of critical infrastructures that cannot be elaborated on in
this chapter. However, as an indicative example, individual critical infrastructures
can be described as complex adaptive systems (CASs), since they are complex
collections of interacting components in which change often occurs as a result of a
learning process (influenced by past experiences and adapting to future expectations)
[5]. The CAS methodology does not only model the infrastructure as a collection of
individual components, but also considers the synergies and interactions between
components (adding an additional complexity exhibited by the infrastructure as a
whole), an attribute termed as the ‘‘emergent behavior of the system’’. Figure 3
shows a representation of a critical infrastructure as a CAS.

Strategies

Dependencies

Regulations

Market

CapabilitiesObjectives

Fig. 3 Modeling of a critical infrastructure as a complex adaptive system (CAS) [adopted from 7]

6 G. Ellinas et al.



An efficient way to model critical infrastructures (under the CAS methodology)
is to consider each component of the critical infrastructure as an agent entitythat
has a specific location (e.g., geographical, logical, cyber location, etc.), certain
capabilities, and memory in terms of past experiences [6]. As an example, consider
an agent identity that models a fiber-optic link that is part of a telecommunications
infrastructure (example of Fig. 1). The fiber’s physical location can then be the
location attribute of the agent; the capabilities of the fiber (agent) can include its
ability to transmit information (e.g., the number of wavelengths multiplexed on the
fiber, the bit-rate for each wavelength, etc.), as well as how it responds to failure
events (e.g., redirecting the flow of information to other fibers). The memory
attribute of the agent in this case can include such information as the average and
peak traffic flow through that fiber, the number of wavelengths utilized, etc. It is
also important to note that each infrastructure component (agent) communicates
with other agents (receives information from some agents and sends information to
other agents) so as to model the synergies and interdependencies between com-
ponents in a critical infrastructure as well as to model the state of the agents.

4 Monitoring and Control of Critical Infrastructures

Based on the CI modeling framework, there is a need to develop techniques for
efficient monitoring and control of CIs. Monitoring and control of CIs can be
realized utilizing networked intelligent agent systems that have sensing (for
monitoring) and actuator (for control) capabilities, as well as communication,
computing, and data processing capabilities. An example of such an agent is
shown in Fig. 4. These agents can also potentially communicate amongst them-
selves and cooperate to effect fault accommodation and self-healing during a fault/
attack event.
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4.1 Monitoring of CIs

With the advancement in technology over the years, remote monitoring of critical
infrastructures has become easier, providing an effective tool for the control of these
infrastructures. However, it is important to note that even though technology has
become more capable, infrastructures have also become more complex, thus having
as a net result the increased difficulty in efficient monitoring of these infrastructures.
Nevertheless, the ability of network operators to better prepare for and respond to
failures has greatly improved through the enhanced capabilities that are possible
nowadays for remotely monitoring and controlling critical infrastructures.

One of the problems that received considerable attention in the literature
concerning the monitoring problem of CIs is the question of the placement of these
intelligent agents (as well as how many should be used) with sensing and actuator
capabilities. This placement will then facilitate various objectives of the CI under
investigation, including the control, fault diagnosis, and security objectives. This is
achieved in one of several ways; for example, the data gathered via the sensing
capabilities can provide a central control module with information on the state of
the CI that can be utilized for effective system control. In another example, the
sensing information can be utilized by the intelligent agents (possibly in cooper-
ation with other agents in a decentralized manner) to effectively address fault
diagnosis and security. The different architectures that can be used to control the
network are described in detail in Sect. 4.2 that follows, whereas this section deals
specifically with the problem of monitoring the CIs.

Efficient monitoring and control in any distributed system requires the use of
sensors and actuators which are installed at optimal (or near optimal) locations, in
accordance to certain objectives. In general, the problem of where to place
facilities, sensors or actuators, in order to keep certain objectives and constraints
satisfied within a network has been examined in various research disciplines. This
section outlines several sensor and actuator placement techniques using as case
studies power and water distribution networks. It should be noted, though, that
most of the sensor and actuator placement approaches can in general be applied to
many different CIs (with variations on the quantities measured and controlled
depending on the CI examined).

In general, the sensor and actuator placement problem in networks can be
considered as a combinatorial problem of selecting certain locations out of all the
possible locations in the network for the installations. However, in practice, due to
the large-scale nature of these networks and the large number of possible instal-
lation locations, the solution space may be non-tractable. The general solution
methodology is to formulate the sensor and actuator placement problem as a
mathematical program with one or more objective functions and constraints, and to
utilize an optimization methodology such as linear, quadratic, non-linear, or
evolutionary optimization algorithms considering either one, or multiple objec-
tives. Furthermore, in the case of multiple objective formulations, a single optimal
solution may not be available, and as a result, a decision maker should make a
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selection based on the solutions which reside on a Pareto front, through expert
reasoning.

In relation to the two critical infrastructures utilized as use cases in this section,
it is observed that both electric power systems and water distribution networks
share certain similarities with respect to the sensor placement solution methods
used in the literature. For the case of power systems, various approaches have been
outlined in the literature addressing the problem of sensor placement for power
system observability as well as approaches for sensor placement for minimizing
power system state estimator accuracy. For the case of water distribution networks,
most of the approaches deal with sensor and actuator placement for water quality
monitoring, control, and security.

Specifically, for the case of electrical networks, the increase in electricity
demand and the need to decrease the cost of electricity production has forced
electric utilities to operate their system close to their physical limits. This fact
makes the electric utilities prone to various contingencies and/or complex inter-
actions that may lead to islanding or blackout; thus, the monitoring of power
systems is an essential need for their normal operation. Monitoring information in
power systems is provided in terms of measurements utilizing various sensors
(measurement units), placed in strategic locations of the power system network.
The sensors used nowadays in the measurement system of the electric utilities are
separated in two categories, namely the conventional and the synchronized mea-
surement units. The conventional measurement units usually provide measured
electric quantities to the control center every 3–5 s. The category of the conven-
tional measurements includes measurements of real and reactive power flow of a
transmission line, real and reactive net power injection in a bus, voltage magnitude
of a bus, current magnitude flow of a transmission line, and transformer tap
changer position. Synchronized measurement units (called Phasor Measurement
Units (PMUs)) that use the Global Positioning System (GPS) for synchronization
are also used to provide extremely accurate voltage and current phasor measure-
ments in a very fast reporting rate (up to 60 phasors per second).

In order to have a unique and reliable solution by the state estimator (located at
the Supervisory Control and Data Acquisition (SCADA) controller as it will be
described in Sect. 4.2 that follows), proper sensor placement for rendering the
system observable is needed. Therefore, the development of methodologies for
sensor placement for making the power system fully observable has been inves-
tigated by several researchers. For example, with the deployment of PMUs in the
power system, many researchers have dealt with the placement of the minimum
number of PMUs to make the system observable (either by utilizing PMUs only or
by utilizing both PMUs and conventional measurement units). Besides the
observability issue, many approaches aim at improving state estimator accuracy by
determining the optimal placement of sensors. For example, in [8], a methodology
which determines which measurements should be added in the measurement
system for making the system observable was proposed. In addition, in [9], a
methodology for finding the minimal PMU placement for making the system
(topologically) observable was proposed with the utilization of a dual search
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technique which is based on both a modified bisecting search and a simulated
annealing method. The modified bisecting search is executed first for fixing the
number of PMUs that will be placed, and then the simulated annealing based
method determines the placement set that will make the power system topologi-
cally observable. Furthermore, other techniques aim to determine the optimal
PMU locations in case of complete or incomplete observability using a graph
theoretic procedure [10] and a non-dominated sorting genetic algorithm [11],
without taking into consideration the presence of conventional measurements.

It should be noted that the conventional measurement units are already installed
in the measurement system of the electric utilities constituting an irreplaceable
source of measurements providing valuable information to the control centers.
Further, the trend of the various stakeholders is to install PMUs incrementally
since the high cost of rendering a power system observable only by PMUs is
unaffordable. Therefore, significant research activity has also been undertaken for
the development of methodologies for determining the optimal PMU locations in
the presence of both synchronized and conventional measurements [12–14].
Finally, as it is desired by the electric utilities to accommodate accurate and
reliable state estimators at their control centers (so as to provide power flow and
voltage stability analysis), the accuracy of the state estimator is also very
important. This accuracy is however heavily dependent on the quality of the
measurements, the measurement redundancy, and the measurement unit configu-
ration. Hence, another issue that is extensively investigated by many researchers is
the determination of the optimal sensor placement for improving the accuracy of
the state estimator [15–18].

The second use case of water distribution networks also utilizes sensors to
measure relevant quantities that can be utilized for the efficient control of the
network during normal operation and operation under failure conditions. Since the
sensors measuring quality characteristics, as well as the actuators responsible for
water disinfection, are quite expensive, and not feasible to deploy everywhere in
the network, various methodologies have again been proposed to optimize (using
some objective function) the placement of a limited number of sensors and
actuators in water distribution networks. In addition to solving the quality
observability problem, e.g., detecting a contamination event given a certain sensor
placement, the problem has also been examined from the control perspective (see
Sect. 4.2) as well as from the security perspective, for computing sensor place-
ments which minimize the risk of severe impact (as outlined in Sect. 5.3).

The ‘‘Set Covering’’ method was one of the first mathematical formulations of
the placement problem and it has since been applied in various fields, such as in
facility location [19]. According to this approach, an integer optimization program
is formulated in order to determine a set of nodes from a topological graph to
install facilities, so that all the remaining nodes are next to at least one facility. A
related approach is the ‘‘Maximal Covering’’ formulation described in [20] for the
calculation of a set of nodes which maximize the population served in an area
within a certain distance. The mathematical program tries to maximize the number
of people served, constrained by a fixed number of facilities and a limiting service
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distance. The authors in [20] examined heuristic search and linear programming as
possible methods for solving this problem. A similar formulation to the Maximal
Covering was considered in [21], which selected the locations to install water
quality sensors in drinking water distribution systems, so that the largest volume of
water consumed was examined. Following this formulation, aiming at solving
bigger networks, other works utilized heuristics [22] and genetic algorithms [23].
Furthermore, a mixed-integer problem formulation was presented in [24] and a
multi-objective weighted-sum extension of [21] was presented in [25] which
considered certain physical network characteristics and time-delays.

Clearly, there are a number of methods and techniques for placing the sensors
(and actuators) depending on the measurable quantities and on the critical infra-
structure monitored. However, as previously mentioned, most of these techniques
can be applied to different CIs as these infrastructures have a number of common
characteristics and control/security objectives.

4.2 Control of CIs

Based on the data received by the sensors and communicated to the controllers,
there is a need to develop intelligent data processing methods for extracting
meaning and knowledge out of the data, analyzing, and interpreting the data, such
that systems are controlled and faults are detected, isolated, and identified as soon as
possible, and accommodated in future decisions or actuator actions. Processing this
information is becoming more and more complex for large-scale critical infra-
structure systems, due mainly to the large volume of data obtained and due to the
fact that the monitored data may have different characteristics (multi-dimensional,
multi-scale, spatially distributed, etc.). Further, as infrastructures get quite large and
complex, it is also difficult to anticipate the data that will be received (combinatorial
explosion).

Subsequently, the monitored data received and the knowledge extrapolated will
be utilized to design software, hardware, and embedded systems that can operate
autonomously within the CIs in some intelligent manner. The ultimate goal would
be to create smarter infrastructure systems that can provide real-time decisions in
the management of large-scale, complex, and safety-critical systems, including
functionalities such as system identification, prediction/forecasting, optimization,
scheduling and coordination, as well as fault monitoring/isolation/accommodation
(including different types of abrupt and incipient faults). Figure 5 illustrates a
generic figure of a controller module and its communication links. This module
receives information from the CI system, processes this information and outputs
system information, warnings, and alarms, and also communicates with the agents
placed at the CI system remote locations in order to control the system via specific
control/actuator actions.

Clearly, the architecture used for monitoring and control of the CI will dictate
how the information obtained by the sensors can be used to meet the objectives of
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the CI. There are several control architectures that can be used in CI systems
including centralized, distributed, and hierarchical as shown in Fig. 6.

In the case of the centralized control architecture, all monitored information is
processed at a single central controller entity, whereas at the opposite spectrum in
the distributed approach there is no central controller and local controllers (net-
worked agent systems) process the information themselves and communicate/
cooperate with neighboring agents in order to formulate a control action (including
fault detection, isolation, and accommodation). An architecture that contains
aspects of both the centralized and distributed approach is the hierarchical control
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architecture where (local) controllers communicate with a central (global) con-
troller (and with each other via this central controller) and some of the data
processing is performed (and control action decisions taken) at the local controllers
while others take place at the central controller.

Clearly, each one of these architectures has its advantages and drawbacks and
the question of which one to use depends on several characteristics of the infra-
structure as well as metrics/objectives that are of interest. For example, in terms of
scalability, the distributed control approach is the best, as it allows the network
infrastructure and the controlled elements to grow to large numbers without any
effect on the architecture. On the contrary, a centralized approach cannot scale to
large numbers of controlled elements, as limits in database sizes, memory, pro-
cessing speed, etc., start to appear as the infrastructure grows.

In general, centralized techniques have complete information of the state of the
network and can provide optimal solutions for some of the network functionalities (in
contrast to distributed approaches who may not have complete and updated infor-
mation on the network state that may result in sub-optimal solutions). However,
centralized approaches do not scale, they require large databases, and they may have
to process a very large amount of data. The hierarchical control architecture model
can be seen as a (hybrid) technique that shares advantages from both the centralized
and distributed approaches, as some of the control/fault management functionalities
are undertaken at the local controllers and others at the central (global) controller.

Most of the control architectures for critical infrastructure systems that are
currently deployed typically utilize a supervisory control and data acquisition
(SCADA) system to monitor and control these infrastructures. These industrial
control systems typically incorporate sensors, actuators, and control software that
are deployed at various local or remote locations throughout the critical infra-
structure, wherever equipment needs to be monitored or controlled. SCADA sys-
tems are used for gathering real-time data, monitoring equipment, and controlling
processes in most of the public utilities. A SCADA network can cover large geo-
graphical areas, especially in the case of public utilities, such as water distribution
networks and power systems. An example to demonstrate how geographically
dispersed these systems can be is the SCADA system at the ETSA electric utility
company in South Australia. Because of the vastness of the country and the
remoteness of many of the utility plants and field stations, this system covers more
than 70,000 square miles of terrain, comprising of more than 25,000 physical input/
output points monitoring a large number of network parameters such as current,
temperature, power variables, load shedding systems, and fire alarms [26].

Figure 7 illustrates a generic SCADA network architecture, comprising of a
control center (located at the main plant) and the infrastructure it controls (shown
as remote and local sites). Local sites are locations of the infrastructure that are
collocated with (or very close to) the control center, while remote sites are sites
that are far away from the control center and they are connected to it via a
communications infrastructure. For example, in the figure it is shown that these
sites can be connected to the control center via satellite links, leased lines, or via
public access (e.g., the Internet).
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The control center of the SCADA system is the one responsible for processing
the information received by the remote and local sites and issuing control com-
mands through its communication with the infrastructure local and remote con-
trollers. All main databases (including databases with historic system data),
relevant processors, servers, and controllers are located at the control center of the
SCADA system. The local/remote site controllers (called network controllers or
field devices) include control devices (such as programmable logic controllers
(PLCs), remote telemetry units (RTUs), input/output controllers (IOCs) and
intelligent electronic devices (IEDs)) that are used to implement the control logic,
input/output (I/O) devices (sensors and actuators) that interface with the control
devices, and a SCADA gateway for interfacing with the control center [27].

Specifically, sensors are used to collect monitored data and actuators/controllers
are used to perform actions based on the received sensor data and predefined control
algorithms. At the control center dedicated processors (servers) are used to collect
and analyze the various inputs received from all of the field devices. When the
processing is completed, actions are undertaken in the form of alarms and warnings
(when a fault has occurred), or in the form of a control action (e.g., start and stop
processes, automate processes, control of a specific system component, etc.).

For example, the SCADA system installed in most of the electric utilities
control centers nowadays is responsible for providing the operating condition of
the power system. Some of the tools included in these SCADA systems are
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responsible for contingency analysis, power flow analysis, corrective real and
reactive power dispatch, and bad data detection and correction. Although the
aforementioned SCADA tools are of great importance for assessing power system
conditions, most of them depend heavily on the results of the state estimator. The
state estimator is the main tool in the SCADA system which provides snapshots of
the power system operating condition in consecutive time intervals of 1–5 min.
Specifically, the state estimator provides the state of the power system (i.e., bus
voltage magnitudes and bus voltage angles) by processing redundant measure-
ments provided by various sensors (conventional and synchronized measurement
units) that, as previously explained in Sect. 4.1, are placed in strategic locations of
the power system network.

Another example is the use of a SCADA system in water distribution networks.
This control system is responsible for the delivery of adequate and safe water to
the consumers by administrating the tasks of monitoring and control of water
delivery. The management of the operation of water distribution systems, however,
is a complex task as it involves a large number of subsystems, which need to
constantly operate within the specifications set by regulations, while reducing the
distribution costs. In general, discrete flow measurements are available for some
parts of the network. However, due to the time-varying water demand consump-
tion at each network node, large uncertainties can be observed in the measure-
ments throughout the day. In addition, water distribution systems are prone to
hydraulic faults, e.g., due to leakages or pipe bursts, as well as to quality faults,
e.g., due to accidental or intentional water contamination. Thus, these uncertainties
and possible faults are clearly making the control and management of these net-
works a very difficult task. Figure 8 shows an example of a graphical represen-
tation of a water distribution network (Fig. 8a) and an example of a controller for
such a network (Fig. 8b).

A third example of a SCADA controlled infrastructure is the combined sewage
system (CSS) that combines sanitary and storm water flows within the same
network. The criticality of these infrastructures stems from the fact that during
heavy rain these networks may overload, leading to the release of the excess water
into the environment. However, as this excess water may contain biological and
chemical contaminants, a major environmental and public health hazard may be
created. SCADA systems are thus utilized in these infrastructures for highly
sophisticated real-time control of the system that will ensure the performance of
the network under adverse meteorological conditions (e.g., minimize flooding and
combined sewer overflow to the environment and maximize waste water treatment
plant utilization) [28]. Figure 9 illustrates an example of the control architecture
for a CCS that in this case uses a wireless network and wireless sensor and actuator
devices for monitoring and control.

As previously mentioned, sensors and actuators are deployed at various loca-
tions throughout the critical infrastructure, wherever equipment needs to be
monitored or controlled. Section 4.1 discussed several methods for the intelligent
placement of sensors. Even though in most cases the sensors and actuators are
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Fig. 8 a Graphical representation of a drinking water distribution network. b Example of a
controller for a water distribution network
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collocated, similar placement approaches can be used when the actuator placement
problem is dealt independently of the sensor placement problem.

Let us consider as a use case the problem of actuator placement in water
distribution networks for quality control. Disinfection booster stations are some-
times used by water utilities to reduce the total injected chlorine mass while
keeping the concentration of chlorine throughout the network above a certain
safety level but well below high concentrations which may have harmful effects on
the consumers. The objective in these networks is to control the spatio-temporal
distribution of drinking water disinfectant throughout the network by the injection
of appropriate amounts of disinfectant at appropriately chosen actuator locations.

In general, the problem of selecting locations for installing quality actuators,
although it is related with the sensor placement, is sometimes considered as a
separate problem. In previous works, various optimization formulations were
proposed to solve the problem, while taking into consideration the various con-
straints. A common assumption is that chlorine dynamics are linear, and that a
water demand model which describes consumption at each node is available. For
example, in [29] the problem was formulated as a mixed integer optimization
program, for minimizing the disinfectant dosage which is required to maintain
residuals throughout the water distribution network. A modification of that work
was presented in [30] to reduce the computational burden by adding certain dis-
infectant concentration constraints. Further, a mixed integer quadratic program
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was formulated in [31] for locating booster disinfectants and computing the
injection signals. Multi-objective problem formulations were also presented for
this problem. For example, in [32] the booster actuator placement problem con-
siders two objective functions, the total disinfectant dose and the volumetric
demand; the problem is solved using an evolutionary multi-objective optimization
algorithm. Furthermore, in [33] a multi-objective optimization formulation was
presented using a grid implementation for computational efficiency, while con-
sidering multiple demand scenarios. The previous formulations considered known
demands, however in practice these demands are subject to uncertainties. Thus, in
[34] a stochastic optimization approach was presented, which minimized the
installation cost and disinfectant mass required to satisfy health regulations, while
taking into account demand and chemical reaction uncertainties.

It is evident that the problem of actuator placement in CIs depends on the
controlled quantities and on the type of critical infrastructures controlled. How-
ever, similar to the monitor placement problem, most of the techniques for actuator
placement can be applied to different CIs that share similar characteristics and
control objectives.

5 Security of CIs

5.1 SCADA Security

Clearly, there are fault/security risks to the critical infrastructure (plant) itself (e.g.,
component plant faults), as well as to the control infrastructure (sensors, actuators,
communication links, controllers, etc.). Considering specifically the security risks
due to malicious attacks, it is easily recognizable that the SCADA system con-
trolling the infrastructure is particularly susceptible to attacks. Attacks/failures on
the critical infrastructure can potentially have enormous consequences (monetary
and societal). For example, during the power blackout in North America in 2003,
more than 100 power plants were shut down, affecting 50 million people in the
U.S. and Canada [26]. This emphasizes the need to protect critical infrastructures,
and particularly SCADA systems, especially from targeted attacks [35].

SCADA security was a main focus of the U.S. President’s Information Tech-
nology Advisory Committee in their 2005 report [36]. High probability/high
consequence risks for SCADA systems may include cases where a SCADA system
crashes due to unexpected or unauthorized traffic from ICT systems (denial of
service attacks) [37] or due to virus/worm attacks. In the latter case, a virus or
worm causes unpredictable behavior or shuts down key SCADA components and
disrupts production processes. Examples include the Stuxnet, Zotob.E, and
Slammer attacks that targeted industrial control systems/public utilities in 2010,
2005, and 2003 respectively [38, 39].
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One of the main security issues identified is that a SCADA system is not on a
separate closed network, but rather it is either interconnected with the corporate
network and/or utilizes shared communication medium (e.g., the Internet). Thus,
possible risks for the SCADA systems may include attacks on the TCP/IP carrier
(the protocol is used to facilitate interconnections between components of the
SCADA system), as well as attacks on the SCADA system via the corporate
information network that is usually interconnected to the SCADA network [40–42].

It is evident that comprehensive solutions are required to address security issues
in SCADA systems, especially due to the fact that these systems are large and
geographically diverse, they comprise proprietary hardware and software, and are
interconnected with shared (public) computing and network equipment. These
solutions must be cost-efficient, scalable, and must also not negatively impact the
operations of the infrastructure.

Initially, in order to address these security issues, various organizations
attempted to document the probabilities and consequences of likely incidents for
individual CIs in a risk matrix. For example, an industry best practice called ISBR
(Information Security Baseline Requirements for Process Control, Safety and
Support ICT Systems) [43] was developed by the Norwegian Oil Industry Asso-
ciation to accommodate this procedure. Based on the risk matrices created, stan-
dards were created to provide information technology security solutions in
SCADA systems [44–54]. Clearly, based on the aforementioned risks, there is
increased need to more securely integrate SCADA and ICT systems. This is not an
easy task, as the two technologies have inherent differences and complexities. For
example, SCADA systems have long lifecycles and changes in these systems do
not happen often. On the other hand, ICT systems have much shorter lifecycles and
changes in these systems are frequent. However, despite their differences, sys-
tematic testing of integrated SCADA-ICT systems is required to ensure that both
systems are secure and that the ICT system is not used as a vehicle in order to
attack the SCADA infrastructure.

A recent work on this issue that appears in [55] discusses two strategies for
securing SCADA networks. The first strategy deploys a security services suite that
responds to known risk factors and protocol weaknesses by providing risk miti-
gation facilities. The second strategy analyzes SCADA network traffic using a
forensic tool that can monitor process behavior and trends, investigate security
events, and optimize performance. Both approaches try to provide security for the
SCADA system while having minimal impact on the real-time operations of the
infrastructure.

5.2 Fault Management

Apart from attacks to the SCADA infrastructure, security is also related to fault
management of CIs. Large scale systems in general consist of a large number of
components (sensors, actuators, controllers, communication links, etc.). At any
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point in time, one or more of these components are bound to fail either due to
component degradation, human error, natural disaster, etc., or due to a malicious
attack. Thus, as previously pointed out, an overall requirement is that the system
should continue to operate (perhaps not at an optimal point) even when one or
more of its constituent components have failed.

When a fault or attack occurs, such faults/reconfigurations may remain unde-
tected for long periods of time having a negative impact on the overall system
performance and security. It is important to manage the fault by diagnosing and
accommodating it quickly and efficiently. In particular, the fault diagnosis problem
is subdivided into two problems (a) fault detection and (b) fault isolation/identi-
fication. The first problem determines whether a system has a faulty component or
not, while the second determines the location, the effect, and the impact of the
fault. A key characteristic that makes fault diagnosis feasible is the availability of
‘‘redundant’’ information, either hardware redundancy (e.g., using redundant
(extra) sensors and software) or analytical redundancy (either from explicit
mathematical models or models built from collected data) that combines mea-
surements from other sensors or from the same sensor in past instances [56–59].
Furthermore, fault diagnosis can be addressed from different perspectives e.g.,
from a worse-case analysis point of view or from a stochastic system point of
view. It is thus important to develop algorithms for automatically detecting and
identifying such faults, especially in large-scale critical infrastructures.

In some critical systems (such as space aircraft, airplanes, etc.), hardware
redundancy is preferred. In large-scale critical infrastructures, however, mainly
due to cost considerations, analytical models are preferred over hardware redun-
dancy. Most of the model-based analytical methods use centralized state-estima-
tion techniques (all sensing information is centrally processed). There are,
however, also decentralized fault detection and isolation (FDI) implementations,
such as the work that was proposed in [60], that nevertheless assumed full-mesh
connectivity between all the sensors. Additionally, in [61] a distributed estimation
technique was introduced that only required a sparse but connected network of
sensors, thus reducing the communication complexity. That work was extended in
[62] that defined for each node of the sensor network a bank of micro-Kalman
filters, each utilizing a certain model (the fault models and the nominal one) and
generating a residual sequence (each node then had all different residual sequen-
ces). Each data collection was then analyzed by computing its conditional prob-
abilities (beliefs), given that the corresponding model (hypothesis) of the system
was valid. In order to perform distributed hypothesis testing on all different
hypotheses and reach a common decision, the belief consensus algorithm in [63]
was utilized that allowed computation of conditional probabilities corresponding
to different models of faults. The most likely model was then chosen as the one
with the maximum conditional probability.

Furthermore, as previously discussed, monitoring and control of critical infra-
structures is achieved with the use of a wide deployment of distributed sensing
devices, which provide temporal and spatial information through wired and
wireless links [64]. The information provided by sensors is used for safety-critical

20 G. Ellinas et al.



tasks and decisions; therefore, if one or more of the sensors provide erroneous
information, then the efficiency of the system may be degraded, or even worse, the
system may become unstable, thus jeopardizing the safety of humans and/or
expensive equipment.

Again, one approach to the problem of the sensor fault detection and isolation
(SFDI) is the physical redundancy method. However, in most applications, the
physical redundancy is not feasible due to the high cost of installation and main-
tenance, and space restrictions. Therefore, again, analytical redundancy approaches
for SFDI are widely used [56, 65]. Among them are the observer-based SFDI
schemes, which have been extensively developed for linear dynamic systems. The
general framework of an observer-based SFDI method consists of the generation of
residuals, which are compared with fixed or adaptive thresholds. An initial clas-
sification of the existing observer-based architectures for SFDI in nonlinear systems
is based on the different ways of modeling the inherent system nonlinearity and the
sensor faults. A usual approach is the linearization of the monitored nonlinear
system either at a finite number of operating points [66] or operating zones [67].
Then, the well-established observer-based SFDI methods for linear systems can be
applied. However, the linear approximation of the system introduces additional
errors in the residuals affecting the fault detectability. Also, if the early detection of
a fault is not achieved, it may cause the trajectory to move away from the operating
point or zone, thus making the linearization even less effective.

Recent research work has focused on the detection and isolation of a single
sensor fault in nonlinear uncertain systems [68, 69]. However, the isolation of
multiple sensor faults in nonlinear dynamic systems has become a challenging
problem. Several researchers, using nonlinear models of the monitored systems,
have developed diagnostic schemes based on a single nonlinear observer, capable
of isolating multiple sensor faults with a specific time profile or magnitude, or
assuming a maximum number of their multiplicity. Exciting research results have
been obtained using: (i) a diagonal residual feedback nonlinear observer, for
simultaneous sensor faults, whose number is less than the number of states minus
the number of disturbances [70], and (ii) a sliding mode observer (SMO) [71] and
a neural-network (NN) based observer [72] for bounded sensor faults. Other
approaches are based on a linear matrix inequalities-based observer for isolating at
most two simultaneous sensor faults [73] and a diagnostic adaptive observer for
sensor faults with constant magnitude [74].

On the other hand, there has also been some research activity in addressing the
problem of detecting and isolating multiple sensor faults using a bank of observers.
For concurrent but not simultaneous sensor faults, a Generalized Observer Scheme
(GOS: a bank of observers, in which each observer is driven by all sensor outputs
except for one, e.g., the ith sensor output, and the ith residual is sensitive to all
faults but the ith sensor fault) using NN-based observers has been developed in
[75], while for non-concurrent faults work in [76] proposed a bank of nonlinear
observers designed using differential geometry [77]. Some additional studies have
attempted to apply the Dedicated Observer Scheme (DOS: a bank of observers, in
which each observer of the bank is driven by one sensor output, e.g., the ith sensor
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output, and the ith residual is sensitive only to the ith sensor fault) in nonlinear
systems [78–80]. Furthermore, a bank or banks of observers is also utilized in FDI
techniques in which the sensor faults are formulated as actuator faults [81, 82].

Another approach developed deals with the problem of detecting and isolating
multiple sensor faults in a distributed framework for a class of nonlinear uncertain
systems. To tackle this problem, local SFDI modules were designed, each of which
is tailored to monitor the healthy operation of a set of sensors and capture the
occurrence of faults in this set. The latter is realized by checking the set of struc-
tured residuals that are designed to be sensitive to the faults of the local subsystems,
while being insensitive to faults in other subsystems [83]. The fault isolation aims to
initially localize the set of sensors containing the faulty sensors through the local
SFDI modules and then to localize the faulty sensors themselves by processing the
information acquired from the local SFDI modules using a combinatorial decision
logic. For analyzing the performance of the proposed distributed SFDI architecture,
its robustness is checked with respect to the modeling uncertainties and conditions
are established for fault detectability and isolability [84]. From a practical point of
view, the distributed architecture described implies lower communication
requirements, since the sensor measurements are not transmitted to a single loca-
tion, and increased architecture reliability with respect to security threats.

Finally, [28] presents another FDI method using a timed discrete-event
approach based on interval observers that improves the integration of fault
detection and isolation tasks. In this case, the fault isolation module is imple-
mented using a timed discrete-event approach that recognizes the occurrence of a
fault by identifying a unique sequence of observable events (fault signals). The
states and transitions that characterize such a system can directly be inferred from
the relation between fault signals and faults.

Examples of possible controller architectures specifically utilized for fault
management (fault detection and isolation), based on the generic controller archi-
tectures shown in Fig. 5, are depicted in Figs. 10 and 11. In Fig. 10 it is demonstrated
how such a controller uses the monitored information together with a nominal and a
fault model to decide whether a fault was detected and isolated respectively.

Figure 11 shows the same controller module architectures when a learning
process is also incorporated in relation to the incoming information and the
nominal/fault models. A learning process at the input can be utilized to predict
sensor values as well as reduce the input size, whereas incorporating a learning
process at the nominal/fault models is essential in improving the model parameters
as well as learning new models. The need to develop cognitive fault diagnosis
approaches that can learn characteristics or system dynamics of the monitored
environment is essential in adapting their behavior and predicting missing or
inconsistent data to achieve fault tolerant monitoring and control. The main
motivation for such approaches is to exploit spatial and temporal correlations
between measured variables and to develop algorithms and design methodologies
that will prevent situations where a relatively ‘‘small’’ fault event in one or more of
the components (e.g., sensor, actuator, communication link) may escalate into a
larger fault.
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5.3 Sensor Placement for Security

In Sect. 4 there was an extensive discussion on the sensor placement problem for
monitoring and controlling critical infrastructures. This section presents a variant
of that problem, namely sensor placement but now with security being the
objective. Again, the use case is the water distribution network. The task is to find
sets of locations in the network to install quality sensors, so that a number of
objectives are optimized under various fault scenarios.

A mathematical formulation suitable for the security issues related to the
location selection is the ‘‘p-median’’ [85], with the objective of minimizing the
‘‘maximum distance’’ of a facility. A similar formulation was examined in [86, 87]
for water distribution systems. By considering a number of contamination sce-
narios and their impacts, the authors formulated a mathematical program to
minimize the average ‘‘contamination impact’’. The formulation was extended to
take into consideration imperfect sensors in [88] and the ‘‘p-median’’ formulation
was further examined in a stochastic framework in [89]. A multi-objective
extension was also examined in [90] and in [91] the authors proposed a method-
ology based on this formulation, to determine locations for monitoring disinfection
byproducts.
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In general, the problem of sensor placement for security can be formulated as a
multi-objective integer optimization program [92–94]. A methodology was pro-
posed in [95] to measure the contamination risk, considering contamination
detection faults and its consequences. Some additional single and multiple
objective methodologies for sensor placement have also recently been proposed
[96–98], where several of the issues related to sensor placement strategies were
reviewed.

It is also important to note that in the case of water distribution networks, when
online quality sensors are not available, or do not cover part of the distribution
network, the standard approach is for the water utility to perform manual water
sampling for quality analysis. Water quality may be checked at a few nodes within
a network, and for a few times during the day. Sampling locations may be selected
by water utility personnel in an arbitrary fashion, based on their own experience,
which could be subjective; it may be otherwise chosen using certain regulatory
requirements, depending on consumer distributions and historical data.

In practice, due to the large-scale nature of water distribution networks, as well
as the partial knowledge of the time-varying, hydraulic, and quality dynamics, it is
difficult to optimally identify the best locations and times to conduct manual
sampling, or install on-line quality sensors. In addition, each node in the network
has certain characteristics, such as the outflow water pattern and the number of
customers, which makes the selection problem non-trivial. The problem of manual
sampling was discussed in [99], where the authors examined the problem of
scheduling manual sampling for contaminant detection. They proposed a mixed
integer program for the calculation of the sampling route; i.e., the location and
time to take samples, while considering certain real conditions, such as utility
working hours, the time required for sampling and the traveling time between
nodes. Furthermore, in [100], the TEVA-SPOT software is described for deter-
mining where to install quality sensors for increasing system security.

Again, even though the problem of sensor placement for security depends on
the type of the critical infrastructure monitored and controlled, most of these
techniques can be applied to different CIs with similar characteristics.

6 Conclusions

As pointed out in the preceding sections of this chapter, a large number of
problems associated with the monitoring, control, and security of critical infra-
structures have been extensively studied in the literature. However, there are still a
number of key research issues that are currently under investigation. These
include: (a) Development of suitable control architectures (e.g., distributed,
decentralized, hierarchical, etc.), (b) Development of communication and coop-
eration techniques between intelligent agents, (c) Development of software and
hardware embedded devices to facilitate the monitoring, control, and security
functionalities, taking into account cost, size, reliability, and energy efficiency
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considerations, (d) Development of efficient algorithms for real-time information
processing when the controller receives a very large amount of data, (e) Devel-
opment of intelligent monitoring and control techniques (including cost-efficient
and effective sensor and actuator placement), (f) Development of a common
system-theoretic framework for fault diagnosis and security of critical infra-
structure systems, (g) Cross-fertilization of ideas between the various applications
and between industry and academia, (h) Development of analytical results on
detectability, isolability, fault isolation time, fault recovery, etc. and application of
these analytical results to different infrastructures, and (i) Analysis of the inter-
dependencies between different infrastructures and creation of efficient interde-
pendency models.

Clearly, the aforementioned list is not exhaustive, but rather it provides a
glimpse of some of the issues that need to be resolved efficiently (e.g., taking into
account such metrics as cost, size, reliability, energy efficiency, combinatorial
complexity, etc.) in order to have effective monitoring, control, and security of CIs
capable of quickly and efficiently accommodating changes in the state of the
network infrastructure or other interdependent infrastructures (due to normal
operating conditions or fault/attack scenarios).

The rest of the chapters in this book address some of these issues. Specifically,
Chapters ‘‘Electric Power Systems, Telecommunication Networks, Water
Distribution Networks and Transportation Systems: Monitoring, Control, and
Security’’ address monitoring, control, and security approaches in four of the main
critical infrastructure systems (namely electric power systems, telecommunication
networks, water distribution networks, and transportation systems respectively)
and Chapters ‘‘Algorithms and Tools for Intelligent Monitoring of Critical
Infrastructure Systems,’’ ‘‘Algorithms and Tools for Intelligent Control of
Critical Infrastructure Systems’’ and ‘‘Algorithms and Tools for Risk/Impact
Evaluation in Critical Infrastructures’’ describe different algorithms and tools for
intelligent monitoring, control, and risk/impact evaluation of critical infrastruc-
tures. Furthermore, Chapter ‘‘Infrastructure Interdependencies: Modeling and
Analysis’’ discusses possible approaches for modeling and analysis of infrastruc-
ture interdependencies, Chapter ‘‘Fault Diagnosis and Fault Tolerant Control in
Critical Infrastructure Systems’’ presents fault diagnosis and fault tolerant control
in CIs, and Chapter ‘‘Wireless Sensor Network Based Technologies for Critical
Infrastructure Systems’’ deals with the development of wireless sensor
network-based technologies for CIs. Finally, Chapter ‘‘System-of-Systems
Approach’’ presents a system-of-systems approach for intelligent monitoring,
control, and security of interdependent critical infrastructure systems.

From the description of the work in these chapters, it is clear that there are
several challenging problems and future directions for the management of these
systems. Since this book cannot address the large number of questions that arise, as
well as all the new emerging trends, some of the main ones are noted in Chap-
ter Conclusions that concludes the book as topics for future exploration.
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Electric Power Systems

Antonello Monti and Ferdinanda Ponci

Abstract The electric power system is one of the largest and most complex
infrastructures and it is critical to the operation of society and other infrastructures.
The power system is undergoing deep changes which result in new monitoring and
control challenges in its own operation, and in unprecedented coupling with other
infrastructures, in particular communications and the other energy grids. This
Chapter provides an overview of this transformation, starting from the primary
causes through the technical challenges, and some perspective solutions.

Keywords Power systems � Smart grid �Renewable energy sources �Monitoring �
Control � Distributed resources

1 Introduction

Power systems have been operating for the last about 100 years using the same
fundamental principles. Technology has, so far, allowed an improvement of their
performance, but it has not revolutionized the basic principles. One fundamental law
of physics has been driving the process: because the electrical grid has (nearly) no
structural way to store energy, it is necessary that at every instant the amount of
power generated to be equal to the power absorbed by the loads. In fact, some energy
is naturally stored in the inertia of large generators. This is enough to compensate for
small unbalances, which continuously occur and cause small variations of frequency
and voltage (remaining within rather restrictive limits). Beyond these, violation of
balance leads to voltage perturbation, large frequency variations, and electrome-
chanical oscillations. If corrective measures are not applied in a timely manner, the
system may collapse, resulting in widespread blackouts. In this context, automation
is the way to determine and actuate these measures via the control of the generators.
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The loads are predictable only in a statistical sense, hence the automation is
designed following a demand-driven approach. Based on the prediction of the
load, the bulk of generation is scheduled. At run-time, unexpected deviations are
actively compensated, reaching the due balance of generation and demand. Such a
principle works very well under some clear assumptions:

– generation is ‘‘perfectly’’ controllable and predictable, so that the correction in
the power balance can always be applied to the generation side of the balance

– generation is concentrated as much as possible in large plants, simplifying the
problem of scheduling.

For traditional power systems these assumptions hold perfectly well, and have
driven the design and construction of large power plants as we know them today.

The growing attention to the environmental impact and the consequent rise of
new policies supporting the penetration of renewable energy sources are, vice
versa, real game changers. Two points can immediately make the difference clear:

– generation from renewable energy sources is not perfectly predictable, and
furthermore only in a limited sense controllable

– generation from renewable energy sources pushes to a more decentralized
approach

While it would be incorrect to claim that power systems were not complex
systems in the past, the new scenario is definitely raising the bar, and making
complexity an even more tangible concern. In fact, the direct consequence of the
new scenario is the creation of a stronger link between the electrical energy system
and other infrastructures, such as communications or other energy infrastructures
(e.g., gas grid. Furthermore, the new scenario is undermining the foundations of
the automation principles, calling for a more decentralized approach to system
functions, such as monitoring and control. These are the prime features of the
smart grids.

In this chapter the consequence of the rise of complexity is analyzed in detail
[1]. A review of the basics of power system automation, as implemented today, is
provided. This introduces the final part of the chapter, focusing on cutting edge
research and emerging methods for future electrical power systems.

2 The Arising of Complexity in Smart Grids

As introduced in the previous paragraph, one of the main reasons of complexity in
energy systems is the growing interdependence among infrastructures. We sum-
marize here the types of the interdependent, heterogeneous infrastructures, the
points of coupling, and the arising of complexity.

The presence of intermittent, energy sources, such as renewables, which may
not be reliably predicted and dispatched, enforces the presence of energy storage
(or of other fast dynamic sources) for balancing load and generation [2]. But
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massive deployment of new dedicated energy storage units is technically and
financially challenging, and at some extent may not be even necessary. Instead, for
maximum usage of the existing resources, we need to resume to a broader concept
of energy storage, involving the non-electrical energy grids, such as gas and heat,
and distributed storage resources, such as plug-in electric vehicles. Gas energy is
coupled to electrical energy via thermo-electric devices, such as Combined Heat
and Power Units (CHP). Heat grids and heat storage in buildings is coupled to the
electrical system through CHP and heat pumps. Plug-in electric vehicles are
coupled to the electrical power grid through their batteries. Eventually, the elec-
trical system is coupled with the gas, heat, and traffic systems.

Various business models are under consideration for the joint operation of these
interconnected systems, including the creation of new markets for reserves and
reactive power, and the establishment of Virtual Power Plants, Virtual Storage
Systems, Dual Demand Side Management systems. The economic operation of
these businesses and related markets represents yet another type of infrastructure,
and another source of interdependence between the aforementioned infrastructures.

The coherent operation of all these infrastructures, and the unprecedented
interactions between the generation, transmission and distribution sections of the
power system, make the communications critical as never before. The commu-
nication infrastructure is coupled with all the aforementioned infrastructures and
constitutes their glue (one of the main efforts in this direction are the European
projects Finseny [3] and FINESCE [4]).

For interdependent grids, the distribution of control and monitoring functions is
a necessity. In fact, the central control is infeasible and undesirable, particularly
due to the minute granularity of some of the actors in the smart grid.

The resulting energy system is not only a complicated system made of many
parts. It is also a complex system, that is, a system whose global behavior may not
be inferred from the behavior of the individual components, and where no single
entity may control, monitor and manage the system in real time [5]. The effect of
the interdependencies is largely unknown and unforeseeable, in the absence of a
clear view of the coupling points, of ways to model it, and of models, data and
measurements. Besides, no way to predict the behavior means no way to control
the behavior. Let alone more practical issues, such as the interdisciplinary har-
monization of the standards, shared knowledge, and more. The vision of the smart
grid as the complex system outlined above yields practical effects on the enablers:
(1) education and training, (2) tools, (3) methods and design.

2.1 Education

Interdisciplinary study (and research, for that matter) has long been a buzz word in
academia. Nonetheless the instruments to make it happen are extensively lacking,
as the legal and organizational background is not ready for it. The integration of
the disciplines of Electrical Engineering alone, and of closely related fields, is in

Electric Power Systems 33



itself a challenge. The creation of truly interdisciplinary areas, with related official
degrees, conflicts with a structure that was developed for very different (and
sometimes openly opposite) educational needs. In practice, though, besides the
implementation issues, there is a more fundamental question to be addressed, and
that is: what is the right curriculum for the smart grid engineers? And in particular,
what should the ideal new hire of an energy service company know? What are the
topics for her/his life-long education program?

Academic education is not the only competence-building environment affected
by these challenges. Professional formation and training at all levels are equally
affected. The lack of field experience, of the possibility to train in the field, and of
trainers themselves, completes the picture.

2.2 Tools

Tools may mean: (a) the numerical tools to carry out the analysis of the complex
smart grids, or (b) the technologies for de-risking new devices and algorithms,
supporting the transition from numerical to in-field testing. These tools are pri-
marily numerical simulators, and Hardware in the Loop (HIL) and Power Hardware
in the Loop (PHIL) testing platforms. An example of application to interdependent
heterogeneous systems that are part of a smart grid can be found in [6].

In a nutshell, these tools should support:

• multi-physics, multi-technology environment, to allow for representing all
kinds of dynamic interdependencies

• multidisciplinary environment, fit for diverse users, working at different aspects
of the same simulation scenario, with universally understood knowledge

• dynamic and reconfigurable model definition, enabling different users to
interact with the simulation schematic focusing though on different levels of
detail and obtaining results in a reasonable time

• high-level graphic visualization to support system analysis for the different
disciplines, hence providing on one hand the favorite individual visualization
options (oscilloscope-like, color-code-like,…) and on the other hand able to
synthesize a ‘‘system-picture’’

• uncertainty propagation, from the sources of uncertainty (e.g., renewable
generation, loads, prices) through the discipline borders to the entire system.

2.3 Methods and Design

The lack of methods for representing and analyzing the smart grid as a complex
system, and the lack of performance metrics for such a complex system, result in
lack of methods for designing holistic controls and for designing components fit
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for this environment. The complex smart grid must be designed to manage
uncertainty and inconsistencies, to be resilient and gracefully degrade when nec-
essary. This implies that all the interdependent systems that the smart grid com-
prises must have these features, and use them in a coherent way.

We have here briefly described the factors that make the smart grid complex
and some consequences. These consequences impact very different worlds, from
the education and training, to the manufacturing of components, to development of
numerical tools, to the philosophy of design. An enormous innovation in tech-
nology and tools is required, together with a deep change of mentality, for the
transition to the smart grid to occur. The bright side is that a successful under-
taking in the energy sector in the aforementioned directions may then be migrated
to other sectors, with widespread benefits for all.

3 Challenges of the Future Grid

3.1 Characteristics of the Present Grid

Most of the existing power systems present common characteristics. The main
ones, which are expected to be subject to change, are summarized here and pic-
torially shown in Fig. 1. Here the power system is shown in its main sections:
generation in large power plants; transmission grid to transport the energy at high
voltage and for long distances to the location of the demand; and medium and low
voltage distribution grid that provides energy to the end users, who may be
domestic, commercial or industrial.

Generation is highly concentrated in bulk power plants. These plants can be
controlled, in a small signal sense, as briefly outlined in the introduction, to
compensate for the variations caused by temporary unbalances of energy supply
and demand. However, because of the large inertia of the generators in bulk power
plants, and the slow dynamics of non-electrical actuators (e.g., fuel injection), the
responsiveness to large variations of demand is very slow. So, while this inertia is
beneficial to the overall system, as it constitutes a form of energy storage, on the
other hand it makes the control of large, fast variations extremely challenging, if
not impossible.

The occurrence of such large imbalances of generation and load, by the way,
used to be linked primarily to faults or disruptions. Normally, the system could be
considered as quasi-static. This characteristic used to be the underlying assumption
of control design. Such an assumption relied on statistically foreseeable, slowly
changing load profiles, and most of all, fully controllable generation. The latter
assumption based on the prompt availability of the primary source of energy, i.e.,
some kind of fuel, in most cases. But volatile sources, mainly renewable, do not
possess this characteristic, and instead they may be themselves responsible for
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large variations, especially in case of high penetration, when they represent a
significant fraction of the generation.

From the system viewpoint, the flow of energy in classical systems, is unidi-
rectional, from transmission to distribution and from bulk generators to loads.
Generators and loads always preserve their ‘‘power injection’’, ‘‘power absorp-
tion’’ nature with respect to the grid. The distribution systems are assumed to be
totally passive.

In Europe, the transmission systems are interconnected as shown in Fig. 2,
meaning that power can flow between areas managed by different Transmission
System Operators (TSO), and across national borders, and in principle virtually
traverse the entire continent. The European system supplies about 500 million
people. The Continental Europe Synchronous Area comprises most of continental
Europe, and comprises systems locked at the same frequency of 50 Hz (with
restrictive tolerance to variation, as mentioned in the introduction). These inter-
connected synchronous systems operate somehow jointly to address unforeseen
situations and major disturbances. The occurrence of disturbances is ‘‘sensed’’ far
away from the point where they are originated, through frequency deviations and
unexpected changes in the power flows at the interconnections. A true joint

Transmission

Generation (coal, oil, nuclear,…)

Distribution

Utilization (domestic, commercial, industrial)

Fig. 1 Scheme of the power system today
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operation of such system [7, 8] requires the ability to monitor very wide areas [9],
exchange data and information promptly and in a standardized way, to men-
tion just the major needs. More on the planning, regulation and market can be
found in [10].

A sample behavior of the power flows within a national transmission grid, the
German grid, is visualized in Fig. 3 [10] for the particular case of combined
conditions of strong wind, hence large generation from wind farms in the north of
the country, and heavy loading. In this scenario, two aspects can be emphasized:
the first is the flow from generating areas to loading areas; the second is the
consequent ‘‘long way’’ of the power flow, with proportionally large related losses.
Furthermore, we point out that in this condition, the status of the grid and of the
exchange with the neighboring states depends heavily on a volatile source.

To present the current status of power systems, particularly with reference to
penetration of renewables, and provide some coherent quantification, we refer here
to the case of Germany, as an exemplary case in Europe.

The German transmission grid comprises the portions at extra-high voltage,
220–380 kV, and at high voltage, 110 kV, with about 350 substations. A high level
representation of the German power system is shown in Fig. 4. The distribution
grids at medium voltage (MV), 1–50 kV, and low voltage (LV), 0.4 kV, include
about 600.000 MV/LV substations. The extra-high voltage transmission system is

Fig. 2 European high voltage transmission grid from ENTSO-E [10]
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part of the European backbone, and it connects the bulk generation. The new
generation plants based on renewable sources, together with other minor genera-
tion sources (e.g., some industrial plants with generation capacity) are instead
connected to the MV. Domestic loads and very small generation are connected to
the low voltage distribution systems.

The installed generation capacity amounts to 152.9 GW, as of 2009 (Data from
Bundesministerium für Wirtschaft und Technologie), with wind and solar plants
representing a fraction of about 27 %. Correspondingly, energy generation in
Germany, in 2009, amounted at 593.2 TWh with a consumption of 578.9 TWh.
Out of the generated energy, 45.2 TWh came from combined solar and wind
sources, thus representing 7.6 % of the total. While, as of now, the penetration of
renewables still represents a significant but manageable fluctuating source, things
are progressing in the direction of increasing this penetration.

The key to allowing for local fluctuations is the interconnection between sys-
tems, such as the case of the European high voltage transmission grid. Thus, in the
perspective of increasing the penetration of renewables, the interconnections are to
be strengthened further.

A look at the electricity prices provides ground to considerations on the small
wiggle room for price variation and for so called grid parity forecasts. The average
price in Germany in 2011 is 24.95 c/kWh, of which 45.5 % is taxes.

With reference to the scenario outlined above, the power system of the future is
expected to be characterized by: more distributed generation, part of which
originating from renewable sources, which are numerous and in part (smaller
sizes) not controllable except by the owner, and subject to uncertain fluctuations;
active distribution networks; faster dynamics, due to smaller inertia of the sources;

Regional Distribution of generation/load

Scenario B (2013): heavy load / heavy wind conditions

Situation March 2009, all quantities in MW

Conventional generation

Renewable Energy, CHP and process generation

Load

Power flow (with tendency to reach transmission capacity)

Power flow

Fig. 3 Scenario of strong-wind combined with heavy load in Germany [10]
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and potentially sudden source variations (e.g., wind puffs). One additional newly
arising characteristic is the interconnectivity between energy systems of different
nature, noticeably the connection and coupling between electrical and heat sys-
tems, as mentioned with reference to arising complexity. These characteristics give
rise to unprecedented challenges.

In the first place, the constant balancing act of the electrical energy system is
expected to be more difficult because:

1. if the sources are less predictable the balance is less predictable and
2. if sources are more numerous and decentralized, likely not under the authority

of one or very few companies, the balance is more complex

Actually the most developments in the short term are brewing in the distribution
system. This is because on one hand that is where the most dramatic changes are
occurring, and on the other hand because they may take on more generation and
control duties, thus relieving the challenged transmission system. As of now, the
distribution systems are in general not ready for automation because of:

Conventional  
large 
generation 

Conventionall
arge 
generation 

Industrial 
loads 

Public 
Utility 

PV farms Wind farms 

Residential
loads 

Small 
generation 

European 
backbone Extra-high voltage 

High voltage 

Medium voltage 

Low voltage 

Railwaysys
tems 

Industrial, 
commercial, non-
residentialloads 

Fig. 4 Notional scheme of the power system in Germany
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• Very limited monitoring (instrumentation, monitoring functions)
• Majority of resources are not controllable
• Lack of data, information (topology, status, parameters)
• Protection system designed for unidirectional flow of power
• Lack of communication infrastructure
• Scalable methods for monitoring and control in developing phase

The operation of the system is designed under the assumption of slow dynamics
and may not accommodate quick variations because of control rooms with human-
in-the-loop and insufficient data refresh rates.

To gain an idea of the rate of growth of the phenomena that call for overcoming
the limitation of existing power system infrastructure, the following data is provided.
The trend in worldwide wind power installation is shown in Fig. 5. Data in Fig. 5 are

Fig. 5 Installed wind power capacity in Europe and worldwide (� Bundesverband WindEnergie
e.V.)
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global, involving power systems in different countries, with very different charac-
teristics and production patterns, so the impact on the operation of the transmission
system may not be immediately derived. Instead, to gain a sense of this impact and
variations that wind power generation undergoes, a sample case is shown in Fig. 6.
Here the 2013 production from wind in Germany is depicted, featuring a maximum
peak of 0.56 TWh on 16.12.2013, and a minimum of 0.006 TWh on 17.02.2013, with
a power maximum of 26.3 GW on December 5, 2013, at 18:15 (GMT +1:00) and
minimum of 0.12 GW on September 4, 2013 at 13:45 (GMT +2:00). Solar production
yielded a maximum of 0.20 TWh on 21.07.2013 and a minimum of 0.002 TWh on
18.01.2013. (Data 2013 from Fraunhofer ISE-EXX [11]).

Data in Figs. 5 and 6 point at two main aspects: penetration of renewables is on
a steep rise and the volatility is extremely high. Furthermore, volatility affects the
other main form of renewable energy, solar energy, as shown in Fig. 7.

The large installed capacity from renewables is generally located where the
primary source (e.g., wind or solar irradiation) is maximum, which hardly ever
matches the location of maximum load, resulting in a challenge for the trans-
mission system, which was not developed to operate in this way. The volatility
adds on the challenge, as it is not a good match for a system that was developed to
operate ‘‘as planned’’ rather than ‘‘as it comes’’, the latter requiring real-time
monitoring and control.

The challenges of the renewable scenario extend down into the distribution
system. In fact, here, many generation units, some of which non-dispatchable, are
installed, making the distribution system an active one. The resulting challenges,
linked to load-generation balancing and coordination, do not find a natural solution

Fig. 6 Wind and solar power daily generation in Germany in 2013 [11]
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here, because of the chain of interests of the businesses involved, as they arose
after the deregulation, with the Distribution System Operator (DSO), retailer, and
possibly other roles, being distinct commercial entities.

In summary, the exemplary case of Germany shows a total installed renewable
capacity of 77.36 GW, predicted to rise to 90 GW by 2020, an average load of 60
GW, with peak 70 GW, (2013) [10]. With these numbers, the ‘‘100 % renewable
mode’’ is a possibility now, and a likely event after 2020. To guarantee the power
quality levels we have today, the most critical factors are going to be energy
storage and real-time control, wide-area monitoring and control, and a new
architecture for power distribution.

So the new facts influencing the electrical energy scenario and that make it a
complex infrastructure interconnected with other complex infrastructures are:

• The storage options (e.g., gas grid, e-vehicles, and thermal capacity of build-
ings) are heterogeneous; to achieve the amount that is needed, they all must be
exploited. As a result, more coupling points would connect the related infra-
structures. To quantify the impact of some of these factors, consider for
example that 10 million of electrical cars would represent a potential storage in
the order of 10–100 GWh.

• The presence of DC technology, in HV and MV, supporting the optimization of
energy flows is a realistic option for strengthening the transmission system via

Fig. 7 Actual wind and solar power generation in Germany in 2013 [11]
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HVDC links. DC is in particular directly applicable in some scenarios, such as
an MV DC collector grids for offshore wind farms, so as to easily accommo-
date connection of renewables.

• Fast, real-time monitoring and control in MV and LV networks.
• Links among energy grids, particularly at district level, where heat, MVDC and

LVAC networks may provide a solution that is not invasive at household level
but creates the condition of optimal overall use of available energy.

The new interconnections between different infrastructures involve:

• heterogeneous physical forms of energy and related storage capacity (e.g., heat,
electrical, gas, environmental)

• heterogeneous forms of each energy type (AC, DC, various voltage levels)
• topological small and large scale (e.g., neighborhood, city, region)
• large and small individual power levels (aggregated small resources, e.g., fleets

of e-vehicles, distributed generation, and large wind farms)

In synthesis, the fact that the critical infrastructures are coupled in various
combinations of the above list, shows what a challenge is to try to understand the
global behavior and model it, test the sensitivity to the occurrence of disruptive
events, and design a comprehensive monitoring and control system.

In this framework, what is a Smart Grid? Many definitions are provided,
depending on the level of implementation [12–14]. A major common element of
these definitions is the presence of two-way flows of energy and information,
which enforces new requirements on the measurement/metering infrastructure, and
urgently calls for the development of new standards. The pathway to smart grids
can be structured according to the natural partition transmission-distribution.

With particular reference to the electrical system, the transmission grid, partly
already ‘‘smart’’, may achieve better efficiency via power routing through power
electronic devices, such as FACTS (Flexible Alternating Current Transmission
Systems). At the distribution level, the full deployment of automation would
enable the involvement of the customers in peak shaving, generation (via the
Virtual Power Plant VPP), storage, and possibly in grid supporting services.

Several standards address areas that are relevant for Smart Grids, the main ones
being

• Automation within the Substations: IEEE 61850 completed and active
• IEC 61970-301 with extension IEC 61968 (in particular part 11)—Common

Information Model (CIM)
• Series of IEEE 1547 for Distributed Resources

Gaps in the standards have been identified and reference documents to address
them have been published, leveraging on the most recent research work. The USA
and EU roadmaps can be found in NIST Special Publication 1108—NIST
Framework and Roadmap for Smart Grid Interoperability Standards [15], and the
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Standardization Mandate (M/490) to European Standardization Organisations
(ESOs) to support European Smart Grid deployment [16], respectively. In partic-
ular, the Standardization Mandate (M/490) of the European Commission caters to
European Standardisation Organisations (ESOs) to support European Smart Grid
deployment. These organizations have eventually produced the Final Report of the
CEN/CENELEC/ETSI Joint Working Group on Standards for Smart Grids [17].

In the power system infrastructure, the distribution system is expected to
undergo the deepest transformation. The presence of power injections at all
voltage levels and the presence of controllable resources calls for methods for state
estimation, distributed control, and requires new infrastructures (for measurement,
computation, communications). Such methods and infrastructures have been, up to
now, typical of transmission systems. And the migration of the related transmis-
sion system technologies to distribution systems is a challenge [18] in terms of size
of the system and characteristics. In fact the distribution system has orders of
magnitude more nodes than the transmission system; at present time very limited
instrumentation and actuators, especially in the LV section, where it is also poorly
known and modeled (in terms of topology and parameters of existing systems) and
features different characteristics of the lines.

Consider, for example, the impact of the assumption, commonly accepted for
transmission lines, that lines are primarily ‘‘reactive’’, meaning that R � X, where
R is the resistance and X is the reactance of the line. This assumption influences the
model of the dependence between active and reactive power flow, and the terminal
voltages. Such model is then used in monitoring and control, and so if this
assumption does not hold, the related analytical derivations are not applicable, and
the same can be said of the derived monitoring and control methods. Hence, for
distribution systems, where this assumption usually does not hold, such existing
methods developed for transmission are not in general directly applicable.

With reference to Fig. 8, the active and reactive power through a line with
impedance Z are given by:

P ¼ U2
1

Z
cos h� U1U2

Z
cos hþ dð Þ

Q ¼ U2
1

Z
sin h� U1U2

Z
sin hþ dð Þ

ð1Þ

θ∠Z

01∠U δ−∠2U

φ−∠I

S

Fig. 8 Model of a line and complex through power
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where

Zejh ¼ Rþ jX

The phasor diagram of voltages and currents in this example is shown in Fig. 9.
The active and reactive power can also be expressed as:

P ¼ U1

R2 þ X2
R U1 � U2 cos dð Þ þ XU2 sin d½ �

Q ¼ U1

R2 þ X2
�RU2 sin dþ X U1 � U2 cos dð Þ½ �

ð2Þ

The assumption mentioned above, that R � X, allows for the approximation
d & sin(d), and thus:

P ffi U1U2

X
d ðhence P / dÞ

Q ffi U2
1

X
� U1U2

X
ðhence Q / U1 � U2Þ

ð3Þ

These simplified relations are the basis for control methods and state estimation
decoupling in transmission systems. As the underlying assumption does not hold in
distribution systems, where instead R & X, then such control and monitoring
methods can not be directly adopted.

4 Overview of Power Systems Control

In a broader perspective the management of the power system can be summarized
in market, business management and energy management, as in Fig. 10.

The focus here is the Energy Management System (EMS), which pursues two
main goals:

• Production cost minimization
• Loss minimization

2U

1U

δ−2U

φ−I

I
IR

IjX

Fig. 9 Terminal voltage and current angles for line in Fig. 8
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To achieve these goals, the following elements of action are used:

• Generator output control
• Phase shift control (to control voltage phase angle and hence power)

The EMS manages the power system and the power flows. This is done through
the central control station and the distributed control centers with delegated control
(collecting data and acting on a portion of the system). The management process
relies on the Supervisory Control and Data Acquisition system (SCADA) and on
the communication links from the control center to primary devices (generators,
circuit breakers and tap changers). To realize this link, the devices are equipped
with IED (Intelligent Electronic Device) interface actuators, to enable the remote
control. Remote Terminal Units (RTU) are computer based interfaces to IEDs and
other equipment, capable of local processing and control functions and of main-
taining the communication with the SCADA.

The SCADA is a platform, with the basic functionality to classify and handle
events, alarm processing, monitoring, and some system level control actions. It
comprises the control room system, communication and remote terminal units, and
its functions can classified in process database, Man Machine Interface (MMI),
and application software. In particular:

• Data acquisition (from the system equipment) and processing
• State estimation (on the basis of the data collected at the substation level) and

related ancillary functions
• Control of the transmission system equipment and alarm notifications to

operators
• Event and data logging
• MMI
• Voltage control

Considering the layers utility-network-substation-distribution-consumer, the
SCADA may be deployed to control different layers in an integrated manner as one

Market

Business Management System

Energy Management System

SCADA State 
Estimation

Contingency
Analysis

Fig. 10 Power system
management
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system, or as separate systems, passing on data and information to the layer that is
hierarchically superior.

The EMS operates through SCADA to achieve the following:

• Generation reserve monitoring and allocation
• Quality and security assessment, and state estimation
• Load management
• Alarm processing
• Automatic generation control (comprising load frequency control (LFC),

economic dispatch (ED), and control for limiting the tie line flows to con-
tractual values)

• Inter-control center communications

Reserve monitoring and allocation is needed to guarantee stability by addressing
imbalances, as later explained in detail, and requires awareness of resource avail-
ability, location and timings. State estimation yields the current state of the system
and it is the basis for contingency analysis (‘‘what if’’ scenarios, to preempt and
tackle large disturbances caused by loss of generation or lines) and assessment of the
operating conditions, in terms of quality and security. Load management deals with
the emergency procedure of balancing load and generation by dropping some of the
loads, to rescue the system from potential instability. Alarm processing deals with
alarms originating from tripping of protection breakers and violation of thresholds.
Automatic generation control dispatches generators according to day ahead set
points, but also for real-time regulation in presence of frequency deviations or
deviations of tie line flows between areas when exceeding contractual limits. Finally,
communication to other control centers guarantees a certain level of coordination in
the above actions, that affect the operation of the system over a broad area.

While the functions above are typical of transmission system control centers,
the same concept of ‘‘automation’’ applies to the distribution system, covering the
entire range of functions, from protection to SCADA operation. The Distribution
Automation System is a set of technologies that enables an electric utility to
remotely monitor, coordinate and operate distribution system components in a
real-time mode from remote locations.

The Distribution Management System (DMS) in the control room coordinates
the real-time function with the non-real-time information needed to manage the
network. Two basic concepts of distribution automation can be defined:

• Distribution Management System enables the Control Room operation and
provides the operator with the best possible view of the network ‘‘as operated’’

• Distribution Automation System fits hierarchically below the DMS, and it
includes all the remote-controlled devices and the communication infrastructure.

The DMS comprises:

• SCADA of substations and feeders
• Substation automation
• Feeder automation
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• Distribution system analysis
• Application based on Geographic Information System (GIS)
• Trouble-call analysis management
• Automatic Meter Reading

The SCADA of substations and feeders coupled with RTUs serve as supporting
hardware to the DMS in monitoring, providing data collection and event logging,
and generating reports on system stations.

The functions of the distribution automation can be summarized as follows,
given that not all of them may be active in all distribution control centers:

• Demand-side management
• Voltage/VAr regulation
• Real-time pricing
• Dispersed generation and storage dispatch
• Fault diagnosis and location
• Power quality
• Reconfiguration
• Restoration

5 Control Methods

Existing Primary-Secondary-Tertiary control schemes and state estimation meth-
ods are reviewed in this section. Their applicability to distribution systems is under
investigation; in fact, active distribution systems are expected to require new
controls to limit perturbations. These include propagation of power fluctuations to
the transmission system, and internally active and continuous regulation of volt-
age, regulation of frequency, load and generation balance. Some of these control
modes of the distribution systems are rather futuristic, but may help contain the
adverse effect of some of the issues caused by the distribution grid transformation
mentioned in previous sections.

In the context of frequency control, as reported in Fig. 11, the control levels are
so defined and characterized [19]:

• Primary Control (reaction time \30 s) represents the autonomous reaction of
generators. Generators exhibit an individual speed-droop characteristic, and
their reaction, accordingly, is individual too (independent for each turbine). This
control method results in a steady-state frequency deviation different from zero.

• Secondary Control (reaction time 15 s–15 min) consists of enforcing a change
or shift of the speed-droop characteristic of the generators. This centralized
direction to the turbines enables the return to the nominal frequency of the
system, under different loading conditions, preventing undesired power flows
within different areas. Eventually, this control eliminates deviations through the
Area Control Error.
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• Tertiary Control (reaction time [15 min) optimizes the overall system operating
point (set-points). This is achieved by setting the reference generation for indi-
vidual generation units so that it is sufficient for secondary control. Reserve is
distributed among the available generators in a way that is geographically dis-
tributed, and accounts for the various economic factors of each generation unit.

The relation between Primary, Secondary and Tertiary control in response to an
outage is shown in Fig. 12.

The generation and load characteristics, resulting in the determination of the
operating point are exemplified in Fig. 13 through Fig. 16. Figure 13 shows the
characteristic frequency versus active power of the controlled turbine-generator
set, which can be written as follows (for the linear portion):

DPG

PGN
¼ �kG

Df

fN
ð4Þ

with PGN being the nominal power of the generator, DPG the deviation from
nominal of the actual active power of the generator, fN the nominal system

Primary Control – Turbine Level

Secondary Control – Control Room

Tertiary Control – Market

Fig. 11 Power system control scheme

Fig. 12 General scheme of load-frequency control, in UCTE Handbook ENTSO-E [20]
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frequency in Hz, Df the frequency deviation and kG the characteristic coefficient.
Notice that a reasonable assumption is that kG & 20, which means that a 5 %
frequency deviation corresponds to 100 % deviation power output.

The simplified combination of two such generation characteristics within an
interconnected system is graphically shown in Fig. 14. In a system with multiple
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Fig. 13 Generation characteristic of one individual generator
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generation units, the combination of the characteristics results in the so called
droop nose curve, as shown in Fig. 15. This curve shows the capability limits of
the primary control, which has a stability limit at power PTMAX.

The active characteristic frequency vs active power of the load is shown in
Fig. 16, where DPL is the variation from the nominal load PLN, and kL is the load
coefficient. Notice that the load characteristic shows a weaker dependence than the
generation characteristic, in fact, the load coefficient kL is usually within the range
0.573. This characteristic can be expressed as follows:

DPL

PL
¼ kL

Df

fN
ð5Þ

Given the generation and load characteristics, the operating point is determined
by the intersection point, ideally at nominal frequency. Figure 16 shows the effect
of the Primary Control, in case of a load increment. The initial operating point is
(P1, f1) on the characteristic PL

old.
From here, we assume that the load increases by DPDemand. In other words, the

load characteristic changes to PL
new. The new desired operating point, at frequency

f1, lies on the characteristic PL
new, but cannot be reached with the given generation

characteristic. Instead, given the generation characteristic, the new operating point
is (P2, f2), where the generation provides extra DPG, the load comes short of DPL

and the frequency deviates to f2 from the initial frequency f1. This is the result of
the Primary Control of the turbine. If the new operating point is sustainable, and
the frequency within the acceptable limits, the control action has been sufficient
and successful. Otherwise, if the new operating point is not sustainable, the sec-
ondary control must kick in.

Notice that only generation units that are not already fully loaded can contribute
with the behavior exhibited in Fig. 17. The margin DPG was in this case available,
implying that at the initial operating point (P1, f1) the machine was not fully
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N
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Fig. 16 Load characteristic
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loaded, i.e., it had ‘‘spinning reserve’’. Hence it can be seen that the role of the
spinning reserve is critical. Furthermore, the spinning reserve must be properly
sized, to address most of the normal load variations, and well distributed, to avoid
overloading of the lines.

The intervention of the Secondary Control consists of the modification of the
characteristic of the individual generators, which results in the modification of the
global generation characteristic. The new references are originated centrally with
the objective of taking the frequency back to the original value, and are distributed
to the generation units.

The effect of this control is shown in Fig. 18. To sustain the new load demand
while maintaining frequency f1, the new operating point should be (P2’, f1). Hence,
the generation characteristic must be different from PG

old, in particular, it must be
PG

new. The new operating point eventually is (P2’, f1), belonging to the character-
istics PG

new and PL
new.

The power through the tie lines represents a constraint centrally enforced here.
The scheme of a Secondary Control with proportional-integral (PI) structure is
shown in Fig. 19, where the Area Control Error (ACE) is obtained in terms of
power shortage, combination of power demand inferred from the frequency
deviation and deviation from reference power flow through the border of the area.
The ACE is then the input to the PI controller which produces the total power
deviation to be compensated for by the controlled generators. This quantity is then
split among available generators according to indices ai.

In conclusion, initially, the operating point of each individual power generation
unit is set according to the Optimal Power Flow, to minimize global generation
cost while satisfying network constraints. Corrections to instantaneous deviations
between generation and load are in first place addressed by the Primary Control,
hence adequate spinning reserve must be available for units participating in Pri-
mary Control. The resulting frequency offset, is corrected by the Secondary
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Fig. 17 Generation, load and frequency deviations in response to primary control
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Control that is expected to realize the optimal dispatch of units participating in
Secondary Control.

Given the increasing number of generating entities, extending the control
concept presented above may be a challenge, because of the large amount of data
to be handled in a centralized manner. To increase the survivability of the system,
single points of failure, such as the centralized secondary control, should be
avoided. Furthermore, future control approaches should support opening the
market to new players, for example aggregators of virtual power plants, and should
support the Plug and Play concept, especially when extending these control
approaches down to the distribution level. Distributed control technologies are
under investigation for this purpose.
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6 Monitoring of the Future Grid

The most comprehensive monitoring function is the state estimation, yielding the
state of the system in terms of voltage phasors at all nodes. This knowledge is used
to determine security conditions and as a starting point for contingency analysis.
While state estimation is a well established practice in transmission systems, its
application to distribution systems is in the developing phase.

The state estimation process is based on the following steps: definition of the
current topology of the system, based on breaker and switch status; observability
analysis and determination of observable islands; solution of the state estimation
problem as determination of the most likely state of the system given the mea-
surements, assumed to be affected by random errors; bad data detection and cor-
rection; determination of errors of initially adopted parameters and topology.

In general (although methods to overcome these limits are in full development),
some assumptions are made that can be difficult to sustain in certain cases, par-
ticularly when applied to distribution networks. These assumptions are:

• The system is balanced, hence it can be represented in terms of direct sequence,
and the system evolves slowly.

• Measurements are collected during one scan of the SCADA system, hence a
certain time skew is to be expected and tolerated. Usually no dynamic model is
included.

• Measurements may originate from the field, but may also consist of statistical
information, such as load profiles. These so called pseudo-measurements, are
usually affected by large uncertainty, particularly when they refer to grids with
pervasive presence of renewable sources, for which historical record over a
significant period of time is not yet available.

In distribution systems in particular, measurements from the field are often
limited to primary substations, and possibly in the near future secondary substa-
tions, and in principle (experimentally used) the measurements from smart meters
at the customer premises.

The classic formulation of the state estimation problem, formalized here in
terms of measurement equations (where measurements may be active and reactive
power flows and injections, rms voltages and currents) with measurements zi,
states xi, (non-linear) measurement functions hi and measurement errors ei. The
state of the system consists of voltage rms and phase at all nodes (with respect to a
reference bus whose phase is not estimated, but assumed or measured).

z1

z2

zm

2
6664

3
7775 ¼

h1 x1; x2;. . .; xn

� �

h2 x1; x2;. . .; xn

� �

hm x1; x2;. . .; xn

� �

2
6664

3
7775þ

e1

e2

em

2
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3
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Some common assumptions are that the measurement error has an expected
value equal to zero, with a normal distribution and a known covariance matrix,
often assumed to be diagonal. This over-determined, non-linear problem is then
solved recursively according to the maximum likelihood criterion, with a
Weighted Least Squares approach. The setup of the numerical problem is to be
preceded by an update of the topology of the model of the network, observability
analysis, and followed by bad data detection and identification, and verification of
topology and parameters, as mentioned above. For details and other possible
formulations refer to [21].

In this framework, the synchrophasor measurements, via Phasor Measurement
Units (PMUs) [22, 23] are one of the most interesting developments, for trans-
mission grids and, although at some extent futuristic, for the distribution grids.
These measurements consist of synchronized rms voltages and currents and phases
with a common reference. These measurements can support state estimation by
augmenting the classical set of measurements, and find application in advanced
monitoring and control applications [24], particularly over wide areas, where the
synchronization feature can be well exploited.

A further development in state estimation consists of the implementation of
dynamic state estimation. This is increasingly needed in systems that feature
rapidly changing conditions, with much smaller inertia than in the past, due to the
presence of many power converter interfaced sources, and less large rotating
masses. Various approaches to dynamic state estimation and dynamic estimation
of the error, have been proposed, many through Kalman filters [25].

While a well-established process for transmission grids, substantial challenges
remain in the application to distribution grids. Here, current estimation as opposed
to voltage estimation and the use of three-phase estimators to accommodate the
presence of imbalances are the two major differences from established transmis-
sion state estimators. The primary issue in distribution remains the lack of accurate
knowledge of topology and parameters and the lack of measurements. In fact, the
‘‘full’’ state estimation is affected by a lack of actual measurements, which forces
an extensive use of pseudo-measurements with poor accuracy. Furthermore,
classical state estimation yields phase angles, whose use in applications in dis-
tribution systems is at the moment rather limited. And finally, if applied at all
nodes in the system, the classical estimation procedure may be cumbersome and at
the present time not necessary to the Distribution System Operators.

The potential and performance of the state estimator is heavily dependent on the
measurements, in terms of location, type and quality. And such measurements
must fulfill other needs besides state estimation, for example metering for billing,
as the customer smart meter, or protection. Hence, the decisions on where and how
to deploy new measurement equipment, besides satisfying regulatory require-
ments, is to be seen as a multi-objective optimization. This is an ongoing research
topic that accounts for technical issues (of the power and communication system
jointly) together with economic issues (accommodating incremental deployment
through near optimal ‘‘temporary’’ stages).

Electric Power Systems 55



Finally, the distribution of the state estimation function may become necessary
due to the size of the problem and the amount of measurements to be communi-
cated, for networks with a large number of nodes, for dynamic estimation and in
applications where the state estimate is used in time critical functions. A frame-
work to assess state estimation methods, needs, and requirements, particularly in
terms of accuracy and dynamics, and particularly for distribution systems is not yet
shared knowledge.

7 Advances in Controls for Future Grids

The advances in controls outlined in this section address the increasing complexity
of the power system and its dependence on the coordination of distributed
resources, thus highlighting the role of communication. The quality of service and
stability in generation, transmission and distribution are now linked to one another,
while each group is actively controlled for local and global objectives. In general,
we can say that dependencies across levels, which once were hierarchically and
unidirectionally controlled, are now reconsidered to improve the operation of the
system and accommodate new types of sources. However, these same dependen-
cies also create new and easier paths for the propagation of disturbances. This is
the scenario that new controls must be designed for.

7.1 Integration of Distributed Energy Resources: The
Sample Case of Photovoltaic Systems

The integration and management of distributed energy resources (DERs) is one of
the most significant challenges of future grids. In this context, the microgrid concept
may facilitate the integration by coordinating the automation of a sub-section of the
grid. At present, most of the DERs are not involved in the automation process,
hence they do not increase local efficiency and they are not involved in the reactive
power management, so they do not support network stability.

The case of photovoltaic (PV) systems in the low voltage (LV) grid is here
taken as an example to demonstrate the feature and potential of DERs. From the
regulatory standpoint, codes are defined in EN 50438:2007, now superseded by
FprEN 50438:2013 in the approval stage. Voltage constraints are set by EN 50160
and result in low voltage being regulated.

In the future, PV sources may likely be asked to provide reactive power for
voltage control along the feeder, through one of the following methods:

• cos/(P) characteristic
• fixed cos/ method
• fixed Q method
• Q(U) droop function
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During normal grid operation, the active power flows from sources to loads
(grid node S [ L). The magnitude and direction of reactive power flow can be
influenced by reactive power injection via PV inverters. Due to this reactive power
control the voltage magnitude at the Point of Common Coupling (PCC) ‘‘L’’ can
be actively influenced.

A voltage violation larger than the acceptable limit can be compensated for by
setting the PV inverter to an ‘‘inductive angle’’ equal to uPV = arctan(QPV/PPV),
which implies shifting the operating point along the characteristic. This control
method requires the ability of the PV inverter to control reactive power injection,
which is not currently a common feature. Furthermore, the presence of multiple
PV systems connected to the same PCC requires coordination, which may be
better realized in a distributed manner, for example as in [26].

7.2 Microgrids

A microgrid is a section of a power grid connected through a main switch (MS) to
the main power line as in Fig. 20, with local distributed generation and loads, and
characterized by the following properties:

• It is equipped with local generation and it is then able to operate independently
from the main grid

• It is equipped with a hierarchical control that can manage two main operating
states:

– Parallel mode
– Islanding mode

• It is equipped with a central controller, in charge of detecting conditions that
require to switch from parallel to islanding mode

In parallel mode the microgrid controller coordinates power dispatch of local
sources (economic optimization) so the microgrid operates in parallel to the grid
implementing synchronization action. In islanding mode, the local sources operate
typically according to a droop control logic for P and Q, while the central con-
troller may implement functionalities similar to secondary control or/and change
droop coefficients.

The control structure of a microgrid may be summarized as in Fig. 21, where
the central controller (CC) functions are Energy Management and Protection
Coordination, while the local controller of the DER realizes the local implemen-
tation of the control commands from the central controller.

The control structure is schematically shown in Fig. 22, where the feedback
variables have the following meaning with reference to Fig. 23:
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• il: current through Lf

• vc: voltage across Cf

• io: current through Lo

• p, q: active and reactive power reference in the Park domain for the inverter

The more modern state space-based approach can be adopted instead of the
nested loop control. In this case Optimal Control and Linear Quadratic Regulator
are the typical choices. These control methods are presented next in the more
general framework of distributed generation management.

Fig. 20 Generation and load in a microgrid

Fig. 21 Microgrid control structure
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7.3 Control of Distributed Generation

Distribution of monitoring and control functions in general [27], and control of
distributed power generation (DPG) in particular, has been investigated widely
regarding stability, grid connection behavior, voltage control and power flow, as
for example in [28, 29]. In particular, distributed control methods for parallel
power inverters have been investigated in [30–32] where the conventional PI
controller is used. Advanced control methodologies, in particular decentralized
optimal state feedback [33] and distributed model predictive control (MPC) in [34,
35] have also been proposed. The following section discusses in particular the
linear quadratic Gaussian control, based on the theory of optimal linear quadratic
regulator (LQR), in its decentralized version.

i l

vC

io

p, q

Fig. 22 Control structure of a DER in a microgrid
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Fig. 23 Interface between each distributed resource and the main line
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7.4 Distributed Optimal Control

7.4.1 Decentralized Control Based on Incomplete System Knowledge:
Local LQG + Local on-Line Learning of Ud(t) + Local Set-
Point Adaptation

Although at present decentralized/distributed controllers are assumed to operate
independently, their design is based on a global model of the overall system. In
[36] a decentralized linear quadratic Gaussian (LQG) control approach is inves-
tigated for droop control of parallel converters through emulation of a Finite-
Output Impedance Voltage Source. The design of the decentralized controllers
presented in such work is based on local models of the inverters, without com-
munication, and response to disturbance, such as load variation, is not considered.
Similarly, in [37] a decentralized LQG control approach is designed, based on
local models of a simplified DPG network with incomplete system knowledge. In
this approach the local controllers operate individually without knowing and
communicating with each other. The control objective is to reject the load vari-
ation, modeled as a step disturbance arising in the network. In line with this, each
local controller adopts online learning of the disturbance and adapts its own set-
point individually. Rejection of the disturbance is achieved after a short transient
period, which is also corrected for by the controllers automatically.

The model of a DPG network [38] is shown in Fig. 24 with N linear electrical
DC power generators G1,…,GN. The constant load R can be interpreted as the
average of many consumers. The variation of the load is modeled by the generator
Gd that produces a time varying voltage Ud.

The power lines are modeled as resistances R1, … , RN. Due to Kirchhoff’s
laws, the voltages and currents of all generators are coupled. As opposed to
conventional decentralized control synthesis, in which the network is fully known,

Fig. 24 Simplified model of a DPG network [38]
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it is assumed here that each generator is unaware of the presence of any other
generator in the network, and it operates as the only generator providing power. In
this case, the behavior of each generator is regulated by a local controller based on
a local model with incomplete knowledge of the network. The local model from
the viewpoint of generator Gi only consists of the elements that are depicted and
connected by solid lines, while the rest of the real power grid is invisible to Gi.

The local controller of each generator implements the linear quadratic Gaussian
control method, designed with the control objective to reject the influence of the
disturbance voltage Ud on the system voltage U, to be kept equal to the constant
nominal reference voltage Unom. Each local LQG controller measures the current
value of U instantaneously and pursues the objective individually. Thus, each local
LQG controller aims at minimizing the squared output error voltage (U-Unom)
over the infinite time horizon in the presence of disturbance and measurement
noise. Since we model the disturbance Ud as a step signal representing on-off
switching of loads, the set-points of the LQG controllers have to be adapted. For
the set-point adaptation, each local controller estimates the disturbance by
regarding it as an additional state in the system dynamics. The structure of the
local LQG controller of an individual generator is shown in Fig. 25. Notice that the
local model differs from the full model of the power network, which also implies
an inherent modeling error of the local model. Hence, the estimation of the dis-
turbance does not lead to the estimation of the actual disturbance Ud, but of a
fictitious time-varying disturbance resulting from Ud and from the unknown
dynamics of the other generators and their controllers. Nevertheless, it can be
shown that this process is fast and it leads to the stable behavior of the system.

LQR with 
set-point 
control Plant

Kalman 
Filter

Unom

w(t)

u(t) z(t)

y(t)

y(t)

Ud(t)

Fig. 25 Structure of the local LQG controller of an individual generator
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8 Wide Area Monitoring and Control

The small-signal stability of the power system is an important requirement for
power system operation. Low-frequency oscillations may possibly cause blackouts
or limitations in the power flows. According to the classical control approach, local
generator controllers are expected to intervene through the Automatic Voltage
Regulator (AVR) and the Power System Stabilizer (PSS). The concept of the Wide
Area Measurement and Control System (WAMCS) is to collect accurate infor-
mation about power system dynamics to support efficient control strategy and
enhance the small-signal stability. These information, for example from syn-
chronized phasor measurements or remote signal and information sources are
enabled by a wide area communication network.

This points at how the communication network represents an important design
parameter, and how it affects the control performance. In fact, adding links may
degrade performance [39].

A joint design of controller-communication topology for distributed damping
control may be performed and realized via a two-layer architecture for robustness
against communication failures, comprising decentralized and distributed control,
as shown in Fig. 26. In a first step, the local feedback control law is designed for
the i-th generator in order to stabilize the overall system only with a local con-
troller and to provide the minimal damping performance. In a second step, the
distributed control law that operates on top of the decentralized control for the i-th
generator, is designed to enhance the damping performance in terms of increasing
the decay rate of the system. In this step, communication is accounted for as a cost
of available communication links and a cost of new communication links, yielding
to a mixed integer optimization problem.

Interconnected 
subsystems

Decentralized 
control law

Distributed 
control law

Stabilized interconnected systems

Fig. 26 Two-layer architecture for small signal stabilization
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In conclusion, this control architecture achieves:

• Stability, guaranteed by decentralized control
• Damping performance, improved by distributed control
• Robustness to permanent link loss

9 Conclusions

This Chapter presents the evolution of electrical power systems towards a complex
system, deeply coupled with other critical infrastructures. New monitoring and
control challenges, the consequence of the penetration of renewable sources, and
the active behavior of most power system actors are reviewed, together with the
basics of current control strategies for power systems.

Some examples of the technologies capable of addressing these challenges are
described. Among the underlying commonalities, we identified the distribution of
functions and the need to coordinate distributed resources. These features
emphasize the dependence on the communication network. Furthermore, the uti-
lization of volatile energy sources require the exploitation of all available flexi-
bility, and the active participation of distributed resources starting from the
renewable sources themselves.
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Abstract In this chapter, we look into the role of telecommunication networks
and their capability of supporting critical infrastructure systems and applications.
The focus is on smart grids as the key driving example, bearing in mind that other
such systems do exist, e.g., water management, traffic control, etc. First, the role of
basic communication is examined with a focus on critical infrastructures. We look
at heterogenic networks and standards for smart grids, to give some insight into
what has been done to ensure inter-operability in this direction. We then go to the
physical network, and look at the deployment of the physical layout of the com-
munication network and the related costs. This is an important aspect as one option
to use existing networks is to deploy dedicated networks. Following this, we look
at some generic models that describe reliability for accessing dynamic informa-
tion. This part illustrates how protocols can be reconfigured to fulfil reliability
requirements, as an important part of providing reliable data access to the critical
applications running over the network. Thereafter, we take a look at the security of
the network, by looking at a framework that describes the digital threats to the
critical infrastructure. Finally, before our conclusions and outlook, we give a brief
overview of some key activities in the field and what research directions are
currently investigated.
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1 Introduction

Communication networks have become an essential part of our everyday lives and
currently, our society is highly dependent on the proper functioning of communi-
cation networks. In connection with our private lives, the number of services that
are being delivered over these networks is progressively increasing, and probably in
the future, new services will appear, all converging over the same infrastructure [1].

Regarding professional aspects, communication networks play a key role in
efficiently developing economical activities in a fast, secure, and reliable way. In
addition, it is possible to find very powerful companies in the world having
Internet services and applications as their main activity, such as Google or
Facebook, and they are continuously expanding. In relation to critical applications,
the question is whether the existing communication infrastructure can provide the
necessary reliability, or whether new networks that allow the harsh requirements
of such applications will be needed?

2 The Role of Telecommunication

In the early days of telecommunication, communication between two entities was
ensured through a physical communication channel between the two entities by so-
called circuit switched networks [2]. This type of network ensures a guaranteed
bandwidth between the entities, since once setup there are no interferences, and is
kept available during the communication. However, setup time is required to
ensure the connection is established. Besides the setup time, it should also be fairly
easy to imagine the great limitations of these types of networks when considering
millions and millions of connected end devices that need communication.

The introduction of packet switched networks allowed the sharing of the limited
physical medium among several communicating entities [2], and allowed for a
much more flexible communication. The road from the first initial baby steps of
a few machines connected over some copper wires done in the late 1960s as a
response to the cold war, up to today’s full scale hyper complex networks of
networks is a study worth in itself [3]. Today, end users have grown accustomed to
have access to communication networks more or less everywhere and whenever
needed, leaving them with a perception that the Internet is something that just is.
This impression has not only been driven by the fact that wired communication
offers very high speeds to the individual, but also mobile communication today
offers a high data rate due to the technological development [4]. Now, the next step
has come, that we want to use the existing communication infrastructure to mis-
sion critical applications. One thing is to say ‘‘my Internet works nicely at home,
and at work it also works nice’’, but another thing is to put so much trust into the
network that we allow critical systems such as water, electricity management, or
eHealth applications to run on top of these networks of networks.
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2.1 Basic Communication Between Two Entities

Critical infrastructures are to a large extent also distributed by nature. In such
setting, communication is often required to be able to have elements in the system
interact in a synchronized and organized matter. Subsystem A may need to react
upon events that happen in subsystem B or vice versa. At the same time, critical
infrastructures are often characterized by deadlines due to their connection to the
physical world and the properties of the physical world which a critical infra-
structure interacts with. Figure 1 shows the example of two communicating
physical devices located at different geographical and network locations. These
two entities could for example be a water management system that has to interact
with remote control units located at strategic points along water pipes.

The data that is required to be passed from A to B and vice versa has to undergo
a long way through several routers due to the packet switched approach we have
today. At each passing point (router), the received data needs inspection to decide
which router the packet should go to next. This may not always be the same for all
packets even though their sources and destinations are the same as clever traffic
load balance algorithms may be applied to avoid congestions among routers. A
data packet route example is illustrated in Fig. 1 as data going up and down in the
different levels of the OSI model [2]. In some parts, packets need to be addressed
at a network level, while in others only a link level is required. But it is clear that
each hop takes some time for the routers to process packets. This leads to an end-
to-end delay even though we experience the communication as a direct commu-
nication between A and B. The end-to-end delay depends on many factors, such as
the quality of each link between routers, network traffic conditions (there may be
bottlenecks between some routers), the route through which the data packets are

Fig. 1 Communication between two entities [5]
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being sent (this is not controlled by the application, but is impacted by the deci-
sions made by the network). These factors also mean that the end-to-end delay
usually shows a highly stochastic behaviour, rather than a desirable deterministic
behaviour, and even changes over time, e.g., in some parts of the network there is
more traffic during work hours than in night time or weekends.

This complexity of intercommunication needed to transport data from A to B
illustrates some key problems that critical applications have when dealing with
communication over networks today. There is no or very little control of the data
streams going between A and B. When routers receive a significant amount of
traffic, they may start to drop incoming packets. Some transport protocols, as TCP
aim at providing reliable transport by ensuring retransmission of missing packets,
but at the cost of end-to-end delay because it first needs to detect missing packets,
and then ask for retransmission. Others such as UDP offer to send data with
crossed fingers that it appears at the receiving side. In that case, the application
must be able to tolerate packet losses.

Therefore, some of the key challenges that communication systems face, and
even considering only two entities communicating, to support critical applications
are not necessarily only classical data throughput, but definitely also latency and
reliable communication. These key requirements are often assumed, because they
are to a large extent hidden to the everyday user, but as communication developers
we need to take these issues seriously if critical infrastructures shall be supported
by (existing) communication technologies.

2.2 Communication over Heterogeneous Networks

As a further complication, networks are heterogeneous and full of new and legacy
systems. Figure 2 shows a conceptual example of how different devices and
applications may be connected via a large set of networks of networks. The het-
erogeneity covers some challenges that may limit some use cases as the following
example illustrates:

In order to communicate between two entities an addressing scheme is required
(a basic requirement for any type of communication). The most prominent
addressing scheme today is IP addressing. In principle, all addresses should be
uniquely defined, in order for packets to be sent to the right destination at all times.
When the Internet Protocol version 4 was designed and implemented, the space
allocated for the address in the protocol allowed for ‘only’ approximately 4.29
billion unique devices. At the time of development, that was enough, but with the
current development this amount has shown to be too small, since all sorts of
sensors, mobile devices, multiple interface devices, etc., has ultimately led to an
address starvation. This has not been acceptable, so several solutions have been
invented to overcome this address starvation, such as Network Address Translation,
use of private network addresses, tighter control of Internet registries, network
renumbering of existing networks, etc. Even a new IP version 6 has been developed
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with a much larger address capacity, but still the earlier IP is being used, since so
many devices depend on the stability of this protocol’s address space, that in fact no
one knows exactly what happens if suddenly software started to use IPv6 [6].

The IP address issue is just one of many examples of the complexity of net-
works of networks shown in Fig. 2 and how networks even today are challenged
by more or less invisible problems. Therefore, once again, one could ask the
following question: do we trust these networks to serve as communication media
for mission critical applications? Do we dare to let this patchwork of networks,
software patches, numerous of standards, protocols and configurations be the
bearing part of critical, life depending elements such as electricity, water and
health in our everyday life?

Referring to Fig. 2, the vision of several critical applications which interact
with the network is shown:

• Doctors who have online meetings with patients, eHealth [7]
• Water detection and control, [8]
• Electric power control, smart grids [9].

Fig. 2 Simplified example of networks and connected applications
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On top of this, there will surely be other applications using the network, such as
web browsing, video streams, emails, online games, etc. The question is, why
should these critical applications use the same network? For example, cars and air
planes have several dedicated internal communication networks so as not to mix
the application traffic with real time critical data traffic. However, for simplifica-
tion and cost reduction reasons, research is ongoing on how merge the different
data traffic [10].

The time, effort and cost of deploying the Internet as it is today is immense.
Deploying a separate network for each of the applications that is envisioned does
not appear to be a very attractive solution if we somehow are able to ensure the
existing infrastructure can support the requirements of the critical applications.
A major key to the solution is the flexibility of the network as it is today. As a
corner stone design idea of the early Internet (from ARPANET [3]), the idea of
robustness to link failures has been eminent, which is a key feature for critical
infrastructure as well as not having to deploy net networks from scratch. However
the complexity and heterogenic nature of communication due to legacy systems
requires interoperability and standards. In the following we take a closer look at
how this is being addressed in the smart grid as an example.

2.3 Communication Standards for Smart Grids

In smart grids, data from consumers and potentially also from the power grid
infrastructure is required to be collected for control purposes. This not only means
communication over heterogeneous networks, but also with a wide range of
communicating entities, smart meters for example, produced by different vendors.
Today, the core purpose of the meters already developed is to monitor power usage
for e.g., electricity bills [11]. However, the data also have value for the utility
company.

In smart grid terminology, being able to remotely read the meter is called
automatic meter reading (AMR) and is a part of the automatic metering infra-
structure (AMI), i.e., the network between the smart meter and the utility company
[12]. With an AMI network the monitored data from a household can be sent to the
utility company, which can use it to optimise their production of power and
thereby avoiding over/underproduction.

AMI has been addressed in various projects like Power Matching City [13] and
others [14, 15] and it has been shown, that using the data from monitoring systems
can lead to optimisation of the demand and response (DR) [16, 17]. However, it is
not clear what are the requirements for the communication network. For example,
the authors in [13] have made a living lab to demonstrate a smart grid. In the
chosen setup, dedicated ADSL communication lines are used for AMI in order to
avoid human interference. The purpose of this is to make sure that they have
enough bandwidth for the communication. Nevertheless, the requirements for the
networks are not mentioned. Implementing dedicated communication lines only
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for the smart grid communication is very expensive and not a feasible solution for
all cases of AMI.

Furthermore, the data can be used by the utility company to act as an energy
consultant, to advice the customers how to save money based on their power usage
data and additionally offer free or cheaper electricity during overproduction
periods to encourage their customers to use power consuming devices, for example
heat pumps, or allow the utility company to perform Direct Load Control (DLC)
by controlling the customers devices and Distributed Energy Resources (DER)
[18]. Being able to control e.g., heat pumps, electric cars and other DER’s, makes
it possible for the utility company to control and level the peak periods in the
power grid by remotely turning on/off specific units in order to take off load or
supply more power to the grid appropriately [16].

In Denmark, the Danish Ministry of Climate, Energy and Building has pub-
lished a report in October (2011) about Smart Grid in Denmark [70]. In the report
they encourage further research and development in smart grid and also mention
communication as a vital part of the smart grid.

2.4 Standards for Smart Grids

Mapping requirements for critical infrastructures is a challenging task, because the
smart grid is a large complex infrastructure with different layers of networks,
which gives a diversified communication performance expectation [18]. IEEE and
IEC have already proposed a number of standards regarding the communication in
smart grid in different layers. One of the most commonly used standard is IEC
61850, which focuses on the substation automated control and is used in the
Danish smart grid project in Bornholm called ECOGRID [71] and for the AMI
there is IEC 62056 [19, 20]. In the following some communication standards are
mentioned which are proposed for different parts of the smart grid.

IEC 61968-9 and 61970: Defines the common information model for data
exchange between devices and networks in the power distribution domain and the
power transmission domain respectively. They are used in: Energy management
system [21].

IEC 60870-6: Defines the data exchange model between the control center and
power pools. It is used in: Inter-control center communication [21].

IEC 61850: Defines the communication between devices in transmission, distri-
bution and substation automation system. It is used in: Substation automation [21].

IEEE P2030: Defines the inter-operability of energy devices and IT operation
with electric power systems. It is used in: Customer side application [21].

IEEE 1646: Defines the communication delivery times to substation. It discusses
the requirements of the system to deliver real-time support, message priority, data
criticality and system interfaces. It is used in: Substation automation [21].

Challenges for the smart grid network: Other challenges in the communication
network in smart grids, relates to delay, availability and security [12, 15, 18].
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If the utility company is expected to control the distributed energy resources (DER),
delay becomes a critical metric in the network performance. The delay in the net-
work will have a high impact on the grid if the DERs are not activated or shutdown
on time; thus, some sort of message priority scheme in the communication protocol
will be required [18, 22]. Availability and reliability of the network are of impor-
tance to ensure the grid operation and also plays a vital role in the demand response
[23, 24]. Security is crucial to the smart grid. When extracting information from the
user, the privacy of the user has to be secured. The grid can also be vulnerable to
terrorist attacks if the control messages to control various electric devices are
hijacked [25]. Adding security can have an impact on the delay, as the messages
have to be encrypted. Another way to add security is by not letting the hacker know
where these control messages come from or go to. For this, an anonymous packet
routing with minimum latency has been proposed [26].

There are a number of challenges in the communication network for smart grid.
The standards proposed still have to be implemented and tested in many scenarios,
in order to examine the network performance. There is still a need for research in
protocols that can deliver messages safely according to the time constraints
specified by the different standards.

3 Design of Critical Optical Transport Infrastructure

Communication networks have become an essential part of our everyday lives and
our society is highly dependent on the proper functioning of communication
networks. In connection with our private lives, the number of services that are
being delivered over the data networks is progressively increasing, and probably in
the future new services will appear, all converging over the same infrastructure.

Regarding professional aspects, networks play a key role in efficiently devel-
oping economical activities in a fast, secure, and reliable way. In addition, it is
possible to find very powerful companies in the world having Internet services and
applications as their main activity, such as Google or Facebook, and they are
continuously expanding.

Telecommunication systems have been evolving for the past 10 years, towards
the unification of services and applications over the same infrastructure [27].
Currently, it is possible to identify how this initiative is partially followed by
operators providing voice, data and video transmissions over the same access
connection, known as Triple Play. However, the distribution networks of these
services are not unified physically. For example, the TV and telephony infra-
structures are traditionally separated. The unification of these infrastructures
implies ambitious requirements to be supported by the network, for example due to
the heterogeneity of the traffic flowing through, or the significant profit losses, or
the number of affected users when loss of connectivity occurs [28]. Examples of
recent cable cuts in optical networks are:
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• In the beginning of 2008, the cable connecting Europe and Middle East suf-
fered four single cuts, affecting millions of users [29].

• In April 2009 AT&T suffered cable cuts, perhaps due to vandalism, in the area
of San Jose and Santa Clara, California, leaving many of Silicon Valley
businesses and customers without phone and data services [30].

• In July 2011 35,000 broadband customers were affected for several hours by a
cable cut caused by a truck in Washington State, USA [31].

Looking back it is possible to realize how fast the world of communications has
evolved. For example, in 2009 the 40th anniversary of the first ever data trans-
mission over ARPANET was celebrated. This fast evolution of communication
technologies and services is causing a gradual increment of the bandwidth and
reliability requirements to be fulfilled by the network infrastructure [32].

In addition, the traffic supported by the Internet has significantly grown over the
last few years, shaping up the requirements that future networks need to handle. In
order to be able to support all the traffic and quality of service demands, there is a
need for high performance transport systems, and focusing on the specific field of
this work, a highly reliable optical backbone infrastructure [33].

The interest is especially increasing regarding optical transport networks, where
huge amounts of traffic are continuously traversing their links. Inefficiencies or
disruptions on delivering the information become critical at this level, due to the
number of simultaneously affected users. All these huge flows of information must
be efficiently distributed using reliable high capacity transport networks. Bandwidth
requirements clearly indicate that the optical network technology based on wave-
length division multiplexing (WDM) will play a key role regarding this issue [34].

4 Planning the Physical Infrastructure

The deployment of optical networks is a long and expensive process, due to the
trenching tasks involved, especially for large geographical areas such as national
or continental territories. It can take 10–15 years to deploy such networks under
the cost of millions of euros [35]. Moreover, the lifetime of the physical infra-
structure is rather long, between 30–50 years [36, 37]. These features make such a
network deployment a long term investment project, which should be carefully
planned. In addition, when this high investment is combined with a reliable,
preventive and green planning, a better outcome can be achieved [35].

Optical network systems are very complex; each of the network layers can have
great impact on the overall performance, going from physical to application layers. In
relation to backbone networks, the infrastructure can be limiting the global perfor-
mance of a network just by the fact that the physical interconnection scheme has not
been carefully planned [28]. In fact, when the network requires some kind of physical
upgrade, the solution’s costs in economic terms might be much more significant, due
to trenching and deployment tasks, than at higher layers where software updates
might be enough to solve the problem [38].
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Hence, networks should be planned and designed to provide high performance
and high availability in transmissions. As the economic relevance of these net-
works is increasing, it is also feasible to increase the investment for their
deployment. This capital increment opens up a whole new space of possibilities
when designing the network’s interconnection. Planning is crucial and even small
improvements may have high economic impact. However, no well documented
methods exist for the whole interconnection planning process leaving room for the
development of this work.

The main overall challenge can be described as the physical interconnection
decision problem of a set of nodes. This interconnection can be configured in many
different ways, and several of these might be ‘‘optimal’’, depending on the
objective function and constraints of the optimization. In this case, two of the most
relevant objective functions are: Deployment cost minimization and average
connection availability maximization.

The main problem is how to cover these two aspects in the same optimization
process, as they are contradictory. Usually, the minimization of deployment costs
would imply a negative effect on the availability of the designed networks. The
number of deployed links to interconnect the nodes is compromised, in order to
achieve the minimization goal. This can be avoided by conveniently selecting the
proper constraints in the search process. The feasible solutions spectrum can be
reduced to graphs that a priori will provide good solutions in terms of availability
and not be extremely costly. Three-connected graphs are a good possibility to
implement such transport networks. This type of graphs is discussed below, but
first the models regarding deployment costs and availability should be introduced.

Definition 1 A graph is k-connected when any k � 1 elements, nodes or links, can
be removed from the network and still maintain a connected graph.

4.1 Deployment Cost

There are three main contributing elements regarding the economic costs for
deploying optical transport networks using WDM technology: trenching, nodes,
and fiber spans. These are considered to define the following deployment cost
model used in this work but new elements may be included at a later stage. Some
of these concepts can be found in [39] and a complete review on the architecture of
optical networks can be found in [34].

Let INT ¼ Ilinks þ Inodes be the total cost of deploying a network. Ilinks is the cost
of deploying the links and Inodes is the cost of deploying the nodes. Each existing
link is characterized by its length, Lmij, and the traffic traversing it, Ldij. Not all
pairs i� j have an existing link. Basically, three cost parameters can be defined to
calculate Ilinks: Itrench, Ifix, and Ispan.
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Itrench corresponds to the price for the trenching tasks per km and its value can
significantly vary, depending on the region or landscape. Ifix corresponds to the
fiber terminating equipment, and Ispan is the cost related to each fiber span where
ducts, fiber and amplifier costs are included. The length of each span Lspan can vary
from 50 to 100 km [36].

Therefore, CW being the wavelength (k) capacity and W being the number of
k0s per fiber, the number of fibers nfij for the link between nodes i and j is defined
in Eq. (1). The number of amplifiers, nlaij in a link is defined in Eq. (2). Conse-
quently, the economic costs for deploying the links of a network Top, Ilinks, is
formally defined in Eq. (3).

nfij ¼
Ldij

CW �W

� �
ð1Þ

nlaij ¼
Lmij

Lspan

� �
ð2Þ

Ilinks ¼
X
8 i;j 2 SN

Itrench � Lmij þ 2 � nfij � Ifix þ
TRFij

Lspan

� �
þ 1

� �
� Ispan

� �
ð3Þ

Regarding the nodes, Inodes can be divided in two parts; the facility cost, Ifal, and
the switching cost, Iswch, related to each switch size. The switch size is given by the
number of incoming and outgoing fibers to each node and the number of wave-
lengths per fiber. Usually standard switch sizes are given by 2mx2m for 0\m� 5,
and Iswch is not linearly proportional to m [40]. Concluding, Inodes is formally
defined as Eq. (4).

Inodes ¼ N � Ifal

X
8 i 2 SN

IswchðiÞ �W ð4Þ

4.2 Availability

Availability is a convenient parameter for measuring the efficiency of the network
infrastructure regarding failure support. Availability is defined in [36] as follows:
‘‘Availability is the probability of the system being found in the operating state at
some time t in the future, given that the system started in the operating state at time
t = 0. Failures and down states occur, but maintenance or repair actions always
return the system to an operating state’’.

Availability in optical networks has been widely studied. For example, [41]
presents an interesting availability review of Wavelength-Division Multiplexing
(WDM) network components and systems. In terms of connection availability
analysis, [42] compares the availability results between simulation and analytical
environments for a shared protection scenario. Also, in [43] an interesting approach
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is followed to evaluate the availability in optical transport networks. It is measured
in expected traffic losses when failures occur.

Availability is mathematically defined as the working time/total time ratio. Let
MTTF be the Mean Time To Fail of any element or system and MFT be the Mean
Failure Time. Availability Av is presented in Eq. (5), resulting in a numerical value
of 0�Av� 1.

Av ¼ MTTF

MTTF þMFT
ð5Þ

The availability in relation to an s� d pair connection is given by the avail-
ability calculation of sets of elements in series and in parallel. For each provided
disjoint path to be available, all of its elements must be available. For a connection
to be available, at least one path must be available.

Let Avpjðs;dÞ be the availability of each j of the provided k disjoint paths between
s and d. mj is the number of elements of path pjðs; dÞ, each of these characterized
by an availability Avi. Equation (6) presents the calculation of the availability for
each path. The connection availability for an s� d pair, AvCðs;dÞ, is presented in
Eq. (7).

Avpjðs;dÞ ¼
Ymj

i¼1

Avi ð6Þ

AvCðs;dÞ ¼ 1�
Yk

j¼1

ð1� AvpjÞ ð7Þ

4.3 The Graphs

The decision of how to deploy optical links to interconnect network nodes is a
complex problem. Its combinatorial nature makes it impractical to make the
interconnection decision using exhaustive search methods. Heuristics may provide
a good approximation to optimal results while Integer Linear Programming would
be the ultimate approach.

In relation to the distribution of the links, currently it is widely accepted that
these ring interconnections are reliable enough for the demands of the users.
However, if the current evolution of telecommunication demands keeps heading
towards a more IT dependent society, higher degree physical networks ([2) can
significantly contribute to the improvement of failure support, congestion control,
or delay propagation aspects due to multipath options. For example, in the long
term, it might be cheaper to build more reliable networks than less reliable net-
works that require higher maintenance investment to keep similar availability
levels. Therefore, 3-connected graphs could be the natural evolution for this type
of networks [44].
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Consequently, networks formed by 3-connected graphs are capable of sup-
porting two simultaneous failures, links or nodes, and still maintain connectivity
between any pair of nodes.

4.4 Illustrative Example

The main goal of this example is to identify the deployment cost versus avail-
ability consequences of using 3-regular, 2- and 3-connected graphs to interconnect
several sets of nodes. The number of links in all options is the same but their
different distribution of the links implies different performance characteristics. In
order to obtain concrete numerical results, three scenarios are presented. These
consist of sets of 16 nodes in Europe, US, and Asia to be interconnected.

This experiment consists of designing the interconnection for these sets of
nodes following these topologies: Single Ring, SR; 3-regular 2-connected, D32C;
and 3-regular 3-connected, D33C. The SR is the shortest 2-connected topology and
it is used as a lower bound reference.

Downtime and capacity allocation are determined considering two disjoint
paths (1:1 protection) in the SR case. In the D32C, three disjoint paths (1:1:1
protection) are provided between pairs of nodes, if possible; for the rest, two
disjoint paths are used. In the D33C case, three disjoint paths are provided between
each pair of nodes. The interconnections are optimized in terms of deployment
costs, and the cost and availability models presented above are used. Details about
this experiment, and Figs. 3 and 4 can be found in [45].

Figure 3 presents the comparison of deployment cost vs. downtime in the three
scenarios. The pattern followed by the results in the three cases is similar, and it
can be noticed how the improvement of moving from the D32C to the D33C is more
significant than moving from the SR to the D32C. The slope of the lines between
points can be interpreted as the availability benefit of increasing the deployment
costs, the steeper the better. Figure 4 illustrates the resulting D33C graphs for the
three scenarios.

In summary, to deploy D33C graphs is slightly more costly (between 2 and
11 % higher) than the D32C option, but the improvement on availability pays off
the extra investment by reducing the yearly downtime between 230–400 times.

5 Reliable Access to Dynamic Information in Critical
Infrastructures

As a part of dependability, reliability of the system and information being accessed
is critical. In many situations in critical systems, events are happening and require
reporting to a server that will take action upon the event. In this matter, it is critical
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Fig. 3 Cost versus downtime

Fig. 4 3-connected solutions. a Asia, b America, c Europe
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that the server reacts upon the situation as it is, and not how it was moments ago.
In the following we consider the communication between two entities A and B, at
different geographical and network locations, with A having a need to obtain
information from B which happens to be dynamic, and this access needs to happen
over a (complex) network with a stochastic end-to-end delay (see e.g., Fig. 1).

In [46] we evaluated the impact on different access strategies to dynamic
information elements over a network. The access scheme models are generic
meaning that they do not model any particular protocol, but rather the behaviour of
one. The delays involved are described statistically such that any stochastic models
based on MAC, IP or Application layer can be incorporated. The models consist of
the following three basic schemes: reactive access, proactive event driven and
proactive periodic.

Then, for the following we consider the stochastic processes

• An Event process E, if Poisson with rate ke. E ¼ fEi; i 2 Zg, where i the ith
event number.

• An upstream (A–B) and downstream (B–A) delay D, if Poisson with rate m, and
indices u and d for upstream and downstream, respectively. D ¼ fDj; j 2 Zg,
where j the jth delay.

• An Access Request process R, if Poisson with rate lr. R ¼ fðRk; k 2 ZÞg,
where k indicates the kth request.

The definition of an event may not be unique, but by event we here mean a
significant change in the value of some attribute or information element of interest.
Significant can for example be if a signal exceeds some threshold or simply takes
another enumerated value.

5.1 Reactive Access

The reactive access is characterized by A sending a request for information to B.
Once B receives the request, it sends back the response to A containing the
information and A will use this information for some purpose, for example as input
for a smart grid control. Then we can calculate the probability of A using outdated
and mismatching information as [46],

mmPrrea ¼ 1�
Z

BEðtÞFDðdtÞ ð8Þ

where �BEðtÞ is the CDF of the backwards recurrence time (see [46] for details) of
the event process, and FDðtÞ the CDF of the delay (with the bar indicating the
reliability function, i.e. �FX ¼ 1� FX). Here traffic is only generated whenever
needed. The average waiting time is entirely defined by the sum of the upstream
and downstream delay. The result obtained from B may also be cached at A, on
which for some time period any requests are fetched from the local cache rather
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than sending requests to B. The mismatch probability model for that case is rather
complex (see [47]) for details. Applying a cache means also that network traffic is
in average reduced, as well as the average waiting time.

5.2 Proactive: Event Driven Update

Another option is that B, which collects the data, sends an update to A if it detects
an event has occurred. In this way, network traffic is only generated whenever
events occur, however, if the event process is rather fast this can become a rather
large amount of traffic. The mismatch probability for this approach can be cal-
culated by considering two types of updates: (1) if each update contains full
information, i.e., each update completely overwrites existing value at A, or (2) if
each update only provides the incremental value since the previous update. For
case (1), the mismatch probability becomes exactly the same as for the reactive
strategy, but for (2), the mmPr can be modelled by considering the probability of
finding a G=G=1 queue being busy, with queue elements modelling updates in
transit. If just one is in transit, then there will be a mismatch (see [46] for further
details).

mmPr ðincÞ
pro;evn ¼ PðE=D=1 queue is busyÞ ð9Þ

5.3 Proactive: Periodic Update

This approach relies on B sending the current value or state of the information to A
with a time period specified in one way or another. The traffic generated by this
approach is entirely determined by the update rate. The mismatch probability for
this approach is based on a thinned Poisson update process. This also means that
the update process is stochastic, while it normally is deterministic. However, due
to clock and scheduling drift in operating systems, and the fact that a deterministic
update process (via simulation studies) shows to provide better reliability, this
assumption serves as a worst case scenario. Thus, the model becomes

mmPrpro;per ¼
Z1

0

exp �
Z t

0

sFDðsÞds

0
@

1
AAEðdtÞ; ð10Þ

with s the update rate, FD the delay distribution and AE the backward recurrence
time, [46].
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5.4 Impact of Access Strategy on Reliability

Figure 5 shows the mismatch probabilities for the different access strategies with
varying event process rate, under the assumption that the involved processes are all
exponentially distributed (for simplicity). The effect is clear for this situation: there
is not only a significant impact, but also a very different impact on the different
strategies, which makes it less clear which approach is actually the best.

Although it appears as if the pure reactive and event driven (using full update)
appears to perform best, one also has to consider that the traffic generated is dif-
ferent (reactive in this case is 0.2 messages/s, event driven in the range of 0.1–10
messages/s compared with the periodic one which is 1/3 message/s). Thus, in case
of scalable systems such as smart grids where several thousands of customers
provide data regularly, the solution of which strategy to take is not necessarily clear.

5.5 Impact of Event and Delay Processes

It is also not just the event rate that has an impact on the reliability. If there are
restrictions to which values an information source can attain, e.g., a lamp is either on
or off, and that is the information needed for e.g., a smart grid solution, then this
additional information on restriction has an additional effect on the reliability. Fig-
ure 6 shows an example of a case where information can only be in one of two states
(ON or OFF), with the ratio of time spent in one or the other state (f ¼ k=l, with k and
l as the rates at which the information changes states in a two state Markov Chain).

The figure shows that there is a maximum mismatch probability at the ratio of
1, i.e., when there is equal probability of finding the information in one of the two
states. Any other ratio gives a lower mismatch probability due to the biased time
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spent in one or the other state. In comparison, the same process modelled as a
Markov jump process instead, shows not only the obvious that the ratio does not
have an impact, but that the resulting mismatch probability is higher than the two
state model at any point.

Another important aspect which is shown in Fig. 6 is that the delay process is
important too (in fact the following observation is equally valid for the event
process too—that is as long it is not a recurrent process). The figure shows three
results of the same plot, coming from three different distribution types: (1) an
exponential distribution, (2) an Erlang distribution with 20 phases, and (3) a
Truncated Power Tail (TPT) with 20 phases, all with the same mean value. The
results, which are consistent with other results shown in [46], show that the
deterministic process (modelled by the Erlang distribution) is far the worst case,
i.e., resulting in the highest mismatch probability. The best case is the highly
stochastic type of information modelled by the TPT distribution.

This is indeed good news for example for smart grid solutions, where the most
stochastic elements are those which will need to be observed, while the deter-
ministic elements are often those which will need or can be controlled, and thus do
not need much other observation than perhaps a feedback whether the element has
been activated or not. Take the example of a lamp, TV, or other similar device
such as a household device which has a level of stochastic behaviour which may
be modelled e.g., as an ON/OFF model as shown in Fig. 6.

5.6 Network Adaptive Access Strategies

One example of how the models can be useful is the selection of the update rate of
the periodic strategy. Figure 7 shows how an appropriate choice of update rate (s)
in the periodic scheme can lead to a consistent reliability, set here to 0.3. However,
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this comes at a cost of an increased network overhead which in theory can rise to
an infinitely fast update rate (this is of course unrealistic).

Similarly, an appropriate caching period can be selected to keep reliability (see
[47]). Therefore, these models offer a large range of possibilities for reconfigu-
ration of protocols which have the above mentioned type of interaction for
dynamic information. However, as already discussed, networks are not static, and
end-to-end delays are not necessarily similar over the days, weekdays or months.
Therefore, these processes should be monitored and estimated, which is not trivial
and requires software components, [67–69]. But, if done properly, algorithms via
observations of information access request rates, data sizes of requests, and
knowledge of the delays and event processes can be provided for proper selection
and configuration of access to dynamic information for reliable operation. Then,
the selection of metrics becomes a matter of how much traffic a system is allowed
to create and how high requirements to the reliability of the information one has.
A proposal for such an algorithm that utilizes the mentioned aspects has been
described and evaluated in [48].
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5.7 Summary

From this section we learned that the information access, the dynamics of the
information, and the delay are closely related to reliability. Mismatch probability
is a probabilistic notion on how certain dynamic information accessed remotely is,
when being used for whichever purpose. The more likely it is that the information
is correct, the more likely a correct system behaviour will occur. Unless dedicated
networks are set up where data can be reliably scheduled, future critical infra-
structure will have to face such challenges thus only probabilities for success can
be given, and the cost of deploying networks is not to be underestimated as we will
look into later in this chapter.

6 Security and Threats to Critical Infrastructure

Networks are controlled by software, and as such they are vulnerable to flawed
designs in protocols, implementation bugs, exploits and so forth, and every opened
communication channel generates principally for a possible attack opportunity. In
today’s world where for example terrorism is in focus, securing networks when
used in critical infrastructures is more important than ever. Securing networks is a
continuous battle against an invisible and sometimes unknown enemy, and in war,
one of the most fundamental elements for a successful defense is to know and
understand the enemy. Therefore, in this section we propose a framework for
analyzing digital hacker threats to critical infrastructures [49, 50].

As the digital aspect of society and our lives in general becomes ever more
important, the defence hereof becomes an increasingly higher priority. Billions of
dollars are spent each year to protect the systems that form the basis for our
everyday lives against malicious attackers who would steal our data or sabotage
our critical infrastructures. It is an uneven battle—attackers need to be successful
only once, while the defenders must be successful every time. Therefore it is
imperative that we know as much as possible about the potential attackers and
their methods to be able to prioritize the defence efforts. If we know the potential
attackers, we are able to predict, detect and manage possible attacks.

To do this, it is necessary to make a threat assessment for the systems in
question [51]. Threats can be divided into three categories: natural disasters,
accidents, and attacks. Traditionally, attackers are considered to be the same
attackers who would attack the installation/system in the physical world (e.g.,
criminals and terrorists), with an added category of ‘‘hackers’’ [52, 53]. However,
‘‘hackers’’ is such a loose term that by grouping all attackers into this one category,
it is very difficult to say anything specific about important threat properties.

For an assessment of the hacker threat to critical infrastructures to be useful, it
should have a greater granularity with respect to the attacker identification. By
dividing the ‘‘hacker’’ category into a number of subcategories, for which we can
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determine specific threat properties, it is possible to give a much more precise
picture of the threat. We divide the hackers into eight categories:

• Script kiddies
• Insiders
• Gray hats
• Hacktivists
• Cyber punks
• Petty thieves
• Professional criminals
• Nation states.

The motivations behind each of the categories of hackers can be represented by a
circumplex, as illustrated in Fig. 8. Each of these categories will be evaluated
separately, whether or not they represent a sabotage threat against critical infra-
structures. In this context, the sabotage is considered as reducing or removing the
availability of the service provided by the critical infrastructure. In terms of
cyberattacks, this can be achieved for instance, by a malicious use of controls,
(Distributed) Denial of Service (DDOS) attacks, or worms [54]. These are the
vectors that will be considered. The threat assessment is performed by comparing
hacker motives (intent) and capabilities (competencies and available resources)
[51], with the profile of the targeted critical infrastructure. This profile is described
widely in the literature, e.g., in [55] and [56], and will be summarized in the
following section. Obviously, the first step is to generally protect the infrastructure,
by making sure that it is not vulnerable to common security threats. Therefore, in

Fig. 8 Circumplex
illustrating motivations
behind each of the categories
of hackers
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the rest of the section we will assume that appropriate action has been taken to
ensure this, and we will focus on more advanced/severe kind of attacks.

Intent: Critical infrastructure is a high-profile target that provides critical
services to the area it is located in, indicating that attackers with Notoriety or
Revenge motives would find critical infrastructure tempting targets. The return on
investment on sabotaging critical infrastructure for money is very low because of
the high security and the lack of monetary gain, so Financial motives are not likely
to drive a hacker to this type of attack. And while Curiosity might cause an
attacker to try and break into critical infrastructure, it is unlikely that it would spur
the hacker to perform sabotage [57].

Triggers: Critical infrastructures, being high-profile targets, do not need any
special triggers to be attacked. However, since critical infrastructures are often
state-run and a necessity for a state to run, attackers with revenge motives could be
triggered to attack at a perceived threat or insult from the government of the state
in question.

Capabilities—skills: Critical infrastructures should be and usually are assumed
to be protected against common vulnerabilities; the systems are updated and
protected by security solutions. Therefore it takes either a significant amount of
very specialized skills to break the defences and/or considerable resources [58].

Capabilities—resources: For sabotage of critical infrastructures to be really
effective, several facilities need to be hit for prolonged periods. This requires
either huge amounts of resources to be able to hit several systems in parallel and
sustain attacks, or very specialized skills and insider knowledge to create cas-
cading effects between networked systems.

Methods: While critical infrastructures are generally well protected, no system
is completely secure. Critical infrastructures are vulnerable to all considered attack
vectors (malicious use of controls, DDoS attacks, and worms) if the attackers
utilize them with enough resources and/or skills.

Trends: The increased focus on cyber security in the society in general also has
a positive effect on the security awareness of critical infrastructures. One example
is that industrial control systems are generally better protected after the Stuxnet
incident made everyone aware that they are a potential target [59].

In the following we will use these threat properties to discuss to which extent
the different hacker categories have the will and the capabilities to execute suc-
cessful attacks specifically against critical infrastructures.

6.1 Script Kiddies

Attackers of the Script kiddies category are novices with low hacking skills and
limited understanding of technical consequences, who use tools or scripts down-
loaded from the internet.

Intent: Primary motivations for Script kiddies are notoriety and curiosity, and
as such critical infrastructure being a high-profile target would be attractive, but
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the tools used by Script kiddies often choose targets at random (for example, The
Honeynet Project (2004)).

Triggers: The only trigger Script kiddies need to attack is the opportunity. If
they find a vulnerability in their random, automated search, they will exploit it.

Capabilities—skills: Low technical competencies makes it highly improbable
that a Script kiddie could execute a successful attack against a target with a
minimum of up-to-date defences. This is expected to exclude critical infrastruc-
tures from their targets.

Capabilities—resources: Having very little resources available and operating
solo further decreases the probability of a successful attack.

Threat assessment: Have the will but lack the capabilities.

6.2 Cyber Punks

Members of the Cyber punks category are medium-skilled but mostly solitary
hackers and virus writers.

Intent: As primary motivations of Cyber punks are notoriety and curiosity, they
might target critical infrastructures.

Triggers: Cyber punks need no trigger to attack.
Capabilities—skills: Cyber punks have some technical skills and understand-

ing, and they will be able to use and even improve tools available on the Internet.
A Cyber punk might write their own malware exploiting well-known vulnerabil-
ities, but they are not likely to develop their own 0-days or perform very advanced
attacks. However, some virus writers also fall under this category, and a novel
virus might compromise one or more critical infrastructure systems [60]. It is not
likely that systems could be compromised in such a manner as to cause cascading
failures without being specifically designed to do so, but if a worm spreads
aggressively enough to infect a large number of critical infrastructure systems,
then it could cause widespread denial of service.

Capabilities—resources: Cyber punks have limited resources since they are
mostly solitary, or in small groups. They are likely to able to perpetrate simple,
isolated attacks, although nothing sustained or large-scale.

Threat assessment: Have the will and the capabilities.

6.3 Insiders

Insiders are malicious but trusted people with privileged access and knowledge of
the systems in question.

Intent: Insiders are motivated by revenge and to some degree notoriety, and the
former part makes them likely to try to conduct sabotage.
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Triggers: A malicious Insider mostly needs to be triggered to attack, however
since the trigger can be any perceived insult or slight at the workplace, it can be
very hard to determine whether or not a potential attacker has been triggered—
especially considering that the potential attacker is typically a trusted employee.

Capabilities—skills: An Insider can have extensive knowledge of the systems,
including vulnerabilities, as well as privileged access to controls. An Insider might
even have the skills to perpetrate an effective cascading attack.

Capabilities—resources: While insiders very often work alone, they usually
have the resources needed to make an effective attack, namely privileged access to
controls, and physical access to the systems.

Threat assessment: Have the will and the capabilities.

6.4 Petty Thieves

Members of the Petty thieves category commit low-level fraud and theft, usually
by using existing tools and scripts.

Intent: Petty thieves are primarily motivated by financial gain, and as such,
critical infrastructures do not constitute an attractive target to members of this
category.

Triggers: This group needs no other trigger than opportunity and a viable
business case to attack.

Capabilities—skills: Petty thieves use a standard portfolio of tools and tech-
niques primarily focused around phishing, scamming, and credit card fraud. They
are not likely to possess the skill set nor the tools needed to attack critical
infrastructures.

Capabilities—resources: Members of this group work alone or in small
groups, and considering their focus on low-level crime, it is not likely they will
have the resources needed to commit a successful attack.

Threat assessment: Lack the will and the capabilities.

6.5 Grey Hats

Grey hats are often skilful hackers with limited criminal intent but a lack of respect
for limitation on information flow and a large curiosity.

Intent: This category of attackers is primarily motivated by curiosity, and they
are very unlikely to perpetrate any form of sabotage.

Triggers: Rumors of secret information or ‘‘impenetrable’’ defences might
increase the risk of attack.

Capabilities—skills: Grey hat hackers have very specialized technical skill sets
and an extensive exchange of information, and as such it is likely they would be
able to execute an attack successfully.
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Capabilities—resources: While there is a high degree of knowledge exchange
in this group, most work alone and as such do not have the manpower to make
widespread and persistent attacks. They do have the skills and equipment however,
to gain insider access to the systems in question, which could enable them to
execute a cascading attack.

Threat assessment: Lack the will but have the capabilities.

6.6 Professional Criminals

Professional criminals are organised groups of hackers with a strict business
approach to attacks.

Intent: Professional criminals are purely financially motivated. There is cur-
rently no business model that makes the reward of an infrastructure attack worth
the risk, since most governments do no negotiate with terrorists, so they are
unlikely to attack.

Triggers: Like Petty thieves, the Professional criminals need no specific trigger
apart from a viable business case.

Capabilities—skills: Members of this group of attackers possess a wide variety
of technical skills and knowledge, and they are willing to recruit or hire people
with the necessary competencies to complete an operation.

Capabilities—resources: This group has many resources in the form of money,
equipment, and manpower—enough to perpetrate a successful attack against
critical infrastructures.

Threat assessment: Lack the will but have the capabilities.

6.7 Hacktivists

Hacktivists are groups of ideologically motivated hackers with varying technical
skills, but many and geographically distributed members.

Intent: Since Hacktivists are motivated by ideological agendas and notoriety
and known for a lack of regard for consequences, they are likely to target critical
infrastructures. The US Department of Defense warns that it believes one of the
biggest hacktivist groups, Anonymous, have both the will and the capability to
perform such an attack [61]. However, Anonymous have publicly declared [62],
that they are not interested in attacking the power grid because they realize the
adverse effect it would have on the general population, and as such the intent in
this regard is not completely clear. There are many groups, though, and not all of
them have the same moral scruples as Anonymous claims to have. On the other
hand, they do not alone have the necessary resources available.

Triggers: Hacktivists are triggered by perceived threats or insults to their
ideology.
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Capabilities—skills: While the levels of technical skills are diverse within the
Hacktivist groupings, they usually have members with high technical competen-
cies, although they might not have the highly specialized skills needed for a
cascading attack.

Capabilities—resources: Hacktivists have a large geographical spread and
sometimes vast amounts of manpower. They may also have the attack resources in
the form of botnets available to execute a widespread and sustained attack.
However, only Anonymous is big enough at this point in time to conduct a sus-
tained attack, and they have declared a lack of interest in doing so. This is subject
to change though.

Threat assessment: Have the will or the capabilities, but not both.

6.8 Nation States

Nation states or representatives hereof have been known to perpetrate everything
from industrial espionage over acts of terrorism to devastating nation-wide attacks
in the cyber arena.

Intent: In case of a conflict, any disruption of the enemy’s infrastructure is
desirable, and as such, critical infrastructures represent an extremely attractive
target to a hostile Nation state.

Triggers: Nation states are almost exclusively triggered by disputes in the
physical arena, most often geopolitical in nature.

Capabilities—skills: Many nation states have substantial presence in cyber-
space and commands many highly skilled experts in the critical infrastructure field.

Capabilities—resources: They have vast resources in the form of money,
manpower, specialized knowledge and intelligence, and equipment. They are very
likely to be able to conduct a successful attack.

Threat assessment: Have the will and the capabilities.

6.9 Threat Picture

Three of the hacker categories—Insiders, Hacktivists, and Nation states, see
Table 1—can be considered a substantial sabotage threat to critical infrastructures
at present time, but this is subject to change. Currently, only these three categories
have both the will and the capabilities to execute a successful attack on critical
infrastructures.
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6.10 Defence Priorities

Working to defend critical infrastructure in a resource-constrained environment
means that limited budget funds must be applied to achieve the best effect. While
the thorough ‘‘basic’’ security is assumed in place, there are many areas in which
security officers could focus their attention.

Cyber punks methods: While most of the attacks performed by this category
of attackers are limited in scope and sophistication, the Cyber punks do have one
weapon that is a legitimate sabotage threat to critical infrastructures, namely
viruses. A worm exploiting an unanticipated attack vector might plausibly infect
several of critical infrastructure systems and causing widespread denial of service.
Viruses such as Melissa (1999), ILOVEYOU (2000), Nimda (2001), Slammer
(2003), and Conficker (2008) (most contributable to Cyber punks) show that it is
certainly possible to reach a critical amount of infection in a very short while. To
defend against such a worm may prove difficult; see Wiley, Brandon (circa 2002).
An Intrusion Detection and Prevention System (IDPS) that uses statistical anom-
aly-based detection and/or stateful protocol analysis detection would have a good
chance of catching such a threat, and there are different ways of hardening the
network, depending on how fast the worm propagates [63, 64].

Insider methods: Attacks by Insiders will likely take the form of malicious use
of controls. Based on the [65], 43 % of Insider attacks were executed while the
attacker still had legitimate access to the systems. The majority of Insider attacks
were, however, executed while the attacker should no longer have the access. The
defence mechanisms that would help defend against such attacks should be based
on the principle of least privilege in order to limit the amount of damage that can
be done with malicious use of legitimate access. Also, having tight management of
personnel access would limit the amount of damage previous employees could
cause, since they would lose access as soon as they were no longer employed.
More detailed advice on how to mitigate the threat of Insider attacks can be found
in [66].

Nation state methods: The methods employed by Nation states vary, but there
seems to be a prevalence towards spear-phishing and zero-day exploits combined

Table 1 Threat matrix indicating will and capabilities of attackers

Categories Will Capabilities Threat

Script kiddies Yes No No

Cyper punks Yes Yes Yes

Insiders Yes Yes Yes

Petty thieves No No No

Gray hats No Yes No

Professional criminals No Yes No

Hacktivists Yes/No Yes/No No

Nation states Yes Yes Yes
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with worms (e.g., Night Dragon and Stuxnet attacks) as well as devastating DDoS
attacks (e.g., Georgia, 66, and 10 Days of Rain). Defence priorities include edu-
cating staff and increasing awareness to avoid anyone falling victim to spear-
fishing or similar social engineering attacks. It is in the nature of things quite
difficult to detect the use of zero-day exploits, but good intrusion detection systems
might be able to pick up the change in network behaviour. DDoS prevention
should also be a priority, and the volume of the attacks can be expected to be
severe, so cooperation with for instance large ISPs might be an option to consider.

6.11 Summary

Based on the threat picture described in this section, defence efforts against digital
sabotage of critical infrastructures should focus on dealing with malicious Insiders
as well as Cyber punks, and hostile Nation states. This could be done by priori-
tizing access management, including implementing the principle of least privilege,
as well as installing an Intrusion Detection and Prevention System, educating staff
to be wary of spear-phishing and similar social engineering attacks, and protecting
systems from DDoS attacks. Defence efforts should be particularly focused in
times of geopolitical conflict, where the risk of a Nation state attack is high.
Furthermore, an eye should be kept on the development in the Hacktivist category,
since there is a risk that this group will develop into a threat in the near future. The
analysis presented can also be used when designing and deploying new infra-
structures such as Smart Grid, Intelligent Transportation Systems, and infra-
structures supporting Tele-Health in larger scales. Knowing which groups are the
most probable attackers, and knowing their capabilities in terms of skills and
resources, can help identify which kinds of attacks are important to prepare for.
There is a big difference between being attacked by Insiders, Nation states, or
Script kiddies. For researchers in the domain of cyber security this knowledge can
be used to indicate where further research and development is needed, e.g., when
developing technologies for intrusion detection systems for general or specific
critical infrastructures.

7 Previous and Ongoing Research Activities

The purpose of this section is not to provide an elaborate list of projects, but give a
short overview of some of the activities that have been carried out, are running or
will be running in the near future, at European level in the area of communication
role in Critical infrastructures and related topics. For more details, the reader
should visit the IST website: http://www.ist-world.org/ or http://www.cordis.
europa.eu/ist/.
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7.1 Brief Overview of Selected Projects and Activities

CRUTIAL This project, which ran from 2006–2008, has focused on key issues
related to trust establishment, access control and fault diagnosis for critical
infrastructures. Inspired by Intrusion tolerant system architecture, CRUTIAL is
based on two facts; Critical Information Infrastructure features a lot of existing
legacy systems, and two existing security solutions may jeopardize operational and
functional requirements to critical infrastructure systems. Key components in their
architecture are (1) configuration aspects, (2) middleware for automatic fault
tolerance inclusive intrusion, (3) trustworthy monitoring mechanism, (4) security
and access policy management and enforcement.

MAFTIA was a project running between 2000–2003, focusing on fault and
intrusion tolerance network support for critical infrastructure systems. The project
aimed to develop an architecture based on hybrid failure assumptions, recursive
use of fault prevention and fault tolerance techniques, and the notion of trusting
components to the extent of their trustworthiness. MAFTIA distinguishes between
attacks, vulnerabilities, and intrusions as three types of interrelated faults. Selected
system components were implemented and validated through a set of text sce-
narios with success.

HIDENETS The aim of HIDENETS, running from 2006 to 2008, was to
develop and analyse end-to-end resilience solutions for distributed applications
and mobility-aware services in ubiquitous communication scenarios. The idea has
been to make use of off-the-shelf components and wireless communication links to
dramatically decrease the costs of market entry and enable ubiquitous scenarios of
ad hoc car-to-car communication with infrastructure service support commercially
feasible. Dependability has been a keyword in this project, and many of the lessons
learned here will be beneficial to critical infrastructure communication systems.

GRIDCOMP GridComp main goal was to design and implement a component
based framework suitable to support the development of efficient grid applications.
Such frameworks are important since the automation and complexity of critical
infrastructures makes it necessary to have a structural way of developing software
components and middleware on top of networks. The key feature of the developed
framework was its level of abstraction perceived by programmers by hierarchically
composable components and advanced, interactive/integrated development envi-
ronments. The framework was supposed to allow a faster and more effective grid
application development process by considering advanced component (self-)
management features.

NESSI-GRID The objective of this project was to contribute to the activities of
the Networked European Software and Service Initiative (NESSI) with special
focus on next generation Grid technologies; Services not necessarily only for user
interaction, but also for critical subsystems. The aspect regarding services in the
communication infrastructure and inter operability is not trivial, and it was
expected that output of this activity would be aligned with that of Service Oriented
Knowledge Utilities (SOKU) as defined by the Next Generation Grid expert group.
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INTEGRIS A project which has run since 2010 and ended in 2012, addressing
a novel and flexible ICT infrastructure based on a hybrid power line communi-
cation/wireless integrated communication system for smart electricity grids. The
project covers monitoring, operation, customer integration, demand side man-
agement, voltage control, quality of service control and control of distributed
energy resources. On the communication side, in particular interoperability of the
power line communication, wireless sensor networks and radio frequency identi-
fication are in focus.

REALSMART This project, running from 2010 to 2014, aims to look at smart
grid solutions. From a communication point of view, the solutions sought in this
project relate to measurement collection procedures for phasor measurements to
allow an improved observation of the transmission grid. Among other questions
that need to be addressed, is the handling of the massive amounts of real time data
that are to be collected.

EDGE EDGE is a Danish funded project running from 2012 to 2017, which
aims to develop complex control algorithms for smart grid systems based on power
flexibility from consumers. The role of the communication in this project is in
particular on the interaction between these advanced control algorithms and
strategies and the network dynamics that exist in heterogenous networks.

SmartC2Net This project is a new smart grid project starting in the last part of
2012 until 2015. This project aims to provide an ICT platform that supports
flexible interaction possibilities between control algorithms and strategies, and the
physical entities distributed in the power grid. This entails information reliability
models, flexible reconfiguration of the network, control strategy based QoS con-
trol, network monitoring and security threat analysis.

7.2 Summary

A common denominator of all these projects is the focus of ICT and its role in the
various aspects of critical applications that run over the network. As investigated
in this part, this is necessary as networks are complex, and far from perfect. In
most cases, and in particular for large scaled, general purpose networks (e.g., the
Internet) only probabilistic guarantees can be given, which may or may not be
sufficient for the critical applications. Projects such as CRUTIAL, MAFTIA and
HIDENETS focus to a large extent on the dependability of services in the network
infrastructure, which all concerns both reliability and availability in a distributed
setting elements. Availability and security is strongly linked. These are key ele-
ments when supporting critical infrastructures, and surely lessons learned here will
in some way find the way in future networks.

Projects such as GRIDCOMP and NESSI-GRID focus also on service inter-
action and interoperability as well as on how programmers can integrate software
solutions. This is absolutely a key feature for reliable operation of networks, since
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as also seen in many of the other projects, middleware and software components in
the network will play a key role in future critical networks.

Finally, projects such as INTEGRIS, EDGE and SmartC2Net aim specifically
to address the interaction between control algorithms for smart grids and the
network. For the network, the running application behaviour is critical, as this sets
the requirements to the network that provides the end-to-end communication.
Therefore, understanding the interaction between application and network is
critical, and is manifested to some degree in the need for such projects.

These examples as well as the other non-European efforts, national projects and
initiatives, provides valuable insight in the challenges and solutions of using the
existing network for critical applications. At the end this benefits to save costs for
redeployment of dedicated networks to each critical application that exists. This
makes it necessary to explore and spend funding on research to achieve a reliable
communication infrastructure.

8 Conclusions and Outlook

Communication networks are complex and pose a challenge to distributed systems,
and although these networks offers great advantages of cheap exchange of infor-
mation for various purposes, it is critical not to under estimate the role communi-
cation plays in distributed applications. In particular not for critical infrastructures
which require communication due to their distributed nature. The complexity and
dynamics of the networks are challenged at all levels. Through this chapter, we
looked at basic communication, standards for smart grids, network deployment,
reliability of protocols, security and threats, and also gave a brief overview of what
type of research is or has been ongoing at a European level to address the issues that
need to be tackled for networks to support critical infrastructures.
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Abstract A water distribution system is a complex assembly of hydraulic control
elements connected together to convey quantities of water from sources to con-
sumers. The typical high number of constraints and decision variables, the non-
linearity, and the non-smoothness of the head—flow—water quality governing
equations are inherent to water supply systems planning and management prob-
lems. Traditional methods for solving water distribution systems management
problems, such as the least cost design and operation problem, utilized linear/
nonlinear optimization schemes which were limited by the system size, the number
of constraints, and the number of loading conditions. More recent methodologies
employ heuristic optimization techniques, such as genetic algorithms or ant colony
optimization as stand alone or hybrid data driven—heuristic schemes. This book
chapter reviews some of the more traditional water distribution systems problem
algorithms and solution methodologies. It is comprised of sub sections on least
cost and multi-objective optimal design of water networks, reliability incorpora-
tion in water supply systems design, optimal operation of water networks, water
quality analysis inclusion in distribution systems, water networks security related
topics, and a look into the future.
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1 Introduction

A water distribution network is an interconnected collection of sources, pipes and
hydraulic control elements (e.g., pumps, valves, regulators, tanks) delivering to
consumers prescribed water quantities at desired pressures and water qualities.
Such systems are often described as a graph, with the links representing the pipes,
and the nodes defining connections between pipes, hydraulic control elements,
consumers, and sources. The behavior of a water distribution network is governed
by: (1) the physical laws which describe the flow relationships in the pipes and the
hydraulic control elements, (2) the consumer demands, and (3) the system’s
layout.

Management problems associated with water supply systems can be classified
into: (1) layout (system connectivity/topology); (2) design (system sizing given a
layout); and (3) operation (system operation given a design).

On top of those, problems related to aggregation, maintenance, reliability,
unsteady flow and security can be identified for gravity, and/or pumping, and/or
storage branched/looped water distribution systems. Flow and head, or flow, head,
and water quality can be considered for one or multiple loading scenarios, taking
into consideration inputs/outputs as deterministic or stochastic variables. Figure 1
is a schematic description of the above.

The typical high number of constraints and decision variables, the nonlinearity,
and the non-smoothness of the head—flow—water quality governing equations are
inherent to water supply systems planning and management problems. An example
of this is the least cost design problem of a water supply system defined as finding
the water distribution system’s component characteristics (e.g., pipe diameters,
pump heads and maximum power, reservoir storage volumes, etc.), which mini-
mize the system capital and operational costs, such that the system hydraulic laws
are maintained (i.e., Kirchoff’s Laws no. 1 and 2 for continuity of flow and energy,
respectively), and constraints on quantities and pressures at the consumer nodes
are fulfilled.

Traditional methods for solving water distribution system management prob-
lems used linear/nonlinear optimization schemes which were limited by the system
size, the number of constraints, and the number of loading conditions. More recent
methodologies employ heuristic optimization techniques, such as genetic algo-
rithms or ant colony optimization as stand alone or hybrid data driven—heuristic
schemes.

This book chapter reviews part of the topics presented in Fig. 1. It consists of
sub sections on least cost and multi-objective optimal design of water networks,
reliability incorporation in water supply systems design, optimal operation of
water networks, water quality analysis inclusion in distribution systems, water
networks security related topics, and a look into the future.
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2 Least Cost and Multi-Objective Optimal Design
of Water Networks

2.1 Least Cost Design of Water Networks

The optimal design problem of a water distribution system is commonly defined as
a single objective optimization problem of finding the water distribution system
component characteristics (e.g., pipe diameters, pump heads and maximum power,
reservoir storage volumes, etc.), which minimize the system capital and opera-
tional costs, such that the system hydraulic laws are maintained (i.e., Kirchoff’s
Laws no. 1 and 2 for continuity of flow and energy, respectively), and constraints
on quantities and pressures at the consumer nodes are fulfilled.

Numerous models for least cost design of water distribution systems have been
published in the research literature during the last four decades. A possible clas-
sification for those might be: (1) decomposition: methods based on decomposing
the problem into an ‘‘inner’’ linear programming problem which is solved for a
fixed set of flows (heads), while the flows (heads) are altered at an ‘‘outer’’ problem
using a gradient or a sub-gradient optimization technique [1–6]; (2) linking sim-
ulation with nonlinear programming: methods based on linking a network simu-
lation program with a general nonlinear optimization code [7–9]; (3) nonlinear
programming: methods utilizing a straightforward nonlinear programming for-
mulation [10, 11]; (4) methods employing evolutionary/meta-heuristic techniques:
genetic algorithms [12–16], simulated annealing [17], the shuffled frog leaping
algorithm [18], ant colony optimization [19]; and (5) other methods: dynamic
programming [20], integer programming [21].

Decomposition methods [1–6] are limited in the number of loading conditions
that can be considered, to converging to local optimal solutions, and to fixed flow
directions in the pipes as of the non-smoothness properties of the ‘‘outer’’ problem
(excluding [2, 4] who used a sub-gradient scheme to minimize the ‘‘outer’’
problem), but can account for split pipe diameter solutions. Methods based on
linking a network simulation program with a general nonlinear optimization code
[7–9] divide the overall problem into two levels. In the lower level the system is
analyzed for flows, pressures, and cost using a network simulation program, while
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in the upper level the system design variables: pipe diameters, pump heads, and
reservoir volumes are modified according to the information provided by suc-
cessive runs of the simulation program. The upper level is a general purpose
optimization package, such as MINOS [22] or GRG2 [23]. The optimization
algorithm uses values of the objective function generated in successive runs of the
simulation program, and information on constraint violations to determine the next
solution to be tested. Methods based on nonlinear programming simultaneously
solve the optimal heads and flows, using general optimization schemes: [11]
solved the least cost design of a water distribution system with pipes and pumps
under one loading condition, with the design problem transformed into an
unconstrained optimization problem using an exterior penalty method; [10]
developed a methodology for the least cost design/operation of a water distribution
system under multiple loading conditions based on the general reduced gradient
(GRG) [24]. Methods based on using a straightforward nonlinear code are limited
with respect to the water distribution system size that can be handled, the user
intervention, the number of loading conditions, and most likely their convergence
to local optimal solutions.

The capabilities of solving water distribution systems optimization problems
have improved dramatically since the employment of genetic algorithms [25].
Genetic algorithms are domain heuristic independent global search techniques that
imitate the mechanics of natural selection and natural genetics of Darwin’s evo-
lution principle. The primary idea is to simulate the natural evolution mechanisms
of chromosomes, represented by string structures, involving selection, crossover,
and mutation. Strings may have binary, integer, or real values. Simpson et al. [14]
were the first to use genetic algorithms for water distribution systems least cost
design. They applied and compared a genetic algorithm solution to the network of
[26], to enumeration and to nonlinear optimization. Savic and Walters [13] used
genetic algorithms to solve and compare optimal results of the one-loading gravity
systems of the Two Loop Network [1], the Hanoi network [27], and the New York
Tunnels system [28]. Salomons [12] used a genetic algorithm for solving the least
cost design problem incorporating extended period loading conditions, tanks, and
pumping stations. Vairavamoorthy and Ali [15] presented a genetic algorithm
framework for the least cost design problem of a pipe network which excludes
regions of the search space where impractical or infeasible solutions are likely to
exist, and thus improves the genetic algorithm search efficiency. Wu and Walski
[16] introduced a self-adaptive penalty approach to handle the transformation from
a constrained into a non-constrained framework of the least cost design and
rehabilitation problems of a water distribution system, as applied in a genetic
algorithm scheme. Loganathan et al. [17] used the decomposition idea proposed by
[1] but with minimizing the ‘‘outer’’ problem through a simulated annealing
scheme, showing substantial improvements over previous decomposition methods
which used a gradient type procedure to minimize the ‘‘outer’’ problem. Eusuff and
Lansey [18] developed a swarm based meta-heuristic algorithm, entitled the
Shuffled Frog Leaping Algorithm (SFLA). The SFLA was applied and compared
to the same problems as in [13]. Maier et al. [19] applied an ant colony algorithm
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based on [29, 30] to the gravitational network of [26] and to the New York Tunnels
system [28]. Singh and Mahar [20] used dynamic programming to solve the
optimal design problem of a multi-diameter, multi-outlet pipeline satisfying
pressure outlet constraints. Samani and Mottaghi [21] employed branch and bound
integer linear programming to solve the least cost design problem of one loading
water distribution systems.

2.2 Multi-Objective Optimal Design of Water Networks

In reality the design problem (as almost any engineering problem) of a water
distribution system involves competing objectives, such as minimizing cost,
maximizing reliability, minimizing risks, and minimizing deviations from specific
targets of quantity, pressure, and quality. The design problem is thus inherently of
a multi-objective nature. In a multi-objective optimization problem there is not a
single optimal solution but a set of compromised solutions, which form a Pareto
optimal solution set. Thus, incorporating multiple objectives in the optimal design
of water distribution systems provides a substantial improvement compared to
using a single design objective, as a broader range of alternatives is explored, thus
making the design outcome much more realistic.

Halhal et al. [31] were the first to introduce a multi-objective procedure to solve
a water distribution systems management problem. Minimizing network cost versus
maximizing the hydraulic benefit served as the two conflicting objectives, with the
total hydraulic benefit evaluated as a weighted sum of pressures, maintenance cost,
flexibility, and a measure of water quality benefits. A structured messy genetic
algorithm was implemented to solve the optimization problem. Kapelan et al. [32]
used a multi-objective genetic algorithm to find sampling locations for optimal
calibration. The problem was formulated as a two-multi-objective optimization
problem with the objectives been the maximization of the calibrated model accu-
racy versus the minimization of the total sampling design cost. The problem was
solved using a Pareto ranking, niching, and a restricted mating multi-objective
genetic algorithm. Karmeli et al. [33] applied a hybrid multi-objective evolutionary
algorithm to the optimal design problem of a water distribution system. The hybrid
approach employed a non-dominated sorting genetic algorithm coupled with a
neighborhood search technique. Two objectives were considered: minimum cost
versus minimum head shortage at the consumer nodes. Prasad and Park [34] applied
a non-dominated sorting genetic algorithm for minimizing the network cost versus
maximizing a reliability index. The reliability index used combined surplus con-
sumer nodes pressure heads with loops having a minimum pipe diameter constraint.
Prasad and Park [34] presented a multi-objective genetic algorithm approach to the
optimal design of a water distribution network with minimizing the network cost
versus maximizing the network resilience, where the network resilience is defined
as a reliability surrogate measure taking into consideration excess pressure heads at
the network nodes and loops with practicable pipe diameters. Farmani et al. [35]

Water Distribution Networks 105



compared three evolutionary multi-objective optimization algorithms for water
distribution system design through visualizing the resulted non-dominated fronts of
each of the methods and by using two performance indicators. Vamvakeridou-
Lyroudia et al. [36] employed a genetic algorithm multi-objective scheme to
tradeoff the least cost to maximum benefits of a water distribution system design
problem, with the benefits evaluated using fuzzy logic reasoning. Babayan et al.
[37] used a multi-objective genetic algorithm to solve the design problem of a water
distribution system under uncertainty. Two objectives were considered: minimum
cost versus the probability of the network failure due to uncertainty in input vari-
ables. The first objective was evaluated by minimizing the total system cost, while
the second by maximizing the nodal pressures above a minimum value. The sto-
chastic problem which simulated the uncertainty of the system inputs was replaced
with a deterministic numerical approach which quantified the uncertainties.

3 Reliability Incorporation in Water Supply Systems
Design

Reliability considerations are an integral part of all decisions regarding the plan-
ning, design, and operation phases of water distribution systems. Quantitatively,
the reliability of a water distribution system can be defined as the complement of
the probability that the system will fail, where a failure is defined as the system’s
inability to supply its consumers’ demands.

A major problem, however, in reliability analysis of water distribution systems
is to define reliability measures which are meaningful and appropriate, while still
computationally feasible. While the question, ‘‘Is the system reliable?’’, is usually
understood and easy to follow, the question, ‘‘Is it reliable enough?’’, does not
have a straightforward response, as it requires both the quantification and evalu-
ation of reliability measures. Much effort has already been invested in reliability
analysis of water supplies. These examinations, however, still commonly follow
heuristic guidelines like ensuring two alternative paths to each demand node from
at least one source, or having all pipe diameters greater than a minimum prescribed
value. By using these guidelines, it is implicitly assumed that reliability is assured,
but the level of reliability provided is not quantified or measured.

Reliability of water distribution systems gained considerable research attention
over the last three decades. Research has concentrated on methodologies for
reliability assessment and for reliability inclusion in least cost design and opera-
tion of water supply systems. A summary of these two major efforts is provided
below.
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3.1 Reliability Evaluation Models

Shamir and Howard [38] were the first to propose analytical methods for water
supply system reliability. Their methodology took into consideration flow capac-
ity, water main breaks, and maintenance for quantifying the probabilities of annual
shortages in water delivery volumes.

Vogel [39] suggested the average return period of a reservoir system failure as a
reliability index for water supply. A Markov failure model was utilized to compute
the index, which defined failure as a year in which the yield could not be delivered.
Wagner et al. [40] proposed analytical methods for computing the reachability
(i.e., the case in which a given demand node is connected to at least one source)
and connectivity (i.e., the case in which every demand node is connected to at least
one source) as topological measures for water distribution systems reliability.
Wagner et al. [41] complemented [40] through stochastic simulation in which the
system was modeled as a network whose components were subject to failure with
given probability distributions.

Reliability measures such as the probability of shortfall (i.e., total unmet
demand), the probability of the number of failure events in a simulation period,
and the probability of inter-failure times and repair durations were used as reli-
ability criteria. Bao and Mays [42] suggested stochastic simulation by imposing
uncertainty in future water demands for computing the probability that the water
distribution system will meet these needs at minimum pressures. Duan and Mays
[43] used a continuous-time Markov process for reliability assessment of water
supply pumping stations. They took into consideration both mechanical and
hydraulic failure (i.e., capacity shortages) scenarios, all cast in a conditional
probability frequency and duration analysis framework. Jacobs and Goulter [44]
used historical pipe failure data to derive the probabilities that a particular number
of simultaneous pipe failures will cause the entire system to fail.

Quimpo and Shamsi [45] employed connectivity analysis strategies for priori-
tizing maintenance decisions. Bouchart and Goulter [46] developed a model for
optimal valve locations to minimize the consequences of pipe failure events,
recognizing that in reality, when a pipe fails, more customers are isolated than
those situated at the pipe’s two ends. Jowitt and Xu [47] proposed a micro-flow
simplified distribution model to estimate the hydraulic impact of pipe failure
scenarios. Fujiwara and Ganesharajah [48] explored the reliability of a water
treatment plant, ground-level storage, a pumping station, and a distribution net-
work in a series, using the expected served demand as the reliability measure.
Vogel and Bolognese [49] developed a two-state Markov model for describing the
overall behavior of water supply systems dominated by carry-over storage. The
model quantifies the trade-offs among reservoir system storage, yield, reliability,
and resilience. Schneiter et al. [50] explored the system capacity reliability (i.e.,
the probability that the system’s carrying capacity is able to meet flow demands)
for enhancing maintenance and rehabilitation decision making.

Water Distribution Networks 107



Yang et al. [51] employed the minimum cut-set method for investigating the
impact of link failures on source-demand connectivity. Yang et al. [52] comple-
mented the reliability connectivity model of [51] with Monte Carlo simulations for
pipe failure impact assessments on a consumer’s shortfalls. Xu and Goulter [53]
developed a two stage methodology for reliability assessment of water distribution
systems using a linearized hydraulic model coupled with probability distributions
of nodal demands, pipe roughnesses, and reservoir/tank levels. Fujiwara and Li
[54] suggested a goal programming model for flow redistribution during failure
events for meeting customers’ equity objectives. Tanyimboh et al. [55] used
pressure-driven simulation to compute the reliability of single-source networks
under random link failures. Ostfeld et al. [56] applied stochastic simulation to
quantify the reliability of multi-quality water distribution systems, using the
fraction of delivered volume, demand, and quality as reliability measures.

Shinstine et al. [57] coupled a cut-set method with a hydraulic steady state
simulation model to quantify the reliability of two large-scale municipal water
distribution networks. Ostfeld [58] classified existing reliability analysis method-
ologies and compared two extreme approaches for system reliability assessment:
‘‘lumped supply-lumped demand’’ versus stochastic simulation. Tolson et al. [59]
used the same approach as [60] for optimizing the design of water distribution
systems with capacity reliability constraints by linking a genetic algorithm (GA)
with the first-order reliability method (FORM). Ostfeld [61] complemented the
study of [4] by designing a methodology for finding the most flexible pair of
operational and backup subsystems as inputs for the design of optimal reliable
networks. Recently, [62] utilized first order reliability methods in conjunction with
an adaptive response surface approach for analyzing the reliability of water dis-
tribution systems; and [63] compared the surrogate measures of statistical entropy,
network resilience, resilience index, and the modified resilience index for quan-
tifying the reliability of water networks.

3.2 Reliability Inclusion in Optimal Design and Operation
of Water Supply Systems

Su et al. [64] were the first to incorporate reliability into least cost design of water
distribution systems. Their model established a link between a steady state one
loading hydraulic simulation, a reliability model based on the minimum cut-set
method [65], and the general reduced gradient GRG2 [23] for system optimization.
Ormsbee and Kessler [66] used a graph theory methodology for optimal reliable
least cost design of water distribution systems for creating a one level system
redundancy (i.e., a system design that guarantees a predefined level of service in
case one of its components is out of service). Khang and Fujiwara [67] incorpo-
rated minimum pipe diameter reliability constraints into the least cost design
problem of water distribution systems, showing that at most two pipe diameters
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can be selected for a single link. Park and Liebman [68] incorporated into the least
cost design problem of water distribution systems the expected shortage of supply
due to failure of individual pipes. Ostfeld and Shamir [4] used backups (i.e.,
subsystems of the full system that maintain a predefined level of service in case of
failure scenarios) for reliable optimal design of multi-quality water distribution
systems. Xu and Goulter [60] coupled the first-order reliability method (FORM),
which estimates capacity reliability, with GRG2 [23] to optimize the design of
water distribution systems. Ostfeld [69] developed a reliability assessment model
for regional water supply systems, comprised of storage-conveyance analysis in
conjunction with stochastic simulation. Afshar [70] presented a heuristic method
for the simultaneous layout and sizing of water distribution systems using the
number of independent paths from source nodes to consumers as the reliability
criterion. Farmani et al. [71] applied for Anytown USA [72], a multi-objective
evolutionary algorithm for trading off cost and the resilience index [73] as a
reliability surrogate. Dandy and Engelhardt [74] used a multi-objective genetic
algorithm to generate trade-off curves between cost and reliability for pipe
replacement decisions. Agrawal [75] presented a heuristic iterative methodology
for creating the trade-off curve between cost and reliability (measured as a one
level system redundancy) through strengthening and expanding the pipe network.
Reca et al. [76] compared different metaheuristic methodologies for trading off
cost and reliability, quantified as the resilience index [73]. van Zyl et al. [77]
incorporated reliability criteria for tank sizing. Duan et al. [78] explored the impact
of system data uncertainties, such as pipe diameter and friction on the reliability of
water networks under transient conditions. Ciaponi et al. [79] introduced a sim-
plified procedure based on the unavailability of pipes for comparing design
solutions with reliability considerations.

4 Optimal Operation of Water Networks

Subsequent to the well known least cost design problem of water distribution
systems [1, 80, 81], optimal operation is the most explored topic in water distri-
bution systems management. Since 1970 a variety of methods were developed to
address this problem, including the utilizations of dynamic programming, linear
programming, predictive control, mixed-integer, non-linear programming, meta-
modeling, heuristics, and evolutionary computation. Ormsbee and Lansey [82]
classified to that time optimal water distribution systems control models through
systems type, hydraulics, and solution methods. This section reviews the current
literature on this subject.
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4.1 Dynamic Programming

Dreizin [83] was the first to suggest an optimization model for water distribution
systems operation through a dynamic programming (DP) scheme coupled with
hydraulic simulations for optimizing pumps scheduling of a regional water supply
system supplied by three pumping units. Sterling and Coulbeck [84] used a
dynamic modeling approach to minimize the costs of pumps operation of a simple
water supply system. Carpentier and Cohen [85] developed a decomposition-
coordination methodology for partitioning a water supply system into small sub-
systems which could be solved separately (i.e., decomposed) using dynamic
programming, and then merged (i.e., coordinated) at the final solution. Houghtalen
and Loftis [86] suggested aggregating training simulations with human operational
knowledge and dynamic programming to minimize operational costs. Ormsbee
et al. [87] developed a coupled dynamic programming and enumeration scheme
for a single pressure zone in which the optimal tank trajectory is found using
dynamic programming and the pumps scheduling using enumeration. Zessler and
Shamir [88] used an iterative dynamic programming method to find the optimal
scheduling of pumps of a regional water supply system. Lansey and Awumah [89]
used a two level approach in which the hydraulics and cost functions of the system
are generated first off-line followed by a dynamic programming model for pumps
scheduling. Nitivattananon et al. [90] utilized heuristic rules combined with pro-
gressive optimality to solve a dynamic programming model for optimal pumps
scheduling. McCormick and Powell [91] utilized a stochastic dynamic program
framework for optimal pumps scheduling where daily demand for water are
modeled as a Markov process.

4.2 Linear Programming

Olshansky and Gal [92] developed a two level linear programming methodology in
which the distribution system is partitioned into sub-systems for which hydraulic
simulations are run and serve further as parameters in an LP model for pumps
optimal scheduling. This approach was used also by [93] who developed a linear
programming model to optimize pumps scheduling in which the LP parameters are
set through off-line extended period hydraulic simulation runs. Diba et al. [94]
used graph-theory coupled with a linear programming scheme for optimizing the
operation and planning of a water distribution system including reliability
constraints.
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4.3 Predictive Control

Coulbeck and Coulbeck et al. [95–97] suggested hierarchical control optimization
frameworks for the optimal operation of pumps. Biscos et al. [98] used a predictive
control framework coupled with mixed integer non-linear programming (MINLP)
for minimizing the costs of pump operation. Biscos et al. [99] extended [98] to
include the minimization of chlorine dosage.

4.4 Mixed-Integer

Ulanicki et al. [100] developed a mixed-integer model for tracking the optimal
reservoirs trajectories based on the results of an initially relaxed continuous
problem. Pulido-Calvo and Gutiérrez-Estrada [101] presented a model for both
sizing storage and optimizing pumps operation utilizing a framework based on a
mixed integer non-linear programming (MINLP) algorithm and a data driven
(neural networks) scheme.

4.5 Non-Linear Programming

Chase [102] used an optimization-simulation framework coupling the general
reduced gradient GRG2 [23] with a water distribution system simulation model
WADISO [103] for minimizing pumps cost operation. Brion and Mays [104]
developed an optimal control simulation-optimization framework for minimizing
pumps operation costs in which the simulation solves the hydraulic equations and
the optimization utilizes the non-linear augmented Lagrangian method [105].
Pezeshk et al. [106] linked hydraulic simulations with non-linear optimization to
minimize the operation costs of a water distribution network. Cohen et al. [107–
109] presented three companion papers on optimal operation of water distribution
systems using non-linear programming: with water quality considerations only
[107], with flow inclusion [108], and with both flow and quality [109].

4.6 Metamodeling

Broad et al. [110] used an artificial neural network (ANN) as a metamodel for
optimizing the operation of a water distribution system under residual chlorine
constraints. Shamir and Salomons [111] developed a framework for real-time
optimal operation integrating an aggregated/reduced model, an artificial neural
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network, and a genetic algorithm. Broad et al. [112] extended [110] through
comparing four different metamodelling scenarios and suggesting skeletonization
procedures.

4.7 Heuristics

Tarquin and Dowdy [113] used heuristic analysis of pump and system head curves
to identify pump combinations which reduce operation costs. Pezeshk and Helweg
[114] introduced a heuristic discrete adaptive search algorithm for optimal pumps
scheduling based on pressure readings at selected network nodes. Ormsbee and
Reddy [115] linked a minimum-cost-constraint identification methodology with
nonlinear heuristics for optimal pumps scheduling.

4.8 Evolutionary Computation

Sakarya and Mays [116] presented a simulating annealing [117] scheme for
optimizing the operation of a water distribution system with water quality con-
straints. Cui and Kuczera [118] used a genetic algorithm (GA) [25, 119] and the
shuffled complex evolution (SCE) method [120] to optimize urban water supply
headworks. Ostfeld and Salomons [121, 122] minimized the total cost of pumping
and water quality treatment of a water distribution system through linking a
genetic algorithm with EPANET (www.epa.gov/nrmrl/wswrd/dw/epanet.html).
van Zyl et al. [123] utilized a genetic algorithm (GA) linked to a hillclimber search
algorithm for improving the local GA search once closed to an optimal solution.
López-Ibáñez et al. [124] proposed an ant colony optimization (ACO) [125]
framework for optimal pumps scheduling. Boulos et al. [126] developed the
H2ONET tool based on genetic algorithms for scheduling pump operation to
minimize operation costs.

4.9 Commercial Modeling Tool

Commercial applications for energy minimization have been developed by com-
panies such as Derceto (http://www.derceto.com/), Bentley (http://www.bentley.
com/en-US/Solutions/Water+and+Wastewater/), MWH Soft (http://www.
mwhglobal.com/) and others. These applications allow system design, optimal
pump scheduling and system operation while minimizing system operation cost
and optimizing water supply.
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5 Water Quality Analysis Inclusion in Distribution
Systems

Research in modeling water quality in distribution systems started in the context of
agricultural usage (e.g., [127, 128]) primarily in arid regions where good water
quality is limited. In 1990 the United States Environmental Protection Agency
(USEPA) promulgated rules requiring that water quality standards must be satis-
fied at the consumer taps rather than at treatment plants. This initiated the need for
water quality modeling, the development of the USEPA simulation water quantity
and quality model EPANET (EPANET 2.0@2000, [129]), and raised other
problems and research needs that commenced considerable research in this area to
assist utilities.

Shamir and Howard [130] were the first to classify water quality models for
water distribution systems. Their classification was based upon the flow conditions
in the network and the contaminant concentrations in the sources: (1) steady
flow—steady concentration. This occurs in agriculture or industry; flows are rarely
steady in municipal water distribution systems, (2) steady flow—unsteady con-
centration. This appears when a pulse of contamination is distributed within the
distribution system under steady flow conditions, (3) unsteady flow—steady con-
centration. Contaminant concentrations in the sources remain constant while the
flow regime is unsteady, and (4) unsteady flow—unsteady concentration. This
occurs when a pulse of contamination enters the system under unsteady flow
conditions.

The above classifications set the boundary conditions for the analysis of flow
and water quality in water distribution systems. These involve four major cate-
gories: simulation, optimization, chlorine control, and monitoring. This section
hereafter concentrates on the optimization of multi-quality water networks.

Optimization models of water distribution systems can be classified according
to their consideration of time and of the physical laws which are included
explicitly [131, 132]. In time the distinction is between policy and real time
models. Policy models are run off - line, in advance, and generate the operating
plans for several typical and/or critical operating conditions. Real time (on-line)
models are run continuously in real time, and generate an operating plan for the
immediate coming period. The classification with respect to the physical laws
which are considered explicitly as constraints, is: (1) QH (discharge—head)
models: quality is not considered, and the network is described only by its
hydraulic behavior; (2) QC (discharge—quality) models: the physics of the system
are included only as continuity of water and of pollutant mass at nodes. Quality is
described essentially as a transportation problem in which pollutants are carried in
the pipes, and mass conservation is maintained at nodes. Such a model can account
for decay of pollutants within the pipes and even chemical reactions, but does not
satisfy the continuity of energy law (i.e., Kirchoff’s Law no. 2), and thus there is
no guarantee of hydraulic feasibility and of maintaining head constraints at nodes;
and (3) QCH (discharge—quality—head) models: quality constraints, and the
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hydraulic laws, which govern the system behavior, are all considered. The QH and
QC problems are relatively easier to solve than the full QCH.

Ostfeld and Shamir [131] developed a QCH policy model for optimal operation
of undirected multi-quality water distribution systems under steady state condi-
tions, which has been extended to the unsteady case in [132]. To overcome the
non-smoothness problems, an approximation of the quality equations has been
used, following [133]. In the unsteady case, instead of dividing each pipe into
segments and tracking the movement of the quality fronts, a single approximated
equation was developed, representing the average concentration of the water
quality fronts in the pipes for a specific time increment. Both the steady and
unsteady models were solved with GAMS [134]/MINOS [22], an on-shelf non-
linear optimization package.

Ostfeld and Shamir [4] developed a QCH methodology which integrates opti-
mal design and reliability of a multi-quality water distribution system in a single
framework. The system designed is able to sustain prescribed failure scenarios,
such as any single random component failure, and still maintain a desired level of
service in terms of the quantities, qualities, and pressures supplied to the con-
sumers. In formulating and solving the model, decomposition was used. The
decomposition results in an ‘‘outer’’ non-smooth problem in the domain of the
circular flows, and an ‘‘inner’’ convex quadratic problem. The method of solution
included the use of a non-smooth optimization technique for minimizing the
‘‘outer’’ problem [135], for which a member of the sub-gradient group was cal-
culated in each iteration. The method allowed reversal of flows in pipes, relative to
the direction initially assigned. The methodology was applied to Anytown USA
[72] for a single loading condition, and one quality constituent. Cohen et al. [109]
solved the steady state operation model of an undirected multi-quality water dis-
tribution system by decomposing the QCH problem into the QH and QC sub—
problems for given water flows in the distribution system, and removal ratios at the
treatment plants. The QC and QH models are solved first. The combination of their
solutions serves for solving the QCH. The model has been applied to the Central
Arava Network in southern Israel, which consists of 38 nodes, 39 pipes, 11 sources
and 7 treatment plants.

Goldman [136] developed a simulated annealing shell linked to EPANET for
solving the scheduling pumping problem of a water distribution system with water
quality constraints at the consumer nodes. Sakarya and Mays [116] solved the
same problem by linking the GRG2 nonlinear code [23] with EPANET. In both
models, treatment facilities, valves, and varying electrical energy tariffs through-
out the simulation were not considered. In addition, the unsteady water quality
constraints were applied only to the last operational time period, while in reality
the problem of supplying adequate water quality to consumers is a continuous
operational time dependent problem.

Ostfeld et al. [56] developed a QCH application of stochastic simulation for the
reliability assessment of single and multi-quality water distribution systems. The
stochastic simulation framework was cast in a program entitled RAP (Reliability
Analysis Program), linking Monte Carlo replications with EPANET simulations.
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Three reliability measures were evaluated: the Fraction of Delivered Volume
(FDV), the Fraction of Delivered Demand (FDD), and the Fraction of Delivered
Quality (FDQ). Ostfeld and Salomons [121, 122] developed a genetic algorithm
scheme tailored-made to EPANET, for optimizing the operation of a water dis-
tribution system under unsteady water quality conditions. The water distribution
system consists of sources of different qualities, treatment facilities, tanks, pipes,
control valves, and pumping stations. The objective is to minimize the total cost of
pumping and treating the water for a selected operational time horizon, while
delivering the consumers the required quantities, at acceptable qualities and
pressures. The decision variables, for each of the time steps that encompass the
total operational time horizon, included the scheduling of the pumping units,
settings of the control valves, and treatment removal ratios at the treatment
facilities. The constraints were domain heads and concentrations at the consumer
nodes, maximum removal ratios at the treatment facilities, maximum allowable
amounts of water withdraws at the sources, and returning at the end of the oper-
ational time horizon to a prescribed total volume in the tanks.

6 Water Networks Security Related Topics

Threats on a water distribution system can be partitioned into three major groups
according to their resulted enhanced security: (1) a direct attack on the main
infrastructure: dams, treatment plants, storage reservoirs, pipelines, etc.; (2) a
cyber attack disabling the functionality of the water Supervisory Control and Data
Acquisition (SCADA) system, taking over control of key components which might
result water outages or insufficiently treated water, changing or overriding protocol
codes, etc.; and (3) a deliberate chemical or biological contaminant injection at one
of the system’s nodes.

The threat of a direct attack can be minimized by improving the system’s
physical security (e.g., additional alarms, locks, fencing, surveillance cameras,
guarding, etc.), while a cyber attack by implementing computerized hardware and
software (e.g., an optical isolator between communication networks, routers to
restrict data transfer, etc.).

Of the above threats, a deliberate chemical or biological contaminant injection
is the most difficult to address. This is because of the uncertainty of the type of the
injected contaminant and its effects, and the uncertainty of the location and
injection time. Principally a contaminant can be injected at any water distribution
system connection (node) using a pump or a mobile pressurized tank. Although
backflow preventers provide an obstacle, they do not exist at all connections, and
at some might not be functional.

The main course to enhance the security of a water distribution system against a
deliberated contamination intrusion is through placing a sensor system (ASCE
[137]; AWWA [138]).
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In recent years there has been growing interest in the development of sensor
systems with the majority of models using a single objective approach. The
employment of multiobjective optimization for sensor placement started recently.
This section reviews some models for sensor placement using the two approaches.

6.1 Single Objective Sensor Placement Models

Lee and Deininger [139] were the first to address the problem of sensor placement
by maximizing the coverage of the demands using an integer programming model.
Kumar et al. [140] improved the study of [139] by applying a greedy heuristic-
based algorithm. Kessler et al. [141] suggested a set covering graph theory
algorithm for the layout of sensors. Woo et al. [142] developed a sensor location
design model by linking EPANET with an integer programming scheme.
Al-Zahrani and Moeid [143] followed Lee and Deininger’s approach using a
genetic algorithm scheme [25, 119]. Ostfeld and Salomons [121, 122] extended
[141, 144] to multiple demand loading and unsteady water quality propagations.
Ostfeld and Salomons [145] extended [121, 122] by introducing uncertainties to
the demands and the injected contamination events. Berry et al. [146] presented a
mixed-integer programming (MIP) formulation for sensor placement showing that
the MIP formulation is mathematically equivalent to the p-median facility location
problem. Propato [147] introduced a mixed-integer linear programming model to
identify sensor location for early warning, with the ability to accommodate dif-
ferent design objectives.

6.2 Multiobjective Sensor Placement Models

Watson et al. [148] were the first to introduce a multiobjective formulation to
sensor placement by employing a mixed-integer linear programming model over a
range of design objectives. The Battle of the Water Sensors [149] highlighted the
multiobjective nature of sensor placement: [150] developed a constrained multi-
objective optimization framework entitled the Noisy Cross-Entropy Sensor
Locator (nCESL) algorithm based on the Cross Entropy methodology proposed by
[151, 152] proposed a multiobjective solution using an ‘‘Iterative Deepening of
Pareto Solutions’’ algorithm; [153] suggested a predator-prey model applied to
multiobjective optimization, based on an evolution process; [154] proposed a
multiobjective genetic algorithm framework coupled with data mining; [155, 156]
used the multiobjective Non-Dominated Sorted Genetic Algorithm–II (NSGA-II)
[157] scheme; [158] used a multiobjective optimization formulation, which was
solved using a genetic algorithm, with the contamination events randomly gen-
erated using a Monte Carlo procedure.

116 A. Ostfeld



7 A Look into the Future

Traditionally, water distribution networks were designed, operated, and main-
tained through utilizing offline small discrete datasets. Those were the governing
and limiting constraints imposed on modeling challenges and capabilities. This
situation is dramatically changing: from a distinct framework of data collection to
a continuous transparent structure. With multiple types of sensor data at multiple
scales, from embedded real-time hydraulic and water quality sensors to airborne
and satellite-based remote sensing, how can those be efficiently integrated into
new tools for decision support for water distribution networks is a major challenge.

This new reality is expected to limit all current modeling efforts capabilities and
require new thinking on approaches for managing water distribution networks:
from a state of lack of data to a situation of overflowing information. New tools for
data screening, algorithms and metamodeling constructions, as well as computa-
tional efficiency are anticipated to govern all future developments for water dis-
tribution networks analysis.
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Abstract Transportation is one of the main cornerstones of human civilization
which facilitates the movement of people and goods from one location to another.
People routinely use several transportation modes, such as road, air, rail and water
for their everyday activities. However, the continuous global population increase
and urbanization around the globe is pushing transportation systems to their limits.
Unquestionably, the road transportation system is the one mostly affected because
it is difficult and costly to increase the capacity of existing infrastructure by
building or expanding new roads, especially in urban areas. Towards this direction,
Intelligent Transportation Systems (ITS) can have a vital role in enhancing the
utilization of the existing transportation infrastructure by integrating electronic,
sensing, information and communication technologies into a transportation sys-
tem. However, such an integration imposes major challenges in the monitoring,
control and security of transportation systems. This chapter surveys the state of the
art and the challenges for the implementation of ITS in road transportation systems
with a special emphasis on monitoring, control and security.
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1 Introduction

Transportation systems are an indispensable part of human activity which facili-
tates the movement of people and goods from one location to another. In recent
years, people have become so dependent on transportation modes, such as road,
air, rail and water that different transportation systems face not only opportunities,
but also challenges. The most widely used and the one most affected is the road
transportation system.

The ever increasing urbanization and motorization overcrowds cities with
vehicles, leading to undesired everyday phenomena, such as congestion and
accidents. Inefficient management of urban mobility causes several adverse effects,
such as long travel times and increased travel costs, degraded quality of life for the
travellers, as well as high CO2 emissions and huge waste of fossil-fuel energy. In
the USA, transportation systems account for about 25–30 % of the total energy
consumption and 75 % of petroleum fuel consumption [1]. In addition, the
growing road traffic increases the accident risk which results in a large number of
injuries and casualties, further increases congestion and costs economies huge
amounts of money. In the USA there are on average around 40,000 fatalities a
year, while congestion causes travellers 5.5 billion h, 2.9 billion gallons of fuel and
a congestion cost of $121 billion [2].

To alleviate these societal, economic, energy and environmental problems
caused by the increasing use of transportation systems drastic actions need to be
taken. One direction, is to increase the capacity of the transportation infrastructure
by constructing new roads. However, it is both difficult and costly to expand roads
in urban areas, so this is unlikely to happen on a large-scale. Another direction, is
to take actions that will reduce traffic either by managing traffic demand or by
using alternative transportation modes. Traffic demand management can be
achieved either explicitly by restricting specific vehicles off the roads or implicitly
through different pricing schemes, such as congestion charging, high occupancy
toll lanes and vehicle-travelled miles fees [3]. For example, during the Beijing
Olympics of 2008, an alternating restriction was imposed to the private car owners
according to the vehicle license plate number (odd/even), which reduced traffic in
half [4]. Also, in several large cities, such as London and Stockholm, congestion
charging schemes have resulted in the reduction of traffic volume, travel time and
pollution by about 15–20 % [5, 6]. The wide adoption of public transportation
modes could result in huge traffic reductions but this is not always convenient
while certain countries lack the cultural background for such adoptions. A third
direction, is towards the integration of intelligent transportation systems (ITS)
technologies into the existing infrastructure which increases capacity without
building new roads. For example, implementing ITS to achieve real-time optimal
operation of traffic lights in the USA could reduce travel time by 25 % and fuel
consumption by 10 %.

ITS solutions can reduce travel-time, ease inconvenience and congestion,
improve safety, and reduce pollutant emissions by integrating electronic, sensing,
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information and communication technologies (ICT) into the transportation system
to optimally manage traffic. ITS also play a vital role in enabling the enforcement
and operation of strategies aiming at reducing traffic. Additionally, ITS can
increase the speed, reliability, convenience and safety of public transportation
means, giving strong incentives to travellers for adoption. These goals can
be realized by monitoring traffic conditions (e.g., travel times, queue lengths,
accidents, incidents, construction works) for the short/long-term management and
real-time control of traffic flows, as well as through ICT systems that facilitate
the operation of transportation systems, assist the drivers, provide information/
guidance to the travellers, and provide the capability for vehicles to communicate
with other entities (referred to as V2X), including vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) communication.

Nevertheless, the monitoring and control of traffic through ITS is very chal-
lenging for several reasons. Firstly, it is difficult to deal with the large-scale nature
of a transportation system which involves millions of travellers/cars and a vast
network of roads. For example, monitoring a transportation system requires the
deployment of numerous different sensors that provide real-time information;
nevertheless, aggregating raw-data to a central operations centre and extracting
useful information is very challenging due to the large volume, velocity and variety
of the incoming data. Secondly, traffic dynamics are nonlinear and often exhibit
chaotic behaviour which makes the control of traffic difficult. Besides, high
uncertainty in traffic dynamics due to the human driving style, various road inci-
dents, such as construction works, accidents or even a slowly-moving vehicle
complicates the situation even further making traffic modelling more challenging.
Another challenge regards the proactive handling of the inherent human behaviour;
for example, disseminating information about a congested highway, might have a
negative impact in the sense that all drivers might adapt their travel plan resulting in
the congestion of other areas than the particular highway. Finally, providing a high-
level of security for the transportation system is also of vital importance to allow the
normal operation of ITS under different security threats.

This aim of this chapter is to describe the state of the art in ITS and the
challenges associated with the implementation of ITS solutions in road transpor-
tation systems with a special emphasis on monitoring, control and security. The
structure of the chapter is the following. Section 2, provides an introduction to
ITS. Sections 3–5, discuss in detail the state of the art in the monitoring, control
and security of ITS, respectively, and attempt to capture the main challenges and
open issues of these areas. Finally, Sect. 6 provides concluding remarks.

2 Introduction to Intelligent Transportation Systems

The introduction of ICT technologies in our everyday life has significantly
improved our quality of life by transforming many industries, such as education,
health-care and governmental services. Currently, ICT is in the process of
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transforming transportation systems by integrating electronic, sensing, information
and communication technologies, an area called Intelligent Transportation Sys-
tems (ITS). ITS are capable of monitoring and controlling transportation systems,
developing advanced traveller/operator applications, and providing assistive
technologies for the drivers. To better understand ITS and their vital role in road
transportation systems, this section describes the main applications areas, the
enabling technologies and the benefits of ITS.

2.1 ITS Application Areas

The meaning and potential of a technology can be better understood through its
capacity to provide numerous applications. Here, we outline several applications
of ITS through a taxonomy of application categories based on functional intent.
ITS have the following five main application areas [7]:

• Advanced Traffic Management Systems (ATMS)
• Advanced Traveller Information Systems (ATIS)
• Advanced Public Transportation Systems (APTS)
• ITS-Enabled Transportation Pricing Systems (ETPS)
• Advanced Vehicle Control Systems (AVCS)

ATMS concerns the intelligent control of traffic-related devices, such as traffic
signals, variable message signs and ramp meters to improve the utilization of
transportation systems. Traffic signal control, concerns the optimal scheduling of
signal indications in order to optimize some appropriate metric, such as average
speed delay, vehicle throughput or average number of stops for each vehicle. To
achieve this, it is not only necessary to have sophisticated control algorithms to
achieve the specific goal but also reliable real-time information about the condition
of the transportation network. Variable message signs are electronic panel signs
that provide travellers with information about special events in the road network
allowing them to take appropriate actions. Ramp metering is another powerful
strategy for increasing the flow of vehicles in highways by regulating the number
of vehicles entering a highway, to avoid congested states that might lead to the
deterioration of traffic flows. ATMS are also concerned with the development of
holistic monitoring systems that collect a variety of data from different sources,
such as detector loops, cameras and probe vehicles. Data are aggregated and
translated to meaningful information by traffic management centres, which then
disseminate the information to the travellers.

ATIS are devices or telematics services that provide to the travellers real-time
travel and traffic information, such as directions towards specific destinations
based on traffic, congestion-levels, road works, weather conditions etc. Informa-
tion dissemination can take place via variable message signs, radio announce-
ments, and the Internet. Individual in-car assistive devices for navigation and
telematics services are also included in this category. Navigation devices provide
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personalized navigation directions for transit routes based on the minimization of
different metrics, such as delay, distance or energy. Telematics devices provide
location-specific information to the drivers regarding congestion, accidents,
weather conditions or even parking which can be very beneficial in allowing the
drivers to take appropriate actions in advance so as to minimize the effect of any
evolving situation.

APTS help to make public transport a more attractive option for commuters by
improving the efficiency, convenience and safety of public transportation by means
of systems that provide real-time status information of different public transport
modes (e.g., bus, subway, rail), or devices that allow electronic fare payment,
easing public transportation commuting and reducing travel times. APTS can play
a crucial role in improving the overall operation of the transportation system by
reducing road traffic, easing congestion and significantly decreasing the amount of
energy consumed in transportation systems.

ETPS enable road-user charging methods to alleviate congestion. Charging
methods include automatic toll collection when entering highways, congestion
charging when entering high-occupancy parts of a city, fee-based express lanes,
vehicle-miles travelled usage fees and variable parking fees. Such charging
methods can incentivise travellers to share cars, use public transportation means,
or travel through less-congested routes. Despite the efficiency of charging meth-
ods, there are several implementation challenges regarding their automatic oper-
ation, enforcement, accurate monitoring and nation-wide deployment, which can
only be surpassed via ITS technologies.

Finally, AVCS use advanced electronics and techniques to improve vehicles’
behaviour and assist the driver, with the dominant concern being safety. Such
systems can be used to provide safety warnings (e.g., rear end/front end collision,
roadway departure, intersection collision, vehicle distance), increase highway
capacity via ‘‘platooning’’, a group of cars traveling in an organized manner, or
provide the means for advanced cruise control. AVCS also provide the means for
information exchange either through Vehicle-to-Infrastructure (V2I) communica-
tion to monitor the state of the transportation network or disseminate useful
information to vehicles via road-side units (RSU), and through V2V communi-
cation for collaborative real-time decision making between vehicles. Nowadays,
fully autonomous vehicles (AVs) are also becoming a reality [8]; many large
manufacturers including Mercedes Benz, Nissan, Toyota, Volvo and Google have
already developed AVs which are currently testing. AVs have already driven
successfully thousands of miles in real-life conditions and have even acquired
driving licenses by certain U.S. states [9]. Therefore, it is not long before our roads
fill with AVs; once the technology matures, each vehicle will be easily and cheaply
converted into an AV. An abstract representation of the different ITS functional-
ities in road transport is provided in Fig. 1.
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2.2 Enabling ITS Technologies

The full potential of ITS services is made possible through technological
advancements in several fields, such as electronics, communications, positioning
systems and information systems. The most important technologies that enable ITS
applications are the following [7]:

• Location-related technologies
• In-car sensors
• Network monitoring devices
• Communication solutions
• Computing platforms
• Software advancements
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Location awareness is fundamental towards the implementation of ATIS
applications, e.g., for navigation and warning systems, location-based services in
APTS, estimation of vehicle-miles travelled for ETPS and traffic data collection
for ATMS. A vehicle location can be estimated using global positioning system
(GPS) receivers based on the absolute position of several satellites (at least 3–4)
and the relative distance between the vehicle and each of the satellites. GPS
receivers can achieve an accuracy of 10–30 m and require line-of-sight with the
satellites; hence, the presence of skyscrapers in downtown environments can
inhibit the operation of GPS devices. Geographical Information Systems (GIS) are
also fundamental in the implementation of ITS applications through the con-
struction, analysis, manipulation, and display of geographic information. GIS
provide detailed digital maps for routing and scheduling in ATIS, assist APTS in
planning and operations, and are valuable in the analysis, monitoring and man-
agement of traffic in ATMS.

In-car sensors are fundamental for the implementation of AVCS technologies.
On-board sensors not only provide critical information for the normal operation of
the car, such as temperature, airbag status, velocity and direction, but also enable
assistive technologies related to parking, warnings and advanced control. For
example, front and rear radars and ultrasonic sensors measure distance from sur-
rounding objects to warn about slowly moving vehicles, prevent collisions and
assist in parking. On-board cameras are essential in AVs for the visual perception
of the surrounding environment, traffic sign recognition and pedestrian detection.
Lidars are remote sensing devices that illuminate surrounding objects with a laser
and analyse the reflected light to generate a precise 3-D map of an AV’s sur-
rounding environment. GPS devices also enable assistive control functionalities
through warnings regarding potential collisions, lane departure and hazardous
locations.

There are also several technologies that can be used to monitor the road net-
work, such as detector loops, roadside cameras, probe vehicles, bluetooth devices,
seismic sensors and wireless systems. These devices measure different traffic
characteristics, such as traffic volume and density, vehicle speed, vehicle category,
travel times, etc., which are essential in ATMS for the management and control of
the network’s traffic flows. Monitoring technologies are described in more detail in
Sect. 3.1.

Communication solutions allow the deployment of cooperative technologies
that operate beyond the line-of-sight of in-car sensors. Through V2X cooperation
dangerous situations can be perceived and avoided, data collection can be far more
detailed compared to network monitoring equipment, while information dissemi-
nation to travellers can be more accurate and useful. There are several ITS
communication solutions with different characteristics (communication range, data
rate, frequency bands, etc.). Dedicated Short Range Communications (DSRC)
enable V2X communications for distances up to 1,000 m, operating at 5.8 GHz or
5.9 GHz; it is the main technology for several ITS applications, such as ETPS
services, information provision and V2V cooperation. The range of DSRC can be
extended by relaying information in the vehicular network until the information
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reaches the desired destination. ATIS and APTS significantly benefit from mobile
3G and 4G (4th generation) data transfer technologies that provide medium to high
data-rate, long range Internet connectivity to travellers.

In spite of these enabling technologies, ITS applications would remain unre-
alizable without advances in software (e.g., intelligent processing, database
management) and computer hardware (e.g., processors, personal digital assistants
(PDAs), memory). According to Moore’s law the processing power and memory
of computing platforms is doubling every 18 months [10]; these have enabled the
development of advanced techniques for the processing of large volumes of data
for the extraction of useful information in reasonable time. Towards this direction,
cloud computing is another driving force which provides the illusion of infinite
computing resources on demand, according to the user needs and without long-
term commitments [11]; ATMS can significantly benefit from cloud computing by
storing and processing their data on the cloud [12]. PDAs also have a prominent
role in several areas of ITS; the emergence of smartphones and navigation devices
is enabling several traveller services, such as route guidance, traffic information
retrieval, and driver assistive applications [13], while they can be used for the
collection of good quality traffic data from individual travellers.

Despite the aforementioned hardware innovations, intelligence in ITS emanates
from software. Intelligent algorithms constitute the main ingredient of ITS
applications. They are responsible for the processing of noisy, incomplete and
even misleading raw data for the extraction of useful information, for the mod-
elling, management and optimal control of traffic in ATMS, for the derivation of
optimal navigation routes in ATIS, for the management of APTS and for the
intelligent control of AVCS. The intelligent approaches for the solution of prob-
lems arising in ITS are discussed in more detail in Sect. 4.

2.3 ITS Benefits

ITS delivers safety, performance, environmental and economic benefits. Most
importantly, ITS increases the safety of travellers and pedestrians. In 2010, there
were 1.24 million fatalities [14] associated with road accidents around the world,
of which about 75 % were attributed to human error [15]. Departing from the
traditional philosophy of protecting passengers in the event of an accident, AVCS
applications aim at preventing accidents e.g., through systems for collision
avoidance, pedestrian detection, emergency breaking and lane changing warning.
For example, IntelliDrive, an initiative of the U.S. Department of Transportation to
provide an intelligent infrastructure with V2I capabilities for the identification and
warning of drivers about threats and hazards on the roadway [16], could poten-
tially cut accidents to one fifth [17]. Other ITS areas can assist in implicitly
reducing accidents through the reduction of congestion. For instance, accidents
were reduced by approximately 25 % by introducing ramp metering in the free-
ways of Twin Cities, Minnesota [18].

132 S. Timotheou et al.



In terms of performance, all ITS areas contribute towards the reduction of
congestion, which is the key for safer, greener, more cost-efficient and comfortable
road travel. Towards this direction, intelligent management and control of traffic,
as well as the exploitation of advanced navigation systems, increase the capacity of
existing infrastructure; the introduction of APTS and ETPS reduces the number of
road vehicles, while AVCS minimize unnecessary travel delays by reducing the
number of crashes. Quantifying congestion reduction from the simultaneous
deployment of various ITS solutions may be difficult, but there are numerous
studies that examined the performance benefits from individual ITS solutions. For
instance, a pilot project that introduced the heuristic ramp metering coordination
system (HERO) at 6 consecutive inbound on-ramps on the Monash freeway in
Melbourne, Australia, increased average flow and speed by 8.4 and 58.6 %
respectively [19], while congestion charging in London and Stockholm have
resulted in the reduction of traffic volume, travel time and pollution by about
15–20 % [5, 6].

ITS solutions also deliver significant environmental benefits. Alleviating con-
gestion reduces energy waste and air pollution; this is particularly important, as the
sector of transportation systems is a main contributor towards the consumption of
petroleum fuels and greenhouse gas emissions. In addition, ATIS navigation
devices can provide guidance towards routes that minimize energy or CO2

emissions. APTS and ETPS solutions also contribute towards these directions, by
contributing towards the reduction of vehicles in the roads.

Finally, ITS provide several economic benefits. Firstly, ITS have an excellent
benefit-cost ratio; for example, it is estimated that a real-time traffic management
program across the US would yield a benefit-cost ratio of 25–1 [7]. Another example
is the HERO system introduced in the Monash freeway in Melbourne, which had an
economic payback period of just 11 days [19]. Secondly, ITS can boost productivity
by transporting people and goods faster and safer. Thirdly, ITS can diminish the
economic impact of accidents due to vehicle damages and loss of life. According to a
study from Cambridge Systematics Inc., prepared for AAA in 2011, the annual cost
of congestion and accidents in the US alone is around 100 and 300$ billion,
respectively, which accounts for approximately 2.5 % of the GDP [20].

3 Monitoring Road Transportation Systems

Monitoring is the act of collecting and managing information concerning the
characteristics and status of network or vehicular resources of interest, such as traffic
flows, road violations and driver status. Monitoring is inextricably interwoven with
ITS, providing valuable information for the implementation of prediction, estima-
tion, classification and event-detection applications in all areas of ITS. It is also a
very active research area due to the challenges associated with the collection and
processing of transportation data given their high velocity, volume, and variety, as
well as the requirement for scalable, extensible and secure solutions.

Transportation Systems: Monitoring, Control, and Security 133



The network monitoring process involves several stages. Initially, monitoring
devices measure generated events from various sources and encode data to a given
format; at this or any later stage, data processing may take place, such as filtering
or event detection. Then, collected data and events are disseminated to a trans-
portation operations centre, where data from multiple sources are jointly processed
to identify important traffic events (e.g., traffic congestion and accidents) and
estimate or predict the network state. Finally, processed data need to be properly
presented to the end-users for interpretation and further actions.

Vehicular monitoring may regard certain functions of the vehicle, the sur-
rounding environment or the driver. The monitoring process in this case is similar,
but information is disseminated to the driver in the form of notifications, warnings
or driving assistance. Vehicular monitoring systems may be used among others for
the pedestrian detection, lane keeping, traffic sign detection and driver inattention
detection.

This section reviews the monitoring devices, explains the monitoring parame-
ters and traffic characteristics of interest, outlines some main methodologies used
for the analysis of collected data and describes the main monitoring applications.

3.1 Monitoring Technologies

There are numerous devices for monitoring individual vehicles and the road
transportation network, each capable of measuring different characteristics.

Apart from the traditional in-car sensors that monitor various operational
characteristics of the car, several more advanced vehicle monitoring devices
(VMDs) are emerging. Radars and ultrasonic sensors are used to prevent collision
by measuring the distance from surrounding objects (including pedestrians or
vehicles) and warning the driver if something is in short-range. GPS devices are
exploited to monitor the position of the vehicle and provide lane departure
warnings to the driver. Video cameras are also becoming a main VMD due to the
importance of visual information, the progress in computer-vision and their price-
to-performance improvement. Video cameras are mostly used for driver assistance
or autonomous driving, due to their ability to detect, identify, track other vehicles
and perceive the environment [21]. Another key VMD are lidars, used in AVs to
generate high-resolution 3-D maps of the surrounding environment.

Network monitoring devices (NMDs) are intrusive (installed in the road or
pavement) or non-intrusive (mounted on posts, unmanned aerial vehicles (UAVs) or
satellites) technologies that measure and report different traffic characteristics (e.g.,
concentration, flow, speed, travel times, counts, turning movements, vehicle type,
weight, etc.). According to the spatiotemporal measurement characteristics NMDs
report different traffic characteristics, yielding five measurement categories [22]:

• at a point (measurement of flow, speed, time/distance headway, count, weight,
vehicle type),
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• over a short section of the road (10 m) (aforementioned traffic characteristics
and occupancy),

• over a length of road (0.5 km) (density),
• using moving-observers (speeds, travel times),
• wide-area sampling from multiple ICT sources (density, turning movements,

speeds, vehicle type).

Measurements at a point are mostly performed using induction loop detectors
and video cameras, but other technologies, such as microwave beams, radars,
photocells and ultrasonics are also in operation. Point detectors can sense the
passage of vehicles and provide traffic volume counts, flow rates (vehicles per unit
time per lane) and time headways (time distance between adjacent vehicles).
Speed measurements can also be obtained by microwave and radar point detectors.
Piezoelectric sensors can measure vertical forces, estimating a vehicle’s weight per
axle [23]. Vehicles can also be categorized (such as motorcycles, cars, minivans,
trucks, and buses) by different point detectors [24], by exploiting measured vehicle
characteristics, such as length, size and weight.

Short-section measurements are performed by installing point detectors in pairs
closely spaced apart. In addition to the traffic characteristics measured using point
detectors, short-section measurements can yield speeds (by calculating the time
needed for a vehicle to pass both detectors) for all detector types, as well as
occupancy. Occupancy is an essential traffic parameter characterizing the con-
centration of cars, through the percentage of time that a vehicle passes from the
detection zone.1

Another fundamental traffic parameter that needs to be measured is density.
Density is dual to occupancy, measuring the number of vehicles per unit length for
a specific time instance. Hence, density can be measured over a long section of the
road, typically around 0.5–1 km, either from aerial photography (e.g., satellites
and UAVs) or from cameras installed on high structures. The importance of
occupancy or density is emphasized by the fact that, along with flow rate and
speed, they are the three fundamental traffic parameters characterizing the traffic
dynamics.

Moving observers are also emerging as important NMDs, especially for the
monitoring of urban transportation networks. Moving observers are floating cars,
equipped with special equipment, such as GPS and speedometer, that record their
speeds and travel times for different road segments over time. The advent of V2X,
combined with smartphones’ capability to record position and speed, imply that
every car has the potential to be transformed into a moving observer that sends
data to the infrastructure. Having a large number of floating data-collecting cars
means that wide-area traffic characteristics can be captured in real-time which
could have a major impact on the monitoring and control of road transportation
systems.

1 The fact that occupancy is measured over a short road section is a practical limitation; ideally,
occupancy measurements can be performed with point detectors.
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Recently, advances in ICT have allowed the development of novel, wide-area,
low-cost data collecting methods [25]. One approach exploits the abundance of
mobile phones to anonymously estimate their position and speed; this information
can be fused with other data for the real-time monitoring of traffic characteristics
[26]. Wireless sensor networks (WSN) consisting of inexpensive nodes equipped
with magnetometers, can also be used for vehicle detection, which is essential for
inferring vehicle counts, turning movements and speeds and vehicle length [27].
Finally, bluetooth detectors are also gaining widespread use as NMDs because
they are non-invasive, low cost and simple solutions. The goal of bluetooth
detectors is mainly the estimation of travel times of specific road segments by
matching the Medium Access Control (MAC) address of mobile devices passing
from the end-points of these segments [28].

Apart from providing a variety of traffic measurements, video cameras can
employ advanced computer vision algorithms to deliver advanced functionalities,
such as automatic license plate recognition and scene analysis, which cannot be
performed by other NMDs. These capabilities enable a wealth of applications for
automatic incident detection and traffic policy enforcement, which are particularly
important in ITS. A summary of the various NMDs along with the main principles
of operation, applications, advantages and disadvantages can be found in [29].

3.2 Applications

Monitoring has numerous applications in transportation systems. The most fun-
damental application of monitoring solutions regards the identification of different
road users, which enables more advanced applications. Traditional NMDs and
vision-based solutions can count vehicles, and often can classify vehicles
according to their type. Depending on the capabilities of an NMD, vehicle clas-
sification (VCL) can be accomplished using several different metrics, such as
weight, length and speed, vehicle silhouette, etc. Using vision-based or mobile
phone solutions the detection of pedestrians is also possible [30, 31].

Measuring and aggregating spatiotemporal data regarding fundamental traffic
parameters, such as count and classification of vehicles, concentration (density or
occupancy), flow, speed and travel times are essential in the management and
planning of transportation systems (MPTS). Examination and analysis of these
data allows transportation engineers to identify main operational problems, such as
dangerous or highly congested network regions and plan accordingly to solve
those issues by constructing new or upgrading existing infrastructure, or by
adopting policies that will reduce congestion and accident risk. In addition, these
data allows the optimization and generalisation of certain functions of the trans-
portation system; for example, offline optimization of traffic signal scheduling
requires estimates about the queue lengths at each intersection and the travel time
between intersections, which can be estimated using collected traffic data. Infra-
structure health monitoring can also be achieved automatically through the
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collection and processing of acoustic sensor data that capture the noise generated
by the interaction between car tires and the road surface [32].

Another important application of monitoring is traffic state estimation (TSE).
The high cost and installation difficulty of NMDs hinders their widespread
deployment, which implies that a large portion of the transportation network
remains unmonitored. For this reason, several model-based techniques have been
developed to address this issue by finding the state of the roads of the considered
transportation region that minimizes a certain cost measure, while respecting the
known traffic information. In this context, traffic state can mean either density or
speed as a function of time and space for highway traffic, or it can mean queue
lengths at intersections in urban areas. Even if there is abundance of measure-
ments, TSE is still important due to the noisy, incomplete or even erroneous nature
of measurements. For example, the recent emergence of data collection from
floating user cars equipped with GPS receivers, allows the collection of a large
volume of relatively low quality data that need appropriate processing to extract
good estimates of the traffic state. Closely-related and equally important problems
to TSE are the short-term prediction (STP) of the traffic state which is utilized in
ATIS (e.g., link travel times and congestion levels), as well as the estimation of the
origin-destination matrix (EODM), which is an indicator of the traffic flows in
different paths of the transportation network [33]. Traffic data can also be exploited
to detect anomalies in the flow of traffic; closer examination of that area can
determine if there is an incident, such as accidents, road blockages or congestion,
that needs to be dealt with.

Automatic incident detection (AID) is another important application of moni-
toring, mostly achieved using vision-based solutions. AID is more complex than
simply measuring certain traffic parameters, and often requires several processing
stages such as the detection, classification, identification and tracking of multiple
moving objects, as well as the analysis of the scene. Detection is required to
distinguish moving targets of interest from the background and from each other
and monitor their behaviour. To fully identify moving targets, classification of
road users (e.g., pedestrians, cars, buses, tracks) and license plate recognition can
be performed. In addition, it is often necessary to track the trajectory of individual
vehicles over time and infer whether a specific incident is taking place. For
example, when monitoring a scene to detect illegal turning, each vehicle has to be
detected, identified and tracked, to infer whether it is following an illegal trajec-
tory. Apart from illegal turning, there are several other monitoring applications
related to the enforcement of transportation policies, such as illegal stopping or
parking, bus lane or one-way street violation, speeding, red light running and
stolen vehicle recovery. Vision-based solutions can also be used for easy-pass toll
charging, parking monitoring to provide guidance to travellers via ATIS and
accident detection.

The main driving force of VMDs are video cameras as they enable key tech-
nologies in driver assistive systems and AVs. The ability of cameras to detect,
recognize and monitor the trajectories of other vehicles is essential for crash
avoidance. Cameras can also detect pedestrians, so as if a pedestrian is discovered
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in a dangerous region with respect to the moving vehicle, then certain proactive
measures can be taken to protect them from colliding. Apart from the monitoring
of moving objects, cameras are essential in perceiving the surrounding environ-
ment to assist the driver in avoiding hazards (e.g., pedestrians detection, collision
avoidance, car following, traffic sign identification and lane departure warning
[34]). Video or infrared cameras can also monitor the driver for inattention, taking
appropriate actions in case of distraction, drowsiness or fatigue which impair the
driver’s performance and increase the risk for accidents. Figure 2, summarizes the
different monitoring technologies and the main applications emanating from each
technology.

3.3 Techniques

The development of vehicle and network monitoring applications has given rise to
numerous techniques from various areas of engineering, such as statistical and
probabilistic analysis, computer vision, machine learning, control systems and
computational intelligence. In this section, the main techniques of monitoring
applications are discussed.

A prominent application of traffic monitoring regards TSE and STP. The chal-
lenging nature of these problems (due to the incompleteness, heterogeneity and
inaccuracy of measurements, the dynamically changing environmental conditions,
as well as the unpredictable nature of human behaviour) has given rise to two main
technique classes. The first, makes use of traffic flow physics to construct appropriate
models and efficiently incorporate traffic data to obtain estimation and/or prediction
of traffic. The most common approach utilizes first or second order density-flow or
velocity models, combined with different Kalman-filtering approaches (linear [35],
extended [36], ensemble [37], localized-extended [38]) to optimize estimation
performance against noise. Technique variations occur from the various measure-
ment sources (loop detectors, floating vehicles, mobile phone probes) that provide
data for different traffic parameters and hence require models modifications to better
incorporate information; fusing data from multiple sources can also improve per-
formance, especially in urban environments where traffic estimation is more chal-
lenging [39]. The second class of techniques is purely data-driven, without
considering a specific model from traffic engineering, so that the estimation is based
on statistical or machine learning techniques. Data-driven techniques have the
advantage of being able to incorporate, apart from standard traffic measurements,
other useful information, such as meteorological data, vehicle mix and driver mix.
Data-driven techniques mostly rely on parametric methods that assume an under-
lying general model (e.g., multivariate time-series [40, 41]) or non-parametric
methods where estimation and prediction is achieved by implicitly constructing the
relationship between independent and dependent variables (e.g., through clustering
[42], neural networks [43], SVM classifiers [44]). A recent survey on short-term
traffic prediction methods can be found in [45].
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A plethora of techniques have been developed for detecting and classifying
vehicles into categories (e.g., passenger cars, vans, cars with trailer, buses, trucks,
motorcycles), due to the variety of NMDs deployed in the road infrastructure, each
providing different kinds of measurement and having its own strengths and
shortfalls. In [46] the variation rate of the natural frequency resulting from the
passage of cars and the magnetic profile of an inductive dual-loop detector were
used as input to a multilayer feed-forward neural network to classify vehicles into
five categories. Inductive single-loop detectors were used in [47], to estimate the
speed and length of each vehicle and classify cars using a simple rule-based
method. The authors of [48] perform VCL using a network of acoustic and seismic
sensors with wireless communication capabilities in a distributed two stage pro-
cedure. The first stage involved local classification from various acoustic and
seismic signal features through machine learning classifiers (k-nearest neighbors
(kNN), support vector machines (SVM), maximum likelihood (ML) and linear
vector quantization (LVQ)); in the second stage, local decisions were centrally
fused using weighted majority voting exploiting the fact that multiple sensors
classified each vehicle. A feature extraction low complexity classification algo-
rithm was also developed in [49], based on the length, height and height profile of
each vehicle obtained from a microwave radar detector. In [50] vibration sensors
were employed for the categorization of trucks according to the received signal
profile and the time of arrival and departure of a vehicle using a signal processing
procedure to extract the number of vehicle axles. Computer vision techniques have
also been developed to tackle the problem of VCL using still images or video
sequences. Such techniques can extract specific features from each vehicle,
including size, linearity properties [24] and edges [51], or use general extraction
methods [52] to extract features that are then compared to a library of associated
features for each vehicle class. In this way similarity scores can be established
between target vehicles and different vehicle categories; different classifiers can
then be employed according to the sequence of similarity scores for each vehicle,
such as maximum likelihood [24], Bayesian inference [53] and ensembles of
classifiers [52].

Apart from the detection and classification of vehicles, computer vision tech-
niques are also fundamental in AID [54]. AID is comprised of the following
stages: vehicle detection and classification (already discussed), identification
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through ALPR, tracking and analysis of the scene based on the tracking of multiple
vehicles to detect whether a significant event has occurred (e.g., two vehicles very
close to each other is a potential accident [55]).

ALPR is usually achieved through detection of the license plate, segmentation
into individual characters and recognition of each character, using still images or
video sequences. This task is quite challenging due to the diversity in license plate
formats, the dynamically changing outdoor illumination conditions and the low
resolution of image regions due to dirt and physical damage. For this reason,
several methodologies for ALPR have been developed ranging from monochrome
and colour image processing techniques (e.g., based on morphological character-
istics, component analysis, hierarchical representations, image transforms, histo-
gram processing) to machine learning (e.g., cascade classifiers, SVM, hidden
Markov Models) and computational intelligence (e.g., artificial neural networks,
genetic algorithms). A review of the various techniques used in the three stages of
ALPR can be found in [56, 57].

Vehicle tracking allows the observation of the path of each vehicle, which is
important for traffic policy enforcement in traffic surveillance. Tracking involves
two main phases; in the first phase, features are extracted from the vehicle or
the foreground, and used in the second phase by a dynamic model to predict the
trajectory of the moving vehicle. The most commonly used dynamic model is the
Kalman filter which can optimally estimate the state of a linear time invariant
systems using measurements with Gaussian noise [24, 58]. Nevertheless because
the motion model is in general nonlinear, and with non-Gaussian noise, particle
filters have also been developed for this task [59]. Other techniques that have been
proposed for vehicle tracking include spatiotemporal Markov Random fields [60]
and graph correspondence [61]. A comprehensive presentation of computer vision
techniques for urban environments can be found in [62].

Apart from network monitoring, computer-vision is also of paramount impor-
tance in AVs and DAS in intelligent vehicles. The implementation of such systems
requires an integrated monitoring framework that incorporates the vehicle, the
surrounding environment and the driver [63, 64]. Monitoring the behaviour of the
vehicle is perhaps the easiest components, as it is a process that can be performed
using multiple on-board sensors in a controlled manner. Contrary to vehicle
monitoring, perceiving the surrounding environment using vision-based systems is
quite challenging and requires among others to detect, track and analyse the
behaviour of other moving-objects (pedestrians and vehicles), as well as to observe
the road-way infrastructure (e.g., road lanes, traffic lights, traffic signs). Early
object detection systems relied on simple image features, such as shape, symmetry,
texture and edges, however, recent detectors use more general and robust features,
such as histogram of oriented gradients (HOG) [65], Haar wavelets [66] and Scale
Invariant Feature Transform (SIFT) [67] features. For the classification of image
segments into objects of interest, machine learning classifiers are usually
employed, such as linear and latent SVMs, Adaboost cascade classification, hidden
Markov Models and Gaussian Mixture Models [68]. The abundance of research
works on this topic is evidenced by the multiple survey papers that have been
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conducted for pedestrian [30, 69–71] and vehicle detection [72, 73]. Variations of
Kalman and particle filtering are the most widely used techniques to provide robust
position estimations of the detected objects; in these techniques the state vector is
usually comprised of the coordinates and velocity of the pixels that parameterize
the tracked object [72]. Tracking of pedestrians and vehicles is vital for the early
diagnosis and prevention of collisions by assessing the risk that the predicted
trajectories of two moving objects coincide [70, 71]. Detection and tracking are
also prerequisites of behaviour analysis, which is also essential for AVs or a
complete DAS that enhances safety and driving quality by providing information,
warnings and autonomous control functionality. Characterization of on-road
vehicle behaviour refers to the identification of specific driving behaviour from
sets of predefined behaviours related to: (a) driving environment (urban, freeway,
intersection, non-intersection), (b) performed manoeuvres (e.g., overtaking,
merging, lane changing, lane keeping, turning), (c) long-term vehicle trajectory
prediction, and (d) driving style (e.g., erratic, aggressive, normal). Due to the
predefined categorization of vehicle behaviours, characterization is usually
achieved based on unsupervised (e.g., clustering, template matching scores),
supervised (e.g., SVM, neural networks), and probabilistic (Dynamic Bayesian
Networks, hidden Markov Models, particle filters) techniques. A review of vehicle
behaviour studies can be found in [72].

Perceiving the road-way infrastructure using computer vision is also funda-
mental in AVCS. In [74], various studies on lane detection and tracking were
reviewed, identifying five common steps of the developed algorithms: (a) road
modelling, (b) road marking extraction, (c) pre-processing, (d) vehicle modelling,
(e) position tracking. More recently, supervised learning techniques based on
neural networks and SVM were employed for lane detection from a collection of
images, while particle filtering was used for lane tracking [75]. Detecting traffic
signs is also an important in DASs and AVs. Traffic sign detection usually consists
of three stages: (a) segmentation, used to obtain roughly the segment of the image
containing the sign, (b) feature extraction (such as edges, colour, HOG, Haar
wavelets), and (c) detection. For shape-based features, the most common detection
techniques are radial symmetry voting or Hough detection, while for HOG and
Haar wavelet features the methods of choice are SVM and cascade classifiers. A
survey of traffic sign detection methods can be found in [34].

An integrated DAS needs to monitor not only the environment and the vehicle
but also the driver. Monitoring the inattention of the driver using in-car cameras can
enhance safety, by warning the driver for potentially hazardous situations. The two
main factors of driver inattention are fatigue (physical and mental fatigue, sleepi-
ness) and distraction (auditory, visual, cognitive, biochemical). Hence, techniques
have been develop to monitor the driver and the vehicle in order to infer such
inattention events. Fatigue can be detected from physical measures (e.g., eye closure
duration, frequency, duration and energy of blinks, head nodding), as well as from
driving performance measures (e.g., vehicle following distance, dynamics of
steering-wheel motion). Distraction can also be detected based on physical and
driving performance measures, but the quantities measured in this case are different
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(gaze direction, head motions, in-vehicle audio-visual operation, driving data, lane
boundaries). Using different sets of these inattention characteristics several machine
learning and computation intelligence techniques have been proposed to classify
normal from distracted driving, which are summarized in [76].

In summary, the wealth of technologies and multiplicative applications of
monitoring have resulted in the development of numerous techniques from the
fields of computer-vision, machine learning, computational intelligence, statistical
and probabilistic analysis, which manipulate data from single sources. Neverthe-
less, improved results can be obtained by combining the advantages of multiple
heterogeneous sources using data fusion techniques [77].

3.4 Challenges and Open Issues

Monitoring transportation systems is a challenging task due to their large-scale,
dynamic, uncertain and heterogeneous nature with several open issues that require
further investigation. In terms of monitoring technologies, challenges arise in
advancing existing monitoring devices and developing novel low-cost wide-area
measurement units. Despite the wealth of intrusive and non-intrusive NMDs, all
technologies suffer from specific disadvantages, such as high capital cost (e.g.,
video-cameras), high cost and disruption of traffic when installing/maintaining
devices (e.g., inductive loops, magnetometers), low accuracy and limited number
of supported measurement types (e.g., ultrasonics), as well as performance dete-
rioration in adverse weather conditions (e.g., infrared, video-cameras, ultrasonics)
[29]. Hence, new advancements are required to eliminate the drawbacks of these
technologies. Similarly, there is a need to develop low-cost VMDs, such as video-
cameras, differential GPS, radars and lidars, in order to improve the economic
viability of DAS in passenger vehicles. In addition, the emergence of smartphones
and V2X communications allows the deployment of novel wide-area measurement
solutions that can boost the collection of high-quality traffic measurements.
Towards this direction, the exploration of cooperative vehicle sensing approaches
could significantly add value to the monitoring ability of the network.

Apart from the collection of data, smartphones can be exploited to deliver novel
applications that enhance the safety and performance of travellers. Although some
smartphone apps have already been developed, such as WalkSafe [78] and CarSafe
[79], that enhance pedestrian and driver safety respectively, there is room for more
research and development in this area that could have a major impact on ITS. The
development of applications that allow user-system interaction is also quite
challenging. Currently, TSE relies solely on measurements collected from NMDs
deployed in road networks; nevertheless, crowdsourcing information directly from
users can add considerable value especially for the detection and identification of
traffic incidents.
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Open issues also exist in processing data collected from VMDs and NMDs. In
VMDs, significant challenges arise in processing images collected from computer
vision equipment for the detection and tracking of vehicles and pedestrians, as well
as for scene analysis to automatically infer incidents and vehicle behaviours. These
challenges arise from dynamically changing scenes that involve different viewing
angles and poses, variable illumination and lighting conditions, various distances
between objects and the cameras, cluttered background and partial occlusion.
Although significant advancements have been achieved towards the detection of
pedestrians and vehicles under normal conditions, performance rapidly deterio-
rates for partially occluded objects or under night-light conditions [30]. Hence,
better feature extraction techniques, exploitation of inter-frame motion features
and more robust classifiers are needed to deal with the detection problem under
adverse conditions. In addition, as the building of a perfect vehicle or pedestrian
detector is impossible, systems should leverage knowledge from other sensing
devices or even the driver.

On the other hand, the processing of data collected from NMDs face challenges
related to the large-scale nature of the network, the abundance of information
acquired from multiple heterogeneous sources, as well as the noisy and often
faulty nature of the collected data. Collecting large volume, high velocity and rich
variety data (referred to as ‘‘big-data’’) may be desirable, but the aggregation and
processing of big-data is challenging. The obvious solution to deal with the
incoming data is to increase the communication bandwidth and memory/compu-
tation capabilities of processing servers at transportation operation centers which,
however, is not scalable. Hence, other solutions need to be explored, such as
processing streaming data at the sources to either compress input data (via
appropriate signal processing techniques based on dimensionality reduction or
sparse learning) or only report information on important events. Another potential
solution is to perform distributed cooperative processing among sources to avoid
the need of a central processing station. Dealing with missing or faulty data still
constitutes a significant challenge; towards this direction, robust techniques need
to be employed from fields, such as statistical data analysis and fault tolerance.
Finally, fusion techniques need further exploration to exploit the unique charac-
teristics of heterogeneous data sources for better monitoring.

4 Control of Road Transportation Systems

Despite the fact that monitoring is important for improved operation of the
transportation system, the key ingredient towards this direction is the real-time
control of the system’s operation. By actively controlling the transportation system
both at the vehicle and network level, several key ITS benefits can be delivered
including congestion alleviation, safety improvement, CO2 emissions and energy
consumption reduction. It should be emphasized that the word ‘‘control’’ in this
context, is not simply indicative of control theory techniques; it is used in a general
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sense to imply the active, intelligent management and operation of various
transportation entities (vehicles, traffic lights, traffic flows, navigation devices) to
deliver individual or system benefits. In this section, a review of the main strat-
egies used for controlling the transportation system and of the different techniques
employed to maximize the impact of each control strategy is provided.

4.1 Control Strategies

Traditionally, control strategies are implemented at the vehicle and network level.
At the vehicle level, control strategies aim primarily towards safety and perfor-
mance and appear in the form of car-centric or driver-centric measures. The former
category includes semi-autonomous DASs, which take partial control of the
vehicle both according to the driver’s commands and in critical situations, and
AVs that have full control leaving the driver completely out of the loop. Driver-
centric control measures aim at assisting the driver’s decision making process e.g.,
by providing advice or navigation instructions. At the network level, control
measures mostly aim at reducing congestion in urban or freeway networks; main
strategies include traffic signal control, gating, ramp metering, variable speed
limits, dynamic congestion pricing and route guidance systems. The emergence of
V2X communications is giving rise to novel control strategies relying on V2X
cooperation, such as vehicle platoons, cooperative situational awareness or deci-
sion making and intelligent vehicle highway systems.

4.1.1 Vehicle Control Strategies

Car-centric control strategies are associated with semi-autonomous DAS and AVs.
Semi-autonomous DAS monitor certain functionalities of the vehicle and take
partial control when needed. Measures included in this category are intelligent
speed adaptation (ISA), adaptive cruise control (ACC), forward collision avoid-
ance and autonomous parking [80]. An ISA system monitors the speed of the
vehicle in accordance to the road state (geometry, speed limit) and accordingly
provides feedback to the driver or automatically adjusts the speed. An ACC system
controls the vehicle relative to the distance and speed difference compared to the
predecessor car; in urban areas, stop-and-go ACC (operates at low speeds) adjust
the distance from the front car, while high-speed ACC controls the speed of the
vehicle relative to the front car. Forward collision avoidance systems also sense
the relative speed and distance from the predecessor vehicle, but their goal is to
mitigate imminent collisions by breaking the vehicle in emergency situations.
Autonomous parking systems temporarily take full control of the maneuvering to
park the vehicle at a location indicated by the driver.

AVs have permanent full control of the vehicle with the driver completely out
of the loop [8]. Apart from the advanced environmental monitoring functionalities

144 S. Timotheou et al.



needed to raise situational awareness controlling the vehicle’s motion and inter-
acting with other actors of the transportation network (vehicles, pedestrians,
bicycles) are also quite challenging to accomplish a safe and optimal journey.
Motion is comprised of several tasks, such as path planning, obstacle avoidance
and maneuvering control. Global path planning provides the optimal path that
needs to be followed to reach a certain destination, while local path planning
provides the immediate motion trajectory for obstacle avoidance and route keep-
ing. Based on the local trajectory, the maneuvering of the vehicle must be con-
trolled for stable and safe navigation, in accordance to the road conditions and the
states of neighboring vehicles. Interaction of an AV with other actors of the
transportation network is also quite important. Towards this direction, the trajec-
tory of the AV has to be decided according to the predicted trajectories of other
actors to minimize the collision risk, or consensus decisions need to be reached to
allow the right-of-way for a specific actor e.g., at an unsignalized intersection.

Driver-centric control measures aim at assisting the decision making of the
driver in order to improve performance and safety. With respect to safety, advisory
systems may inform the driver of potentially hazardous situations or provide
advice on the safety of specific maneuvers, such as lane changing and intersection
crossing [81]. Regarding performance, the most important advisory systems pro-
vide instructions for optimal route navigation according to a predefined metric
including distance, time, energy consumption and CO2 emissions. Route naviga-
tion is either static when road state information is based on historical data, or
dynamic when real-time information is utilized [82].

4.1.2 Network Control Strategies

At the network level, the aim is the introduction of strategies and measures that
control the flow, speed and density of vehicles within certain parts of the trans-
portation infrastructure (e.g., urban areas and freeways) towards reducing con-
gestion. This is achieved either by increasing the throughput of cars, reducing the
total time spent in the network or even by regulating the number of vehicles within
congested parts of the network, which has the effect of maintaining high network
capacity compared to the congestion capacity, a phenomenon called capacity
drop.2 Suitable network control strategies mainly fall within the ATMS area of ITS
and include traffic signal control and gating for urban networks, ramp metering,
link control and roadside route guidances systems for freeway networks, as well as
integrated approaches that combine multiple measures for mixed networks. Nev-
ertheless, appropriate strategies can be found in other ITS areas, such as smart
parking systems in ATIS, bus priority and schedule control in APTS and dynamic
pricing in ETPS.

2 It has been found that in transportation networks, the congestion capacity is lower than the
maximum capacity of the network by about 5–15 % [83].
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The installation of traffic lights at intersections is the main control measure in
ATMS for urban networks [84]. Traffic lights were originally introduced to allow
safe crossing of vehicles and other actors from an intersection which can be
accomplished fairly easy by designing signal sequences with no conflicts. The
challenging part is the determination of an efficient signal sequence that in addition
to safety, optimizes an appropriate traffic metric, such as total delay, number of
vehicle stops and vehicle throughput. Apart from managing isolated intersections,
traffic signal control can also be used in a coordinated manner to optimize the
performance of a network of intersections, e.g., by allowing green waves for long
arterials to minimize the number of vehicle stops as they travel across multiple
intersections or by coordinating signal sequences to avoid underutilized signal
phases. To prevent over-saturation of sensitive urban road-links and hence avoid
capacity drop, gating is also used as a means to hold-back traffic via prolong red
phases that restrain the vehicles from reaching the protected regions [85].

Ramp metering, applied at on-ramps in the form of green/red signals, is a major
control measure that regulates the entrance in freeway networks. In this way, the
traffic flow of a freeway is maintained at a desired level which prevents congestion
and capacity drop [86]. This results in a somewhat counter-intuitive outcome, as
by restricting vehicles from entering the freeway, the system-wide performance is
improved so that even the temporarily restricted vehicles may reach their desti-
nation faster. Even better performance can be achieved using coordinated ramp
metering, where the traffic flows at multiple on-ramps are simultaneously regulated
[87]. In addition, to increasing the throughput of the mainline, coordinated ramp
metering can better manage the on-ramp queues to avoid traffic spill-back into the
urban network and also increases the total volume of traffic served by preventing
the blockage of off-ramps.

Apart from regulating the traffic entering a freeway, measures can be taken to
control the traffic on the freeway [86]. When the mainline’s traffic flow is close to
capacity, simple disturbances, such as lane changing and sudden braking can cause
backwards-propagating shock-waves that eventually cause stop-and-go conges-
tion, a phenomenon called phantom jam3 [88]. Hence, to avoid congestion in such
circumstances, several link control measures can be applied to homogenize traffic,
such as lane keeping, prohibited lane upstream use (due to high use of associated
on-ramps) and variable speed limits. Although, the effect of these measures is
difficult to be accurately captured using validated mathematical models, studies
have shown that these measures can be quite effective if used properly (an example
study on variable speed limits can be found in [89]).

While ramp metering and link control regulate traffic flows that enter or are
present on freeway networks, roadside route guidance systems have an impact on
the volume of traffic that is directed towards certain routes, by influencing the
drivers’ decisions at bifurcation nodes of the network [86]. This is achieved by

3 It is called phantom congestion, because severe congestion is caused with no obvious reason,
such as lane closure, merging and accident.
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providing real-time information (e.g., travel times, congestion levels of certain
links) to the drivers via appropriate en-route devices, such as radio services (RDS-
TMC), variable message signs (VMS) or in-car devices. Using this strategy,
control can be achieved measuring in real-time the state of the network and
altering the guidance instructions accordingly so as to achieve the desired control
objectives. Effectively implementing such strategies is quite challenging because
there is an inherent risk that drivers might over-react to certain guidelines which
will create congestion at the suggested links; if this occurs on a regular basis,
eventually drivers will lose their trust, making the guidance system useless.

Apart from strategies implemented in ATMS, control measures introduced in
other areas of ITS can help improve the transportation system. In ATIS, apart from
in-car and roadside advisory and guidance systems, smart parking systems can
help alleviate congestion4 and increase driver convenience in urban networks. This
is achieved by deploying smart systems that can manage parking by proving
advice to travelers on available spaces and also reserving spaces for specific users
according to their needs [90]. In APTS, control measures can help increase the
efficiency and reliability of public means e.g., by controlling the headway of buses
to help them meet their schedule or by giving priority to public means at traffic
signals when they fall behind schedule [91].

4.1.3 Cooperative Strategies

V2X communications allow the cooperation of different actors in the transporta-
tion network, which is a key enabler for novel strategies to control the operation of
individual vehicles, groups of vehicles or even the entire transportation network.

At the vehicle level, V2V communication allows the collection of information
regarding the state of the road actors and the infrastructure beyond the line-of-sight
of the driver which enables cooperative advisory safety applications, such as slow
vehicle warning and hazardous location warning. In addition, the exchange of
information in a V2V fashion, is a key enabler of cooperative safety and efficiency
control strategies. For instance, by cooperating with the surrounding actors, a
vehicle can perform ACC safer and more efficiently, while it can mitigate colli-
sions more reliably by knowing the state of surrounding cars faster. Another
important example regards uncontrolled intersection management. Through
negotiation and cooperative control with other vehicles that want to traverse an
uncontrolled intersection, vehicles can pass much faster and safer by appropriate
speed control, without the need to stop [92].

The coordination of a group of vehicles can also be achieved using V2V
communication. A fundamental concept in this area, is vehicle platooning which
allows the movement of a team of vehicles in an optimal formation to improve the
efficiency and safety [93]. Platoons consist of a leader vehicle and several follower

4 The search for parking comprises 30 % of total congestion in downtown areas [90].
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vehicles; the leader is responsible for providing information to the followers on the
road state and on the maneuvers that need to be coordinately performed. Due to the
inherent control of vehicles in platoon formation, intra-platoon space can be kept
constant and very small, while inter-platoon space can be higher for improved
safety; hence, platooning is considered safer than ad hoc movement, and can
increase efficiency of both the grouped vehicles (less fuel consumption due to
improved aerodynamics and better maneuvering) and the infrastructure (higher
capacity due to small intra-platoon space and smoother driving behavior).

Cooperative control strategies have also been developed at the network level.
Closely related to vehicle platooning is the concept of Intelligent Vehicle Highway
Systems (IVHS), which provide assistance for intelligent vehicles and vehicle
platoons and coordinate vehicles for improved system performance through V2I
communication [80]. Apart from providing information on the road state, the
infrastructure can facilitate platoon maneuvering, control the formation of platoons
to locally mitigate congestion, e.g., by computing the maximum platoon size and
velocity, or even indicate the path of each platoon to alleviate congestion at the
system level. Although, IVHS have not been implement in practice yet, several
control frameworks have been proposed including PATH, Dolphin, Auto21 CDS,
CVIS and Safespot; a comparative survey of these projects can be found in [80].
Cooperative network level control strategies can also be implemented mainly
using V2V cooperation with a degree of infrastructure support. In this regard,
several control frameworks have been suggested that treat vehicles as a network of
autonomous agents that have communication, computation and control capabili-
ties, so that they can exchange information with other agents, make decisions and
implement these decisions autonomously, with the infrastructure having a sup-
porting role in reserving resources for each agent and facilitating negotiation
between agents [94]. Such approaches can transform traditional control strategies
for network management, e.g., by eliminating the need for traffic lights in urban
networks or ramp-metering in highways. Figure 3, summarizes the control strat-
egies discussed in this section.

4.2 Design Control Methodologies

The design of appropriate methodologies for the implementation of various control
strategies, described in the previous section, is quite challenging due to the complex,
large-scale, real-time, dynamic and uncertain behavior of the underlying problems.
As a result, for each control strategy numerous design methodologies have been
suggested emanating from diverse fields of engineering and physical sciences, such
as control theory, computational intelligence, operational research and multi-agent
systems. This section attempts to briefly outline the main methodological approa-
ches that have been used for the design of different strategies for vehicle and
network level control; the aim is not to provide a complete survey of these methods,
but to illustrate the main concepts and provide pointers for further reading.
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4.2.1 Vehicle-Oriented

At the vehicle level, a large body of design methodologies is concentrated towards
the development of longitudinal and lateral maneuvering control of the vehicle
using model-based control theory. The idea is to incorporate different models that
describe the lateral and longitudinal dynamics of the vehicle, for the design of
controllers that guarantee the satisfaction of control objectives.

Lateral motion systems are designed for steering control for lateral lane
keeping, yaw stability5 and rollover prevention. Lateral systems usually employ
kinematic models which describe the system based on geometric relationships
between the vehicle and the road (valid at low-speeds, e.g., for automatic parking)
or dynamic models with different states, such as the inertial lateral position and
yaw angle of the vehicle, or the lateral position and yaw errors in relation to a
desired trajectory (suitable for high speeds). Different design methodologies are
used depending on the available information; if full information is available,
controller design is usually based on state-feedback, else if information is asso-
ciated with the look-ahead lateral position obtained using computer vision, then
output-feedback control is preferred.

Longitudinal systems are used to control parameters associated with the for-
ward/backward movement of the vehicle, such as speed and acceleration, relative
distance from preceding vehicles, slip ratio and braking forces. Longitudinal
control strategies include anti-lock brake systems (ABS), ACC, collision avoid-
ance and vehicle platooning. To control longitudinal motion two major dynamical
models are necessary for the vehicle and driveline dynamics. Vehicle dynamics

Control Strategies

NetworkVehicle Cooperative

DAS: ISA; ACC; forward
collision avoidance;
autonomous parking

AVs: local/global path
planning; trajectory
following; actor interaction

Driver-Centric: safety
warnings; navigation
directions

ATMS: traffic signal control;
ramp metering; link control;
route guidance

ATIS: smart parking;
navigation systems

ATPS: bus scheduling

ETPS: dynamic congestion
charging

vehicle
platooning;

IVHS;
multiagent
network
control

Fig. 3 Summary of control strategies

5 Yaw stability prevents vehicles from skidding and spinning out.
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include external forces that affect the motion of the vehicle e.g., from tires,
aerodynamic drag, rolling resistance and gravity, while driveline dynamics model
internal factors that affect motion, such as the internal combustion engine, the
torque converter, the transmission and the wheels. ABS employ logic based
threshold algorithms and nonlinear control algorithms to prevent wheels from
locking or to maintain an optimal slip ratio. Collision avoidance and ACC can be
achieved using two-level hierarchical control. At the higher level, usually linear-
ized, fuzzy and nonlinear feedback control algorithms [93] are used for regulating
the acceleration of the vehicle to achieve the desired objective (e.g., vehicle fol-
lowing by maintaining constant distance/time-gap from the preceding vehicle,
speed control, collision avoidance); at the lower level, nonlinear control algorithms
are employed for calculating the throttle input required to track the desired
acceleration. In ACC, transitional controllers are also used to achieve smooth
transition from vehicle following mode to speed control mode and vice versa.
Adaptive control and reinforcement learning is also often employed to account for
unknown, dynamically varying, and partially observable model parameters, such
as the vehicle mass, aerodynamic drag coefficient and rolling resistance. A com-
prehensive description of models and design control methodologies for lateral and
longitudinal motion systems can be found in [95] and references therein.

In vehicle platooning, not only individual vehicle stability needs to be main-
tained, but also string stability which requires that the spacing error does not
amplify as it propagates across the platoon [93]. If constant distance is the
objective, then cooperative control via V2V communications is necessary to
achieve string stability, while if constant time-gap is sought, stability can be
achieved by autonomously controlling each vehicle. Due to the nonlinearity of the
string stability problem, different control approaches have been developed
including approaches based on linearization or fuzzification of the model, as well
as nonlinear and adaptive control.

4.2.2 Network-Oriented

The large variety of road control strategies and the different design specifications
have resulted in a wealth of solution methodologies emanating from diverse areas,
such as control theory, optimization and computational intelligence [80, 86]. The
applicability of such methodological families to different control strategies is
usually indicated by the design specifications rather than the type of control
strategy, as they have common traits in terms of computational complexity, con-
straint handling, incorporation of traffic models, scalability and inclusion of future
inputs. Hence, the discussion of different solution methods focuses on their ability
to handle different design specifications, such as responsiveness to real-time traffic,
road network size, and solution architecture.

Methods based on mixed-integer linear programming (MILP) arise when binary
decisions have to be made, e.g., to capture green/red alternations in traffic signal
control [96] or space allocation in smart parking [90]. In traffic signal control,
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MILP methods usually employ a linear traffic model to capture the behavior of the
underlying network, but the ability of the method to handle constraints allows the
incorporation of different design specifications, such as minimum and maximum
green/red time. MILP methods can be applied to system-wide problems and
produce optimal solutions, but they suffer from exponential complexity, so that
they are only suitable for fixed-time control, where a schedule for traffic lights is
centrally pre-specified for different periods of the days based on historical data.
Although MILP can solve system-wide problems, their exponentially growing
complexity hinders the solution of large-scale problems.

To overcome the issue of exponential complexity, integer variables are often
relaxed into continuous variables, so that the problem can be handled using linear
programming (LP). Although, the resulting solution is worse than the MILP one,
appropriate rounding heuristics can be used to provide near-optimal integer
solutions. Meta-heuristic methods, such as genetic algorithms (GA), particle
swarm optimization (PSO) and differential evolution (DE), can also be used in
fixed-time strategies to deal with the curse of dimensionality of integer problems
[97]. Meta-heuristic methods imitate natural processes, such as genetic evolution,
human thinking and social behavior of organisms in swarms or colonies to provide
solutions to complex problems. In this regard, they are usually used for the
solution of integer, nonlinear complex optimization problems by iteratively
adjusting the solution according to the mechanisms of such a natural process and
evaluating the objective to move towards better solutions. Meta-heuristics can
even be applied to cases with no explicit mathematical model available; in these
cases, the objective is evaluated through simulation. Despite the popularity of
meta-heuristic methods due to their generality and good performance, they suffer
from poor handling of hard problem constraints, offer no guarantee on the quality
of the obtained solutions, and take substantial time to run so that their applicability
is restricted to fixed-time system-wide strategies.

Traffic responsive strategies make use of real-time measurements to compute
online a suitable control plan. In these strategies the plan is periodically updated,
so that a new solution is derived in each time period. Hence, control methodol-
ogies employed for responsive strategies need to be of low computational com-
plexity. For isolated traffic signal and ramp metering control, approaches usually
rely on static control, dynamic programming, fuzzy or neural network controllers
and reinforcement learning.

In static control, actions are taken based on measurements about the current
state and often on the output (feedback) of the considered system, towards the
satisfaction of the control objective (e.g., ALINEA uses desired output flow
downstream an on-ramp [98]). Simple proportional-integral feedback control has
also been applied for route guidance at isolated freeway bifurcations and gating in
urban networks [85].

Dynamic programming is usually employed for traffic signal control to provide
online optimal signal schedules based on real-time measurements, by constructing
and solving a realistic state-transition model. Although such methods (e.g., PRO-
DYN [99], RHODES [100]) provide excellent results for isolated intersections, the
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solution of multiple intersection problems is limited due to the exponentially
growing size of the state-transition model. The inherent complexity and uncertainty
involved in the real-time solution of road control strategies has resulted in the
introduction of methods that explicitly handle such situations, such as fuzzy logic
and reinforcement learning.

Fuzzy controllers have been proposed for handling imprecise or missing data.
Using fuzzy sets input and output traffic parameters can be modelled, such as
speed, flow, occupancy, metering rate and red/green signal ratio, and fed into an
inference engine to provide crisp values to the fuzzy sets. Inference is accom-
plished using well designed rules obtained from expert knowledge and offline
simulations or online experience. The low complexity and intuitive nature of fuzzy
controllers made them popular for both ramp metering and traffic signal control.
Neurofuzzy controllers have also been developed where the decision making is
done by the fuzzy controller, while the fine tuning of fuzzy membership functions
is done by a neural network using reinforcement learning for both isolated [101]
and system-wide problems [102].

Another important methodology for isolated traffic control is reinforcement
learning (RL). RL relies on self-learning from direct interaction with the envi-
ronment according to the reward gained from different actions—both from offline
simulations and online experience—and requires no explicit model of the envi-
ronment, contrary to fuzzy systems and dynamic programming respectively.
Similar to dynamic programming, RL experiences exponential state-space but it
has low computational requirements, which allows the handling of a larger space.
For this reasons, RL have been used for isolated ramp-metering and traffic signal
control [103], as well as for distributed traffic signal control using multi-agent
reinforcement learning techniques [104].

Optimal control (OC) and model predictive control (MPC) methodologies have
also been employed for different system-wide road control strategies (e.g., traffic
signal control, ramp metering and variable speed limits [105]). Although both
methodologies rely on linear and nonlinear models to determine optimal control
actions based on predicted future demands, OC is essentially open-loop while
MPC is closed-loop. This means that the determined control actions are applied for
the whole time window considered in OC or for a few time-units in a rolling
horizon fashion in MPC. While MPC is suboptimal under accurate modelling and
perfect demand prediction, a rolling horizon MPC approach is robust to distur-
bances and model mismatch errors. Problems arising in OC and MPC are usually
solved using linear and quadratic programming when a linear model (e.g., CMT) is
used [106], while nonlinear programming is the method of choice for higher order
models (e.g., METANET) [87]. One drawback of OC and MPC is computational
complexity, as these problems are centrally solved, and hence dealing with large
networks is difficult.
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4.3 Challenges and Open Issues

The introduction of ITS technologies raise a number of challenging questions
related to the control of vehicles and the road network that need to be dealt with
for the successful implementation of advanced control strategies associated with
the actors of transportation systems.

At the vehicle-level, there are several open issues and questions associated with
car-centric and driver-centric control, such as the introduction of passenger AVs
and multi-criteria dynamic navigation e.g., based on fuel-consumption and CO2

emissions. Although, AVs are currently tested in public roads, there are still a
number of issues than need to be addressed related to reliability, cost, fault-
tolerance and liability, before they can be realised for sale. Despite the fact that
AVs have already autonomously driven thousands of miles, reliability remains a
major issue because any situation ignored may lead to an error with devastating
consequences. Another challenging issue is the prediction of the behaviour and
cooperation with non-autonomous entities; for example, humans can easily
cooperative to reach consensus on the right-of-way at an uncontrolled intersection,
but the presence of an AV can make the situation difficult and tricky. Currently,
AVs rely on costly equipment to perform their functionalities; hence, commercial
deployment of cheap passenger AVs remains a challenge. Other important issues
that arise in AVs are related to liability and legislation. At present, AVs require
driver presence, but AVs should also benefit people with no driving license or
people with disabilities. Nevertheless, in these cases a question arises with respect
to who is responsible for an accident if there is no qualified driver in the AV or if
the accident occurred due to system error. These are questions that need to be
addressed with proper legislation.

At the network level, challenges arise from the large-scale, dynamic and
uncertain nature of the system. Traffic control methodologies proposed so far may
solve some issues, but suffer from others; for example, dynamic methods are not
scalable, computational intelligence methods are usually suboptimal and of large
computational complexity, while mathematical programming techniques usually
rely on traffic models that may not closely capture the behaviour of the network.
Important challenges in network traffic control also arise due to the imminent
emergence of intelligent vehicles. If control strategies are not properly adapted to
account for the evolving transportation environment, intelligent vehicles may even
lead to performance deterioration. For example, if intelligent vehicles acquire
information about the low congestion level of a specific route, then exploitation of
this information by the majority of vehicles will lead to congestion of the specific
route. Towards this direction, it is important to develop network control meth-
odologies that proactively take into account the reaction of travellers to a certain
control measure.

Several open issues also exist with respect to cooperative control strategies.
One issue regards the implementation of platooning. Firstly, there is an interop-
erability issue for platoons formed by heterogeneous vehicles, as these vehicles
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will be characterized by different dynamics and will carry equipment from dif-
ferent manufacturers. Secondly, the fact that platooned vehicles travel at high
speeds and in close distances might create a strong psychological resistance from
the drivers to adopt this congestion alleviation strategy. Thirdly, investigations
need to be conducted to find the best platooning strategy, as there are different
variations of platooning. Another important challenge is associated with the
interaction of cooperative V2V strategies and network control strategies. Chal-
lenges within this area include the development of completely decentralised net-
work control strategies based only on V2V cooperation (e.g., using self-
organization techniques), the development of new network control strategies (e.g.,
variable ‘‘real-valued’’ speed limits) that exploit the unique characteristics of new
transportation paradigms, and the investigation of potential implications on traffic
flow behaviour.

5 Security of Road ITS

Security in transportation systems concerns the detection, identification, mitigation
and protection against physical and cyber-physical threats towards users or the
infrastructure. The large concentration of people using mass transit systems, the
fundamental economic role and the network character of transportation systems, as
well as the emergence of V2X communications in ITS have made them particu-
larly vulnerable against physical and cyber security threats [107]. This section
discusses major threats, solutions and challenges associated with transportation
security with special emphasis towards cyber-security in ITS.

5.1 Security Threats

Security threats can be categorized into physical and cyber-physical. Physical
security threats directly affect users, infrastructure or operations and include—
most importantly—terrorist attacks, natural disasters, crimes in public modes,
robberies of valuable cargos and the movement of hazardous materials. A recent
report produced by the Mineta Transportation Institute’s National Transportation
Security Center (MTI/NTSC), of the Department of Homeland Security, USA,
estimates that between 1970 and 2010 there were 1,633 attacks on all public
surface transport (passenger trains/buses, stations, highway infrastructure) in the
world, resulting in more than 6,000 fatalities and 18,000 injuries [108]. To prevent
and reduce the effect of terrorist attacks, different security measures are taken, such
as frequent police patrolling of potentially targeted areas, random security checks
at busy transit stations, acquisition and evaluation of intelligence information at an
international level, as well as frequent evaluation of the system’s resilience
towards the identification and protection of vulnerable areas (e.g., tunnels and
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bridges). Although resilience is also important in natural disasters, creating a
resilient infrastructure against terrorism is fundamentally different because ter-
rorists actively change their targets and tactics based on new technologies and the
current state of the infrastructure so as to avoid reinforced targets and capitalize on
new weaknesses [107]. Criminal acts can be dealt with more easily with different
local security measures, such as police patrolling and the installation of surveil-
lance cameras in public means. The transport of hazardous materials (hazmats)
(e.g., flammable, explosive, poisonous, corrosive, or radioactive) is also an
important security issue, as incidents during the transportation process can cause
public health and safety, environmental and economic issues [109]. This problem
can be dealt with using different measures, such as safety regulations, analysis of
accidents involving hazmat shipments, hazard mitigation, risk assessment of
transportation segments and selection of appropriate routes [110].

Cyber-security threats emanate from the emergence of V2X communications in
ITS. Although, V2X cooperation can have a significant impact if exploited
properly, their security constitutes a significant challenges that needs to be prop-
erly addressed. The challenge stems from the multi-facet nature of security that
requires solutions satisfying several objectives, such as confidentiality and integ-
rity of information, availability of services, as well as accountability and
authenticity of users. Besides, cyber-security threats should not be underestimated;
the reason is that such attacks can be remotely launched and orchestrated in a way
that could affect not only individual vehicles but large regions of the transportation
system with paramount safety, economic, operational and societal implications.
Next, the main cyber attack methods that compromise different security objectives
are outlined including malware infection, information inconsistency, denial of
service (DoS), impersonation, privacy disclosure, and eavesdropping [111, 112].

Internet malwares, such as viruses and worms, can affect the normal operation
of computers of transportation operation centers and cause disruptions of different
services. In addition, if remote communication with a system is possible, an
attacker might infect it and take control. For example, in 2008 a teenager took
control of the tram system in Lodz, Poland, causing four train derails [113], while
in 2010, researchers showed that it is possible to infect a car via Bluetooth and take
control of the brakes and engine [114].

Information inconsistency is an attack that affects the integrity of information
by injecting wrong information into the network with selfish or malicious goals.
For example, a vehicle might deceive other vehicles to change direction by dis-
seminating wrong information about the state of the road or its position. Wrong
information about the network state can also be propagated by replaying old
messages or by modifying messages en-route from the source to the destination. It
is also possible for an attacker to make legitimate users estimate wrong infor-
mation e.g., about their location using GPS spoofing, an attack that counterfeits
GPS signals [115].

Denial of service (DoS) attacks aim towards the deprivation of service avail-
ability, either by hampering communications or overloading services available to
the legitimate users. Examples of attacks were communications are disturbed
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include flooding and jamming. In flooding, the attacker overloads the vehicular
network with a high volume of meaningless data traffic in order to overload the
communication channel and hinder nodes from decoding important messages in
time. In jamming, the attacker deliberately transmits strong communication signals
that interfere with transmitted signals of legitimate users, so that the error rate of
received information unacceptably increases. Furthermore, by sending spam
messages towards a particular ITS service an attacker can overwhelm its servers
with requests and deprive users from accessing the service.

A malicious user can also impersonate a legitimate user by MAC or IP
spoofing, if address-based authentication is used, or masquerade into a legitimate
user by using a stolen identity to be granted access to her privileges. Moreover, by
launching a Sybil attack, a malicious user can simultaneously send messages using
different identities to mislead other vehicles and alter the distribution of traffic.
Sybil attacks can even defeat majority checks used to validate the correctness of an
information received from multiple neighbouring vehicles, in case the malicious
messages are more than the benign ones.

Important security threats also exist against information and user confidenti-
ality, such as eavesdropping and privacy disclosure. In eavesdropping, the attacker
intercepts messages of a private communication between legitimate users to
illegally gain access and utilize private information, e.g., the password of a
commercial transaction. Privacy disclosure is also a very important threat in which
an attacker may gain access to the identity of the user along with other sensitive
personal information, or collect location information through the analysis of
message traffic to construct the profile of a driver, breaching her privacy.

Finally, the safety implications of V2X cooperation, require that users can be
held accountable for misbehaviours, e.g., intentional provision of wrong infor-
mation to other users or not adherence to decisions taken jointly with other road
users. Such liability issues require that users cannot deny the transmission or
reception of critical communication messages. A summary of security threats is
provided in Fig. 4.

5.2 ITS Cyber-Security Solutions

The development of solutions for ITS cyber security threats is fundamental for the
implementation of V2X communications in ITS. In this section we outline the
main methodologies proposed towards the satisfaction of different security
objectives, such as malware protection, information integrity, service availability,
as well as user confidentiality and accountability.

Protecting transportation operation centers against malware is essential to avoid
disruptions; these can be achieved using traditional web security countermeasures,
such as firewalls and anti-malware software, as well as by disconnecting from
the Internet computers whose operation is highly critical [116]. Regarding the
infection of a vehicle’s on-board computers, a solution would be to completely
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lock-down remote control capabilities, such as memory reflashing of engine
control units (ECUs) and diagnostic testing. Nevertheless, this would ignore the
needs of several stakeholders, such as the ability of car owners or small auto shops
for repairs. A proposed solution to this problem is to require certain validation and
physical access to issue such commands [114].

Protection from certain attacks against information integrity, authentication,
confidentiality (e.g., eavesdropping) and accountability can be achieved through
traditional solutions from secret and public-key cryptography (also called sym-
metric and asymmetric cryptography respectively) [117]. For example, for pro-
tection against message alternation, a secret checksum algorithm is required that
computes the parity of different message blocks and a shared secret key so that if
an attacker alters the message the checksum will be wrong. Eavesdropping can be
eliminated by encrypting transmitted messages so that the attacker will need to
know the secret/private key of the receiving entity to decrypt the message.
Authenticity and accountability can be achieved through the use of asymmetric
cryptography supported by an intermediary trusted public key infrastructure (PKI)
comprised of several authorities for certificate management (e.g., for user certif-
icate registration, generation, revocation and distribution). Certificates are PKI-
signed messages that contain the identity and public-key of different users. Hence
if user A wants to communicate with user B then s/he only needs to know a priori
the public-key of PKI; then by obtaining the certificate of B from PKI, s/he can
initiate a procedure using B’s public-key (stored in the certificate) for mutual
authentication (user B also needs to obtain A’s certificate from the PKI). Source
authentication and accountability can also be accomplished using asymmetric
cryptography. To achieve this, the transmitting node, A, signs the message with its
private key so that successful decryption of the message by a receiving node, B,
ensures transmission from A. Nevertheless, traditional security methods cannot

Security Threats

Cyber-physicalPhysical

terrorist attacks;
natural disasters;
crimes in public
modes; robberies
of valuable
cargos; hazmat
movement

Malware Infections: infection
on traffic control systems;
takeover of vehicle’s on-board
computers

Authenticity: impersonation;
masquerade; sybil attacks

Information inconsistency:
dissemination of wrong
information by legitimate
users; message modification/
replay; GPS spoofing

DoS: flooding; jamming; spam
messages

Confidentiality:
eavesdropping; privacy
disclosure

Accountability: message
transmission denial; message
reception denial;

Fig. 4 Categorization of security threats
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solve all security threats in ITS and novel security algorithms have been developed
specifically in the context of ITS.

In the context of information integrity, information inconsistency due to
deliberate dissemination of wrong information by legitimate users, can be
addressed through data validation or user trust management. In data validation,
each vehicular node cross-validates received information (e.g., about an accident)
against its own situational awareness model; one such approach [118] ranks
possible explanations from data it has collected using a developed heuristic and
selects the highest ranked explanation. On the other hand, trust management
methodologies attempt to detect and prevent information inconsistency by building
a metric for the trust level (usually based on honesty and discernment) of each user
or specific messages. Apart from relying on its own experiences to evaluate
trustworthiness, users can also collect opinions from nodes that forward a message
[119], passively wait for other nodes to report on the same event [120], or even
proactively ask her neighbours [121] (for a survey on trust management see [122]).
The replay of old messages can be dealt with by incorporating timestamps that
show the generation time so that old messages can be rejected. Solution methods
against GPS spoofing attacks have also been developed which rely on monitoring
and analysing the amplitude of GPS signals, as spoofed signals tend to be larger
that original satellite signals [123].

To limit the impact of DoS attacks, alleviation measures can be taken against
different security threats [124]. Firstly, it is important to be able to detect and
remotely deactivate misbehaving devices (e.g., devices that launch flooding or
spamming attacks). Secondly, alternative communication paths need to be main-
tained to avoid sending messages through routes that are under attack. Thirdly,
communication units should support frequency agility, such as frequency hopping,
to provide protection against jamming.

The nature of ITS requires both encryption/authentication of communications
and user privacy which are conflicting objectives; hence, conditional privacy-
preserving authentication (CPPA) protocols have been proposed. CCPA protocols
perform anonymous message authentication, but maintain the user/vehicle identity
at a trusted authority in order to reveal it in case of a traffic event dispute.
Examples of different proposed CCPA protocols include:

• RSU-based where short-lived anonymous keys are generated from RSUs for
communication with vehicles.

• Group-oriented signature-based where entities are organized in groups so that if
a group member signs and sends a message, signature verification can be
performed by all users while anonymity is maintained within the group.

• Pseudonym-based where each vehicle installs a depository of certificates each
containing a different vehicle pseudo-identify and a corresponding private key,
so that each time a message has to be transmitted it is signed using a randomly
selected certificate.

More information on anonymous authentication in vehicular networks can be
found in [125] and references therein.
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Apart from providing anonymous authentication, CCPA protocols may also
provide user accountability and location concealment. User accountability is
achieved by signing the anonymous messages so that in case of a dispute the
identities of the users responsible for the dispute can be revealed so that users
cannot repudiate the sending of a critical message. Additionally, the use of
randomly selected pseudonyms can prevent adversaries from tracking the location
of users.

5.3 Challenges and Open Issues

ITS cyber-physical security significantly differs from traditional network security,
due to the challenging nature of ITS services and applications, which are char-
acterized by real-time constraints, low-tolerance to errors, large volume of secure
messages and high-mobility. Besides ITS security is a relatively new research
domain with few research contributions and practically developed solutions. As a
result, there are several challenges that need to be further addressed for the suc-
cessful deployment of ITS security solutions.

To begin with, to guarantee the authenticity, non-repudiation and integrity of
transmitted messages, ITS security solutions assume encryption and signing of the
messages. Nevertheless, the high frequency of message transmission and the large
number of communicating entities implies that each vehicle will have to perform a
large number of signature verifications and decryptions which are considered
computationally expensive operations. For example, the authors of [126] estimated
that each vehicle has to perform 8,800 such operations per second, which can be
prohibitive for real-time ITS applications. Hence, it is essential to develop faster
algorithms for verification and decryption or reconsider the cases in which these
operations are essential to be performed.

Toward this direction, the security requirements of different ITS services should
be examined based on the intended usages [126]. This emanates from the fact that
ITS involve primarily control applications so that the effect of each security threat
should be examined in accordance to its consequences on the safety and efficiency
of the system. For instance, in real-time collision avoidance, a message deletion
attack might have no effect as the driver will continue to rely on her own situational
awareness, while a message modification attack could result in immediate braking
of the car which can even increase the probability of collision. Furthermore, robust
security solutions need to be developed so that the system can automatically detect
and mitigate attacks in real-time, without significant performance deterioration; in
the worst case scenario, the performance and safety of the attacked system should
not degrade more than a legacy system with no ITS services deployed.

The multi-stakeholder and cross-domain nature of ITS services constitutes
another major challenge. The implementation and operation of ITS services
involves several stakeholders, such as manufacturers, network operators, govern-
ments and customers with often conflicting objectives. Thus, the successful
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deployment of ITS security solutions depends on providing the right incentives to
these stakeholders. Additionally, vehicles can travel across multiple administrative
domains with different certification authorities; this requires the development of
cross-certified relationships between these authorities which can be challenging as
one legal entity may not accept credential issued by another authority.

Finally, there is a need to develop and practically test holistic architectures that
integrate solutions for all security problems. Such architectures should even be
able to account for seemingly conflicting security requirements, such as authen-
ticity and privacy.

6 Conclusions

Advancements in electronics, communications, positioning and information sys-
tems have led to the introduction of ITS in road transportation systems with the
potential to revolutionize everyday travel. The incorporation of ITS technologies
into different road-actors (i.e., vehicles, travellers, infrastructure) is transforming
transportation systems from infrastructure-centric to vehicle-centric with the
potential to drastically improve safety and comfort, alleviate congestion, as well as
reduce energy consumption and pollutant emissions.

This chapter has introduced ITS in road transport with emphasis towards three
main areas: monitoring, control and security. Monitoring allows the collection and
management of information enabling several applications and informing road-
actor control processes. Control allows improved operation of different road-
actors; vehicle, network and cooperative control strategies has been explained,
along with different design control methodologies highlighting their strengths and
weaknesses. The security of road transportation systems has also been discussed,
with special emphasis on cyber-physical security threats and proposed solutions.
The main challenges and open issues associated with each ITS area have also been
discussed.
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Algorithms and Tools for Intelligent
Monitoring of Critical Infrastructure
Systems

Cesare Alippi, Romolo Camplani, Antonio Marullo
and Manuel Roveri

Abstract Critical Infrastructure Systems (CIS) are essential services to sustain
both society and economy. In fact, CIS can be considered as vital systems for a
geographic area or a country. Such valuable assets have to be carefully monitored
because their partial or complete failure (caused by natural hazards or criminal
acts) could produce severe costs in terms of environment, economy and, in the
worst scenario, human lives. The need to protect and maintain CIS and the sur-
rounding environment is pushing the research for the development of intelligent
monitoring systems, able to detect anomalies and events and to adapt autono-
mously to the changes in the system under investigation. In this chapter, we
describe an intelligent hardware-software architecture for CIS monitoring, spe-
cifically designed for asynchronous events detection, remote configurability and
diagnosis. In particular, this monitoring system is based on a novel hybrid
architecture, in which different sensors, architectures and physical phenomena
under monitoring coexist and cooperate to provide different views of the same
physical phenomenon. In fact, the proposed monitoring system is able to gather
both high frequency signals (microscopic level), such as accelerometer signals,
and low-dynamic signals (macroscopic level), such as temperature and inclination.
The monitoring system is connected to a remote data center, which collects,
interprets and forwards them to the stakeholders in the desired format. The design
principles driving the monitoring system are introduced. As a practical application
will be shown a CIS monitoring system employed to monitor the Rialba’s tower, a
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rock tower-like limestone complex overlooking an area of strategic importance
connecting the Lecco and Como provinces in north Italy. The rock tower is indeed
exposed to a rock toppling risk, thus menacing an area characterized by the
presence of a freeway, a railway line and gas and power distribution pipelines.

Keywords Environmental monitoring � Critical infrastructure systems � Sensor
networks � Energy harvesting � Embedded systems � Adaptive sensing

1 Introduction

Critical Infrastructure Systems (CIS) are a pivotal element for the correct working
of societies and economies. Since a failure, either partial or complete, would mean a
high price in terms of environmental, economic or even human losses, it is justified
to place such valuable assets under careful monitoring. This need is leading to the
development of intelligent monitoring systems, capable of detecting anomalies and
dangers, adapting themselves to the changes in the monitored system.

Unfortunately, there are not many published works about the monitoring of
CIS. Reference will mainly be made to works in the areas of structural health
monitoring and sensor networks. The main kinds of sensor networks employed for
structure health monitoring, including traditional systems as well as wireless and
hybrid sensor networks, are described in [1]. In [2] a discussion of the principles
behind a smart monitoring of structures is presented, underlining how it is nec-
essary to collect not just the data from the sensors, but also the metadata about the
proper working of the sensors. In [3] there is a discussion regarding the issues and
challenges arising by the application of wireless sensor networks to CIS protection,
with a focus for network security. In [4] and [5] the focus is on the usage of the
information collected by the CIS monitoring, without requiring a specific CIS
monitoring system implementation.

The monitoring system described in this chapter is designed to integrate dif-
ferent kinds of sensor networks, operating at different levels. At the lowest level
there are the sensing subsystems, constituted by sensor networks collecting local
data, while at the higher level there’s a set of web services that analyze and
holistically integrate together the sensing subsystems to perform a smart moni-
toring of the whole CIS.

In Sect. 2 the application of this monitoring system is described. This appli-
cation, the Rialba’s tower, is a natural system surrounded by CIS, such as railroads
and power lines. In this application the proposed system has been deployed and
has performed its monitoring operations for more than 2 years, in total autonomy.

In Sect. 3 the general monitoring system is described, followed by the
description of two sensor networks that constitute the monitoring subsystems on
the field. In Sect. 4 the chapter is concluded by summarizing the experiences
obtained by the long term operation of the proposed system.
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2 Application Scenario

As applicative scenario for employing the principles behind the monitoring of
CISs, the Rialba’s tower has been chosen: a rock tower-like limestone complex
overlooking an area of strategic importance connecting the Lecco and Como
provinces in north Italy.

The area overlooked by Rialba’s Tower is of strategical importance, containing
infrastructures, such as the s.s.36 freeway, a railway line and gas and power
distribution pipelines. Figure 1 shows the position of the Tower and of the CIS
surrounding it. The risk represented by the Rialba’s Tower for the surrounding
infrastructures, is that of a rock topple with the consequence of several tons of rock
falling down on the nearby structures and the consequent damages.

The Rialba’s Tower is crossed by four big fractures dividing it in five towers of
rock, as shown in the illustration in Fig. 2. Of these towers, just the most external
two are exposed to a rock toppling risk and thus need to be monitored. The risk of
a rock topple of the Rialba’s Tower is real, although remote. Studies performed by
archeologists in the area show how in the past another portion of the Rialba’s
Tower, next to the one delimited by fracture F4, existed in the area and how it
ended in the nearby lake subsequently to a rock toppling event.

The rock toppling phenomenon would be generated by a weakening of the base
of the structure, due to the worsening of existing fractures in the rock and the birth
of new ones. Such damage to the base would trigger a loss of equilibrium leading
to the rock falling.

To keep the external two towers properly surveilled, several geophysical
quantities are under observation. To monitor the insurgence of new fractures at the

s.s. 36 freeway

gas and power distribution pipelines
railway

Rialba’s tower

309 m

Fig. 1 Rialba’s tower area
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basis, sensors have been employed, capable of detecting the acoustic signals
deriving from the development of micro-cracks in the rock. At the same time, the
top of the towers is monitored through wired strain gauge and high precision
inclinometers. The impact of water is also monitored with a pluviometer on the
top of the Rialba’s Tower measuring the precipitation in the area, and two piez-
ometers at the basis measuring the rate of the water flowing down along the
fractures F3 and F4.

3 Monitoring System

The monitoring system in its entirety can be seen as a central server in the control
room (but could also be a virtualized service in the cloud) to which the different
monitoring subsystems in the field send their data, following a publish-subscriber
paradigm. More precisely the monitoring system is constituted by a set of restful
web services designed to process the data coming from the monitoring subsystems
and send new parameters to the same subsystems.

The services exposed to the subsystems are the data insert service and the
parameters fetching service. The monitoring system also provided to its human
users a web application for data visualization and a web application for parameter
setting. The data insert service is accessed asynchronously by the various sub-
systems. After the systems identify themselves, they send the aggregated data
regarding a single sensorial and processing unit (SPU) as a binary stream. Thanks
to xml configuration files [6] describing the data coming from each unit and their

F1 F2 F3 F4

Fig. 2 Rialba’s tower main
fractures
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characteristics, the binary object gets partitioned and deserialized to follow the
data path shown in Fig. 3.

The deserialized data get indeed passed to an insert manager that calibrates
their values and inserts them together with their metadata in a local database. This
database is then used by the data visualization web application to present the
acquired data to users. At the same time the insert manager evaluates the data
notifying through emails any stakeholder configured in the xml files to receive any
alarm concerning the data and turns the deserialized data to an exporter module.

The exporter module, always following the xml configuration specific for the
received data, exports the data in the desired form (usually xml or text file con-
taining comma separated values) and sends them to all the registered consumers
(usually decision systems supported by web services or ftp archives that would
subsequently expose the data to legacy systems).

Such a data management chain allows to manage and analyze in real time data
coming from heterogeneous sources in a coherent and unified manner. There’s no
constraint on the data, whether they must be periodic or asynchronous, scalar or
array.

On the opposite, to request a specific periodicity from the local monitoring
subsystems or to change the behavior of a specific SPU, the monitoring system
offers a web interface (like the one in Fig. 4) where the user can conveniently set
the desired values. Once the parameter values are committed, they get serialized,
following the rules specified in an xml configuration file specific for each moni-
toring subsystem component, and saved in a local database. When the remote
systems ask new parameters for their SPU, the parameters fetching service selects

Fig. 3 Data paths
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the more recent parameters and offers them to the client as a binary stream.
Moreover, the new parameters in the database are used by the calibration routines
to evaluate the data arrived after the remote update.

In the specific case of the Rialba’s Tower, the monitoring system consists,
beyond the data managing server, of two distinct monitoring subsystems: a

Fig. 4 Parameter gui
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wireless sensor network on the top of the Tower and a hybrid sensor network at its
basis.

A map of the deployed systems in the area is shown in Fig. 5. On this map the
positions of the SPUs belonging to the hybrid (square and star markers) and
wireless (circle markers) networks are depicted. The two networks communicate
with the monitoring system thanks to the http protocol over the GPRS/UMTS
cellular network.

3.1 Hybrid Monitoring Subsystem

As already noted, the presence and propagation of fractures within the rock at the
basis of the Rialba’s Tower would affect the stability of the structure and conse-
quently induce a subsequent fall. To observe the generation and propagation of
possible micro-acoustic bursts associated with the enlargement of an existing
internal crack or the formation of a new one of millimetric size (sometimes they
are also called microseismic bursts for the evident affinity with earthquakes) a very
high sampling rate (up to 2 kHz) and a strict synchronism between sensing units
(as low as 1 ms) are required. To be able to relate the crack signals to frost
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Fig. 5 Deployed subsystems
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weathering phenomena, in addition to each micro electro-mechanical system
(mems) accelerometer employed to transduce the micro-acoustic signals, tem-
perature sensors have also been deployed.

It is worth noticing how, while the temperature signal has a low dynamic, thus
ensuring that a regular slow sampling of its values is sufficient to obtain a faithful
estimation of its behavior, the micro-acoustic signals have a very fast dynamic and
are, by their very nature, asynchronous signals requiring a continuous and very fast
sampling. Such data acquisition must be followed by a local decision whether what
has been recorded could be bound to a crack event.

Since the operating conditions can change over the long time span covering
the monitoring system operating life, it is important that the system operators are
able to remotely modify not just the sampling and connection periods, but also
the criteria with which the micro-acoustic events are evaluated. Another conse-
quence of the long life-span of the monitoring system is that the system must be
energetically totally autonomous.

To satisfy such requirements a hybrid wired-wireless architecture has been
adopted for the monitoring subsystem at the lower end of the Rialba’s Tower. Such
choice allows to reach a trade-off between the demanding synchrony, the need to
perform continuous sampling and signal processing at a high rate (2 kHz) with the
consequent high consumption while at the same time to be energetically autono-
mous. Indeed centralizing the energy harvesting mechanisms and relying on the
wired transmission medium allows to guarantee high transmission bandwidth and
synchronism among the units (wired connections overcome wireless transmission
in terms of both bandwidth and synchronization ability), while at the same time
allow the deployment of the sensor network gateway element in an optimal place
for energy harvesting.

A simple schema showing the components of the hybrid subsystem is shown in
Fig. 6. What follows is a brief description of the subsystem elements, a more
detailed discussion can be found in [7].

3.1.1 Base Station (Gateway/Data Collector)

The base station has a role of gateway and data collector. It acquires from the
SPUs, connected to it through the CAN bus, the monitored data and relays them to
the monitoring main system through a wireless (UMTS or long distance radio link)
connection. It also has the task to distribute new parameters and commands
received from the monitoring system to its SPUs. The base station plays a pivotal
role to ensure that the monitoring system in its entirety stays responsive and
adaptable to the system changes.

A block diagram of the base station is shown in Fig. 7. The heart of the base
station is the main board, an industrial PC104 computer, equipped with an ARM9
microprocessor running at 200 MHz with 64 MB of DRAM memory.

For better managing the available energy, it works using a duty cycle, waking
up at regular times and connecting to the remote monitoring system after a
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parameterizable number of data-collecting cycles. At the start/wake-up it follows
the following behavior:

1. Enquires the connected SPUs collecting the data and aggregates them on a per
SPU basis.

2. On data reporting cycles, it sends the aggregated data to the monitoring system
via an http connection.

3. On data reporting cycles, it collects (via http) new commands and parameters to
forward them to its SPUs.

4. Updates its own parameters and if requested brings up a semi-permanent
connection with the main monitoring system to allow the access to the sub-
system through a remote interactive shell for maintenance and debug
operations.

5. Performs a shut-down operation.

The main board also participates in the synchronization operations syncing the
local time with an ntp server and seeding at regular times a global synchronization
packet on the CAN bus.

Gateway/Data Collector

Dynamic Data

SPU

Dynamic Data

SPU

Dynamic Data

SPU

Static Data

SPU
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N
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Fig. 6 Hybrid monitoring
subsystem
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The energy harvesting board relies on solar panels with an ad hoc circuitry
designed to obtain the available energy by using a maximum power point tracker
(MPPT) algorithm [8]. The total number of solar panels (and of the related MPPT
boards) depends on the energy needs of the subsystem. In the case of the Rialba’s
Tower, the base station is endowed with two 20 W solar panels and two MPPT
boards. The energy harvesting board also regularly sends energy status reports to
the main board, that get aggregated to the other statistics collected to keep the
status of the monitoring subsystem under control.

The energy manager controls the battery status and consequently, following
the state diagram in Fig. 8, enables or disables the different components of the
subsystem. Such board is also equipped with an rtc, managing the main board duty
cycle.

Energy Manager 
(pic18 microcontroller)

Main Boardeth gpio

vdd inPC104 bus

COM1

COM2

COM0

2Gbyte
SD card

200MHz ARM9
with

64 Mbytes RAM

Radio Module
(5GHz WiFi or UMTS)

vdd ineth

Opto-isolated CAN Shut-down/Wake-up board

Energy Harvesting Board

MPPT2

MPPT1

MPPT3

Solar Panel

Solar Panel

Solar Panel

Batteries

Information Flow

Power Supply Control

Fig. 7 Gateway/data collector
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3.1.2 Dynamic Data SPU

The dynamic data sensing and processing units (DDSPU) feature a digital signal
controller (a micro-controller with dsp functionalities) able to easily filter and
evaluate the acquired signals, while maintaining a low power consumption.

From a physical point of view, the DDSPU consists of two custom designed
boards and a MEMS accelerometer. On the first board, the processor board shown
in Fig. 9a, has a digital signal controller (a microchip dsPIC33F), a CAN bus
transceiver and its relative line protection dischargers. The second board, which is
the signal conditioning board also shown in Fig. 9b, contains the analog amplifiers
and components used to connect the MEMS accelerometer to the ADCs present on
the digital signal controller.

Since the device must operate in a mountain environment, it’s enclosed in a
special case specially designed for rocks, shown in Fig. 10.

The dynamic data SPU must be able to detect asynchronous micro-acoustic
events. It must also be able to keep track of low bandwidth signals. Its behavior is
thus regulated by the following tasks, scheduled by a rate monotonic scheduling
policy:

1. A data acquisition task dedicated to continuously sample and filter the MEMS
accelerometer.

2. A parameter update task dedicated to parse the received parameters and, if
found correct, update them.

3. A broadcast messages manager task.
4. A CAN bus manager task.

- Main Board ON
- SPUs and Radio Module
controlled by the Main Board

ON

- Main Board OFF
- SPUs and Radio Module OFF

OFF

- Main Board Requested to 
   shut-down
- SPUs and Radio Module OFF

PARTIAL OFF

8V<Vbatt<12V

SHUTDOWN=1

V
batt>

12.5V
Fig. 8 Energy manager state
diagram
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5. A message transactions manager task.
6. A protocol manager task.
7. A watchdog task.

Obeying to the parameters managed by the parameter update task, the data
acquisition task filters the data coming from the adc and evaluates if a event is
present or not thanks to a double moving average filter, whose parameters are also
customizable as well as the gains and the paths followed by the analog signal
through the signal conditioning board. The rest of the tasks pertain to the man-
agement of the communication stack and the internal diagnostics of the SPU.

Fig. 9 Dynamic data SPU a processor board, b signal conditioning board

Fig. 10 Dynamic data
SPU—deployed node
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Thanks to the event detection algorithm and its continuous sampling the device
is able to manage the arrival of asynchronous events and save their data for the
collecting requested by the base station.

3.1.3 Static Data SPU

The static data SPU (SDSPU) differs from the DDSPU with regards to the absence
of dsp features, using a normal micro-controller as processor unit. The set of tasks
that are executed remain the same, with the absence of the filtering and event
detection operations. In the deployment scenario the SDSPU keeps track of water
levels in the water tanks through sampling two piezometers.

3.1.4 CAN Bus

The SPUs rely on the CAN bus to communicate data and obtain new parameters
to/from the base station. Though several transport layers for the CANbus are
present in the literature, the ad hoc transport layer presented in [7] is used, since
traditional approaches have been thought for scenarios where energy is not an
issue and duty cycling not needed. The asynchronous events detected by the SPUs
are stored in the memory of the SPU together with the data sampled from the low
bandwidth signal transducers thanks to a double buffer. Such memory area is then
made available to be transferred at request of the main board that acts like a master
on the CAN bus, by means of a transactional communication protocol described in
the previously cited article. As stated previously, the synchronization among the
SPUs is a strict requirement for the evaluation of micro-acoustic bursts. To satisfy
such a requirement, two levels of synchronization are adopted: global and local.
The global synchronization synchronizes the SPUs with the main board clock
(absolute time); the local synchronization instead relies on one SPU acting as
master of the synchronization phase to keep all the slave SPUs synchronized even
when the main board is switched off to reduce its energy consumption. These two
levels exploit the classical synchronization algorithm presented in [9]. It has been
experimentally verified that the proposed method allows the achievement of
synchronization among the SPUs with a maximum variance of 500 ls.

3.2 Wireless Monitoring Subsystem

Due to the need to maintain a low power consumption and the power needs typical
of wireless communications, the wireless monitoring subsystem can be properly
employed just to monitor low bandwidth data.

As shown in Fig. 11, the components of the network are the coordinator node,
acting as a gateway and the leaf nodes constituted by wireless SPUs. The topology
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of the network is a star topology, although with just the placement of router nodes
it is possible to adopt a mesh topology without any change to the software or the
hardware of the nodes originally constituting the network. What follows is a brief
description of the elements constituting the system. For a more detailed description
the interested reader can consult [10].

3.2.1 Leaf Node/Wireless SPU

The leaf node role is that of a sensing element. A block diagram of the wireless
SPU (WSPU) is shown in Fig. 12. In this case the functionalities of energy and
data manager have been concentrated on the micro-controller board at the center of
the diagram.

The Cortex M3 family micro-controller employed to manage the WSPU has the
ability to give or negate power to all the other hardware components of the WSPU
itself as well as to shut down own individual internal peripherals to shape the
power consumption to fit the device needs. Even the memory and large parts of its
core are involved in such powering duty cycle operations.

The energy harvesting board features a 12 V battery pack, a 10 W solar power
cell and an industrial class regulator circuit designed to guarantee an efficient
charge of the battery. The voltage level of the battery is acquired by the internal
12 bits ADC of the micro-controller, so that it can take the necessary decisions
about the system operations.

The ZigBee [11] radio module is a Jennic JN5148 module, connected to the
micro-controller through an SPI bus and an interrupt line (not shown in figure).

Fig. 11 Wireless monitoring subsystem
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The radio operates in an autonomous way from the micro-controller that manages
its status through commands exchanged through the SPI bus. It is worth noticing
that in order to not sacrifice network performance to power needs, the radio
module status is saved on flash memory before the module gets shut down. At the
module restart the first module operation is to load up its last configuration to
avoid lengthy network registration operations.

The Sensor board is equipped with a set of 24 bit ADCs, able to read voltage
and current measurement, and signal conditioning circuits to be able to acquire
data from a wide set of transducers. In the case of the WSPUs employed in Rialba,
the attached sensors comprise:

• Inclinometer
• Wired strain gauge
• Thermometer (in hole)
• Thermometer bounded to the inclinometer

The sensor board is also subject to power duty cycling, similarly to the rest of
the system.

The WSPU adheres to the following behavior:

1. The micro-controller wakes up and supplies energy to the sensor board.
2. The micro-controller waits for 500 ms to give time to the peripherals to warm

up and acquires data from the ADC of the sensor board.
3. The micro-controller shuts-down the sensor board and supplies energy to the

radio module.
4. The micro-controller waits for the connection with the ZigBee network to be

operative and once operative transmits acquired data (together with their
timestamps and diagnostic data) to the collector.

5. The micro-controller enters into the receiving modality for a certain amount of
time polling for new parameters or synchronization information from the
collector.

6. The micro-controller shuts down the radio module and enters into the deep
sleep status mode.
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microcontroller

GPIO

SPIADC

MOSFET SWITCHES

vdd in

SPI

ZIGBEE Radio Module

Energy Harvesting Board

Solar Panel
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Sensors board

Fig. 12 Wireless SPU
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3.2.2 Coordinator

The coordinator is fairly more complex than the WSPU, since its role must be of
network coordinator, data aggregator and gateway toward the monitoring system.
A block diagram of the coordinator is shown in Fig. 13.

The micro-controller board at the basis of the WSPU is the same control board
that regulates the coordinator actions. The coordinator acts like a bridge between
the ZigBee sensor network and the monitoring system. Such task is performed
reacting at the arrival of new data from the ZigBee module by archiving the data
on an internal double buffer kept in memory, thus acting in an asynchronous way
typical of the publish-subscriber paradigm to which the ZigBee protocol adheres.
Such double buffer is then transferred to the main board system through a trans-
actional protocol identical to the one employed by the hybrid subsystem. Similarly
to the micro-controller board of the WSPU, it acts also like power manager of the
coordinator, with the difference that it keeps the ZigBee radio module always
powered and that employs its own rtc to regulate the activity periods of the main
board. In addition to such tasks, it has access to a sensor board (not shown in the
figure). In the case of the Rialba’s Tower the micro-controller board records just
the data coming from a pluviometer.

Analogously to the WSPU case, the ZigBee radio module is a Jennic JN5148
module, connected to the micro-controller through an SPI bus and an interrupt line
(not shown in the figure). But differently from the other radio module, its software
does not act like a bridge between the network and the micro-controller, but act
also like the network coordinator, keeping track of every device registered to the
wireless sensor network.
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Radio Module
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vdd ineth
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CAN CAN
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 PC104 system

Fig. 13 Coordinator device
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The main board module is identical to the one described in 3.1.1 with the
difference that it doesn’t obtain directly diagnostic data from the energy harvesting
board. Moreover, the parameter data-flow coming from the monitoring system, in
this case, has a single destination: the micro-controller board. It is then the micro-
controller board that parses the incoming array of parameters and finally passes
them to the ZigBee module that translates the logical node addresses in network
addresses and offers them to the WSPUs.

4 Conclusions

The need to protect critical infrastructure systems provides the motivation to have
robust monitoring systems able to promptly answer to rapidly changing conditions.
In this chapter a solution is proposed that is able to combine the varying needs
requested by monitoring subsystems specifically designed for different purposes,
thus obtaining a coherent and holistic view of the monitored system. The proposed
monitoring system has been applied to the specific case of the Rialba’s Tower,
where the risk of a natural disaster threatens several critical infrastructures. As
already noted in Sect. 1, the monitoring system has operated without any service
interruption for more than two years and it is still operating in complete energetic
autonomy.

Its deployment has been performed in three distinct phases. In the first phase the
subsystem has been deployed at the basis of the Tower, by installing three DDSPU
to monitor the micro-fractures in the rock. Subsequently, after 6 months, the
system on the top has been installed to monitor the low dynamic data. After almost
a year of operation the geologists and geophysics felt the need to keep track of
the water flowing down along the fractures F3 and F4. To satisfy this need, a
SDSPU has been added to the CAN bus of the hybrid (lower side) system to
acquire the data from the sensors in the water tanks shown in Fig. 5. This operation
did not affect the operation of the rest of the system and did not require any major
modification of the software or the firmware. Indeed, since both data and
parameters are transferred as binary streams, such information remains transparent
to the transport mechanism and requires just that the monitoring system, at the
insert manager service and parameter configuration application level, is aware of
the nature of the transmitted data.

In 2 years the only downtimes have been due to benchmarking/test operations
and the need to stop for a few minutes the basis system to hook up the new SDSPU
node. Even so, such downtimes regarded just the affected sensing subsystems,
never blocking the whole monitoring system in its operation. Such high opera-
tiveness of the system is due to the choice of adopting a publish-subscriber par-
adigm, decoupling the monitoring system in its entirety by the single sensing
subsystems. This has permitted to have independent sensor networks whose
eventual failures would not affect the entire system operation, while at the same
time retaining the capability to furnish a complete view of the CIS status.
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Although the monitored system in such a case is a natural system, the proposed
approach can be successfully applied to any kind of CIS, as well as that it may
constitute a valid example of application of the design principles at the basis of
intelligent CIS monitoring.
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Algorithms and Tools for Intelligent
Control of Critical Infrastructure Systems

Mietek A. Brdys

Abstract Critical Infrastructure Systems (CIS) are spatially distributed and of a
network structure. The dynamics are nonlinear, uncertain and with several time
scales. There is a variety of different objectives to be reliably met under a wide
range of operational conditions. The operational conditions are influenced by the
disturbance inputs, operating ranges of the CIS, faults in the sensors and actuators
and abnormalities occurring in functioning of the physical processes. The Chapter
presents the intelligent multiagent structures and algorithms for controlling such
systems. Each agent is an intelligent unit of high autonomy to perform the control
functions over an allocated region of the CIS. Its mechanisms are structured in a
form of a multilayer hierarchy. The regional agents are then integrated into the
multiagent structure capable of meeting the operational objectives of the overall
CIS. Several structures are considered starting from the completely decentralised
with regard to the interactions between the local regions and ending up at the
hierarchical architectures with the coordinating units, which are equipped with
the instruments to coordinate activities of the agents across their functional layers.
The required ability of the control system to meet the control objectives under a
wide range of operating conditions is achieved by supervised reconfiguration of
the agents. The recently proposed robustly feasible model predictive control
technology with soft switching mechanisms between different control strategies is
applied to implement the soft and robustly feasible agent reconfiguration. The
generic ideas and solutions are illustrated by applications to two CIS: an integrated
wastewater treatment plant and a drinking water distribution network.
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1 Introduction

Control of critical infrastructure systems (CIS) must secure their reliable and
sustainable functioning in achieving the required operational objectives under a
wide range of operational conditions, which include accidental, seriously unfa-
vourable events such as sensor and/or actuator faults, failures of communication
links, or anomalies occurring in the technological operation of the CIS physical
processes. A monitoring system is needed in order to deliver information. The CIS
are subject to deliberate attacks. The inputs resulting from these attacks can
seriously deteriorate the required functioning of the CIS. The early detection of
such disturbance inputs, compensation/rejection of their impact and restoration of
the CIS back to its normal operation requires actions from a dedicated security
system. The security system can be viewed as a dedicated control system to handle
the special type of the disturbance inputs. This is depicted in Fig. 1.

This Chapter considers only the control component. CIS are spatially distrib-
uted and of a network structure. The dynamics are nonlinear, uncertain and with
several time scales. There is a large number of variables involved in the dynamic
models, which are heterogeneous. Not only the inputs but also states/outputs are
constrained. The latter requires robust feasibility of the control actions generated
by control units. Hence, CIS are large scale complex systems with a variety of
different objectives to be met under a wide range of operational conditions (see
Fig. 2).

CIS are typically distributed over a large geographical area and a centralised
system for performing the monitoring, control and security functions would not be
viable. Therefore, the area is decomposed into regions, as shown in Fig. 3. Per-
forming the monitoring, control and security functions over the regions is carried
out by the regional agents. These are the intelligent units of high autonomy
interacting directly or/and through the CIS, as illustrated in Fig. 4.

This Chapter is organised as follows. In Sect. 2 the CIS operational states are
introduced and they are mapped into the control strategies, suitable to pursue the
control objectives, which can be achieved at these states. The model predictive
control (MPC) technology is applied to produce the control strategies. The robustly
feasible strategies (RFMPC) are outlined in Sect. 3. A reconfiguration of an agent
in order to adapt the control strategy to a current operational state of the CIS is
discussed in Sect. 4. A soft switching mechanism between different RFMPC
strategies is proposed to produce the softly switched robustly feasible MPC
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(SFRFMPC) that implements soft reconfiguration of the agent. An approach to
derive a multiagent control system over an overall CIS based on the derived
architecture and algorithms for a regional agent is briefly discussed in Sect. 5. An
application to the integrated wastewater treatment system case study CIS is pre-
sented in Sect. 6. An application to quality control in the case study example of
drinking water distribution network is described in Sects. 7 and 8. The conclusions
in Sect. 9 complete the Chapter.

Fig. 1 Key interacting components of the system maintaining operation of CIS

Fig. 2 CIS are large scale complex systems

Fig. 3 Spatial
decomposition of CIS into
regions
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2 Operational States and Control Strategies

A current operational state (OS) of a CIS is determined by the states of all the
factors which influence its ability to achieve prescribed control objectives. These
include: states of the CIS processes; states of the sensors, actuators and commu-
nication channels (e.g., faults), states of process anomalies, technical faults, cur-
rent operating ranges of the processes, states of the disturbance inputs. The OS
without security content (not security OS) are robustly estimated /predicted by
using conventional state estimation algorithms (data driven, model based) and
fault detection and diagnosis algorithms (FDD) [1]. The typical operational states
are [2]: normal, disturbed and emergency. Not all control objectives can be sat-
isfactorily achieved at a specific OS. This is identified by performing a suitable a
priori analysis. Given the control objectives a control strategy suitable to achieve
these objectives is designed or chosen from the set of strategies designed a priori.
In this way, a mapping between the operational states and suitable control strat-
egies to be applied at these OS is produced (see Fig. 5). It should be pointed out
that there can be more than one normal, disturbed and emergency operational state
and they constitute the separated clusters in the OS space equipped with the links
indicating transfer between the specific operational states. In a triple of ordered
and linked of the normal, perturbed and emergency operational states, a deterio-
ration of CIS operational conditions forces the CIS to move into the perturbed
operational state. The control system is expected to adapt its current control
strategy to the new operational state as otherwise the CIS with no adequate control
strategy can be further forced to move into the emergency operational state. Being
safely in the perturbed operational state the agent senses and predicts changes in
the current OS and if for example it moves back to the normal OS the intelligent
agent starts adapting the control strategy back to the normal one.

The concept of operational states and the corresponding control strategies
capable of meeting the control objectives associated with these states is vital for

Fig. 4 Regional agents
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synthesising an agent operating the CIS over a wide range of the operational
conditions including the faults, threats and widely varying the disturbance inputs.
Regarding the control strategies we shall consider the model predictive control
(MPC) technology in order to produce the control strategies adequate to pursue the
control objectives at the operational state. Indeed, the standard MPC strategy
(Kerrigan and Maciejowski 2003) is uniquely determined by specifying the per-
formance function to be optimised and the constraint functions defining a set over
which the optimisation is to be performed (see Fig. 6).

In order to meet the CIS state/output constraints the model based MPC needs to
be made robustly feasible. In other words, the control actions produced by the MPC
controller, which satisfy state/output constraints in the model, must also satisfy
these constraints when applied to the physical CIS in spite of model—reality
mismatch. The Robustly Feasible MPC is presented in the following section.

3 Robustly Feasible Model Predictive Controller

There are several approaches to designing the RFMPC. A robust control invariant set
can be determined for the MPC control law based on its nominal model and the
uncertainty bounds so that if the initial state belongs to this set the recursive robust
feasibility is guaranteed [3, 4]. Constructive algorithms were produced to determine
such sets for linear dynamic systems under the additive and polytypic set bounded
uncertainty models. Safe feasibility tubes in the state space were designed and
utilised to synthesise RFMPC in Langson et al. [5] and Mayne et al. [6]. The
reference governor approach was proposed and investigated in Bemporad and
Mosca [7], Angeli et al. [8], Bemporad et al. [9] for a tracking problem, where a
reference trajectory over a prediction horizon is designed with extra constraints
being imposed during the reference trajectory generation. The calculated control
inputs under the on—line updated reference trajectory can manoeuvre the system to
the desired states without violating the state constraints under all possible uncer-
tainty scenarios. The additional constraints on the reference are calculated based on
the uncertainty bounds. In Brdys and Ulanicki [10] the hard limits on tank capacities
in a drinking water distribution system were additionally reduced in the MPC
optimisation task by introducing so called safety zones. This is illustrated in Fig. 7,
where ru; rl denote the upper and lower safety zones modifying the original upper
and lower limits ymax and ymin constraining the output to produce the modified output
constraints to be used in the model based optimisation task of RFMPC (Fig. 8).

Fig. 5 Mapping operational states into control strategies
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The safety zones were determined to be large enough in order to compensate
uncertainty in the water demands so that the model based optimised control actions
satisfied the original tanks constraints when applied to the physical water distri-
bution system. Replacing the original state/output constraints in the MPC model
based optimisation task with a set of more stringent constraints which preserve
feasibility for any scenario of uncertainty in the system model dynamics is a key

Fig. 6 Mapping operational states into MPC strategies

Fig. 7 Safety zones

Fig. 8 Structure of RFMPC with safety zones
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idea of this constraint restriction approach. A disturbance invariant set was
designed a priori by Chisci et al. [11] to produce suitable restrictions of the
constraints for linear systems. The conservatism of methods based on the invariant
sets and difficulties in calculating these sets for nonlinear system dynamics impose
serious limitations on the applicability of these methods. A generic approach to
synthesise RFMPC that utilises the safety zones, which are iteratively updated on
line based on the MPC information feedback was proposed by Brdys and Chang
[12] and applied to drinking water quality and hydraulics control in Duzinkiewicz
et al. [13], Tran and Brdys [14, 15] and to integrated wastewater systems in Brdys
et al. [2]. The robustly feasible model predictive controller is practically applicable
to nonlinear systems and the conservatism due to the uncertainty is reduced as the
safety zones are updated on line over the prediction horizon Hp. We shall now
briefly present this safety zone based controller.

3.1 Robustly Feasible MPC with Safety Zones

The controller structure is illustrated in Fig. 8. The control inputs are produced by
solving the model based optimisation task, where the unknown disturbance inputs
over the prediction horizon are represented by their updated predictions and other
stationary uncertainty factors are replaced by their estimated values.

Moreover, the original state/output constraints are modified by the safety zones
provided by the Safety Zones Generator. The initial state in the output prediction
model is taken directly from the plant measurements or it is estimated using these
measurements. The control inputs are then checked for robust feasibility. First, a
robust prediction of the corresponding plant output is produced in terms of two
envelopes yu

p and yl
p bounding a region in the output space where the plant output

trajectory would lie if the inputs were applied to the plant. The robust feasibility is
now verified by comparing the robustly bounding envelopes against the original
output constraints (see Fig. 9).

In the upper figure the robust upper and lower envelopes determine the region
in the output space that is located in a set meeting the output constraints. Hence, it
can be guaranteed that the real system output is feasible for any disturbance input
scenario and consequently the input is robustly feasible. This is not the case in the
lower figure where it can not be guaranteed that the real system output will not
violate the upper constraint. Hence, the input is not robustly feasible.

If the inputs are robustly feasible over Hp then they are applied to the plant over
the following control step. Otherwise, the constraint violation is quantitatively
assessed and based on this result the Safety Generator Unit updates the safety zones.
The MPC optimiser is activated to produce new sequence of the control actions.
Determining the robustly feasible safety zones is done iteratively and typically a
simple relaxation algorithm is applied to achieve it. In order to achieve sustainable
(recursive) feasibility of the RFMPC the safety zones are iteratively determined on
line over the whole prediction horizon and this is still computationally demanding.
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In a recent work by Brdys et al. [16] the safety zones were used to parsimoniously
parameterise recursively feasible invariant sets in the state space and a computa-
tional algorithm was derived to calculate off-line the zones and the invariant sets.
An operational computation burden of the resulting RFMPC was then significantly
reduced. Clearly, the safety zones and invariant sets are recalculated when a priori
uncertainty bounds change.

3.2 Multilayer RFMPC with Different Time Scales

As it has been stated in Sect. 1 several time scales exist in the CIS internal
dynamics. This feature of CIS can be efficiently handled by employing a temporal
decomposition of the CIS dynamics into interacting and vertically ordered process
dynamics operating at different time scales starting from the slowest time scale at
the top and ending up with the fastest one at the bottom [17], as illustrated in
Fig. 10. The control objectives can now be adequately associated with the time
scales and the prediction horizons for the RFMPC controllers forcing the CIS to
achieve these objectives can be determined. The horizons would be 1 month,
1 day and 1 h for the predictive controllers operating at the slow, medium and fast
time scales in order to achieve the long term, medium term and short term
operational objectives of CIS. Clearly, suitable lengths of the control steps are to
be determined. As a result, a hierarchical multilayer architecture of the vertically
nested RFMPC’s, each of them operating at different time scales and hence,
efficiently achieving different control objectives has now been presented. The
control actions generated at an upper control layer are typically the set points to be
tracked by the lower adjacent layer and/or the state/output targets to be achieved at
the end of the prediction horizon at the lower adjacent layer.

Fig. 9 Robust feasibility
checking
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The control inputs to the CIS processes are produced at the lowest follow up
control layer operating in the fastest time scale. This will be applied to the
wastewater treatment in Sect. 6 [2]. In the recent paper [18] a two layer predictive
controller is analysed in detail and strong theoretical results are produced
including the robust stability. Also, hard switching between different configura-
tions of control handles is included into this analysis which gives rise to achieving
a fault tolerant feature of the control system.

4 Agent Reconfiguration by Softly Switched RFMPC

During controlling the CIS the operational state may change and this requires
adopting the control strategy to new operational conditions. This means that the
current RFMPC strategy should be replaced by the new one, which is desired at the
new OS.

4.1 Softly Switched RFMPC

A hard switching from the current control strategy to the new one may not be
possible due to two reasons. First, the immediate replacement in the control
computer of the current performance and constraint functions by those defining the
new control strategy may lead to the infeasible optimisation task of the new
strategy with the current initial state [19]. Secondly, very unfavourable transient
processes may occur and last for certain time periods [20]. Alternatively, the
switching can be distributed over time by gradually reducing the impact of the old
strategy on the control inputs generated and strengthening the new strategy impact.
The switching starting at t ¼ �t would complete at ts ¼ �t þ Ts, where Ts denotes the
duration time of the switching process. As opposed to the hard switching this is a

Fig. 10 Hierarchical four
layer structure of RFMPC
with four different time scales
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soft switching. The soft switching was proposed and analysed by Wang et al. [19],
Brdys and Wang [21]. They proposed to technically implement the soft switching
by designing combined predictive control strategies in a form of a convex pa-
rameterisation of the performance and constraint functions of both strategies.
Selecting on line the parameters produces a sequence of the combined strategies
and the new strategy is reached in the finite time ts. The soft switching process and
its implementation is illustrated in Fig. 11.

Given the desired control strategy, the parameters of the soft switching process
are: the switching time instant �t, the switching process duration time Ts and the
switching mechanism, which is the algorithm selecting on line the combined
strategies. In Wang and Brdys [22] the algorithm, which terminates the soft
switching in a minimal time was proposed for linear systems and it has been
recently extended to nonlinear network systems by Tran and Brdys [23]. The soft
switching for hybrid RFMPC strategies was investigated in Wang and Brdys [24]
producing the stability results. The soft switching was applied to optimising
control of waste water treatment systems in Brdys et al. [2]. A recent research on
truly Pareto multiobjective MMPC [25] has produced results indicating an enor-
mous potential of the MMPC to develop new high dynamic performance soft
switching mechanisms. There are still problems with performing on line the
computing needed to produce accurate enough representation of the Pareto front.
Hybrid evolutionary solvers implemented on computer grids with embedded
computational intelligence mechanisms that are designed based on fuzzy-neural
networks with the internal states are investigated in order to derive more efficient
solvers of the multi-objective model predictive controller optimisation task.

4.2 Supervisory Control Layer

Such faults as sensor/actuator failures or packet drops in communication networks
supporting operation of CIS can be handled without changing the current control
strategy by activating the Fault Tolerant Control (FTC) mechanisms [26]. The new
OS does not have to be defined in such cases and the switching can be avoided. It is

Fig. 11 Soft switching
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enough to activate the FTC mechanisms. This, and serving the soft switching, needs
a dedicated layer supervising an operation of the softly switched robustly feasible
MPC (SSRFMPC). The supervisory control layer is responsible for the following:

• Estimation and prediction of OS
• Diagnosis if a current control strategy supported by the FTC mechanisms is

powerful enough and its switching is not needed
• Selection of control strategies required by changes of OS
• Selection of soft switching mechanisms
• Starting, supervising and ending the switching process.

The layer is supported by the monitoring system and a risk based or robust Fault
Detection and Diagnosis units.

4.3 Reconfigurable Multilayer Structure of Autonomous
Regional Agent

The softly switched robustly feasible model predictive control layer and the
supervisory control layer are the functional layers in an overall multilayer structure
of the reconfigurable autonomous regional agent. It is understood that the RFMPC
control strategies have multilayer structures in order to efficiently incorporate the
multiple time scales in CIS dynamics as described in Sect. 3.2. The security
component has not been discussed in detail as it falls into the presented meth-
odology as a dedicated monitoring and control activity. However, it has specific
features, which require dedicated solutions. Hence, it is left distinguished as
strongly interacting with the other two components of the overall system. Clearly,
a regional agent is truly autonomous and highly advanced. It is envisaged that
there is plenty of room for dedicated agents being satellites of the main agent,
which is considered in this paper. They can be particularly useful in performing
distributed communication functions and wirelessly networked sensors. The
regional agent overall structure is illustrated in Fig. 12.

5 Multiagent System for Control Over an Overall
Distributed CIS

Integrating the regional agents into one multiagent system would produce a system
capable of performing the control functions over an overall distributed CIS.
Clearly, a key issue during this integration will be how to account for the inter-
actions between the regions. Following e.g., Findeisen et al. [17] and Brdys and
Tatjewski [27] a spatial decomposition would be applied with regards to the
regional agent layers (see Fig. 13).
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As the RFMPC is the optimisation based technology, then the well known
decomposition methods of the optimisation problems can be applied to produce a
hierarchical structure of the RFMPC with the regional units and a coordinator
integrating the regional actions. Developing distributed MPC has attracted an
immense attention of the control community during the last decade. An excellent
survey can be found in Scattolini [28] and in Rawling and Mayne [29]. However, no
breakthrough results have been obtained yet. The architectures are still not suitable
for on-line control as a feasibility of the control actions generated is not guaranteed
for MPC with uncertain models. Moreover, the horizontal information exchange
between the regional agents required is immense and certainly not acceptable by
real life communication networks. Finally, in order to achieve high operational
performance in a cost effective manner under strong interactions between regional
CIS, the distributed agents must be coordinated. The price coordination mechanism
[17] is very appealing. However, it needs to be further developed so that an on-line
feasibility of the actions generated by the regional agents can be guaranteed for
heavily state/output constrained but not only for the control input constrained CIS.

Hierarchically structuring the soft switching mechanism is conceivable although
this has not been achieved yet. Hierarchically structuring the supervisory control
layer is an open problem. Although a number of applications have been reported
e.g., Tichy et al. [30] the methods used are very much case study dependant and
nothing generic exists. There have been significant advances made for the infor-
mation systems e.g., Amigoni and Gatti [31], Shoham and Leyton-Brown [32], Keil
and Goldin [33] and they would be attempted for application to the engineering

Fig. 12 Reconfigurable multilayer structure of autonomous regional agent

Fig. 13 Spacial decomposition of a regional agent layer
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systems. A good step in this direction was reported in Fregene et al. [34]. The
communication protocols implementing the information exchanges between the
regional agents directly or through the coordinator require security features to
be embedded in these protocols and beyond with a whole information system to be
applicable to the CIS. Again, although much work has been done with application to
the information systems the results are not directly applicable to the engineering
CIS. The decentralised and decentralised follow up control methods are directly
applicable to structure the regional agent lowest layer for the multiagent purposes.

6 Application to Integrated Wastewater Treatment
Case – Study System

6.1 Presentation of the Case-Study System

An integrated wastewater treatment plant at Kartuzy in Northern Poland is com-
posed of the hydraulic storage part coupled to the sewer system and supplying the
biological treatment plant with the wastewater to be cleaned before it is released to
the receiving river. The system layout is illustrated in Fig. 14.

The equalization tank retention is embedded into the sewer network tank
retention to produce the retention tank in Fig. 14. The treatment method is based
on an activated sludge technology. The advanced biological treatment with
nutrient removal is accomplished in the activated sludge reactor designed and
operated according to the UCT (University of Cape Town) process.

The first zone is anaerobic where the release of phosphorus should occur. The
internal recirculation of mixed liquor originates from the anoxic zone. The second
zone where denitrification takes place is anoxic.

The activated sludge returned from the bottom of the clarifiers as well as the
internal recirculation 1 from last aerobic zone (containing nitrates) is fed back to
the anoxic zone. The last part of the biological reactor (aerobic) is aerated by a
diffused aeration system. This zone is divided into three compartments of various
intensities of aeration. The biologically treated wastewater and biomass (activated
sludge) are separated into two parallel horizontal secondary clarifiers. The sewage
is recirculated from the clarifiers to the anoxic zone. In order to ensure a high level
of the phosphorus removal, iron sulphate (PIX) is added to the aerobic zone to
precipitate most of the remaining soluble phosphorus. This is supported by the
phosphorus precipitation in the grit chamber. The treated sewage goes to Klasztorna
Struga River, which is the effluent receiver.

The plant operational objectives can be technically broken down into the fol-
lowing objectives:

• to stabilize the biological treatment process by properly selecting values of
sludge retention time (SRT) and sludge mass (Ms),
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• to ensure efficient hydraulic control by proper utilization of equalization and
septic tanks,

• to keep to output constraints on: ammonium nitrogen (SNH4), nitrate (SNOx),
total nitrogen (TN), total phosphorous (TP), chemical oxygen demand (COD),
biological oxygen demand (BOD), soluble substrate (SS) and total suspended
solids (XTSS),

• to minimize pollution load discharged to the receiver (SNH4, SNOx, TN, TP,
COD, BOD, SS, XTSS),

• to minimize plant running costs by minimizing: air flow rate that is delivered to
the aerobic zones, recirculation flow rates (internal and external), excessive
sludge flow rate, equalization tank filling/emptying, PIX dosing,

• to minimize emergency overflowing.

The possible control handles (manipulated variables) are:

• air supply to aerobic zones,
• internal and recirculation flow rates,
• excessive sludge flow rate,
• the iron sulphate (PIX) dosage (or other chemicals),
• equalization tank filling/emptying, septic tank emptying.

6.2 Control Structure

Achieving the plant operational objectives requires an optimising control. A
synthesis of the control structure for the optimising control of the integrated
wastewater system is very complicated because of its specific following features:
(i) multiple time scales in the internal dynamics of the biological processes and
tanks, (ii) varying influent flow rates and its pollutant concentrations, (iii) highly
non-linear and mutually interacting dynamics of large dimensions [35], (iv) the
requirement of achieving biological sustainability of the system over a long time
horizon while sufficiently accurate disturbance predictions over such a horizon are
not available, (v) the occurrence of short term heavy rainfall disturbance events

Fig. 14 Layout of Kartuzy wastewater treatment plant

198 M.A. Brdys



hardly predictable early enough having long term consequences for the system
behaviour, (vi) the lack of models that are suitable for control design and its on
line implementation, (vii) the small number out of many state variables that are
practically measurable. In order to efficiently handle these difficulties, the multi-
layer hierarchical control structure presented in Fig. 12 is applied. The structure is
illustrated in Fig. 15.

A hierarchical structuring of the control actions generation process allows for
proper and thorough full utilization of all the available quantitative and qualitative
information about the plant structure and dynamics, its interactions with the
environment and up to date operational experience.

The Optimising Control Layer is responsible for generating the optimised
control trajectories. The control objectives at the OCL can be split into the long
term, medium term and short term. The different time horizons of the objectives
are as a matter of fact mainly implied by the multiple time scales of the internal
dynamics of the biological treatment process and the variability of the disturbance
inputs. There are various ways of controlling at each time scale. It depends on the
assumed/chosen control strategy, and hence it depends on the associated objective
function and constraints. A core control method at OCL is the softly switched
RFMPC. In order to achieve the desired objectives the OCL generates control
trajectories for each of the control horizons.

It is very difficult to efficiently handle the multiple time scale dynamics in the
optimising control problem by a centralized optimising controller as the required
long prediction horizon and short control time steps might lead to an optimisation
problem of very high dimension and under a large uncertainty radius. It obviously
might cause computational problems during real time control. In order to alleviate
these two fundamental difficulties a temporal decomposition of the optimising
controller is applied (see Fig. 10). Three time scales in the internal dynamics of the
process are distinguished: slow, medium and fast [36]. As a result, the optimising

Fig. 15 Optimising control structure
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controller is decomposed and organized in the form of a three-sublayer hierarchy
as shown in Fig. 16.

Each sublayer controller operates at a different time scale and handles the
corresponding objectives.

The Slow Control Sublayer (SCL) operates at a slow time scale with a 1-day
control step and handles long-term objectives over a horizon of a week up to several
months. This control layer is responsible for biological sustainability of the biomass,
volume control of equalization and storm water tanks and long term economical
objectives under an as wide as possible range of disturbance inputs. The manipu-
lated variables at SCL are: Sludge Retention Time (SRT), Mass Sludge (Ms) and
pumping in/from equalization and septic tanks. The SRT and Ms are produced by an
intelligent rule based system supported by the experienced plant engineers.

The Medium Control Sublayer (MCL) operates over a medium time scale with a
1-h control step and handles medium term objectives over a horizon of a day. The
Medium Control Sublayer is responsible for maintaining the effluent quality within
required limits and for optimising the operating cost subject to constraints pre-
scribed by the SCL and subject to technological and actuator constraints. The
manipulated variables at MCL are: dissolved oxygen concentrations at the aerobic
zones, recirculation flow rates, pumping in/from equalization and septic tanks, and
chemical precipitation (PIX). All of them, except for dissolved oxygen concen-
trations are directly transmitted to the FuCL. The SSRFMPC is applied at MCL.

The Fast Control Sublayer (FCL) operates in the fastest time scale with a 1-min
control step and handles short term objectives over a horizon of 1 h. The Fast
Control Sublayer is responsible for: effluent quality during heavy rains and of short
duration time events, actuator constraints and meeting demands on desired dis-
solved oxygen concentrations at the aerobic zones that are prescribed by the MCL.
The main functionality of the FCL is generating the set points for the FuCL so that
the process is forced to follow the manipulated variable trajectories that are pre-
scribed by MCL. The process actuators are mostly simple PLC controlled devices,
except for the airflow rates that are provided by the aeration system in order to
achieve required set-points for the dissolved oxygen concentrations. These airflow

Fig. 16 Temporal
decomposition of OCL
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rates are the manipulated variables at the FCL. Due to hybrid dynamics of the
aeration system, meeting the prescribed set-points with least energy cost consumed
by the blowers is a complicated task [37–40]. This is done by adjusting the valve
positions and the speeds of the blowers and by scheduling their on/off status.

6.3 Control Strategies

The first control strategy, CS1, is designed to be engaged when the system is in the
normal operational state. The main objective of this strategy is to minimize an
overall operational cost while fulfilling the discharge requirements at the same
time. One of the desired approaches of controlling the plant when being in the
normal operational state is to do it entirely based on biological phosphorus
removal. This implies excluding the PIX dosing from the decision vector content.
However, it is a common practice at the Wastewater Treatment Plants to support
the phosphate precipitation by limited PIX dosing. In the CS1 control strategy the
PIX upper limit of dosing was set relatively low, namely PIXmax B 70 (kg/d). As
the system is in the normal operational state the emergency overflowing and
related costs are not taken into account in the performance index.

The second control strategy, CS2, is designed for the plant being in the dis-
turbed operational state. The main target of this strategy is to minimize an
inevitable, due to rain fall for example, discharged pollution load during situations
with increased influent pollution load. Then, in order to meet the concentration
limit in the effluent for phosphorus, PIX dosing is unavoidable. Hence, the PIX
dosing upper limit is raised up above its preferable level from PIXmax B 70 (kg/d)
to PIXmax B 140 (kg/d). As meeting the effluent quality requirements has priority,
the operational cost in the CS2 performance index is of much smaller importance
than in the CS1.

The third control strategy, CS3, is designed for the situations when the system is in
the emergency operational state with regards to hydraulic control. Hence, the strategy
is engaged when influent of very high flow rate occurs at the plant input and a risk of
the emergency overflowing becomes high. A main objective of CS3 is to avoid, if
possible, the overflow or at least to minimize it. The operating cost is of much smaller
importance. The PIX dosing limit is increased to 200 (kg/d) in order to stronger
support the biological phosphorus removal under heavy pollution load into the plant.

6.4 Simulation and Field Results

The plant input testing scenario is a mixed dry-wet influent scenario, which is shown
in Figs. 17, 18, 19 and 20. The total nitrogen concentration, total phosphorous
concentration and chemical oxygen demand are the parameters describing influent
sewage composition. The effluent discharge requirements are TN B 15 (g/m3),
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Fig. 17 Influent flow

Fig. 18 Pollution load of
chemical oxygen demand in
inflow into IWWTS Kartuzy

Fig. 19 Pollution load of
total nitrogen in inflow to
IWWTS Kartuzy

Fig. 20 Pollution load of
total phosphate in inflow to
IWWTS Kartuzy

202 M.A. Brdys



TP B 1 (g/m3), COD B 75 (gO2/m3). The 6 days-long testing input is designed in
order to capture the system dynamics. The first 2 days represent ‘normal’ average
influent conditions. The next 2 days represent storm weather conditions and the
subsequent days are ‘normal days’ again.

The influent flow rate and its composition correspond to real system influent
and may serve as an example of rainy autumn days or heavy spring snowmelts.
Usually, the influent pollution load composition has a more or less daily pattern
with the exception of the heavy rains (pollution load increases at the beginning of
the rain). The influent pollution concentrations from the sewer network increase
greatly during the heavy rain period (day 3), as in the real system. During day 4
(the second day of rain) the sewer network is ‘‘cleaned up’’ by the rain, causing the
decrease in the pollution concentration.

Two control strategies (CS1 and CS3) on their own as well as soft switching
between them are investigated. The results are illustrated in Figs. 21, 22, 23 and 24. It
follows from Fig. 21 that the CS1 is not able to avoid emergency overflowing during
the 4th day. However, this is well possible by applying strategy CS3. Moreover,
certain free capacity is left in the equalization tank and it might be significant in
compensating the influent flow rate prediction error. Clearly, there is a price to be paid
for better hydraulic control and it is an increased cost of operating the plant under the
CS3 strategy. Therefore, the CS3 strategy is employed only when it is necessary.

As with the CS1 control strategy during wet weather conditions an overflow is
unavoidable, the soft switching from CS1 to CS3 is activated at t1 = 78 h and it is
completed at t2 = 85 h. It can be seen in Fig. 21 that an excellent utilization of the
equalization tanks capacity is achieved. The TN trajectories are shown in Fig. 22.
Again, the CS1 is not able to meet the TN effluent limit while the softly switched
controller meets the requirements. The soft switching processes from the CS1 to
CS3 can be clearly seen in Figs. 21, 22. It can be seen in Fig. 23 that the phosphate
concentration remains with the allowed discharge limits even during heavy rain. It
is because the CS3 supports stronger than the CS1 a usage of the PIX control
handles (see Fig. 24).

7 Application of Two Time Scale Hierarchical Centralised
MPC to Integrated Optimising Control of Quality
and Quantity in Drinking Water Distribution Systems

7.1 Introduction and Problem Statement

Drinking water distribution system (DWDS) delivers water to domestic users. Hence,
the main objective is to meet a water demand of required quality to every consumer
[10]. For a safe and efficient process operation, monitoring and control systems are
needed. In this Chapter the monitoring system is assumed in place and the control
system for DWDS is pursued. There are two major aspects in control of drinking
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Fig. 21 Volume level in equalisation tank as an example of prescribed by SCL: CS1 (dotted),
CS3 (dashed) and softly switched (solid)

Fig. 22 Total nitrogen
concentration at plant effluent
for CS1 (dotted), CS3
(dashed) and softly switched
(solid)

Fig. 23 Total phosphate
concentration at plant effluent
for SSRFMPC

Fig. 24 PIX dosing by
SSRFMPC
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water distribution systems (DWDS): quantity and quality. The quantity control deals
with the pipe flows and pressures at the water network nodes producing optimised
pump and valve control schedules so that water demand at the consumption nodes
is met and the associated electrical energy cost due to the pumping is minimised
[10, 41]. Maintaining concentrations of water quality parameters within prescribed
limits throughout the network is a major objective of the quality control. In this
Chapter, only one quality parameter is considered that is chlorine. It is the most
common disinfectant used in the DWDS. It is not expensive and effectively controls a
number of disease-causing organisms. As the chlorine reactions with certain organic
compounds produce disinfectant by-products that are health dangerous [42] the
allowed chlorine residuals are bounded. Hence, the objective of maintaining the
desired water quality is expressed by certain lower and upper limits on the chlorine
residuals at the consumption nodes. The chlorine residuals are directly controlled
within the treatment plants so that the water entering the DWDS has the required
prescribed residual values. However, when travelling throughout the network the
disinfectant reacts and consequently its major decay may occur so that a bacterio-
logical safety of water may not be guaranteed particularly at remote consumption
nodes. Therefore, post chlorination by means of using booster stations located at
certain intermediate nodes is needed. The booster station allocation problem was
presented in [43, 44] and the solution methods based on multiobjective optimisation
were provided. The chlorine residuals at the nodes representing outputs from the
treatment plant and at the booster station nodes are the direct control variables for the
quality control. Electricity charges due to pumping constitute the main component of
the operational cost to be minimised. As an interaction exists between the quality and
quantity control problems due to the transportation delays when transferring the
chlorine throughout the network a proposal to integrate these two control issues into
one integrated optimising control problem was made in [45] and a receding horizon
model predictive control technique (MPC) was applied that assumed periodically
varying and very similar demands over a number of subsequent days. Also, the
quality and quantity modelling errors were not addressed by means of feedback.
These assumptions allowed for a simplified implementation of the MPC were the
feedback was taken once per day. Several solvers of the MPC optimisation task were
proposed applying the genetic search [46], mixed integer linear (MIL) algorithm
[45], sequential quantity-quality hybrid search and genetic-MIL approach [47] and
nonlinear programming approach [48].

7.2 A Single Agent Centralised Two Level Hierarchical
Controller

Due to different time scales in the hydraulic variations (slow) and internal chlorine
decay dynamics (fast) the integrated optimisation task complexity did not allow
applying the integrated control to many realistic size DWDS. With the hydraulic
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time step typically 1 h, quality time step for example 5 min, and the prediction
horizon due to tank capacities typically 24 h, the problem dimension largely
increases even for small size systems. A suboptimal two layer hierarchical control
structure was proposed in [49] and further developed in [50] and [51]. This two
level controller structure is illustrated in Fig. 25.

The optimising controller at the upper control level (UCL) operates at the
hydraulic slow time scale according to a simplified receding horizon strategy. At the
beginning of a 24-h time period the DWDS quantity and quality states are measured
or estimated and sent to the integrated quantity and quality optimiser. The consumer
demand prediction is also sent to the optimiser. The quality model assumes the same
time step as the quantity dynamics model. Hence, the problem dimension is vastly
reduced but the quality modelling error is significantly increased. Hence, solving the
integrated quantity–quality optimisation problem produces the optimised chlorine
injection schedules at the booster and treatment plant output nodes of poor quality
and good suboptimal optimised pump and valve schedules over the next 24 h. The
pump and valve schedules are applied to the DWDS and maintained during a so
called control time horizon e.g., 2 h. The quality controls need to be improved and
this is performed at the lower correction level (LCL) by the fast feedback quality
controller operating at the quality fast time scale. It samples the chlorine residuals
concentrations as it is required by its decay dynamics e.g., with a 1-min sampling
interval. In order to take advantage of the allowed quality bounds, the robustly
feasible MPC with safety zones (RFMPC) is applied (Fig. 25).

A suboptimal approach is to specify a trajectory lying within the bounds and
apply an adaptive indirect model reference controller to track this reference tra-
jectory [52], (Brdys and Chang 2001). In this Chapter the optimising MPC
(RFMPC) with full information feedback is applied to synthesise the upper and
lower level controllers.

7.3 Application to Gdynia DWDS Case-Study

An application to the case-study DWDS is presented in this section. A skeleton of
the DWDS at Gdynia is illustrated in Fig. 26 and its data are as follows:

• 3 underground water sources
• 4 tanks and 3 reservoirs
• 10 variable speed pumps
• 4 control valves, 148 pipes, 134 pipe junction nodes, 87 demand nodes
• 5 booster stations allocated at the quality control nodes
• 129 quality monitoring nodes
• Accuracy of provided on-line demand prediction over a 24-h period was 5 %

for the first 10 h and 10 for the remaining time slot of the prediction horizon
• The electricity tariff during 6–12 am and 3–9 pm was g = 0.12 ($/kWh) and

g = (0.06 $/kWh) during 10–5 pm.
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The centralised MPC controller was applied with the 2-h hydraulic time step
and 10-min quality time step. A genetic solver was applied to solve on-line the
MPC integrated quality and quantity optimisation tasks at the Upper Control Level
and also to solve the MPC quality optimisation task at the Lower Control Level
with the fast quality feedback. The results are illustrated in Fig. 27 (controlled
pump speeds), Fig. 28 (resulting quality) and Fig. 29 (resulting quantity). Com-
parison in Fig. 27 of the quantity control actions, which are currently used at the
site with the MPC actions, shows a very conservative operation of the current
system. Such operation leads to high operational cost due to the electricity charges.
It is implied by unavoidable difficulties in meeting the inequality constraints in this
strongly interconnected system. The MPC employs an integrated approach to
handling all the constraints and, in addition, a dedicated mechanism to handle the
uncertainty impact. This is even more clearly seen in Fig. 29, where a trajectory of
a selected tank in Witomino is illustrated. The MPC utilises the available tank
capacity much better than the current operational strategy. The excellent quality
control results are illustrated in Fig. 28. The chlorine concentration in a junction
node lies within the prescribed limits and it gets close to the lower limit, hence
assuring a limited production of harmful components due to the reactions of the
organic matter with free chlorine.

Fig. 25 Hierarchical two-level control agent structure for centralised optimising control of
integrated quantity and quality
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8 Application of RFMPC to Synthesis of Fast Feedback
Quality Controller in DWDS

8.1 Introduction

The RFMPC will be applied in this section to derive the lower level controller with
fast feedback from the quality measurements for the control architecture presented
in Fig. 25. Both the centralised and decentralised with information exchange
between the control agents structures will be derived. The presentation will utilise
the DWDS benchmark.

Fig. 26 A skeleton of the DWDS at Gdynia
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Fig. 27 Relative speeds of controlled pump

Fig. 28 Chlorine
concentration in the quality
monitoring node
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8.2 Presentation of DWDS Benchmark

The benchmark structure is illustrated in Fig. 30. There are 16 network nodes, 27
pipes and 3 storage tanks in the system. All tanks are the switching tanks and they
can only be operated in repeated sequential filling and draining cycles. The water
is pumped from the source (node 100 and node 200) by two pumps (pump 201 and
pump 101) and is also supplied by the tanks (node 17, 18, 19). Node 16 and node 8
are selected as monitored nodes as they are the most remote nodes from the source.
Hence, if the chlorine concentrations at these two notes meet the quality
requirements, then these requirements are also met at all other nodes over the
DWDS. The chlorine concentrations at these nodes are the two plant outputs y1ðtÞ
and y2ðtÞ, respectively. Initially, node 1 and node 5 are selected as the quality
control nodes, where the chlorine is injected in order to control the chlorine
concentration at the monitored nodes. The booster stations are to be installed at
these nodes to produce the chlorine concentrations u1ðtÞ at node 5 and u2ðtÞ at
node 1. These are the quality control inputs and the controlled output in this
DWDS benchmark. The fast feedback quality controller operates under the pump
control inputs determined by the upper level controller as it is shown in Fig. 25.
Hence, the flows are determined. We shall now validate the quality input–output
interactions and also the selection of the quality control nodes. The quantity
operation status of tank 19 is shown in Fig. 31 where the flow from and into the
tanks is illustrated. It can be seen that the filling periods of the tank 19 are [0, 6]
[hour], [12, 19] [hour] and [20, 21] [hour], while the draining periods are [6, 12]
[hour], [19, 20] [hour] and [21, 24] [hour].

The RFMPC output prediction and control horizons is 24 h while the quality
control step is 5 min. Thus, the 24-h control horizon is converted into 288 discrete

Fig. 29 Witomino—tank
level
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time steps. The DWDS structure implies the following control input—controlled
output pairing: (5, 16) and (10, 8). It means that the chlorine concentration at the
output node 16 is mainly controlled by the injection at the node 5 and similarly the
chlorine concentration at the output node 8 is mainly controlled by the injection at
node 10. The interactions between these two input–output pairs exist through the
flow in pipe 24, which is illustrated in Fig. 32 where the positive flow direction is
defined from node 13 to node 8.

It can be seen that during most of the time over the 24-h horizon, the chlorine
injection at node 5 acts on chlorine concentration at node 8 through flow 24. Over
the period although the flow direction in pipe 24 changes, there is no flow from
node 8 into the output node 16 because before the flow from 8 breaches the node

Fig. 30 Benchmark DWDS
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13 the flow direction recovers. Hence, there is no interaction from the node pair
1–9 into the node pair 5–16. Moreover, hydraulic data show that water flow from
tank 17 or 18 does not enter node 16 or 8 at all. This means that only one tank, tank
19, participates in producing dynamics in the outputs. During the draining period
of tank 19, water demand at node 8 is mainly fulfilled by flow from the tank.
Therefore, the controllability at node 8 would be weak. With the injection node 10
a strong controllability at node 8 is achieved. Hence, node 10 is finally chosen as
the quality control node replacing node 5. The above considerations are
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fundamental not only for the proper placement of the chlorine injection facilities
over the DWDS, but they are also important for designing the structure of the
input–output model and consequently its parsimonious parameterisation.

8.3 Input Output Modelling for the Benchmark DWDS

Running the path analysis [53]; Wang et al. 2001; Brdys and Chang 2001; [12] five
chlorine transportation paths from the inputs to the outputs over the 24-h period are
obtained, which are illustrated in Fig. 33. The minimum chlorine transportation
delay in the paths is 30 min and the maximum delay is 120 min. A continuous
range of a delay along each of the active paths is discretised to produce the set of
all delays, which are active at a certain time instant. The model structure esti-
mation algorithm (Brdys and Chang 2001) is applied and the set of parameters,
which are associated with the active delays and constant over thirteen time-slots of
the entire control horizon is determined. The resulting input–output model is point
parametric, hence least conservative with respect to time varying parameter and

Fig. 33 Paths from the injection nodes to the monitored nodes
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structure uncertainty [54]. This is a piece-wise constant parameter bounded model,
whose input–output equations are as follows:

y1ðtÞ ¼ bJðtÞ
1;1 ðtÞy1ðt � 1Þ þ

X2

j¼1

X

i2IJðtÞ
1;j

aJðtÞ
1;j;iðtÞujðt � iÞ þ eJðtÞ

1
ðtÞ þ esðtÞ

y2ðtÞ ¼
X

i2IJðtÞ
2;2

aJðtÞ
2;2;iðtÞu2ðt � iÞ þ eJðtÞ

2
ðtÞ þ esðtÞ

where t denotes discrete time instants, i denotes discretised delay number, IJðtÞ
1;j is a

set of delays associated with all active paths over time slot J(t), an,j,i describes an
impact of the injection input uj that is delayed by i steps on the output yn (impact
coefficient), where n = 1, 2, and eJðtÞ

2
ðtÞ and esðtÞ denote the delay discretisation

error and model structure error, respectively. As there is no interaction from u1 to
y2 this control input does not appear in the second equation. Figures 34 and 35
illustrate the piecewise constant envelopes robustly bounding the parameters a1,1,7

and a1,2,18 due to the active delay numbers 7 and 18 over a whole horizon of 288
steps, respectively. It can be clearly seen from these figures that the parameteri-
sation of the time varying parameters into the robust piecewise constant param-
eters is parsimonious, indeed. The centres of these envelopes are taken as the
parameter values in the nominal model, which is used by RFMPC to predict the
outputs when solving its model based optimisation task.

8.4 Centralised Robustly Feasible Model Predictive
Controller

The RFMPC (see Fig. 4) will be applied in this section to control the DWDS
benchmark. The constraints are on the outputs in a form of upper and lower bounds
on the chlorine concentrations at the monitoring outputs. A standard quadratic
function is applied to design the performance function. The robustly feasible safety
zones generator in Fig. 4 is designed as a simple relaxation algorithm in order to
reduce a number of iterations, which require feedback information from the CIS.
The model derived in the previous subsection is applied to implement the robustly
feasible output prediction and consequently to design the constraint violation
checking unit in Fig. 4. The MPC based on the nominal output model produces the
controls, which violate the output constraints and is not applicable. A performance
of the RFMPC is illustrated in Figs. 36, 37. The controlled outputs are strongly
time varying between the prescribed limits and in order to maintain these limits the
injections at the control nodes are also strongly varying in time to produce highly
nontrivial trajectories under time varying and unknown water demand allocated at
the demand nodes. The importance of the robustly feasible safety zone mechanism
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is illustrated in Fig. 38. It can be seen that an upper bound on the output at node
16, which is used in formulation of a model based optimisation task of the RFMPC
is modified by introducing the safety zones over 11–36 time steps. Clearly the
solution of this task is feasible so that the corresponding output produced by the
optimiser satisfies the modified output constraints. However, the output forced in
the DWDS by the optimal control sequence may not be feasible due to an

Fig. 34 Piecewise constant bounds on parameter a1,1,7

Fig. 35 Piecewise constant bounds on parameter a1,2,18
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uncertainty in the model used by the RFMPC to predict the outputs when solving
the model based optimisation task. Its feasibility is checked by the Robust Output
Prediction Unit (see Fig. 8). The envelopes robustly bounding a region where the
DWDS output trajectory is contained are shown in Fig. 37 and it can be seen that

Fig. 36 Control performance at (8,10) node pair

Fig. 37 On line design of Robustly Feasible Safety Zone for output node 16
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the upper bounding envelope violates the modified upper bounds on the output
over 13–36 time steps. However, the envelope does not exceed the original upper
bound on the output. It means that the output forced at the node 16 of the real
DWDS is feasible although its feasibility in the DWDS model with the constraints
modified by robustly feasible safety zones is not guaranteed.

The safety zones are determined on-line based on the measurements of the
chlorine concentrations at the monitored nodes. These measurements are used to
evaluate a robust prediction of the output constraints violation over the prediction
horizon. The instantaneous violations are integrated over the horizon to produce
key feedback information for the relaxation algorithm, which helps to reduce
conservatism in the robustly feasible safety zones iteratively determined by the
safety zone generator in Fig. 8.

8.5 Multi-Agent Robustly Feasible Model Predictive
Controller with Information Exchange

8.5.1 Introduction

Decentralization of the quality feedback controller is desired due to practical
reasons, e.g., computation complexity, distributed actuators and sensors and sub-
system dependence on the central controller reliability. A decentralized structure is
proposed in this section for robust model predictive control of chlorine residuals in

Fig. 38 Control performance at (5, 16) node pair
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drinking water distribution systems. The water network is divided into a number of
interacting zones. Each zone is directly controlled by a local RMPC. However, the
input–output dynamics show strong interactions. One control input may influence
a number of controlled outputs if the paths exist from these inputs to various
outputs. Vast majority of the control literature on decentralized regulatory control
considers situations where the interactions are weak. This is not so however, in our
case. In order to achieve complete decomposition of the controller into a number
of independent controllers that utilize only local information, it is proposed to use
the injection quality values produced at the local controllers as the real interaction
estimates assuming communication between the local controllers is available.
Then the error may be considered small enough to classify the interactions as
weak. The error can then be rejected due to the robustness of the local controller.

In this section a decentralized controller structure with information exchange is
proposed. The interaction prediction is employed in order to compensate the
impact of the interactions. Robustness of the controller can still be maintained by
using the safety-zone mechanism assuming bounds on the interaction prediction
error are known. It is also assumed that the local controllers can exchange
information about their control actions. The communication is asynchronous. This
information is used to predict the zone interactions.

8.5.2 Problem Statement

The control objective is to maintain chlorine residual at monitored nodes within
upper-lower limits:

ymin� yi� ymax; i ¼ 1; . . .; n

by injecting chlorine at source nodes:

umin� ui� umax; Duij j �Dumax; i ¼ 1; . . .; n

where ymin and ymax are the limits on system output y, umin, umax and Dumax are
actuator (booster station) constraints on system input u, given as the prescribed
bounds.

The input–output model reads:

y1ðtÞ ¼
PnT

i¼1
b1;iðtÞy1ðt � iÞ þ

Pn
j¼1

P
i2I1;j

a1;j;iðtÞujðt � iÞ þ e1ðtÞ

..

.

ynðtÞ ¼
PnT

i¼1
bn;iðtÞynðt � iÞ þ

Pn
j¼1

P
i2In;j

an;j;iðtÞujðt � iÞ þ enðtÞ
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where nT denotes the number of tanks, all the model parameters bn,i, an,j,i and eiðtÞ
are piecewise constantly bounded as described in Sect. 8.3.

The decentralized RMPC (DRMPC) is to be developed, which is composed of
n local RMPCs in which only one input–output pair is involved assuming com-
munication among the n local RMPCs is available.

8.5.3 Structure of DRMPC

Without loss of generality, the interaction prediction can be illustrated by taking
the first input–output pair as an example. The first model equation of model (3) can
be rewritten as:

y1ðtÞ ¼
XnT

i¼1

b1;iðtÞy1ðt � iÞ þ
X
i2I1;1

a1;1;iðtÞu1ðt � iÞ þ EL1ðtÞ þ e1ðtÞ ð1Þ

EL1ðtÞ ¼
Xn

j¼2

X
i2I1;j

a1;j;iðtÞujðt � iÞ

where EL1(t) is the chlorine contribution to y1(t) from external loops.
A single-input single-output (SISO) RMPC can be designed based on model (1)

assuming EL1(t) is an external input. As communication between local control
loops is available, the control inputs of the local loops over the prediction horizon
can be exchanged among the local controllers. For the local controller 1 the
following information can be obtained at time t from controllers 2; 3; . . .; n:

� U2ðt � 1Þ ¼ ½u2ðt � 1jt � 1Þ u2ðt � 1þ 1jt � 1Þ . . . u2ðt � 1þ Hp � 1jt � 1Þ�T

..

.

� Unðt � 1Þ ¼ ½unðt � 1jt � 1Þ unðt � 1þ 1jt � 1Þ . . . unðt � 1þ Hp � 1jt � 1Þ�T

ð2Þ

where Ui(t - 1) is the vector of the control inputs over prediction horizon Hp,
proposed at time t - 1 by the ith RMPC. At time instant t, by using the above
information, the control inputs to be generated by local controllers 2; 3; . . .; n at
t over the prediction horizon can be predicted as:

~U2ðtÞ ¼ ½u2ðt � 1þ 1jt � 1Þ u2ðt � 1þ 2jt � 1Þ . . . u2ðt � 1þ Hp � 1jt � 1Þ u2ðt � 1þ Hp � 1jt � 1Þ�T þ eI2ðtÞ
..
.

~UnðtÞ ¼ ½unðt � 1þ 1jt � 1Þ unðt � 1þ 2jt � 1Þ . . . unðt � 1þ Hp � 1jt � 1Þ unðt � 1þ Hp � 1jt � 1Þ�T þ eInðtÞ

ð3Þ

where eIiðtÞ is the vector of the control variable prediction error. Let us notice that
if there is no uncertainty in the model then the first Hp - 1 control inputs are
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predicted with zero errors. Generating ~UiðtÞ from Ui(t - 1) is illustrated in
Fig. 39. It is difficult to give a least conservative estimated bound on the control
variable prediction error. However, it is understood that with large enough pre-
diction horizon Hp the difference between U2(t) and predicted ~U2ðtÞ can be
bounded efficiently. On the other hand, the use of large Hp does not allow for the
accurate prediction of plant outputs. Also, as these control inputs represent cor-
rections to the control trajectory produced by the upper level of the overall control
structure in Fig. 25, the interaction prediction error is supposed not to be very
excessive. In practice this value can be determined by using these error bounds as a
tuning knob of the controller until satisfied performance is obtained.

Substituting (3) into (1) yields:

y1ðtÞ ¼
XnT

i¼1

b1;iðtÞy1ðt � iÞ þ
X
i2I1;1

a1;1;iðtÞu1ðt � iÞ þ EL1

�
ðtÞ þ e1ðtÞ ð4Þ

EL1

�
ðtÞ ¼

Xn

j¼2

X
i2I1;j

a1;j;iðtÞ½ujðt � ijt � 1Þ þ eIiðt � iÞ�

Based on model (4) the SISO RMPC can be designed. The interaction pre-
diction error enters into the modelling error, hence, it can be handled by intro-
ducing safety-zones in RMPC as well. The structure of the decentralized RMPC
with information exchange is illustrated in Fig. 40.

Fig. 39 Obtaining ~UiðtÞ from Ui(t - 1)
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8.5.4 Application to Benchmark DWDS

A regional decomposition of the DWDS is illustrated in Fig. 41, where the
interacting zone is depicted. The output reference at the end of the prediction
horizon is set as:

y1r ¼ 1:0 and y2r ¼ 1:0

The performance of the decentralised controller composed of two regional
agents, exchanging information which is used to predict the interaction, is illus-
trated in Figs. 42, 43.

All the input and output constraints are satisfied. Comparing these results with
those obtained by the centralised controller and illustrated in Figs. 36, 38, espe-
cially during the time period from step 200 to step 288, it can be found that the
control inputs are quite different. The injection at node 10 of the decentralized
controller is higher than in the centralized case. In the centralized controller, the
control loop of node pair 10–8 obtains more chlorine contribution from loop of
node pair 5–16. Coordination between the loops is weaker due to the decentral-
ization, which leads to the corresponding compensation by the local controller.

Fig. 40 Structure of decentralized controller with information exchange for quality control in
DWDS
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Fig. 42 DRMPC: y1 and u1

Fig. 41 Regional decomposition of DWDS
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In this DWDS benchmark case study, such ability to compensate a weakening of
the coordination between local controllers is still within the capacity of the local
control loop. Hence, the output constraints are still kept within prescribed limits.

9 Summary and Conclusions

A decentralized robustly feasible model predictive control structure was presented
for chlorine residual control in drinking water distribution systems. The overall
water network was divided into a number of zones. Within each zone a SISO
robust model predictive controller is operated. Interactions between the control
zones can be predicted assuming that communications among control zones are
available. The prediction errors can be handled by using a bounding method,
which can then be handled by using the same RMPC algorithm developed before.
Hence, the output constraints satisfaction can be maintained under uncertainties in
the system. Computer simulation results show that the algorithm is applicable for
practical utilization.

Fig. 43 DRMPC: y1 and u1
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Algorithms and Tools for Risk/Impact
Evaluation in Critical Infrastructures

Chiara Foglietta, Stefano Panzieri and Federica Pascucci

Abstract Critical Infrastructures (CIs) are complex system of systems due to the
existence of interdependencies that are not readily visible but very often play a
central role. Hence, modelling and simulating networks of critical infrastructures is
a crucial point to support operators and service providers in mitigating risks. In this
chapter we describe how a general approach, called Mixed Holistic Reductionist,
is able to join a holistic impact evaluation with a reductionist modelling of cascade
effects in order to integrate situation assessment and interdependency evaluation.
This approach can be realized using two different symbiotic techniques: a vertical
simulation of a specific behaviour of an infrastructure and an interdependency
agent-based simulator able to take into account cascading effects along several
interdependency links.

Keywords Risk assessment � Critical infrastructures modelling � Interdepen-
dencies analysis

1 Simulation of Interdependent Infrastructures

In performing a risk assessment, interdependencies are a key point that must be
considered in order to help operators taking right decisions. To this aim, inter-
dependencies must be included in modelling and simulating the behaviour of
facilities. Infrastructure operators are expert in responding to or mitigating outages
or minor disruptions originally inside the infrastructure itself. Nevertheless, they
may not be able to mitigate risks generated from other infrastructures simply due
to a lack of correct information and this can be the cause of severe disruptions.
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Conceptual simulation models in this field can be divided into two categories:

1. Holistic simulation models, that are related to a single infrastructure and are
able to model the evolution of an event within the CI itself, disregarding events
related to other CIs. Often such models are the product of sector’s experts and
try to catch complex dynamics related to the CI (e.g., the transient behaviour of
an electric grid when opening a switch) [21, 22].

2. Reductionist simulation models, that are more related to cascading effects and
are able to simulate interdependencies among several infrastructures [14, 19,
26, 36], eventually decomposed into smaller elements. For such simulators it is
important that the different CI elements are simulated into a unifying software
framework, where functional dependencies take more importance than the
physical/mechanical simulation. Here the service availability concept is more
important than the effective service level, and fault dynamics are propagated
from element to element according to several concepts of neighbourhood to
exploit all the possible modelled dependencies.

Both holistic and reductionist approaches are considered as complementary
approaches capable of supporting situation assessment and evaluating conse-
quences due to interdependencies, hence able to assess an interdependent risk. In
order to realize a complete simulator, the two methods must be considered at the
same time but at different levels of abstraction. We could say that the holistic
simulators are the ones that must take into account, and recover, all the non-
emerging behaviours that the reductionist decomposition is not able to produce but
are of some interest in the impact assessment. Hence, the integration that is needed
between several simulators of specific infrastructures is not a federation of several
simulators [15]: is not necessary to manage the contemporary evolution of dif-
ferent intercommunicating simulators because they can give only a misleading
output that barely represents a possible evolution of the complex system. The
integration must be realized starting from the reductionist level using the holistic
models to evaluate single specific behaviours that can impact the reductionist
decomposition.

The Mixed Holistic Reductionist approach will be defined as a general guide-
line to describe large complex systems like CIs, their interdependencies, and the
impact of faults on these systems. This approach is generic and it can include
several techniques and methods, to assess consequences and effects of faults.

The Mixed Holistic Reductionist approach (MHR in Fig. 1) [7] consists of two
layers. The first one (upper) is obtained considering each infrastructure as a whole
and evaluating the impact of faults or services using domain simulators. We called
this layer ‘‘holistic situation assessment’’. The second (lower) can be considered a
reductionist impact assessment layer that is built of experts’ reviews and tries to
assess interdependencies and how faults and their consequences are reflected on
other facilities.

This approach tries to guide experts in order to consider several events and not
only the simple mechanical faults. In fact, in large plants, the simple physical
security is not enough to protect CIs. The physical security must be assessed
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together with cyber vulnerabilities [9, 13] and threats and integrating outputs of
firewalls, Intrusion Detection Systems (IDS) [2, 37] and also information coming
from national agencies and international institutions, in order to provide business
continuity and the best Quality of Service (QoS) towards customers.

The aim of the approach is to consider infrastructures not as stand-alone ele-
ments, but as complex systems that also need to consider the supply chain of
services and goods, in order to guarantee a sufficiently QoS. Business Continuity
standards are perfectly centred on this crucial point, considering especially oper-
ator safety. The standards BS-25999 and, recently, ISO-22301 define ‘‘Business
Continuity’’ as ‘‘Strategic and tactical capability of the organization to plan for and
respond to incidents and business disruptions in order to continue business oper-
ations at an acceptable predefined level’’ [31].

In the next sections, the approach is detailed in a more accurate way.

2 Holistic Cyber Impact Evaluation

The definition of the term holistic is characterized by the comprehension that the
parts of something are intimately interconnected and explicable only by reference
to the whole. In the field of CI protection, evaluating faults inside the facilities
where they are born using CI-related tools is a holistic point of view.

Using such a point of view, a situation assessment can be realized considering
several technological and organizational aspects and using techniques and methods
specific to each facility. In the following Sections, some particular events/infrastruc-
tures will be described/analysed to better understand the holistic impact evaluation:

Fig. 1 MHR modelling
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• Management of alarms, usually collected using SCADA (Supervisory Control
And Data Acquisition) software and then shown to operators in order to support
decisions;

• Management of physical security information, for detecting unauthorized
accesses to specific areas, also using data mining algorithms;

• Evaluation of the Quality of Services (QoS) toward customers of the infra-
structure, using simulators for analysing transients and outages after the fault
[4, 5], such as load-flow simulation for power grids or NS-2 [5], OMNET++
[27] and Netbed [29] for telecommunication networks;

• Detection/spreading of cyber-attacks [1, 3, 6, 18, 23, 25, 30], especially worms
and viruses spreading, such as Red-Code [32], Stuxnet [10] or Duqu [28]
worm, through mathematical representation, such as the two-factor models;

• Use of information coming from international and national agencies, such as
CERTs and other institutions, to integrate cyber-related data coming out from
other infrastructures.

The aim of this analysis is the evaluation of the availability of both single
elements of an infrastructure and the infrastructure as a whole, and to provide
goods and services to other elements/customers at an acceptable predefined level,
in the presence of faults, failures or any kind of anomaly situations.

3 Reductionist Cascading Impact with CISIA

At a lower level, analysing a domino effect in CIs means evaluating interdepen-
dencies and how these interdependencies will be used to propagate faults. Often
interdependencies are not clear and well defined but they are made clear during
particular situations, usually critical events. Such connection among facilities
could be better detected considering simple equipment and their functionality, in
terms of resources and propagated failures. In fact, at low level of abstraction, it is
simple analysing the input and the output resources of each device for each
infrastructure. Hence it will be easy to find not immediately evident interdepen-
dencies and connections.

After that, supposing that the system of systems has been implemented in a
unifying framework, impact assessment will consist of the evaluation process of
faults and failures propagation. This process can be realized at each level of
abstraction, but it has an intrinsic meaning considering the equipment and devices
of each infrastructure, such as router or gateway, switch or line, building or
hospital. This level is called reductionist because, even if the decomposition is
only functional, it is a small grain decomposition of the whole system of systems
able to catch domino phenomena. Several simulators can be used at this level and
in the following we analyse some of them.

CISIA (Critical Infrastructure Simulation by Interdependent Agents) [7, 8] is an
agent-based simulator for modelling CI interdependencies. It was born with the
aim to analyse failure propagation and performance degradation in systems
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composed of different, heterogeneous and interdependent infrastructures. CISIA
can be applied in order to evaluate the interdependencies and, especially, the
cascading and domino effects on heterogeneous equipment.

Other methodologies can be included aiming to model the interconnection
among several infrastructures, such as I2Sim [35]. I2Sim is a simulation envi-
ronment used to study interdependency problems in CI Protection and it allows to
model physical and geographical interdependencies. The key element of I2Sim is
the production cell, a functional unit that relates a set of resource levels as input to
a particular resource level as output. Only one kind of resource can be associated
to a single production cell. By considering a proper set of production cells it is
possible to model a scenario consisting of different infrastructures and build loose
or light coupling relations to model interdependencies.

CISIA has, as a key feature, the ability to deal with fuzzy numbers, in particular
triangular fuzzy numbers. In general, working with infrastructures, especially
considering interdependencies, is characterized by uncertainty. So, all quantities
described inside CISIA are all triangular fuzzy numbers, in order to consider doubt,
imprecision and uncertainty. This characteristic is more useful in context where
inputs are uncertain. In fact, output data of impact evaluation and awareness con-
tains uncertainty and it usually is described using intervals of probability. The
triangular fuzzy numbers are an abstraction, helping to manage uncertain quantities.

In CISIA, each facility is modelled with macro-components at a high level of
abstraction. Each macro-component is defined as an agent. Each agent has the
same structure based on few common quantities, representing the state or memory
of the agent:

• Operative Level (OL): the ability of the agent to perform its required job. It is
an internal measure of the potential production/service; if the operative level is
100 % it does not mean that it is providing the maximum value but that it
could, if necessary.

• Requirements (R): what the node needs to reach the maximum operative level.
• Faults (F): the level of failure that affects the agent, for each type of fault.

Agent inputs and outputs are necessary in order to perform interactions among
agents. There are three kinds of inputs and, similarly, three kinds of outputs:

1. Induced/propagated faults: faults propagated to the considered agent from its
neighbourhoods and from the considered agent to its neighbourhood, described
in terms of type and magnitude.

2. Input/output requirements: amount of resources requested by/to other objects.
3. Input/output operative levels: the operative level of those objects whose

resources are used in it, and the operative level of the object itself.

In CISIA, the agent dynamic is described as an input/output model among the
previously listed quantities. This description of agent’s behaviour is highly
abstracted but it is rich enough to leave the experts to represent the model
dynamics in the most appropriate way.
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The relations among agents are based on their interdependencies, and incidence
matrices describe them. In fact each matrix is able to spread a different type of
interdependency, following Rinaldi characterization [24] among physical, geo-
graphical and cyber connections.

4 Situation Assessment Using CISIA

CISIA has been validated inside the FP7 MICIE project [12, 34] and has been
adopted in the FP7 CockpitCI project [33]. Using CISIA, the consortium realized a
distributed risk prediction tool [20], able to monitor and evaluate cascading and
domino effects among two interconnected infrastructures, a power grid and a
telecommunication network.

The simulator has been successfully applied during the implementation of the
MICIE test-bed. First of all, infrastructures have been studied as separated from
each other and components have been modelled as services and equipment. Then,
considering interdependencies between such elements, a system of systems has
been built and simulated using CISIA, as shown in Fig. 2. This software tool can
evaluate consequences and effects of several kinds of faults spreading along the
interconnected systems. In MICIE test-bed, failures in equipment, geographically,
physically, and logically connected, have been considered and their propagation
through this network studied.

CISIA is able to cope with both the reductionist and holistic evaluation, and
because the main focus of MICIE project was on physical damages and
mechanical faults on real equipment, all the holistic work (mainly related to the
evaluation of the availability of some telecommunication connections with
Remote Terminal Units—RTUs) has been performed inside the simulator. In order
to share information among different CIs, the actual and estimated QoS of a CI are
transmitted to another CISIA tools placed in a different control room.

In the CockpitCI project, the aim is to include also cyber interdependencies. For
cyber-attacks, we consider the spreading of malicious intrusions and attacks on
telecommunication networks [16, 17] in order to analyse possible impacts on real
devices. As an example, a DoS (Denial of Service) attack on specific telecom-
munication equipment is included in CISIA, as unavailability of the equipment
itself, with a well-defined timed behaviour. A DoS attack also affects the links
directly connected to the equipment, generating packet congestions. As a second
example, worms or a viruses are also simulated in CISIA, using the SIR model. All
agents have three possible behaviour: susceptible to the worm (S), infected (I) and
those who have recovered (R) and are immune. Such approach has been imple-
mented by a particular kind of fault and a specific spreading algorithm.

The CISIA entity is also able to handle the outputs of other modules, providing
some awareness coming from an external processing, as depicted in Fig. 3. For
example, in CockpitCI, a Cyber-Physical Awareness is pre-computed, combining
both cyber and physical threats and evaluating possible impacts.

232 C. Foglietta et al.



The holistic impact is sometimes described with some uncertainty. This is the
case, for example, of a cyber-attack causing some probable unavailability. CISIA
is able to manage this uncertainty thanks to triangular fuzzy numbers. In Fig. 4, a
scenario is described where the output of the cascading effects evaluation is used
by different people for several purposes. The cascading effects have been defined
using CISIA.

Fig. 2 CISIA three levels representation

Fig. 3 CISIA with cyber-physical awareness inputs coming from external module
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5 Risk Assessment for Critical Infrastructures

Risk is traditionally tied to an outcome, such as the loss of productivity, the
financial impact as gain or loss, or the time spent to restore the system, in order to
provide a pre-defined quality of services towards customers.

In CI context, the risk is also related to the consequences of an adverse event.
For consequences we mean not just the financial ramifications of an incident but
also the impact evaluation of the threats that would result in economic instability,
damage and also death.

CI systems have a great number of factors that can be impacted by system
failure, some of which include catastrophic damage, significant revenue loss,
environmental impact, and national economies. For this reason, the typical
equation for risk definition is traditionally written as:

Risk ¼ Threat � Vulnerability� Consequence

where the risk is the Cartesian product of all important threats, weaknesses and
consequences. In CI, threats are not just related to the physical system, but also to
the telecommunication component, the so-called cyber threats. Unlike hazards,
threats are generally not predictable, even when some historical information is
known about them. Threats to complex systems can come from multiple sources,
such as natural disasters, environmental conditions, mechanical failures, and
inadvertent actions of an authorized user, but also from hostile governments,
terroristic groups, disgruntled employees, and malicious intruders.

Fig. 4 Impact evaluation using the CISIA tool

234 C. Foglietta et al.



Vulnerabilities are weaknesses or inadequacies in a system that, if exploited by
an attacker, could cause harm or damage to the system. The ability to detect
vulnerabilities is a mandatory step in order to build strategies and create defensive
activities to protect future state architecture. Vulnerabilities are usually classified
into three main categories:

1. Vulnerabilities inherent in the products, such as SCADA system software;
2. Vulnerabilities caused during the installation, configuration and maintenance of

the system;
3. The lack of adequate protection because of poor network design or

configuration.

As a first step, see [38], we can describe vulnerabilities as a mapping between
the set of possible threating events and the set of outcomes. In this view, each
statement of vulnerability must be in reference to some degrees of loss or adverse
outcomes. Since vulnerability was defined to be a mapping from cause to conse-
quences, it is thus important to construct scenarios that permit meaningful state-
ments of vulnerability.

Fig. 5 process starting from impact evaluation ending to countermeasures selection
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6 Countermeasures Selection

The Risk Prediction Tool aims to show the impact assessment on equipment and,
also, on services. The impact evaluation is depicted in the left side of Fig. 5, and it
is a process which has as input information and data coming from the cyber and
physical awareness modules, but also from other interconnected CIs and from
national or international agencies, such as national CERTs. The impact assessment
is a combination of several consequences: effects on physical equipment, possible
outcomes on ICT infrastructure, and also by-products of physical faults on ICT and
of cyber-attacks on real instruments.

The output of this module is the combined impacts on all the considered agents, as
equipment and service in order to understand early if some services or hardware could
be affected by failures. The right side of the picture shows how the choice of coun-
termeasures in each control room can easily change the combined impacts of on-
going failures. Therefore, the countermeasures, applied for example by power grid
operators, generate changes in the interconnected infrastructures, allowing possible
unstable loops because these interconnected facilities could be applying other
countermeasures generating dangerous situations. Further information on applied
countermeasures or on combined impacts on equipment and services that are not
controlled by operator must be exchanged increasing the complexity of the algorithm.
In fact, each Risk Prediction Tool must include this new information on its process.

In Fig. 5, the module called Cyber-Physical Awareness is depicted. This
module is able to fuse data and information coming from heterogeneous fields
[11], in order to obtain by-products on equipment, as possible performance deg-
radation on tool, but also possible causes of the considered failures. In this module,
the impact of these failures must not be considered; otherwise the domino and
cascading effects generate errors.

7 Conclusion

The Mixed Holistic Reductionist Approach is a simple guideline to model and
simulate CIs behaviour, especially in huge-impact events. In fact, each facility is
not able to predict the behaviour of the infrastructure itself, without considering
cascading and domino effects.

This approach is described as a two-phase guide: first, the holistic view of each
single infrastructure, and then, analysing the interconnections at the reductionist
level of abstraction. The aim is to maintain the advantages of each of these two
approaches, reducing the possible disadvantages.

MHR is a possible guide to model infrastructures, as a whole system. The
application of different simulators can reduce or increase the level of detail and the
capability to work in real time contexts, usually directly connected to control
rooms. This approach was applied inside the FP7 MICIE project, both using NS2
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and CISIA tools, in order to model interdependencies and services to customers. In
fact, the main aim of the project is the effects of critical events on QoS to customer
services, due to existences of interdependencies, focusing on mechanical faults.

Possible future updates regard the integration of explicit countermeasures and
reactions inside the MHR approach in order to mitigate risk and outages. In
general, the output of these modelling techniques is another operator interface able
to show other details thanks to interconnection to similar objects, like the same
tool but placed in other control rooms, or national and international agencies. The
following idea is to place all together in single operator interface, where each
reacting strategy is shown only if the supply chain (i.e., service or providers of
goods, national governments, etc) can guarantee at least a predefined quality level.
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Infrastructure Interdependencies:
Modeling and Analysis

Gabriele Oliva and Roberto Setola

Abstract In this chapter some of the most well established approaches to model
Critical Infrastructure Interdependencies are discussed. Specifically the holistic
methods, where the interaction among infrastructures is seen from a very high
level of abstraction, are compared with agent-based models, where the dependency
phenomena that may arise among subsystems are considered both in terms of
functional and topological relations. In order to better clarify the different
approaches, the Input–Output Inoperability Model is discussed as one of the most
representative Holistic methodologies; Agent-based methods are then discussed
with particular reference to the Agent-Based Input–Output Inoperability Model, an
extension of the Input–Output Inoperability Model, developed by the authors. The
increased level of detail clashes with the lack of adequate quantitative data
required to tune the models, which are typically assessed based on economic
exchange among infrastructures; in order to partly overcome such an issue, an
Input–Output methodology based on the theory of Fuzzy Systems is discussed.
Finally, some conclusive remarks and open issues are collected.

Keywords Critical infrastructures � Interdependency modeling � Input–output
models � Leontief � Agent-based systems � Fuzzy systems

1 Introduction

In order to estimate the threats and to assess the vulnerabilities to modern infra-
structures, as well as to identify the possible policies and countermeasures to
failures and malicious attacks, it is becoming more and more mandatory to assume

G. Oliva � R. Setola (&)
University Campus Bio-Medico of Rome, Via A. del Portillo 21, 00128 Rome, Italy
e-mail: r.setola@unicampus.it

G. Oliva
e-mail: g.oliva@unicampus.it

� Springer-Verlag Berlin Heidelberg 2015
E. Kyriakides and M. Polycarpou (eds.), Intelligent Monitoring, Control,
and Security of Critical Infrastructure Systems, Studies in Computational Intelligence 565,
DOI 10.1007/978-3-662-44160-2_9

239



a System of Systems perspective and to take into account the interdependency that
may arise among different infrastructures and their subsystems. The above tasks
and actions are part of what is called Critical Infrastructure Protection (CIP) [1],
while Critical Infrastructures are defined as those systems and assets such that a
disruption or failure affecting them ‘‘would have a serious impact on the health,
safety, security or economic well-being of Citizens or the effective functioning of
governments’’ [2].

The study of modern infrastructures starts from the consideration that, nowa-
days, a disruption, a failure or a malicious attack affecting a small portion or
subsystem of an infrastructure may have severe effects also on very distant sub-
systems, as well as on other infrastructures, due to interdependency and domino
effects.

One of the main reasons of such an increasing coupling among once isolated
systems is the diffusion of telecommunication technologies and in particular, the
pervasiveness of the cyberspace, that potentially couples each and every system
connected to the world wide web.

In 2010, the discovery of the Stuxnet worm [3] became a concrete proof that
cyber attacks on industrial control systems and SCADA systems were possible.
Stuxnet was able to infect Windows computers used to supervise industrial control
systems, and to control them. Since 2010, the amount of SCADA vulnerability
disclosures and exploits exploded. Terry McCorkle and Billy Rios found 100
SCADA bugs in 100 days, thanks to free software available on-line [4].

Given the dimension of the problem, the methodologies available to perform
impact assessment on such complex systems are very immature, mainly due to the
difficulty to retrieve adequate quantitative data to properly set up the models, as
well as to the scale and the geographical dispersion of systems and subsystems.

Although it is possible to categorize interdependency modeling methodologies
according to different criteria (e.g., probabilistic or deterministic, static or
dynamic, etc.) one of the most widely adopted categorizations is to divide such
frameworks in holistic and agent based (or reductionistic) approaches.

Within the holistic paradigm, the interaction among infrastructures is consid-
ered at a very high level, typically taking into account only the (inter)dependency
relations that involve whole infrastructures, without providing insights on how
such dependency phenomena may be explained referring to the interaction of
subsystems, components and equipment. One of the most adopted holistic
frameworks is the Input–Output Interdependency Model (IIM) [5, 6], which is
based on the input–output economic tables (i.e., the economic loss for an economic
sector A of a nation due to the complete absence of the resources provided by an
economic sector B) provided yearly by governments and public institutions, such
as BEA for the United States of America or ISTAT for Italy.

Conversely, the approach to decompose the infrastructures into their elements
with a given (and often heterogeneous) degree of detail is often referred to as
reductionistic (meaning that the overall System of Systems is described by the
interaction of small and well known composing elements) or agent based, meaning
that such subsystems are characterized in terms of their behavior (e.g., their
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resource production and consumption, the degradation of their performances in the
event of a failure, etc.).

However, as noted in [7, 8], the economic aspects are just one component of a
complex six-dimensional phenomenon that characterizes the dependencies/inter-
dependencies among sectors and infrastructures. To overcome such a limit in [9] it
is suggested to complement economic data with operational information elicited
by stakeholders and experts of the different infrastructure sectors. In this chapter
the problem of modeling interdependencies among Critical Infrastructures is dis-
cussed, and the holistic and agent based methodologies are compared with par-
ticular reference to the IIM model, and to an agent-based extension of such a
methodology, namely agent-based IIM, developed by the authors [10].

As stated above, the increased level of detail of agent-based approaches
requires a non-trivial effort and very often, the lack of reliable quantitative data
limits the applicability of such methodologies. Conversely, the standard IIM model
is based on the economic dependencies existing among infrastructures, which are
easy to obtain, but are not able to fully describe the complexity of the relation
existing among coupled infrastructures, which in many cases is not completely
correlated with the intensity of the economic interaction.

In order to partly overcome such an issue, in this chapter a modeling meth-
odology developed by the authors, namely Fuzzy IIM [11–14], is described as a
tool to assess the dependencies existing among infrastructures based on the cod-
ification of the knowledge of human experts, stakeholders and technicians in terms
of fuzzy numbers [15]. In fact, from one side, human experts have a direct
knowledge of the behavior of infrastructures and subsystems, encompassing not
only economical, but also virtually every possible cause of dependency. Con-
versely, they typically express via qualitative and vague statements and there is a
need to provide a formalism capable to handle and represent such an ambiguous
information, and the theory of fuzzy sets and systems appears a reasonable choice.

The chapter is organized as follows: Sect. 2 contains a discussion on interde-
pendency modeling and a comparison between holistic and agent-based method-
ologies; in Sects. 3 and 4 the IIM and the agent-based IIM frameworks are
discussed, respectively; the issues related to the lack of adequate quantitative data,
together with the Fuzzy IIM methodology are discussed in Sect. 5, while Sect. 6
contains some conclusive remarks.

2 Interdependency Modeling: Holistic Versus Agent-Based
Approaches

In order to discuss interdependency modeling among Critical Infrastructures, let us
provide some useful definitions. The inoperability of an infrastructure or subsystem
is the inability to perform its intended function; a failure is a negative event which
influences the inoperability of infrastructures and subsystems (i.e., a natural or an
accidental event, as well as a malicious attack). An infrastructure or sub-system A is
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dependent on another infrastructure or subsystem B when a degradation of B, i.e., an
increment of its level of inoperability, induces a degradation into A [16]. Obviously,
A and B are interdependent if they are mutually dependent. These definitions are
very general and, besides including evident and direct dependencies, embrace more
complex behaviors, such as amplifications, domino effects and loops.

While modeling dependencies and interdependencies, there is a need to con-
sider several, often coexisting dimensions. In [7] four not mutually exclusive
classes are defined: physical, cyber, geographical and logical dependencies.
Physical dependency accounts for the relations that may arise among two infra-
structures A and B, when A depends on the physical outputs (i.e., goods, services,
etc.) of B. Conversely, if the correct functioning of A relies on the information
transmitted by B by means of the cyberspace, then A has a cyber dependency on
B. A geographical dependency may arise when two elements of different infra-
structures, even if not dependent from a cyber of physical point of view, are in
close spatial proximity, so that particular events (e.g., a fire blast) affecting B may
have direct consequences on A. A Logical dependency, finally, arises when
A depends on B according to control, regulatory or other mechanisms that cannot
be considered physical, geographical or cyber. The above categories have been
further enriched in [17] explicitly considering also the Sociological Dependency: if
a ‘‘disorder’’ related to human activities affects B, it may also have an effect on A,
i.e., due to the arise and spreading of collective behaviors that have some negative
impact on the capability of the infrastructure to correctly work.

In [18] it is emphasized that, to correctly understand the behavior of interde-
pendent infrastructures, there is a need to consider, at the same time, the set of
equipment and assets that constitute the infrastructures (Physical Layer), the
subsystems that control and manage the infrastructures (Cyber Layer) and the
behavior of human operators, technicians, employees, etc. (Organizational Layer).
A similar kind of decomposition was also used to analyze the 2003 blackout in US
and Canada [19].

As discussed above, most of the existing methodologies can be referred to as
Holistic [20], since each infrastructure is represented as a unique, monolithic
entity. Among others, the Input–Output Inoperability Model (IIM) [5] gained large
attention. Within this class of models, however, the interactions among different
infrastructures are modeled with a high level of abstraction, while the behavior of
subsystems is masked (Fig. 1). Such a high level of abstraction (and simplifica-
tion) does not take into account the structure and the geographical extension of the
infrastructures; in fact, any critical infrastructure is a complex, geographically
dispersed cluster of systems.

Considering each infrastructure as an atomic entity represents a very crude
simplification that does not take into account its geographical extension and its
structure. There is, therefore, the need to adopt bottom–up approaches, as largely
done when dealing with scarce or ill-defined macro-scale information, like in the
field of bio-complexity.

Following the bottom–up philosophy, each infrastructure can be decomposed
into a set of elementary interconnected components, taking into account both intra-
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infrastructure and cross-infrastructure dependencies and interdependencies, as
shown by Fig. 2 (see also [20]).

In order to obtain more insight on the behavior of interdependent infrastructures,
a first step is to represent them as complex networks composed of similar basic
elements (i.e., a network of distributed and interconnected generators may represent
an electrical infrastructure), inspecting emerging behaviors generated by the
interconnection of such elements [21–24]. The assumption of homogeneity, how-
ever, limits the applicability of these methodologies, since in real cases infra-
structures are composed of highly heterogeneous subsystems; moreover topological
methods typically limit their scope to the geographical interaction of subsystems.

A step further is taken by adopting an agent-based perspective, focusing on a
sophisticated representation of the isolated behavior of subsystems and then
considering their interaction by means of simulation platforms and tools [25–27].
Specifically, as shown in Fig. 3, each subsystem can be characterized by modeling
its input–output behavior, i.e., how the subsystem produces its outputs (i.e.,
resources but also failures, thus modeling the propagation and spread of negative
events such as a fire blast) based on the received inputs (again, resources and
failures). The complexity of agent-based models therefore lies in the network
structure of the connections and relations among entities, in terms of resource
exchange and diffusion of failures.

The adoption of sophisticated models, however, poses non-trivial issues related to
the availability of data, which are in general difficult to obtain, mainly because such
data are related to the interaction among elements belonging to different domains.

3 Input–Output Inoperability Model

The input–output inoperability model (IIM) [5, 6] was developed to express the
global effects of negative events in highly interdependent infrastructures.
Such model has been extended in a variety of ways; for example, the dynamic

Infrastructure A

Subsystem A1 Subsystem A2

Subsystem A3

Infrastructure B

Subsystem B1 Subsystem B2

Subsystem B3

Fig. 1 Example of holistic interdependency modeling
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input–output inoperability model (D-IIM) [6] considers system dynamics during
crisis situations while the multi-regional input–output inoperability model (MR-
IIM) [28] expresses multi-sector and multi-regional economic interdependencies.

The input–output inoperability model helps analyze how a natural outage or
attack on an infrastructure may affect other infrastructures, highlighting the cas-
cading effects and the intrinsic vulnerabilities. The main assumption is that two
entities with a large amount of economic interaction also have a large amount of
physical interdependency [6, 8].

Following the economic equilibrium theory of Leontief [29], a static demand-
reduction model [5, 6] for n infrastructures is given by:

dx ¼ A�dxþ dc� ð1Þ

where dx is the difference between the planned production (x0) and the degraded
production (xd) production, dc* is the difference between the planned final demand
(c0) and the degraded final demand (cd), and A* is a square n� n matrix whose
elements a�ij (Leontief technical coefficients) represent the ratio of the input from
infrastructure i to infrastructure j with respect to the overall production require-
ments of infrastructure j.

Infrastructure A

Subsystem A1 Subsystem A2

Subsystem A3

Infrastructure B

Subsystem B1 Subsystem B2

Subsystem B3

Fig. 2 Example of reductionistic interdependency modeling

Subsystem

Input Output
BehaviorAttenuation, Delay, etc. Attenuation, Delay, etc.

Fig. 3 Representation of an agent within agent-based models
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The inoperability provides an indication of the state of each infrastructure, i.e.,
its inability (as a percentage) to operate properly. To this end, an n� n transfor-
mation matrix P is introduced [6]:

P ¼ ½diagfx0g��1 ð2Þ

The inoperability is computed by applying the following transformation to the
reduction of production:

q ¼ Pdx ð3Þ

The input–output inoperability model has the form:

q ¼ Aqþ c ð4Þ

where A ¼ PA�P�1 and c ¼ Pc�. Note that c assumes the role of an externally
induced inoperability. Thus, it can be viewed as an actual perturbation generated
by an adverse or malicious event. Although it is mathematically possible to have
a�ij [ 1, the aij coefficients are strictly less than one, due to the normalization
procedure of Eq. (3) [8].

The inoperability q corresponding to a perturbation c is given by:

q ¼ ðI � AÞ�1c ¼ Sc ð5Þ

In the following, let us refer to A and S ¼ ðI � AÞ�1 as the open-loop and
closed-loop interdependency matrices, respectively. Matrix A models the direct
effects due to first-order dependencies while matrix S also takes into account the
amplifications introduced by domino effects (i.e., second-order and higher-order
dependencies).

In the literature some indices to express the criticality of a scenario have been
introduced [10, 16] in order to evaluate the level of dependency of an infra-
structure, based on their economic counterpart [30]. The dependency index is
defined as the sum of the coefficients of matrix A along a row:

ci ¼
Xn

j¼1

aij ð6Þ

This index measures the robustness of the infrastructure with respect to the
inoperability of other infrastructures. As a matter of fact, it represents the maxi-
mum inoperability of the i-th infrastructure when every other infrastructure is fully
inoperable. The lower the value, the greater the ability of the i-th infrastructure to
preserve some working capabilities (e.g., using buffers, back-up power, etc.)
despite the inoperability of its supplier infrastructures.
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The influence gain, conversely, measures the influence exerted by one infra-
structure over the others. It is defined as the sum of the coefficients of matrix
A along a column:

hj ¼
Xn

i¼1

aij ð7Þ

A large influence gain means that the inoperability of the j-th infrastructure
induces significant degradations to the entire system. When hj [ 1, the negative
effects (in terms of inoperability) induced by cascading phenomena on the other
infrastructures are amplified. The opposite is the case when hj\1. The dependency
index and influence gain allow quick global evaluations of the resilience of a given
infrastructure. However, they are mainly related to the nominal, open-loop
behavior.

Setola et al. [10] have introduced analogous indices for the closed-loop matrix
(based on the economic indices in [31]), namely the overall dependency index (�ci)
and the overall influence gain (�hj). These two indices are defined as the row-wise
and column-wise sums of matrix S, respectively:

�ci ¼
Xn

j¼1

sij ð8Þ

�hj ¼
Xn

i¼1

sij ð9Þ

Such indices express the resilience or the influence of a given infrastructure
considering high-order dependency phenomena. Comparing �ci with ci (�hi with hi)
provides useful information about the amplification due to second-order and
higher-order cascading effects.

Note that for a positive-definite matrix A, the inverse of matrix ðI � AÞ is given
by [32]:

ðI � AÞ�1 ¼ I þ Aþ A2 þ A3 þ � � � ¼
X1
p¼0

Ap ð10Þ

Such an equation provides an immediate understanding of the cumulative
effects of high-order dependencies in matrix S. Moreover, the equation defines a
procedure for the estimation of the closed-loop interdependency matrix without
explicitly computing the inverse of matrix ðI � AÞ.

Let us now discuss a dynamic extension of the IIM model.
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3.1 Dynamic IIM

The static input–output inoperability model defined in Eq. (1) can be extended by
incorporating a dynamic term [6]:

d _xðtÞ ¼ KðA� � IÞdxðtÞ þ Kdc�ðtÞ ð11Þ

Also in this case, the application of the transformation matrix P to Eq. (11)
yields the dynamic input–output inoperability model, which is given by:

_qðtÞ ¼ KðA� IÞqðtÞ þ KcðtÞ ð12Þ

Matrix K is referred to as the industry resilience coefficient matrix; each ele-
ment kii measures the resilience of the i-th infrastructure. The kii coefficient can
also be seen as the recovery rate with respect to adverse or malicious events.
Matrix K assumes the role of an actual control parameter; in fact, countermeasures
and risk mitigation strategies for the i-th infrastructure increase kii, minimizing
economic losses and impact, with shorter recovery times.

The IIM model, in its dynamic fashion, can be adopted to represent the response
of interdependent infrastructures to an induced perturbation, until the equilibrium
(if any) is reached. The following results [33] provide some conditions for the
stability of the system and correlate the static and dynamic IIM models:

Lemma 3.1 If all the eigenvalues of the matrix ðA� IÞ have strictly negative real
parts and jjcðtÞjj is bounded, system (12) is stable. Moreover, if cðtÞ is stationary,
then system (12) reaches an equilibrium that coincides with Eq. (5).

Lemma 3.1 provides a first condition for the stability of the system, which is not
dependent on the particular matrix K considered; moreover it defines the rela-
tionship between the static and dynamic models.

The following theorem [33] provides a further condition for the stability of the
system.

Theorem 3.2 If jjcðtÞjj is bounded, then a sufficient condition to guarantee the
stability of system (12) is that the maximum of the dependency indices (6) of matrix
A is less than one.

Theorem 3.2 represents the condition that, if the degree of dependency is
sufficiently small, then the increment of inoperability is bounded; moreover, the
presence of UPS, batteries or buffers in each infrastructure assures the stability of
the system, that does not depend on K.

The dynamic input–output inoperability model can be used to express the
response of interdependent infrastructures to an induced perturbation until an
equilibrium is reached. In many application scenarios, however, it is more useful
to consider a discrete-time representation of the input–output inoperability model.

Given a sampling rate Ts, a simple approximation for the derivative _qðtÞ is
given by:
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_qðtÞ ’ qðt þ TsÞ � qðtÞ
Ts

ð13Þ

Choosing the starting time t0 ¼ 0 and considering uniform sample periods
yields the discrete-time input–output inoperability model, which is given by:

qððk þ 1ÞTsÞ ¼ qðk þ 1Þ ¼ ½TsA� Ts þ I�qðkÞ þ Tsc) qðk þ 1Þ ¼ AdqðkÞ þ cd ð14Þ

Often, the discrete-time interdependency model is directly set up to assess the
values of the elements of matrix A [10, 16].

3.2 Discussion

Although the IIM framework is very compact and elegant, and is able to model
cascading effects, its high degree of abstraction does not allow to perform accurate
analyses on the real nature of dependencies; in fact, such an approach considers
only relations that involve whole infrastructures, while it is impossible to under-
stand and represent the contribution of each subsystem. This latter aspect is fun-
damental, in order to address the huge complexity of geographically dispersed and
highly coupled systems.

There is, then, the need to decompose the infrastructures into a set of more
concrete systems, whose working capability is mainly characterized by the
availability of resources (goods or services).

Moreover, the economic origin of the IIM model represents a structural limi-
tation: in fact, even if use/make matrices are considered, taking into account the
production and consumption of multiple commodities for each infrastructure, only
the economic value of such commodities is typically available. Nevertheless, this
data is related to the infrastructures seen as monolithic entities.

On the other hand, when decomposing infrastructures with a finer grain per-
spective, it is difficult to retrieve exact economic data for the resources involved in
the exchanges among subsystems or components.

In the following section a methodology for the representation of interdepen-
dencies with a lower level of abstraction and considering the exchange of different
resources among subsystems, namely Agent-Based IIM approach, will be discussed.

4 Agent-Based IIM

As highlighted in the previous section, there is a need to provide a more expres-
sive, yet well-grounded, interdependency modeling framework; the availability of
significant data, however, is one of the main issues that have to be addressed in
order to adopt a finer grain perspective.
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The abstract Leontief coefficients can be assessed while considering the macro-
economic evidence. When dealing with more descriptive models, however, it is
not easy to obtain adequate economic data; in fact, focusing on subsystems, the
assumption that interdependency is proportional to economic loss appears not
realistic. Notwithstanding, the IIM model is very diffused and well established.

A feasible approach, then, would be the application of the IIM framework in the
reductionistic fashion (i.e., with a lower abstraction degree). Moreover, since no
economic data is currently available while adopting such an in-the-small per-
spective, the model has to be extended, considering the production, consumption
and transmission of resources, in order to enable the different stakeholders to
contribute to the modeling activities and encode their knowledge in a flexible and
simple way. An attempt in such a direction has been done in [10], where the IIM
coefficients have been assessed by means of specific questionnaires and technical
interviews.

In this section a different approach will be discussed, namely Agent-Based IIM
model (AB-IIM) [33]. One of the main characteristics of such an approach is that
the reductionistic Leontief technical coefficients can be easily derived. This latter
feature is very important, since the AB-IIM model can be used to derive a simple
IIM model, using the knowledge of the different stakeholders in a very efficient
way.

4.1 Static AB-IIM Model

The key idea of the AB-IIM model is that each element interacts via the pro-
duction, exchange and consumption of resources, without directly exchanging
their inoperability. Such an abstract quantity becomes an internal variable that
represents the overall status of each element, driving its dynamic.

In order to highlight the role of the working condition of the infrastructures, the
static IIM model can be rearranged, considering the operativeness, defined as:

op ¼ 1n � q ð15Þ

Therefore, the IIM model, in the operativeness form, becomes:

op ¼ Aopþ ĉ ð16Þ

where ĉ ¼ ðI � AÞ1n � c. Note that ĉi can be expressed as:

ĉi ¼ ð1� ciÞ � rowifAg1n ¼ ĉ�i � ci ð17Þ
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where ĉ�i is the external, induced operativeness and ci represents the maximum
operativeness that may be received by the i-th entity when each other element is
fully operative.

In such a perspective, therefore, the operativeness of an element depends on the
operativeness of the others, by means of the same coefficients of the original IIM
model, considering also an induced operativeness and a negative, constant bal-
ancing term. This latter form can be very convenient when there is a need to
analyze the relations between the state of the element and the production of
resources.

An intuitive choice for the model is that the produced resources are propor-
tional to the operativeness that, in turn, depends on the received resources (see
Fig. 4). However, in order to keep the complexity down, only the produced
resources are directly taken into account, while received resources are obtained as
a weighted sum of resources produced by other elements, eventually considering
the attenuations during transportation (i.e., dissipations).

Let us consider m different resources, and let r j
i be the normalized production of

the j-th resource from the i-th element. Such a quantity is proportional to the

operativeness by means of the coefficient / j
i 2 ½0; 1�:

r j
i ¼ / j

i opi ) r ¼ Uop ð18Þ

where U is an nm� n matrix. On the other hand, the operativeness of an element
depends on the weighted sum of the total amount of received resources:

opi ¼
Xm

j¼1

w j
i �r

j
i þ ĉi ) op ¼ W�r þ ĉ ð19Þ

where w j
i is the coefficient that represents the influence of the j-th resource

received by the i-th element, �r j
i is the total amount of resource j received by i and

W is a n� nm matrix. Received resources, for the i-th entity, depend on the

production of each element other than i, eventually considering the attenuation d j
pi

during the transmission of j-th resource from element p to element i:

�r j
i ¼

Xn

p¼1;p6¼i

d j
pir

j
p ) �r ¼ Dr ð20Þ

where the attenuation matrix D is nm� nm. Replacing the above equation inside
Eq. (19), and shifting to the inoperability form, the static AB-IIM model is
obtained:

q
r

� �
¼ 0 �WD
�U 0

� �
q
r

� �
þ A

U

� �
1n þ

In

0

� �
c ð21Þ
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The following Lemma [33] provides a useful parallelism to the standard IIM
model.

Lemma 4.1 If WDU ¼ A, the static AB-IIM model, described in (21) , coincides
with the static IIM model described in (4).

In other terms, the abstract matrix A of the classical IIM model is decomposed
into the product of three matrices U;D and W, with a physical meaning. Indeed, W
represents how the availability of the different resources influences the opera-
tiveness of a single component; U the capability of the element to produce its
different outputs, while D gives a measurement of the eventual losses due to the
links or other factors. Similarly to the IIM standard model, let us define some
indices able to depict the level of dependency of the elements. Let H ¼ WD be an
n� nm matrix, whose elements are

hb
a ¼

Xnm

k¼1

wakdkb ; a 2 ½1; n� ; b 2 ½1; nm� ð22Þ

The AB-IIM dependency index ~ci is defined, for the i-th element, as:

~ci ¼ �
Xnm

j¼1

h j
i ð23Þ

This index represents the cumulative effect of resources received by the i-th
entity on its operativeness. The following theorem [33] correlates the AB-IIM
dependency index with the IIM model.

Theorem 4.2 If WDU ¼ A, then ~ci, defined in (23) , coincides with ci, defined in
(6) , for each i ¼ 1; . . .; n

Fig. 4 Relation among received resources, operativeness and produced resources within the AB-
IIM approach
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4.2 Dynamic AB-IIM Model

Similarly to the dynamic IIM model (12) lets define the dynamic IIM model with
resource exchange as:

qðtÞ
rðtÞ

� �
¼ 0 �WD
�U 0

� �
qðtÞ
rðtÞ

� �
þ A

U

� �
1n þ

In

0

� �
c� K�1

W�1

� �
_qðtÞ
_rðtÞ

� �
ð24Þ

where K is the n� n industry resilience matrix and W is an nm� nm diagonal
matrix (note that K and W are always invertible).

The above model can be rearranged as:

_qðtÞ
_rðtÞ

� �
¼ �K �KWD
�WU �W

� �
qðtÞ
rðtÞ

� �
þ KA

WU

� �
1n þ

K
0

� �
cðtÞ ð25Þ

The following results [33] provide some stability conditions.

Lemma 4.3 If the dynamic matrix of system (25) has all eigenvalues with negative
real part and jjcðtÞjj is bounded, system (25) is stable. Moreover, if A ¼ WDU and
cðtÞ is stationary, the system reaches an equilibrium that coincides with Eq. (5).

Theorem 4.4 If A ¼ WDU; jjcðtÞjj is bounded and ci\1 for i ¼ 1; . . .; n, system
(25) is stable.

A sufficient condition for the stability of the system, then, is that qi� 1 for

i ¼ 1; . . .nðmþ 1Þ. Since, in the second case qi ¼ /j�
i � 1, where /j�

i is the sole
non-zero entry of the considered row of the dynamic matrix, the condition has to
be verified just for i ¼ 1; . . .; n. From Theorem (4.2), it is sufficient that ci� 1 for
i ¼ 1; . . .; n.

4.3 Discussion

The AB-IIM method is, hence, a flexible, reductionistic, IIM-based modeling
framework and represents a very simple example of agent-based model. Moreover,
since the parameter tuning is mainly related to the production transportation and
consumption of resources, it is really easy and straightforward to encode the
knowledge of the different stakeholders. Finally, the possibility to derive the
reductionistic Leontief coefficients, transforming the AB-IIM into a simple,
although agent-based IIM model, is one of the main features of such a methodology.
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5 Fuzzy Dynamic IIM

In this Section a fuzzy extension of the IIM methodology, namely the Fuzzy
Dynamic Input–output Inoperability Model (FD-IIM) [11] will be discussed as a
formalism able to handle ambiguity and linguistic expressions for the Leontief
coefficients, the perturbation and the initial conditions.

Modeling real systems often represents a hard challenge and is generally sub-
ject to non trivial issues; in fact in many situations the system to be modeled is
very complex, or the model may be affected by subjective choices. This is par-
ticularly true when humans are directly involved in the functioning of the system
(i.e., when linguistic opinions have to be handled quantitatively). Fuzzy theory,
[15, 34–36], appears a quite natural choice to address the problem of modeling
complex systems affected by vagueness.

5.1 Fuzzy Systems

The key idea of fuzzy theory is to extend traditional set theory by allowing an
element to partially belong to a set.

Let a fuzzy subset of R be defined by a membership function x : R! ½0; 1�
which assigns to each point p 2 R a grade of membership in the fuzzy set [36].

Let an a-level set ½x�a of a fuzzy set x be defined as

½x�a ¼ fp 2 RjxðpÞ� ag ð26Þ

where xðpÞ is the degree of membership of p 2 R to the set x and a 2 ½0; 1�. The a-
levels allow to treat a fuzzy set as a collection of nested real intervals.

According to [35], let the space E of Fuzzy Numbers (FN) [15, 37] be the space
of fuzzy subsets x of R such that the membership functions are compact and the a-
levels are nested, i.e., those with greater values of a are contained into those with
smaller a (all the intervals are contained in the support). In other terms:

1. x maps R onto ½0; 1�;
2. ½x�0 is a bounded subset of R;
3. ½x�a is a compact subset of R for all a 2 ð0; 1�;
4. x is fuzzy convex, that is:

xð/pþ ð1� /ÞqÞ�min½xðpÞ; xðqÞ�; 8p; q 2 R:

Let us now discuss a particular subclass of FNs denoted as Triangular Fuzzy
Numbers (TFN). A triangular fuzzy number x 2 E is described by an ordered triple

fxl; xc; xrg 2 R
3 with xl� xc� xr and such that ½x�0 ¼ ½xl; xr� and ½x�1 ¼ fxcg,

while in general the a-level set is given, for any a 2 ½0; 1� by:
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½x�a ¼ ½xc � ð1� aÞðxc � xlÞ; xc þ ð1� aÞðxr � xcÞ� ð27Þ

Triangular Fuzzy Numbers are widely used in many applications, due to their
compact representation. In fact they can be described by the triple of the abscissae
of their vertices. Moreover, a singleton is obtained for a ¼ 1; hence the a-level
with the strongest belief collapses into a crisp point.

A Complete Discrete-Time Fuzzy System (C-DFS) [14] is a linear and stationary
system defined as follows:

xðk þ 1Þ ¼ HxðkÞ; xð0Þ ¼ x0 ð28Þ

where H is an N � N fuzzy valued matrix, i.e., its entries hij 2 E are fuzzy
numbers so as initial conditions, hence x; x0 2 E

N .
The extension of arithmetic operations to triangular fuzzy numbers is relatively

straightforward. The sum of two fuzzy numbers is a linear operation and the
resulting fuzzy number is also triangular [15]. Specifically, the sum of two tri-
angular fuzzy numbers w ¼ fw1;w2;w3g and z ¼ fz1; z2; z3g is given by:

wþ z ¼ fw1 þ z1;w2 þ z2;w3 þ z3g ð29Þ

The multiplication of a fuzzy number by a real scalar value g is given by:

g� w ¼ fgw1; gw2; gw3g ð30Þ

Note that, while fuzzy numbers – specifically, triangular fuzzy numbers—are
closed with respect to the sum and scalar product operations, the product of two
triangular fuzzy numbers is, in general, not triangular. Several triangular
approximations are given in the literature for the product of triangular fuzzy
numbers. The simplest definition, in the case where w; z� 0 (i.e., w1; z1� 0), is
given in Eq. (31).

w� z ¼ fw1 � z1;w2 � z2;w3 � z3g ð31Þ

However, using the theory of inclusions [14, 35, 38, 39], it is possible to
overcome such a problem and provide an exact characterization of the product. Let
us first provide a simple example. Consider the scalar equation example provided
in Eq. (32), where w and z are triangular fuzzy numbers.

y ¼ w� z ð32Þ

Note that, even if w and z are represented by triangular fuzzy numbers, their
product is no more triangular: this renders the direct calculation of Eq. (32) not
feasible in practice. A solution is to resort to the theory of fuzzy inclusions [35, 39].
Specifically, each fuzzy set is considered as a collection of nested intervals
(the a-levels); the product is performed levelwise, i.e., each alpha level of the
product is given by the product of the intervals of the factors in the multiplication.
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For any a 2 ½0; 1� let the interval matrix

½H�a ¼ ½Ha;H
a�

where Ha;H
a

denote the matrices whose elements are the lower and the upper end
points of the interval, respectively. Moreover, let Ha denote the generic matrix
within ½H�a, i.e., such that each coefficient ha

ij 2 ½ha
ij; h

a
ij�.

Analogously, for any a 2 ½0; 1� and for any k 2 Nþ, let

½xðkÞ�a ¼ ½xaðkÞ;�xaðkÞ�

be a vector whose components are intervals

½xiðkÞ�a ¼ ½xa
i ðkÞ;�xa

i ðkÞ�

and xaðkÞ; xaðkÞ represent the vectors composed of the left and right endpoints
respectively, while the generic element in the interval is denoted by xaðkÞ.

The linear and stationary C-DFS (28) can be rewritten as the FDI:

xaðk þ 1Þ 2 ½H�a½xðkÞ�a; xað0Þ 2 ½x0�a; 0� a� 1 ð33Þ

Notice that, in (33) the symbol ‘‘=’’ is substituted by ‘‘2’’. Hence (33) provides the
set of all possible values that the fuzzy variables x may assume at time k þ 1 with a
membership grade greater than a, knowing the set of possible values assumed by
x at time step k and the extrema of the interval matrix. Evaluating this for all
a 2 ½0; 1� it is possible to estimate the whole admissible set spanned by xðk þ 1Þ.

Corollary 5.1 Let a Linear and Stationary FDI (33) and suppose that the crisp
matrix H0� 0 and that, for all i ¼ 1; . . .;N

XN

j¼1;j6¼i

ðH0Þij\1� ðH0Þii ð34Þ

then the FDI (33) is asymptotically stable. Analogously the result holds if H
0� 0

and

XN

j¼1;j 6¼i

ðH0Þij [ � 1� ðH0Þii ð35Þ

Proof 5.2 See [39].

Theorem 5.3 Let a linear and stationary FDI (33) and suppose that the crisp

matrix H0� 0, where H0 is the left extrema of the interval matrix ½H�0; then the
following holds for each a 2 ½0; 1�:
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S
a
f ðx0; kÞ ¼ ðHaÞkxa0; S

a
f ðx0; kÞ ¼ ðH

aÞkxa0 ð36Þ

where xa0 and xa0 are the left and right bounds of ½x0�a, respectively and

S
a
f ðx0; kÞ; S

a
f ðx0; kÞ are the left and right bounds of the set of solutions ½Sf ðx0; kÞ�a

of the Inclusion (33).

Proof 5.4 See [39].

5.2 Fuzzy Dynamic IIM

Let us define a FD-IIM model for n infrastructures as follows:

qðk þ 1Þ ¼ AqðkÞ þ c; qð0Þ ¼ q0 ð37Þ

where A is an n� n matrix with triangular fuzzy entries, i.e., aij 2 E. The initial
condition q0 2 E

n is a triangular fuzzy number as is the external perturbation
cd 2 E

n. Moreover, in accordance with the classical input–output inoperability
model, the fuzzy matrix A is assumed to be positive semi-definite (i.e., for all
a 2 ½0; 1� and for all crisp matrices Ay 2 ½A�

a, Ay is positive semi-definite). In

other words, the entries of A0 satisfy the property: a0ij� 0 for all i; j.
In the fuzzy model, the inoperability of each infrastructure is described by a

fuzzy variable, i.e., by a set of values with different degrees of membership (or
belief). Also, the dependency coefficients are expressed as fuzzy numbers. In this
way, the model defined by Eq. (37) can handle uncertain perturbations and also
take into account the uncertainty and vagueness that characterize human knowl-
edge about the dependency coefficients.

If each state variable and input is described by a triangular fuzzy number, the
fuzzy evolution of the system has a clear meaning. The center of the triangle
represents the trajectory associated with the maximum belief, and the width of the
support provides a measure of the uncertainty of each state variable or input.

The following theorem [11] provides a stability condition for this class of fuzzy
systems.

Theorem 5.5 Consider a system that conforms with the fuzzy dynamic input–
output inoperability model (Eq. 37) , and suppose that A0� 0 and

Xn

j¼1;j6¼i

ð�A0Þij� 1� ð�A0Þii8i ¼ 1; . . .; n ð38Þ
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Then, the system is stable.
As in the case of the standard input–output inoperability model, open-loop and

closed-loop indices can be defined for the FD-IIM model. In particular, the open-
loop dependency index and the influence gain are obtained by summing the fuzzy
entries in the i-th row or column of matrix A, respectively, according to Eq. (29).
However, the closed-loop dependency index and influence gain are more complex

because it is nontrivial to compute the fuzzy matrix ðI � AÞ�1. In fact, the inverse
of a fuzzy matrix can be defined in several ways [40]. In the following, let us resort
to a level-wise approach known as Rohn’s Scheme [41].

For each a-level, the inverse of the interval matrix ½A�a is defined as the smallest
interval matrix that contains the set B : ÂB ¼ I; Â 2 ½A�a

� �
. This interval matrix

½B�a satisfies the equations:

ðBaÞij ¼ min ðÂ�1Þij : Â 2 ½A�a
n o

ð39Þ

ð�BaÞij ¼ max ðÂ�1Þij : Â 2 ½A�a
n o

ð40Þ

Clearly, the inverse of a fuzzy matrix exists only if the matrix Â 2 ½A�a is
invertible for each a-level.

The following theorem [11] characterizes the bounds of ½ðI � AÞ�1�a.

Theorem 5.6 If the conditions of Theorem 5.5 hold, then

½ðI � AÞ�1�a ¼ ðI � AaÞ
�1; ðI � �AaÞ�1

h i
ð41Þ

According to Theorem 5.6, if the matrix is composed of triangular entries, it is
sufficient to consider the bounds of the level sets for a = 0 and a = 1 to char-
acterize the fuzzy inverse. In fact, in this case, the interval matrix for a = 1
collapses into a single crisp matrix, while the level set for a = 0 expresses the
maximum level of uncertainty of the inverse.

Under such a triangularity assumption, the fuzzy matrix S ¼ ðI � AÞ�1 is
therefore defined by:

sij ¼ ðI � A0Þ
�1

� �
ij
; ðI � A1Þ�1
� �

ij
; ðI � �A0Þ�1
� �

ij

� 	
ð42Þ

where A1 ¼ A1 ¼ �A1. Note that the approach suggested by Eq. (42) is simple and
compact in that it only requires the inversion of three crisp matrices. Also, it yields
results that are numerically identical to those obtained by using the fuzzy version
of Eq. (10).

Let us now extend the closed-loop indices �ci and �hi (see Eqs. (8) and (9),
respectively) for the i-th infrastructure by summing the i-th row and column of the
fuzzy matrix S, respectively.
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The coefficients for the fuzzy IIM can be obtained by focusing directly on the
operative impact that the degradation or absence of the services provided by each
infrastructure experts on all the other infrastructures. This can be done with the
help of domain experts, who can be asked to estimate the impact produced on
‘‘their infrastructures’’ by the complete absence of services provided by each of the
other infrastructures. In this framework, the domain experts are provided with
questionnaires and are required to quantify the impact on the operational capability
of infrastructures using some linguistic expressions, as those presented in Table 1.
In addition, each expert is asked to estimate his/her confidence in the data provided
using some linguistic expressions, as those listed in Table 2.

On the basis of the meanings of the expressions reported in Tables 1 and 2 the
linguistic expressions can be converted into numerical values; which are reported
in the last column of each table.

5.3 Discussion

The fuzzy IIM methodology is a valuable framework to overcome the limitation of
the economic origin of the coefficients, by asking directly the experts and operators
and converting the linguistic values into numerical ones and taking into account
the associated ambiguity using fuzzy numbers. Note that the framework is suitable

Table 1 Sample influence estimation table

Impact Description Value

Nothing Event does not induce any effect on the infrastructure 0

Negligible Event induces some very limited and geographically bounded
consequences on services that have no direct impact on
infrastructure operability

0.005

Very limited Event induces some geographically bounded consequences on
services that have no direct impact on infrastructure operability

0.008

Limited Event induces consequences only on services that have no direct
impact on infrastructure operability

0.010

Some
degradation

Event induces limited and geographically bounded consequences
on the ability of the infrastructure to provide services

0.020

Moderate
degradation

Event induces geographically bounded consequences on the ability
of the infrastructure to provide services

0.030

Significant
degradation

Event significantly degrades the ability of the infrastructure to
provide services

0.050

Some services
provided

Event causes the infrastructure to provide only some essential
services nationwide

0.100

Stop Event causes the infrastructure to provide only some essential
services in some geographically area

0.300

Quit (complete
stop)

Event causes the infrastructure to be unable to provide services 0.500
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for both an holistic (i.e., high level) and reductionistic (i.e., low level) IIM model,
hence it can be applied with the desired level of detail (although requiring a
nontrivial effort as the level of detail is increased).

6 Conclusions

In this chapter holistic and agent based methodologies to represent Critical
Infrastructure Interdependencies have been discussed with particular reference to
the Input–Output Inoperability Model and some of its extensions. The chapter also
describes a methodology to overcome the lack of quantitative data by resorting to
fuzzy theory and by asking the experts and technicians to assess the dependencies
in a linguistic way.
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Fault Diagnosis and Fault Tolerant Control
in Critical Infrastructure Systems

Vicenç Puig, Teresa Escobet, Ramon Sarrate and Joseba Quevedo

Abstract Critical Infrastructure Systems (CIS) are complex large-scale systems
which in turn require highly sophisticated supervisory-control systems to ensure
that high performance can be achieved and maintained under adverse conditions.
The global CIS Real-Time Control (RTC) need of operating in adverse conditions
involves, with a high probability, sensor and actuator malfunctions (faults). This
problem calls for the use of an on-line Fault Detection and Isolation (FDI) system
able to detect such faults and correct them (if possible) by activating Fault Tolerant
Control (FTC) mechanisms, as the use of soft sensors or using the embedded
tolerance of the controller, that prevent the global RTC system from stopping
every time a fault appears. To exemplify the FDI and FTC methodologies in CIS,
the Barcelona drinking water network is used as the case study.

1 Introduction

Critical Infrastructure Systems (CIS), such as water, gas or electrical networks, are
complex large-scale systems which in turn require highly sophisticated supervi-
sory-control systems. They are geographically distributed and decentralized with a
hierarchical structure. Each sub-system is composed of a large number of elements
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with time-varying behavior, exhibiting numerous operating modes and subject to
changes due to external conditions (e.g., weather) and operational constraints. But,
in order to take profit of these expensive infrastructures, it is also necessary to have
a highly sophisticated real-time control (RTC) scheme which ensures that high
performance can be achieved and maintained under adverse conditions [27, 49].
The advantage of RTC applied to CIS has been demonstrated by an important
number of researchers during the last decades. Comprehensive reviews that
include a discussion of some existing implementations are given by [32, 47, 49]
and cited references therein, while practical issues are discussed by [48], among
other. The RTC scheme in CIS might be local or global. When local control is
applied, regulation devices use only measurements taken at their specific locations.
While this control structure is applicable in many simple cases, in large-scale
systems with a strongly interconnected and complex infrastructure of sensors and
actuators, it may not be the most efficient alternative. Conversely, a global control
strategy, which computes control actions taking into account real-time measure-
ments all through the network, is likely the best way to use the infrastructure
capacity and all the available sensor information. Global RTC deals with the
problem of generating control strategies for the control elements in a CIS, ahead of
time, based on a predictive dynamic model of the system, and readings of the
telemetry system, in order to optimize its operation [27, 32]. The multivariable and
large-scale nature of CIS have lead to the use of some variants of Model Predictive
Control (MPC), as global control strategy [14, 20, 31, 32, 34].

The global RTC need of operating in adverse conditions involves, with a high
probability, sensor and actuator malfunctions (faults). This problem calls for the
use of an on-line fault detection and isolation (FDI) system able to detect such
faults, and correct them (if possible) by activating fault tolerant control (FTC)
mechanisms. FTC techniques, such as the use of soft sensors or the retuning of the
controller, prevent the global RTC system from stopping every time a fault
appears.

The FDI process aims to carefully identify which fault (including hardware or
software faults, and malicious attacks) can be hypothesized to be the cause of
monitored events. In general, when addressing the FDI problem, two strategies can
be found in the literature: hardware redundancy based on the use of redundancies
(adding extra sensors and actuators), and software (or analytical) redundancy
based on the use of software/intelligent sensors (or model) combining information
provided by the sensor measurements or using other actuators to compensate the
faulty actuator. In CIS, hardware redundancy is preferred. However, for large-
scale systems, the use of hardware redundancy is very expensive and increases the
number of maintenance and calibration operations. This is the reason why, in CIS
applications, systems that allow combining both hardware and analytical redun-
dancy [12] must be developed.

Instrumentation plays a crucial role in FDI and FTC of CIS. On the one hand,
the performance of FDI depends on the set of measurements that are available in
the system. Most of them are provided by sensors that are installed in the system.
On the other hand, FTC not only depends on the set of sensors, but also on the set
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of actuators available. Therefore, for a given set of sensors and actuators already
installed in the system the maximum FDI and FTC performances that can be
achieved are bounded. Thus, designing an FDI module and an FTC ultimately aims
at reaching those performance bounds.

To achieve a better performance the instrumentation set up should be rede-
signed. This is just the main goal of a sensor and actuator placement methodology,
i.e. deciding which sensors and actuators would be needed to achieve certain
performance specifications. In fact, these performance specifications could be
diverse, but in this chapter those related to fault diagnosis and fault tolerance will
be covered.

To exemplify the FDI and FTC methodologies in CIS, the Barcelona drinking
water network is used as the case study.

The structure of this chapter is the following: Sect. 2 presents the modeling of
CIS and its structural analysis. Sections 3–5 present FDI, FTC and the integration
of both in CIS. Section 6 discusses the sensor (and the extension to actuator)
placement for FDI (and FTC) in CIS. Section 7 presents a description of the
Barcelona drinking water network used as a case study, and the results obtained
using the proposed FDI and FTC as well as the sensor placement analysis. Finally,
Sect. 8 closes the chapter drawing the conclusions.

2 Modeling of CIS for FDI and FTC

2.1 Mathematical Modeling Principles

Most of the widely used methods for FDI and FTC for large-scale CIS rely on the
use of models. But, those models are required to be

• Representative of the CIS dynamic behavior.
• Simple enough to allow for a large number of evaluations in a limited period of

time, imposed by real-time operation.

In general, mathematical models are primarily obtained by either theoretical/
physical modeling and/or experimentally by identification methods. Typically, theo-
retical and experimental modeling mutually complements each other. Theoretical
modeling provides the functional description between physical process data and its
parameters, while experimental modeling contains parameters as numeric values
whose functional relation with the physical process data remains unknown [23].

However, when building a model of a dynamic process to monitor its behavior,
there is always a mismatch between the modeled and the real behavior. This is
because some effects are neglected in the model, some non-linearities are linear-
ized in order to simplify the model, some parameters have tolerance when they are
compared between several units of the same component, some errors in parameters
or in the structure of the model are introduced in the model estimation process, etc.
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These modeling errors introduce uncertainty in the model and interfere with the
fault detection. To manage this uncertainty properly several authors in the FDI [35,
37] and automatic control [10, 19] communities have suggested the use of interval
models. Using this modelling approach, a nominal model plus uncertainty intervals
are provided, guaranteeing that all seen data from the system in non-faulty sce-
narios will be included in the interval for the model prediction. Interval methods
are very suitable when additionally to additive uncertainty (noise), modeling
uncertainty is present. In particular, no assumption about the noise statistical
distribution should be introduced. An alternative to interval based methods are
stochastic models and methods [3].

In order to obtain the CIS mathematical model, the constitutive elements and
their basic relationships should be considered. Then, a convenient description of
the mathematical model of a CIS regarding the application of FDI and FTC is by
means of the following discrete-time non-linear model:

xkþ1 ¼ g xk; uk; hkð Þ þ wk

0 ¼ f xk; uk; hkð Þ þ gk

yk ¼ h xk; uk; hkð Þ þ vk

ð1Þ

where: x 2 R
nx is the vector of system states, u 2 R

nu is the vector of control
actions and y 2 R

ny is the vector of system outputs; hk 2 R
nh is a vector of

uncertain parameters; wk 2 R
nw and gk 2 R

ng are unmodelled dynamics and dis-
turbances; vk 2 R

nv are measurement noises; g : Rnx ! R
nx and h : Rnx ! R

ny are
the state-space and measurement non-linear functions, respectively; and f is the
non-linear static relation function.

It should also be noted that the controller could generate control actions at
discrete-time points than can change the operational models of the plant (for
example, by turning components on and off, changing component parameter values
and the set-point of regulators [8]). These operating mode changes produce dis-
crete changes in the dynamic models of the system behavior. Thus, multiple
system models are required to analyse their behavior. Current techniques propose
modeling this complex system using a hybrid system model [4, 5] which combines
continuous dynamic modeling approaches with a discrete-event model given by an
automaton representing the transitions between operation modes, non linearities
and faulty situations. The continuous dynamics in each one of the discrete modes
could be modeled by (1).

2.2 Structural Analysis

When analyzing the model of a large-scale system for FDI and FTC design, the
designer is invariably confronted with a dilemma: to use a more accurate model
which is harder to manage, or to work with a simpler model which is easier to
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manipulate but with less confidence. A hierarchy of models with increasing
complexity and fidelity is often used for different purposes (control/supervision
design, simulation). However, as the number of variables increases, it is worth to
start analyzing the system with simple structural models that offer relatively easy
ways to identify unsuitable system configurations, causes for lack of desired
properties and straightforward remedies.

The structural model of a system is an abstraction of its behavioral model in the
sense that only the constraints (i.e., the link between variables and parameters) are
considered but not the constraints themselves. Structural analysis aims at the study
of system properties using a structural graph [9, 51]). Structural properties of
interest in control that can be derived from structural analysis are input/output
reachability and observability/controlability.

With regards to fault diagnosis and tolerant control, structural properties that
can be derived from structural analysis are: diagnosability (i.e., capability to detect
and isolate one fault from the others) [30] or reconfigurability (i.e., capability to
find alternative paths to the variables of interest in case of a fault in sensors or
actuators) [9]. It also allows determining critical components (i.e., set of system
components that are indispensable to satisfy a determined property) or redundant
components (i.e., system components which are not critical for the correct func-
tionality of the system, therefore could be subtracted from the system and the
satisfaction of the objective will still be achieved) [52]. Structural analysis also
allows decomposing a system into subsystems [50] and can be used to place
sensors and actuators for control or supervision [44, 46].

In the structural approach, the behavioral model of a system M introduced in
(1) can be seen as a set of n equations, which depend on a set of m variables
Z ¼ X [O where X is the set of unknown variables and O is the set of observed
variables, ui; yið Þ 2 O. A structural model can be formalized as a bipartite graph,
G ¼ M;Z;Að Þ where M and Z are the set of vertices and A is the set of edges,
such that ei; zj

� �
2 A as long as equation ei 2M depends on variable zj 2 Z.

A structural model is usually represented by a biadjacency matrix, that relates
equations as rows and variables as columns. An element bij of the biadjacency
matrix is 1 as long as ei; zj

� �
2 A.

The Dulmage-Mendelsohn (DM) decomposition [18] is a well-known theo-
retical tool in the structural model-based fault diagnosis community. The DM
decomposition is usually applied to the structural model GX ¼ M;X ;Að Þ, that
relates equations and unknown variables. It defines a partition on the structural
model. The biadjaceny matrix in Fig. 1 shows the Dulmage-Mendelsohn decom-
position of GX . The gray-shaded areas contain ones and zeros, while the white
areas only contain zeros. Three main parts ofM can be identified in the partition,
namely, the under-determined partM�, the just-determined partM0 and the over-
determined part Mþ. In the over-determined part, there are more equations than
unknown variables, which implies that there exists some degree of redundancy,
and this is the part of the model that is useful for process monitoring.
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3 FDI in CIS

3.1 Background

The ability to detect and isolate faults is an important task in order to safeguard the
integrity of critical infrastructure systems. This problem has been attacked from
many angles, using very different techniques, and by many researchers, applying
different schools of thought, theories and assumptions. An overview of techniques
in this area is given in a series of review papers [55–57]. A historical review of
these techniques has been published recently in [17].

The diagnostic process aims to carefully identify which fault (including hard-
ware faults, software faults, and malicious attacks) can be hypothesized to be the
cause of monitored events. A fault must be understood as an unexpected change in
a component or system. Although it may not represent physical failure or
breakdown, it may be due to an erroneous state of hardware or software resulting
from failures of components, physical interference from the environment, operator
error or even an incorrect design. An error is the way in which a fault manifests
itself, that means the deviation of the system behavior from the required operation.
And, a failure is defined as the inability of a component or system to operate
according to its specifications. Notice that if a fault occurs, not always manifests as
an error, except under certain conditions; and, also, if an error occurs not always
results in a system failure. For example, in a water distribution system there are
many redundant valves; if a hardware fault causes that a valve remains stuck in a
close position, this fault may not manifest until the valve is eventually commanded
to open. But, due to physical redundancy the system can operate to perform its
required function.

In general, an FDI system consists of three modules. The first is fault detection,
implemented with a set of fault detection tests based on checking errors, which
allows deciding whether a fault has occurred, and its apparition time instant. The
second module is fault isolation, which is typically achieved through algorithms

Fig. 1 Dulmage-
Mendelsohn decomposition
of a model M
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that compute a possible faulty component(s). And the third is fault identification
and estimation, which aims at determining the kind of fault and its severity. In
general, FDI approaches are implemented using a network structure in which the
lower level includes a detection module designed to detect abnormal behaviors and
triggering alarms, and the higher level tries to isolate and localize the problem. A
reduced number of approaches include the third one, unless it is necessary for
achieving a fault tolerant control system.

Typically the interface between these fault detection and fault isolation modules
is through a binary codification of the evaluation of every residual; this binary
interface could lead to wrong diagnosis when the residuals present different sen-
sitivities and order/time of activation after the fault appearance [15], and also
produce undesirable decision instability (chattering) due to the effect of the noise
and uncertainties. In the literature, there are different approaches to dealing with
this problem. For example, Ragot et al. [40] proposed an improved fault diagnosis
approach based on the fuzzy evaluation of the residuals that considers not only
binary information but also signs/sensitivities as well as the persistence of residual
activation. In Puig et al. [36], the use of the Kramer function [33] is proposed for
evaluating the residuals gradient and to compute a fault diagnosis signal. The
history of this fault diagnosis signal is compared to the stored fault patterns based
on an extension of the fault signatures matrix (which includes other signal prop-
erties such as signs, occurrence order and time) and, finally, a decision logic
algorithm proposes the most probable fault candidate.

The strategy proposed in this chapter for building an FDI system for CIS is
shown in Fig. 2. The proposed FDI procedure checks the consistency between the
observed and the normal system behavior using a set of analytical redundancy
relations, which relate the values for measured variables according to a normal
operation (fault-free) model of the monitored system. When some inconsistency is
detected, the fault isolation mechanism is activated in order to identify the possible
fault.

Fig. 2 Fault detection and isolation block diagram
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3.2 ARR Generation

The design of a model-based FDI system is based on utilizing the system model (1)
to build a set of consistency tests that only involve observed variables, known as
Analytical Redundancy Relations (ARRs). To obtain ARRs for state space rep-
resentation such as (1), it is necessary to manipulate the model to eliminate the
unobserved variables (i.e., the state x).

As has been defined in [16], an ARR is a constraint deduced from the system
model which contains only observed variables, and which can therefore be eval-
uated from any observation. It is noted as r = 0, where r is called the residual of
the ARR.

Given the model defined in (1) with observed variables yk and uk, consistency
tests can be derived from an ARR by generating a computational residual in the
following way:

ri ¼ Wi yk; ukð Þ ¼ 0 ð2Þ

where Wi is called the residual ARR expression. The set of ARR can be repre-
sented as

R ¼ ri ¼ Wi yk; ukð Þ ¼ 0; i ¼ 1; . . .; nrf g ð3Þ

where nr is the number of obtained ARRs.
In CIS, these ARRs can be derived following the structural approach, using the

algorithms proposed in [9, 25, 54]. In particular, given a set of model equations
M, residuals can be obtained from the over-determined part of the model Mþ.

Each residual is obtained from a subset of redundant equations in Mþ. The
minimal subset of redundant equations that are related to a residual ri is called
Minimal Structural Overdetermined (MSO) set [25] and is represented by
xi �Mþ. Given a set of model equations, the set of all possible MSO sets is:
X ¼ x1;x2; . . .;xrf g.

Example 1 Given a model represented by:

e1 : x1 þ y1 ¼ 0

e2 : x1 þ x2 � y2 ¼ 0

e3 : x1 � x2 þ y3 ¼ 0

e4 : x2 � y4 ¼ 0

where yi are known variables, the set of equations is M¼ e1; e2; e3; e4f g. In this
example, the over-determined part isMþ ¼M . Applying the algorithm proposed
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by Krysander et al. [25] four possible MSO sets are found, X ¼ x1;x2;x3;x4f g,
where their structure and computational form is given by:

r1 ¼ y4 � y1 � y2 ! x1 ¼ e1; e2; e4f g
r2 ¼ y3 � y4 � y1 ! x2 ¼ e1; e3; e4f g

r3 ¼ y3 � 2y1 � y2 ! x3 ¼ e1; e2; e3f g
r4 ¼ 2y4 � y3 � y2 ! x3 ¼ e2; e3; e4f g

3.3 Fault Detection

Let F be the set of faults that must be monitored. For example, in a water
distribution domain some faults could be pipe leakage or valve blocking.

Definition 3.1 Detectable fault. A f 2 F is detectable if its occurrence can be
observed, or at least one of the residuals in the residual set (3) satisfies ri 6¼ 0.

A detectable fault can also be characterized in the structural analysis framework
[26]. Without loss of generality, it is assumed that a single fault f 2 F can only
violate one equation, denoted by ef 2M. Then, a fault f 2 F is structurally
detectable if there exists at least one MSO x 2 X such that

ef 2 x ð4Þ

Using the set of computable ARR residuals (3), the fault detection module must
check at each time instant whether they are consistent with the observations. Under
ideal conditions, residuals are zero in the absence of faults and non-zero when a
fault is present.

However, as previously discussed in Sect. 2.1, modeling errors, disturbances
and noise in complex engineering systems are inevitable, and hence a need of
applying robust fault detection algorithms arises.

In the literature, there are different approaches to solve this problem. For
example, statistical decision methods [3] can be used when unknown dynamics
and measurement noise are stochastically modeled. In many practical situations,
this assumption is not realistic, being more natural to assume that disturbances/
model errors and measurement noise are bounded and their effect is propagated to
the residuals using, for example, interval methods [37]. Taking into account
bounded uncertainties, the residual of the ARR is monitored by:

Ri ¼ rijri ¼ Wiðyk; uk; dkÞ; dk 2 Df g ð5Þ

where D is the interval box D ¼ d 2 R
nd d� d� d
��� �

, that includes all the
bounded uncertainties.
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Fault detection is formulated as ARR consistency checking using a set-
membership approach [53].

Definition 3.2 ARR consistency checking. Given a system described by (5) and a
sequence of measured inputs uk and outputs yk of the real system at time k, one
ARR is consistent with those measurement and the known bounds of uncertain
parameters and noise if there exist a set of sequences dk 2 D which satisfies the
ARR.

According to Definition (3.2) a residual of ARR ri is consistent when zero is
included in the interval bounding the residual, that is, 0 2 Ri.

Definition 3.3 Fault detection. Given a sequence of observed inputs uk and
outputs yk of the real system, a fault is said to be detected at time k if there does not
exist a set of sequences dk 2 D to which the set of ARRs is consistent.

According to Definition (3.2), a fault is detected when 0 62 Ri. The information
provided by the consistency checking is stored as fault signal /i kð Þ:

/i kð Þ ¼ 0 if 0 2 Ri

1 if 0 62 Ri

�
ð6Þ

3.4 Fault Isolation

While a single residual is sufficient to detect faults, a set (or a vector) of residuals
is required for fault isolation [21]. Once the jth residual has been generated, it is
evaluated in order to detect normal or abnormal behaviors. In general, a fault
f affects a subset of ARRs.

Definition 3.4 Isolable fault. A fault fi is isolable from a fault fj if the occurrence
of fi can be observed independently of the occurrence of fj.

Fault isolability can also be characterized in the structural analysis framework
[26]. A fault fi is structurally isolable from a fault fj if there exists at least one MSO
set x 2 X such that

efi 2 x ^ efj 62 x ð7Þ

Let nr be the number of residuals available and l the number of detectable
faults, a fault signature matrix (FSM) that relates ARRs and faults is defined. This
matrix has as many rows as residuals and as many columns as faults are
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considered. An element Rij of this matrix is equal to 1 if the jth fault appears in the
expression of the ith residual generator, otherwise it is equal to 0.

Example 2 Given the following FSM

f1 is isolable from f3 but not from f2, because f2 can not be independently
observed from the others.

In model based FDI, the fault effects on the residual can be expressed in terms
of the residual fault sensitivity that leads to the residual internal form [21]. In case
of considering for example additive faults f1 and f2, the internal form of residual r1

can be expressed as follows:

r1 kð Þ ¼ Sf1 q�1
� �

f1 kð Þ þ Sf2 q�1
� �

f2 kð Þ ð8Þ

where, Sf1 q�1ð Þ and Sf2 q�1ð Þ are the residual fault sensitivity transfer functions that
characterize the fault effect on the residual.

The fault isolation module proposed in this chapter is a generalization to a CIS of
the one used in [36] (see Fig. 3). The first component is a memory that stores
information about the fault signal occurrence history and the fault detection module
updates it cyclically. The pattern comparison component compares the memory
contents with the stored fault patterns. The classical Boolean fault signature matrix
concept [21] is generalized since the binary interface is extended to take into
account more fault signal properties. The last component represents the decision
logic part of the method whose aim is to propose the most probable fault candidate.

3.4.1 Memory Component

The memory component consists of a table in which events in the residual history
are stored. When /i ¼ 1, for each row, the first column stores the occurrence time
ko, the second one stores the maximum nominal residual ro

i computed according to
(5) considering the center of the uncertainty intervals do

ri;max ¼ max
k2 ko;koþTw½ �

ro
i ðkÞ
�� ��� �

ð9Þ

for every residual signal, and the last one stores the sign of the residual. If the fault
detection component detects a new fault signal, it updates the memory by filling
out all those fields. The problem of different time instant appearances of the fault

f1 f2 f3

r1 1 1 0

r2 0 1 1
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signal /i kð Þ is solved not indicating the isolation decision until a prefixed waiting
time Tw has elapsed from the first fault signal appearance. This Tw is calculated
from the larger transient time response from a non-faulty situation to any faulty
situation. After this time has elapsed, a diagnosis is proposed and the memory
component is reset in order to be ready to start the diagnosis of a new fault.
Following [15], inside this diagnosis window, the maximum activation value of the
memory-table ri;max and for one residual i changes only if the current nominal
residual is superior to the previous ones. Due to the max-operator activation values
can only rise. Using this strategy the effect of noise and non-persistence fault
indicators are filtered because just the peaks of activation are stored. The memory
table makes the residual history accessible for later computation by explicitly
storing that data. In this way, time aspects of fault isolation can be treated in a very
easy and straightforward way.

3.4.2 Pattern Comparison Component

The pattern comparison component compares the memory contents with the stored
fault patterns. Fault patterns are organized according to a theoretical FSM. This
interpretation assumes that the occurrence of fj is observable in ri, hypothesis
known as fault exoneration or no compensation, and that fj is the only fault
affecting the monitored system. Five different fault signature matrices are

new event 
occurred?

update 
memory

residuals 
evaluation

evaluation 
factor 01

evaluation 
factor sign

evaluation 
factor sensit

evaluation 
factor time

evaluation 
factor order

decision
 logic

Memory 
Component

Pattern 
Comparison 
Component

Decision Logic 
Component

diagnosed 
fault

Fig. 3 Fault detection and isolation logic scheme
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considered in the evaluation task: Boolean fault signal activation (FSM01), fault
signal signs (FSMsign), fault residual sensitivity (FSMsensit), and, finally, fault
signal occurrence order (FSMorder) and time (FSMtime). Theses matrices can be
obtained from the analysis of residual fault sensitivity (8). Details on the general
rules to obtain those matrices from (8) can be found in [29].

3.4.3 Decision Logic Component

The decision logic algorithm starts when the first residual is activated (that is,
/i ¼ 1) and lasts Tw time instants or till all fault hypotheses except one are rejected
because they do not fulfill the observed residual activation order/time or because
an unexpected activation signal has been observed according to those fault
hypotheses. Rejection is based on using the results of factor01j, factorsignj and
factororderj. If any of these factors is ‘zero’ for a given fault hypothesis, it will be
rejected. Every factor represents some kind of a filter, suggesting a set of possible
fault hypotheses. At the end of the time window Tw, for each non-rejected fault
hypothesis, a fault isolation indicator is calculated using factorsensitj and fac-
tortimej factors. Thus, the biggest fault isolation indicator will determine the
diagnosed fault. The fault isolation indicator associated to the fault hypothesis fj is
determined as it follows:

dj ¼ maxð factorsensitj

�� ��; factortimejÞ ð10Þ

So, the final diagnosis result can be expressed as a set of fault candidates with
their associated fault isolation indicator.

4 FTC in CIS

4.1 Motivation

Fault-tolerant control is an incipient research area in the automatic control field [9].
One way of achieving fault-tolerance is to employ a fault detection and isolation
(FDI) scheme on-line. This system will generate a discrete event signal to a
supervisor system when a fault is detected and isolated. The supervisor, in turn will
activate some accommodation action in response, which can be pre-determined for
each fault or obtained from real-time analysis and optimization. Due to the discrete-
event nature of fault occurrence and reconfiguration/accommodation, an FTC
system is a hybrid system by nature. Therefore, the analysis and design of FTC
systems is not trivial. For design purposes of these systems, traditionally the hybrid
nature has been neglected in order to facilitate a simple design, reliable imple-
mentation, and systematic testing. In particular, the whole FTC scheme can be
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expressed using the three-level architecture proposed by Blanke et al. [9] (see
Fig. 4).

• Level 1: ‘‘Control Loop’’. This level comprises a traditional control loop with
sensor and actuator interfaces, signal conditioning and filtering and the
controller.

• Level 2: ‘‘Fault Diagnosis and Accommodation’’. The second level comprises a
given amount of detectors, usually one per each fault effect which will be
detected, and effectors that implement the desired reconfiguration or other
remedial actions given by the autonomous supervisor.

• Level 3: ‘‘Supervision’’. The supervisor is a discrete-event dynamical system
(DEDS) which comprises state-event logic to describe the logical state of the
controlled object. The supervisor functionality includes an interface to detec-
tors for fault detection and demands remedial actions to accommodate the fault.

4.2 Fault-Tolerant MPC

Model Predictive Control (MPC) has become the accepted standard for CIS [32].
This control strategy computation is based on the implementation of a receding
horizon control strategy that poses and solves an optimal control problem at each
time k [11].

min
~uk

Jð~xk; ~uk; ~dkÞ ð11Þ

Fig. 4 Fault-tolerant control architecture
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subject to:

xðkjjþ 1Þ ¼ f ðxðkjjÞ; uðkjjÞ; dðkjjÞ; hðkÞÞ
uðkjjÞ 2 U j ¼ 0; . . .;Hp � 1
xðkjjÞ 2 X j ¼ 1; . . .;Hp

8<
:

where:

U ¼ u 2 R
mjumin� u� umax

� �

X ¼ x 2 R
njxmin� x� xmax

� �

and

~uk ¼ uðkjjÞð ÞHp�1

j¼0 ¼ uðkj0Þ; uðkj1Þ; . . .; uðkjHp�1Þ
� �

~xk ¼ xðkjjÞð ÞHp

j¼1 ¼ xðkj1Þ; xðkj2Þ; . . .; xðkjHpÞ
� �

~dk ¼ dðkjjÞð ÞHp�1

j¼0 ¼ dðkj0Þ; dðkj1Þ; . . .; dðkjHp�1Þ
� �

According to this algorithm, at each time step, a control input sequence ~uk of
present and future values is computed to optimize the performance function
Jð~xk; ~uk; ~dkÞ, according to a prediction of the system dynamics over the horizon Hp.
However, only the first control input ukj0 is actually applied to the system. The
same procedure is restarted at time k + 1, using the new measurements obtained
from sensors that allow estimating the actual value of system states to initialize the
optimization problem (11). In this way, feedback from the telemetry system is used
that allows the optimal control strategy to be re-computed at each time k.

At the next time step, the computation is repeated starting from the new state
and over a shifted horizon, leading to a moving horizon policy. The solution relies
on a linear dynamic model, that respects all input and output constraints, and
optimizes a quadratic performance index. Thus, as much as a quadratic perfor-
mance index together with various constraints can be used to express true per-
formance objectives, the performance of MPC is excellent. Over the last decade a
solid theoretical foundation for MPC has emerged so that in real-life large-scale
MIMO applications controllers with non-conservative stability guarantees can be
designed routinely and with ease [38, 41].

Fault-tolerance against faults can be embedded in MPC relatively easily [28].
This can be done in several ways:

(a) Changing the constraints in order to represent certain kinds of faults, being
especially ‘‘easy’’ to adapt the algorithms for faults in actuators.

(b) Modifying the internal plant model used by the MPC in order to reflect the
fault influence over the plant.

(c) Relaxing the initial control objectives in order to reflect the system limita-
tions under fault conditions.
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However, each way relies on an associated assumption:

(a) The nature of the fault can be located and its effects modeled.
(b) The internal model of the plant can be updated, essentially in an automatic

manner.
(c) The set of control objectives defined in the MPC design process can be left

unaltered once the fault has occurred.

5 Integration of FDI and FTC

One important question to emphasize is that the key to any FDI and FTC mech-
anisms is the existence of system redundancies (physical or analytical). Physical
redundancies always come at additional cost for extra components and with added
inconveniences, such as increased weight, size and cost of maintenance. Analytical
redundancies necessitate building precise analytical models of the system and
adapting these models to the operating condition changes of the CIS. Clearly, one
has to seriously analyze the problem at hand to justify the use of FDI and/or FTC
of CIS.

In the literature, the research and technological efforts on active fault tolerant
control systems have been focused on fault detection/isolation/estimation mech-
anisms and on control system reconfiguration schemes. As a matter of fact, a
significant amount of research and techniques have been accomplished separately
in these areas. In comparison, relatively little work [24] has been done to integrate
the developed methodologies from these areas together to produce an efficiently
active fault tolerant control system.

Concerning the controller reconfiguration, a lot of work has been carried out
under the assumption that a perfect model of the faulty system is already available
and the task of reconfigurable control is simply to stabilize the faulty system and to
recover the original system performance as much as possible based on the exact
fault system model. Certainly, the availability in real-time of the fault system
model is a big assumption. The uncertainty of the fault diagnosis module to isolate
the real fault from the limited number of sensors in CIS, the difficulty to properly
estimate the real magnitude of the fault in the system and the time delay to detect,
isolate and estimate the fault system model are three important questions to take
into account in the design of a fault tolerant control mechanism.

For actuator faults in a multivariable system such as a CIS, the FDI and FTC
modules can be integrated switching the actuator suspicious of abnormal behavior
by another safety actuator without waiting for the estimation of the fault magni-
tude in the suspicious actuator. In [39], a fault tolerant controller for a PEM fuel
system has been designed considering that one actuator (the compressor) is
switched off because it is suspicious to be faulty, and another actuator (fuel valve)
is used to control the excess of oxygen in the PEM fuel cell system. This strategy is
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quite conservative, because the mechanisms switch off a suspicious component
that could be partly used should the actuator not be broken.

Another strategy is to take into account the dynamic knowledge of the fault
situation in real time using model falsification method by [13, 22] which uses a
different philosophy. Rather than identifying the most likely model of the faulty
system, models that are not compatible with the input/output data are invalidated,
thus avoiding the computation of decision thresholds. Figure 5 shows how the
model falsification method works for a simple example. Assume that at a time four
possible models M1, M2, M3 and M4 exist for a given real system. We are
interested in deciding which model (if any) is able to explain the input/output data
sequence that we are obtaining from the sensors and actuators measurements.
Therefore, assume that, at a given time, t0, all four models are plausible, as
depicted in Fig. 5. Further, suppose that at time t1, model M3 is invalidated, i.e.,
sensor measurements cannot be explained by model M3. Moreover, consider that
at time t2 model M4 is invalidated, and finally, model M1 is invalidated at time t3.
Then at time t3, we conclude that the only model capable of explaining the sensor-
actuator measurements by the system is model M2.

The fault tolerant control strategy based on this falsification model method
requires the design of a set of passive fault tolerant controllers obtained from a
large number of fault models (M1, M2, M3 and M4 in the example) to only one
fault model (M2 in the example). Obviously, as the number of potential failure
scenarios increase, the overall performance of the controller becomes less and less
effective for each fault.

The philosophy of an integrated FDI and FTC scheme is essential to integrate
all the tasks (detection/isolation/estimation of the fault and reconfiguration) of an
active fault tolerant control in one design cycle. It is shown in the previous section
that MPC is a very suitable method. The reason is because it integrates the esti-
mation of the model parameters, and actuators/sensors new limits and adequate in
real time the control actions to the new model of the system taking into account
explicitly the new sensor/actuators restrictions. And for this reason, we select the
MPC as the most interesting strategy to integrate the FDI and FTC for CIS.

M2

M1 M4

M3

M1 M2

M4

M1

M2 M2

t0 t1 t2 t3

Fig. 5 The falsification model method in one simple example
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6 Sensor and Actuator Placement

6.1 Background

In spite of their simplicity, structural models can provide much useful information
for FDI and FTC design which in turn makes solving the sensor and actuator
placement problem easier. In the literature, several researchers have addressed the
optimal sensor and actuator placement problem. Bagajewicz et al. [2] formulate a
mixed-integer linear program based on a digraph representation of the fault
propagation behaviour. The goal is to design a sensor network for a chemical
process that provides a good estimate of the state of the system and such that a set
of faults can be detected and isolated.

In [26], the sensor placement problem is addressed by analyzing the analytical
redundancy properties of a structural model based on the Dulmage-Mendelsohn
(DM) decomposition, an efficient tool to analyze bipartite graphs. A comparative
study on different sensor placement strategies is done in [46].

The problem of sensor placement in water networks has been addressed in
several works. In [44] the cheapest sensor configuration is chosen such that some
leak detection and isolability properties are satisfied, whereas in [45] sensors are
chosen such that the leak isolability property is maximized while satisfying a
budgetary constraint on the sensor configuration cost. In [6], water safety and
security are addressed taking into account the network topology. Sensors are
placed in order to assure the early detection of maliciously injected contaminants.

Transport networks have also been the focus of sensor placement strategies. In [7],
the minimum number and location of counting points is determined in order to infer
all traffic flows. Anderson et al. [1] develop a sensor location methodology aiming for
homeland security. The goal is to optimally place monitoring devices for detecting
malicious entities or materials transported on roadways around urban regions.

Sensor placement based on fault tolerant properties has been addressed in [52].
Sensors are chosen such as a redundancy degree is guaranteed against sensor
failures when a reconfiguration strategy is used. The same concept of redundancy
degree is applied in [42] to evaluate the fault tolerant properties of a system under
actuator faults. Based on these ideas an actuator placement methodology could be
easily developed.

6.2 General Problem Formulation

Let I be the set of candidate instruments. This set contains all sensors and actuators
that are eligible for installation.

Let F be the set of faults that can affect process components. In general, these
faults can concern components that are already installed in the system, as well as
candidate instruments that are chosen by the sensor and actuator placement
algorithm.
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The fault diagnosis and fault tolerance properties will be stated in terms of
F. Some examples of such properties are: the set of detectable faults, the set of
isolable fault pairs, or the redundancy degree to actuator or sensor fault tolerance.
Assume that a function P exists that evaluates whether a given set of fault diag-
nosis and fault tolerance properties T would be satisfied if an instrument config-
uration I � I was chosen for installation. Thus:

P M; T; Ið Þ ¼ 1; if T is fulfilled
0; otherwise

�
ð12Þ

Remark that this function requires a system modelM. In our approach this will
be a structural model.

Function P induces a two-class partition in the set 2I as follows:

2I
� 	þ ¼ I � I P M; T ; Ið Þ ¼ 1jf g
2I
� 	� ¼ I � I P M; T ; Ið Þ ¼ 0jf g

Thus, 2I½ �þ contains all instrument configurations that satisfy T. Among these,
an instrument configuration I* exists that minimizes a certain cost function
J. Therefore, the optimal sensor and actuator placement problem can be formally
stated as follows:

min
8I2I

J M; Ið Þ

subject to:P M; T ; Ið Þ ¼ 1
ð13Þ

Remark that J also requires, in general, the process knowledge through modelM.

6.3 Solving the Sensor Placement Problem

Several approaches exist that solve the optimal problem defined in (13). In this
section, the approach proposed in [44] is recalled, where an optimal sensor
placement problem is solved based on a branch and bound strategy.

The cost function J in (13) is stated in terms of the cost of the sensor config-
uration S, C(S). This cost can concern different issues, such as economical price,
reliability, precision and ease of installation.

The set of system properties T in (13) is stated through two sets:

FD ¼ f 2 F f is detectablejf g
FI ¼ fi; fj

� �
2 F � F fi is isolable from fj

��� � ð14Þ
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Thus, fault detectability and isolability specifications are stated.
The recursive Algorithm 1 searchOp solves the sensor placement problem

based on a depth-first search with backtracking. Function isFeasible corresponds
to function P in (13), and it is implemented based on the DM decomposition of the
structural model. The fault detectability property is implemented based on Eq. (4),
whereas the fault isolability property is determined applying Eq. (7).

A tree is built during the search, where each node in the tree consists of two
sensor sets:

• node.S: a candidate sensor configuration to test
• node.R: a set of sensors that can be individually removed to create the corre-

sponding child nodes in the tree.

Throughout the search, the best solution is updated in S*, whenever a feasible
solution with a lower cost than the current best one is found. A branch exploration
is terminated at some node whenever any of the following two conditions is
fulfilled:

• The lowest sensor configuration cost among the descendants of the current
node is not lower than the cost of the current best solution.

• The fault detectability and isolability specifications for the current sensor
configuration are not satisfied.

Algorithm 1 is initialized with the candidate sensor set as the root node of the
search tree, the candidate sensor set as the current best sensor configuration, the
cost corresponding to the candidate sensors, the fault-free system model and the
desired fault detectability and isolability specifications.
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6.4 Guidelines to Solve Other Sensor and Actuator
Placement Problems

In the previous section, the solution to a particular sensor placement problem has
been described. In this section, some guidelines will be given on how to address
other alternative sensor and actuator problems derived from (13).

Algorithm 1 searches the lowest cost sensor configuration that fulfills the given
fault diagnosis specifications (14). However, ensuring such diagnosis specifica-
tions might lead to an optimal solution with a large sensor configuration cost that
could exceed the budget assigned by the company. A more appealing approach for
a company is the one developed by Sarrate et al. [45]. A key contribution of this
work is the concept of the isolability index as a measurement of the fault diagnosis
performance achievable in a system. This index measures the number of fault
isolability pairs in FI (i.e., |FI|). Then, this measurement allows to set up a sensor
placement problem based on a fault diagnosis performance maximization under
the constraint of a given maximum sensor configuration cost. Thus, this new
formulation becomes appropriate in CIS with a bound in the budget assigned to
instrumentation.

The fault tolerance property of a system critically depends on the set of sensors
and actuators available. Thus, faults affecting either sensors or actuators can
jeopardize its fault tolerance capability. In [9], the structural observability and
controllability are characterized. Observability and controllability are key system
properties to address fault tolerance. Observability states whether a given set of
measurements (i.e., sensors) are sufficient to estimate the system state, whereas
controllability states whether a given set of control variables (i.e., actuators) are
sufficient to bring the system to a target state.

In [52], the concept of redundancy degree concerning sensors is introduced. For
a given sensor configuration the sensor redundancy degree states how many
sequential sensor faults can be tolerated such that the system fault tolerance
capability is preserved. Algorithm 1 could be adapted to address the fault tolerant
specifications by reformulating the function isFeasible such that, for a given
sensor configuration, it checks whether a nominal sensor redundancy degree is
satisfied. The fault tolerance capability could be measured based on the structural
observability, which could be evaluated by applying the DM decomposition.

The concept of redundancy degree can also be applied to actuators. For a given
actuator configuration, the actuator redundancy degree states how many sequential
actuator faults can be tolerated such that the system fault tolerance capability is
preserved [42]. In such a framework, a similar algorithm to Algorithm 1 could be
designed to address the fault tolerant specifications. The algorithm would search
for an actuator configuration such as a nominal actuator redundancy degree is
satisfied. Function isFeasible should be reformulated so that it measures the
actuator fault tolerance capability based on the structural controllability, which
could be evaluated by applying the DM decomposition.
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7 Application Case Study: Barcelona Water Network

7.1 Description of Network

7.1.1 Transport Network

The Barcelona water network supplies water to approximately 3 million con-
sumers, distributed in 23 municipalities in a 424 km2 area. Water can be taken
from both surface and underground sources. The most important ones in terms of
capacity and use are Ter, which is a surface source, and Llobregat, where water
can be taken from one surface source and one underground source. Water is
supplied from these sources to 218 demand sectors through around 4645 km of
pipes. The complete transport network has been modelled using: 63 storage tanks,
3 surface sources and 7 underground sources, 79 pumps, 50 valves, 18 nodes and
88 demands. The network is controlled through a SCADA system (Fig. 6) with
sampling periods of 1 h. For the predictive control scheme a prediction horizon of
24 h is chosen. This record is updated at each time interval.

In Fig. 7, the whole network representation using elements of the modelling and
optimal control tool used is shown. It is a simplified model of the real system:

• Each demand is actually another more detailed network of connections to
hundreds or thousands of users.

• Each actuator can integrate several pumps or valves working in parallel.

Telecontrol centre

Telecontrol information system 
implemented using TOPKAPI SCADA 

software

Telecontrol System

Datalogger

Sensors

MODBUS 
via XTC o GSM

Fig. 6 Telecontrol of Barcelona water distribution system
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7.1.2 Distribution Network

The distribution network is organised as a District Metered Area (DMA). The
DMA network used as the case study in this work is located in the Barcelona area
(see Fig. 8) located at pressure floor 55 of the water transport network. It has 883
nodes and 927 pipes. The network consists of 311 nodes with demand (RM type),
60 terminal nodes with no demand (EC type), 48 nodes hydrants without demand
(HI type), 14 dummy valve nodes without demand (VT type) and 448 dummy
nodes without demand (XX type). The network has two inflow inputs modeled as
two additional reservoir nodes.

7.2 Mathematical Model

A water network system will generally contain a number of flow or pressure-
control elements, located at the supplies, at the water treatment plant inlets or
within the network, and controlled through the telecontrol system. The dynamic
model of a water network is represented as in (1). This general model could be
specified by basic relationships. Function g represents the mass and energy balance
in the water network and relates the stored volume in tanks, x, with the manipu-
lated tank inflows and outflows; it can be written as the difference equation plus a
saturation
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xiðk þ 1Þ ¼ xiðkÞ þ ð
X

i

qin;iðkÞ�
X

j

qout;jðkÞÞ

xmin� x� xmax

ð15Þ

where qin,i(k) and qout,j(k) correspond to the i-th tank inflow and the j-th tank
outflow, respectively, given in m3/s, and xmin and xmax denote the minimum and the
maximum volume capacity, respectively, given in m3.

In a water network, nodes correspond to intersections of mains. Function
f represents the static equation that expresses the mass conservation in these ele-
ments can be written as

X
i

qin;iðkÞ �
X

j

qout;jðkÞ ¼ 0 ð16Þ

where qin,i(k) and qout,j(k) correspond to the i-th node inflow and the j-th node
outflow, respectively, given in m3/s. Input and outputs flows in a the transport
network are controlled using actuators (pumps and valves) while in the distribution
network those flows depend of the difference of pressure between nodes

ql ¼ c sgn pi � pj

� �
pi � pj

�� ��� �c ð17Þ

Fig. 8 Barcelona DMA
network
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7.3 FDI in the Barcelona Water Network

The case study used to illustrate the FDI methodology proposed in this chapter is
based on part of this network. It includes two subsystems, known as Orioles and
Cervello (Fig. 9). This part of the network includes the following elements:

• Tanks: d150SBO, d175LOR, d147SCC, d205CES, d263CES
• Actuators with sensor flows: iStBoi, iOrioles, iStaClmCervello, iCesalpina1,

iCesalpina2
• Demands with sensor flows: c157SBO, c175LOR, c147SCC, c205CES,

c263CES
• Sensor levels: d150SBO, xd175LOR, xd147SCC, xd205CES, xd263CES

In this study case the aim is to detect faults in actuators and sensors.
The case study model has 28 equations, being the set of unknown variables

X ¼ xi; qin;i; qout;i; di

� �
and the set of known variables O ¼ ui; yj

� �
for i = 1,..,5

Fig. 9 Case study subsystems. a Orioles subsystem. b Cervello subsystem
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and j = 1,..,15, where di is the demand and yj means all the measured variables,
which include the sensors described below. The structural model has been rep-
resented by a biadjacency matrix (Fig. 10).

Applying the algorithm proposed by Rosich et al. [43], 21 possible MSO sets
are found. The computational form of each ARR residual could be implemented by
a non-linear observer when the ARR includes tanks dynamics or a parity equation
otherwise.

Considering fault in the actuators, fPi, flow transducers, fFi, level transducers,
fLi, and demand transducers fdi, for i = 1,…,5, the fault signature matrix shown in
Fig. 11 is derived. This fault signature matrix includes binary and sign
information.

According to Definitions 3.1 and 3.4 all considered faults are detectable and
only fPi and fFi are isolable. For instance, in Fig. 11 {fLi, fdi} can not be isolated
because both are not observed independently. But if information about the residual
sign is taken into account, both can be distinguished. Notice that the information
provided for both transducers, {fLi, fdi}, are essential for computing residuals; they
can be considered as critical sensors. A failure in one of these sensors modifies the
ARR sets, R, resulting to an undetectable fault.

The fault detection and isolation procedure described in Sect. 3 has been
applied in a simulation case. Figure 12 shows the first 8 residuals and fault signal
evolution when a drift in sensor iOrioles flow, fP2, is introduced at hour 362.

The time evolution of factor01 and factorsign are plotted at every time instant
in Fig. 13. It can be seen that both factors indicate as a maximum fault hypothesis
fP2. There are also others activated factors but with a less indication.

Fig. 10 Biadjacency matrix of the study case
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7.4 FTC in the Barcelona Water Network

Four tests/analyses have been made over the case study. Figure 14 shows the
sequence of tests performed. The first test consists of finding the critical network
actuators by means of its structural analysis. These critical actuators are those
which, without them (outage), the connectivity of a path is lost. Results of this test,
collected in Table 1, show an important number of critical actuators within the
network. This fact is caused by the topology and the way the network elements are
connected: most actuators (either valves or pumps) are just connected between
tanks and demands. Therefore, if an actuator fault occurs, the corresponding
demand will not be satisfied.

The second analysis performed on the Barcelona DWN focuses on the deter-
mination of those actuators whose physical constraints limit the capacity of water
transport thought a certain path. Notice that this analysis does not consider any
fault in these actuators. The analysis, performed by using an optimization algo-
rithm, also results in the determination of several alternative paths through which
the water transport is possible (or even mandatory) given the constraints of the
paths for supplying demands. Results of this latter analysis yields the determina-
tion of another critical actuator: actuator 52 (namely vBesos-MontCerd). Notice
that the increase in the amount of constraints is not significant.

The third analysis naturally focuses on the set of optimal paths including the
objective function of the MPC controller and the system constraints (in states and

Fig. 11 Theoretical fault signature matrix FSM using binary and sign information
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actuators). Path details are not provided here, but the total economic cost of
maintaining a functional network with satisfaction of all the demands is 502.25
e.u.
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Fig. 12 a Residuals and b fault signal evolution with a drift fault in sensor iOrioles flow
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Fig. 13 Fault signal analysis based on factor01 and factorsign. a factor01, b factorsign
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Fig. 14 FTC analysis of the
Barcelona DWN

Table 1 Structural critical actuators

Number Name Number Name

122 iAltures 68 iMntjeStaAmalia

10 iBegues 1 69 iMntjeTres Pins

6 iBegues2 3 iOrioles

2 iBegues 3 23 iPalleja1

1 iBegues 4 24 iPalleja2

31 iBellsoleig 26 iPalleja4

61 iBonavista 30 iPapiol1

20 iCanGüell 88 iSJD10

17 iCanGüell2d3 7 iStBoi

16 iCanGüell2d2 9 iStCliment1

18 iCanGüell1d2 5 iStCliment2

19 iCanGüell1d5 40 iStGenis 1

15 iCanGüell2 38 iStGenis2

14 iCanGüell3 13 iStaClmCervello

21 iCanRoig 45 iStaMaMontcada

57 iCanRuti 35 iTibidabo

37 iCarmel 56 iTorreBaro 1

43 iCerdMontflorit 65 iTorreoCastell

12 iCesalpina1 44 iVallensana1

11 iCesalpina2 8 iViladecans 1

82 iCornella100 4 iViladecans2

39 iFlorMaig 25 vAbrera

109 iFinestrelles300 54 vCerdanyola90

62 iGuinardera1 63 vMontigala

60 iGuinardera2 27 vPalleja70

101 iLaSentiu 90 vSJD

34 iMasGimbau1 104 vSJDTot

31 iMasGimbau2 58 vTer

100 iMasJove 59 vTerStaColoma
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Finally, performance analysis has been performed as a fourth test. The test has
been performed using the objective function in the MPC controller, where the b
array is formed with the real values for the actuator constraints. Several simula-
tions using MATLAB have been performed, including a faulty component at a
time; if a feasible solution is found, the cost of maintaining an operational network
is computed and compared with costs obtained in previous analyses.

The difference in prices shows the impact that a single malfunctioning actuator
has in the entire network. Results from this analysis are collected in Table 2.
Notice that all comparisons are preformed taking into account an optimal func-
tioning price (under faultless conditions) of 502.25 e.u. Moreover, the faulty price
denotes the functioning price under faulty conditions.

According to the analysis made in this system, some actuators do not have a
significant impact in the total performing cost (overrun over 1 %, e.g., actuators
28, 29, 33, 64, 71, 80, 81, 85, 87, 94, 107, 108, 113), but there are some others
(such as 78 or 89) that induce an important increase in the price, taking into
account the daily estimation. These latter actuators are shown in Table 2. Deg-
radation in prices obtained with this analysis can be the foundation for the
introduction of redundant actuators in the network or an alternative way of fault
tolerant strategy.

7.5 Sensor Placement for Leakage Detection and Isolation

The DMA network is originally represented as a directed graph G = (N,L) where
pipe junctions are nodes, N, and pipes are edges, L. Each node represents, at the
same time, a pressure variable and a flow balance equation. Similarly, each edge
represents a flow variable and a pipe equation.

Now, the structural model of the water network can be defined as the bipartite
graph involving the equation node set M and the unknown variable node set X. Let
MN be the set of flow balance equations and ML be the set of pipe equations, so

Table 2 Cost overrun analysis in some actuator faulty scenarios

Actuator no Faulty price (e.u.) Cost overrun (%)

41 514.44 2.43

47 515.94 2.73

74 528.05 5.14

78 557.62 11.03

86 515.08 2.55

89 556.22 10.74

97 510.49 1.64

102 539.87 7.49

103 552.21 9.95
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M ¼ MN [ML. Note that there are as many equation in MN as nodes in G and as
many equations in ML as edges in G. Thus, 1810 equations for the Barcelona DMA
network are used here. On the other hand, let Q be the set of flow variables and
P be the set of pressure variables, then it holds that X ¼ Q [ P. Therefore, the
number of unknown variables is 1810. The edges of the structural model are
defined from graph G (see Sect. 2). In Fig. 15, the resulting structural model is
depicted in biadjacency matrix form where the equation set corresponds to rows
and the variable set corresponds to columns. A dot in the (i,j) element indicates
that there exists an edge incident to equation ei 2 M and variable xj 2 X, i.e.,
ei; xj

� �
2 A. Note that the structural model of the DMA network is a just-deter-

mined model where all unknown variables can be computed, i.e., the model could
be used for simulation.

It should be noted that when a leak is present in a dummy node (XX type), the
corresponding Eq. (16) does no longer hold. Indeed, a term qf should be added to
the equation so that the model becomes consistent with the faulty water network.
However, since detecting inconsistencies in the equation is the objective of model-
based diagnosis, the term qf is omitted and the set of faults, or leaks, is now
represented as the subset of structural model equations in MN related to dummy
nodes. Therefore, the following set of fault equations is defined as

MF ¼ e 2 MN je comes from an XX type nodef g

The set of sensors is characterized by the subset of pressure variables in P such
that its corresponding node is an RM type node. When a sensor measuring pressure
pi is placed, an equation of the form of pi ¼ p̂i is added to the structural model,
where p̂i. is the known measured value.

Before the sensor placement problem is solved, the maximum leakage detection
and isolation specifications must be determined. This can be straightforwardly
done by placing all candidate sensors in the model and then performing

Fig. 15 Structural model of
the DMA network
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diagnosability analysis according to the detectability and isolability definitions in
Sect. 3. The results obtained from this analysis are that all leaks can be detected,
and 417 out of 448 leaks can be completely isolated from any other leak. More-
over, there are 16 leaks that are pair-wise non-isolable (they can be isolated from
any other leak except the paired one), two sets of three non-isolable leaks each, a
set of 4 non-isolable leaks and a set of 5 non-isolable leaks. In conclusion, there
are 31 out of 448 leaks that cannot be completely isolated and in the worst case,
when one of the 5 non-isolable leaks is present, we will not be able to isolate the
correct one, among the 5 leaks.

The optimal sensor placement algorithm presented in Sect. 6 is now applied to
the Barcelona DMA water network. Since all candidate sensors are of the same
type (all of them measure pressure), the cost of installing a sensor is assumed to be
equal for all candidate sensors. Therefore, solving the sensor placement problem
involves finding the minimum cardinality sensor set that satisfies the maximum
leakage detection and isolation specifications.

The optimal sensor configuration is found in just 55.5 s after applying Algo-
rithm 1. The 12 nodes corresponding to the optimal sensors are labeled in Fig. 16.
The optimal solution seems reasonable since it involves sensors related to nodes
located in peripheral loop-free branches in the graph. This is mainly due to the fact
that redundancy concerning nodes located in loop-free branches is more difficult to
attain than redundancy concerning nodes located in loops.

Fig. 16 DMA optimal
sensor location
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Algorithm 1 has been proven to be highly efficient. Given a set of 311 candidate
sensors, the sensor placement algorithm searches a solution among 2311 potential
sensor configurations. Obviously, checking all of them would be unaffordable.
However, Algorithm 1 just needs to traverse 714,392 sensor configurations. Of
these, the fault diagnosis specifications are only verified against 4,740 sensor
configurations.

Note that the same diagnosis capabilities obtained by installing all 311 candi-
date sensors, are now achieved by just installing 12 sensors, which a significant
improvement is regarding the investment that the water company should confront.

8 Conclusions

Critical infrastructure systems (CIS) are complex large-scale systems which in turn
require highly sophisticated supervisory-control systems to ensure that high per-
formance can be achieved and maintained under adverse conditions. The global
RTC need of operating in adverse conditions involve, with a high probability,
sensor and actuator malfunctions (faults). This problem calls for the use of an
on-line FDI system able to detect such faults and correct them (if possible) by
activating fault tolerant mechanisms. FTC techniques such as the use of soft sensors
or using the embedded tolerance of the controller, prevent the global RTC system
from stopping every time a fault appears. To exemplify the FDI and FTC meth-
odologies in CIS, the Barcelona drinking water network is used as the case study.
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Wireless Sensor Network Based
Technologies for Critical Infrastructure
Systems

Attila Vidács and Rolland Vida

Abstract This chapter presents an overview on how wireless sensor networks (WSN)
can be used in critical infrastructure systems (CIS). First, the architecture of a typical
sensor node is presented, and it is shown how these nodes can be grouped to form a
network. Then, the requirements of a traditional WSN (such as low complexity,
energy efficiency, scalability, or self-organization) are given, and those special
requirements are highlighted that are characteristic to CIS: reliability, availability,
real-time operations, security, etc. Currently available sensing and communication
technologies that best fit these special requirements are also given. In the second part
of the chapter some specific use cases are described: WSN for water system moni-
toring, electric power system monitoring, and nuclear reactor monitoring.

Keywords Sensor motes � Wireless sensor networks � WSN technology � WSN
requirements � Water system monitoring � Electric power system monitoring �
Nuclear reactor monitoring

1 Intelligent Sensors and Sensor Networks

Sensors are everywhere around us. Most of them are discretely hidden and
unnoticed, but they do their job, monitor their physical environment (e.g., tem-
perature, light conditions, radioactivity). Such sensors are used in our everyday life
since they are deployed in our cars, homes, and workplaces. Devices such as
mercury thermometers, watt-hour meters, barometers, carbon monoxide detectors,
or seismographs are well known and intensely used.
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These sensor devices are passive; they are merely the input devices to collect
information for the system. Usually there are more than one sensor connected to the
controlling entity. Taking one step forward towards intelligent sensors, we can have
sensor devices equipped with some kind of intelligence (i.e., processor and memory)
so that they can be capable of data collection, (pre-)processing and even self-con-
figuration regarding how the sensing task is performed. For example, the intelligent
thermometer can monitor the inside and outside temperature, taking notes on the
daily minimum and maximum values, and it can adaptively set its sampling interval
to save battery when the operating temperature of the device is too low.

Taking one more step forward we can implement communication capabilities to
the sensors in order to be able to share information. They can do it either by
communicating to a master device, being simple slave nodes, or—more interest-
ingly—they can communicate with each other as sensor peers. Assuming bidi-
rectional peer-to-peer communication among sensor nodes, the vision of a network
of intelligent sensor devices is attained, also referred simply as a sensor network.

Although most of the actual sensors are wired constructions, when we talk
about sensor networking the wireless communication is almost immediately
assumed. The reason behind this is that most application scenarios assume a (very)
large number of nodes distributed over a (relatively) large geographical area. This
excludes the possibility of manual node configuration, making it impossible to
wire each of the nodes. This is why we talk about wireless sensor networks
(WSNs). Note, however, that wireless here means not just wireless communica-
tion, but operation without wired energy supply.

Many different kinds of sensor networks exist, and many more could be
imagined and developed. The enabling sensor networking technology does not
seem to be the bottleneck any more; a wide range of general building blocks and
technological solutions are already available. The technological progress made it
possible to manufacture sensors at a microscopic scale using the MEMS (Micro-
electro-mechanical Systems) technology. The goal is to build sensors that provide
significantly higher speeds and sensitivity, but on the other hand are cheap and
tiny. Their size and low price permits then to deploy hundreds or thousands of
them inside the area that has to be monitored. Nevertheless, these cheap and tiny
devices have limited resources (memory, processing power, energy); therefore,
special operation and communication schemes have to be designed and imple-
mented in order to cope with these limitations. The real challenge is to design and
develop solutions using sensor network technology to a particular application area
of interest, such as critical infrastructure monitoring.

1.1 Sensor Node Architecture

A typical sensor node, also called as mote, consists of five main parts. One or more
sensors sense and collect data from the environment. The sensors can be built-in,
or they can be installed on a separate sensor board. The central unit in the form of
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a micro-controller manages the operation tasks. A transceiver (radio) module is
used for communicating with other devices, and some memory is used to store
measured data and also the application software. Energy supply is solved using
batteries. Besides the main components, some LEDs and buttons, and a serial
communication interface can be integrated as well.

1.2 Sensor Network Architectures

A wireless sensor network (WSN) can be regarded as a sensing system: sensing the
physical world and providing the collected information to the users (humans or
control system intelligence). The monitored data gathered by the (typically many)
sensor nodes is sent to one or more sinks which are connected to other networks
(e.g., Internet) through a gateway. Thus, a typical network installation has many
simple nodes and a few special ones called sink nodes (or base stations) which are
connected to the Internet. The measurement data can be transmitted either directly
or through intermediate relay nodes (called multi-hop), to one or several sinks. The
nodes can be static or mobile, and different sensing motes (i.e., heterogeneous) can
be considered as well. A traditional homogeneous single-sink WSN topology can
be seen in Fig. 1 as an example.

1.3 Information Gathering and Communication

Data gathering
Information gathering in sensor networks can follow different patterns,

depending mostly on the specific needs of the applications. In a time-driven sce-
nario all sensors send data periodically to the sink. As opposed to this, in the event-
driven case sensors start communicating with the sink only if sensing an event, i.e.,
a situation that is worth reporting. Finally, in a query-driven scenario a sensor
transmits its data only if the sink asks for it.

Communication
If the covered area is small, sensors can send their data directly to the sink. In

larger setups—e.g., covering a large geographical area—the range of the sensors’
radio is in general quite short when compared to the network size. In this case,
multi-hop communication is used: the sensors forward each others’ data toward the
sink.

Routing
In general, it can be said that the majority of routing protocols assume

homogeneous and static sensor nodes. There are literally hundreds of proposals for
routing protocols in WSNs (see for example [1] for an excellent survey).
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2 WSN for CIS

Critical Infrastructure System monitoring and protection requires continuous
monitoring to detect either accidental failures or intentional attacks. The tech-
nology that can achieve this can be the wireless sensor networks. On one hand,
equipment control and diagnosis of CIS as the targeted application sets require-
ments that drive the selection of WSN technologies and protocols. On the other
hand, the inherent features of WSN and radio communication pose constraints to
the application’s performance. As a result of this, there is a mismatch between the
‘‘traditional’’ requirements and the definition of WSN in the literature when
compared to wireless sensors used for CIS. WSNs for CIS have some additional
requirements (e.g., security, reliability) and some of the generally assumed
properties (e.g., self-organized, ad hoc) are no longer (or not fully) adequate.
Similarities and differences are highlighted next.

2.1 Traditional WSN Requirements

Low cost, low complexity
Wireless networks have the cost advantage over wired networks since instal-

lation and maintenance costs tend to be lower. Upgrading and replacing wireless
devices is also easier and more flexible. On the other hand, low complexity results
in limited capabilities.

Energy efficiency
To assure long network lifetime while operating unattended, energy efficiency

in all parts of the system is crucial. This is true at all levels: hardware components,
physical layer, MAC, routing, and application protocols. For example, at physical
and MAC layers the nodes should operate with low duty cycles by spending most

Fig. 1 Typical wireless sensor network architecture
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of their time in sleep mode. However, sleep modes make it harder to synchronize
nodes and special attention is needed when designing the communication protocols
and end-to-end networking.

The design of energy efficient communication and operation solutions is a must.
When a node is in an active state transmitting or receiving information over the
radio it consumes much more energy than when being active but just processing
information, not to mention the passive state when the node sleeps. The ratio of
energy consumption when transmitting compared to processing is much larger
than one, it is rather more than one hundred or even one thousand in most plat-
forms [3]. For this reason, the communication protocols need to be designed to be
highly energy efficient, or in other words, minimize packet transmissions over the
air interface and, equally important, avoid idle listening and overhearing (i.e.,
receiving packets not intended to that particular node). But energy efficiency is not
just about minimizing radio transmissions. It can easily happen that the processing
task of a sensor node becomes extensive and takes much longer time than it is
needed to transmit the resulting information bits over the radio. If that is the case
(e.g., when data encryption algorithms are running), care should be taken to design
computationally efficient algorithms and protocols for the specific application.

Scalability
The simplest single sink topology lacks scalability, as well as the direct com-

munication limits the network size. Although allowing multiple sinks provides
scalability in theory, this is not a trivial extension of a single sink solution from the
engineering point of view. The network topology and communication protocols are
necessarily more complicated in the multi-sink case, giving rise to more distrib-
uted networking solutions. Besides the additional complexity, the distributed
networking provides many advantages from the applications point of view as well.
The requirements on scalability are in-line with the fact that the large-scale nature
of CIS calls for a scalable and low cost technology.

Self-Organization and Self-Healing
Wireless networks in general have the ability to organize and reconfigure

themselves into (cost) effective communication networks.

2.2 WSN Requirements for CIS

The application requirements of CIS monitoring and protection strongly affects the
choice of WSN technology. Effective protection of critical infrastructures requires
an increased innovation and development of advanced, intelligent detection and
sensor systems for both physical and cyber aspects [18].

Reliability and availability
A powerful centralized control center together with a robust information

infrastructure with high-speed and reliable communication links are essential for
CIS operation and management. However, these centralized elements are espe-
cially vulnerable during serious attacks or damages to the system. Besides
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protecting the centralized control elements, a distributed intelligent control system
would be desirable in critical situations to ensure at least partial operation of the
whole system to avoid total system failures. One solution to provide such a dis-
tributed monitoring and control system is to use WSN technologies for CIS pro-
tection. The communication must be robust to interference and failures as well.

Real-time operation
Timely monitoring and alerting is a must if a problem is detected or is likely

going to happen soon. Both proactive and reactive operations can be desirable for
the WSN. The sensor network can be deployed on the spot when needed in critical
situations. It can be seen as a self-powered, redundant and robust monitoring and
communication system, collecting and providing real-time information of the
system and its surrounding physical environment.

Integrity and security
Robustness against attacks is among the primary requirements. This should be

even more emphasized since a WSN can be highly vulnerable against attacks if no
special attention is given to it. In CIP applications solutions are needed to protect
the WSN itself. In [4] the authors give an overview of the security challenges and
the approaches to ensure dependability of WSN for CIP at three layers: the node
architecture, the networking protocols, and the service layer. One proposed solu-
tion in [2] is a special key management tool for security.

Two-way communication
The two-way communication is required if not only sensors, but actuators are

used to control the system as well.
Wired-in
In CIS monitoring and protection the wireless nodes are to be connected to a

wired network to allow remote monitoring, management and control.

3 WSN Technologies for CIS

The application requirements (e.g., Critical Infrastructure Protection (CIP))
strongly affect the choice of the most promising wireless sensor technology to be
used. This section briefly describes WSN technologies available today to choose
from.

We also direct the reader’s attention towards the project results of the Wireless
Sensor and Actuator Networks for Critical Infrastructure Protection (WSAN4CIP)
Project. The goal of WSAN4CIP (see http://www.wsan4cip.eu/ for more details) is
to advance the technology of Wireless Sensor and Actuator Networks (WSANs)
beyond the current state of the art, in order to improve the protection of Critical
Infrastructures (CIS).
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3.1 Sensor Mote Technology

Sensors monitor physical properties of the surrounding environment and convert
them to measurable signals. Thus, the sensors can be regarded as the interface
between the physical world and the virtual world. Actuators function the other way
around: their task is to convert electric signals into a physical phenomenon.

Various motes have been developed and made available by different vendors.
Here we list some of the most widely used ones based on survey results reported in
[11], but the complete list would be much longer. For a more detailed survey of
WSN hardware please refer to [11] and references therein.

MICA2, MICAz
The processor board of MICA motes is based on Atmel’s ATmega128L low-

power micro-controller. A variety of sensors and data acquisition boards (e.g.,
light, temperature, RH, barometric pressure, acceleration/seismic, acoustic, mag-
netic, etc.) are available for the motes which can be connected to the standard
expansion connector, and custom boards are also available. The sensor mote can
also function as a base station when interfaced with a serial or USB interface for
both programming and data communication [9, 10]. The main difference between
the MICA2 and MICAz platforms is the radio board. The MICA2 is equipped with
a 315, 433 or 868/916 MHz multi-channel transceiver with a communication range
of 150 m [9]. The later-developed MICAz has a IEEE 802.15.4 compliant RF
transceiver on board, a direct sequence spread spectrum radio in the 2.4–2.48 GHz
globally compatible ISM band, that is more resistant to RF interference and pro-
vides high speed (250 kbps) communication and inherent (hardware) data security
(AES-128) [10].

Telos B
The Telos B motes have an IEEE 802.15.4/ZigBee compliant radio that oper-

ates in the 2.4–2.48 GHz ISM band and enables 250 kbps data speed. It includes
Texas Instrument MSP430 micro-controller with 10 kB RAM, 1 MB external
flash, and an integrated on-board antenna. Optional light, humidity and tempera-
ture sensors can be integrated as well. The Telos B motes are said to be more
suitable for test-bed deployments in lab experimentation.

IRIS
The IRIS 2.4 GHz mote has three-times improved radio range, over 300 m

outdoor and more than 50 m indoor range, when compared to the MICA and Telos
B motes. It uses XM2110CA processor board that is based on the Atmel AT-
mega1281. Several sensor boards can be attached to the mote via the standard 51
pin connector [7]. The IRIS 2.4 GHz mote was designed specifically for deeply
embedded sensor networks. The mote can also function as a base station. The IRIS
OEM Edition was specially designed for mesh networking; it utilizes XMesh(TM)
software technology for low-power reliable mesh networking.

IMote
The IMote 2.0 platform uses the CC2420 IEEE 802.15.4 (ZigBee) radio from

Texas Instruments that supports 250 kbps data rate in the 2.4 GHz ISM band. Its
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surface-mounted antenna supports a nominal range of 30 m. The mote utilizes
Intel’s PXA271 processor at 13–416 MHz with a DSP coprocessor, and has
32 MB SRAM and 32 MB Flash RAM. It also has a camera interface [6].

SunSPOT
The Sun Small Programmable Object Technology (SPOT) solution is based on

Java platform. It uses ARM 920T micro-controller, and an IEEE 802.15.4 ZigBee
compliant radio. It possesses 512 kB RAM for programs and data and 4 MB
external Flash.

Stargate Gateway
Gateways serve as the connection point for a WSN towards the Internet. Many

hardware solutions exist, here we name only one. The Stargate gateway was
developed by a joint effort of many research groups, and finally licenced to
Crossbow Technologies for commercial production [8]. It works on an embedded
Linux platform running on a 400 MHz Intel PXA255 processor, and has various
connecting options such as RS232, 10/100 Ethernet, USB host and JTAG. It is
compatible with Crossbow’s MICA motes family.

3.2 Radio (Hardware and Software) Technology

IEEE 802.15.4
The IEEE 802.15 TG4 was chartered to investigate a low data rate solution with

multi-month to multi-year battery life and very low complexity. It is operating in
an unlicensed, international frequency band [17]. The key features of IEEE
802.15.4 are: 16 channels in the 2.4 GHz ISM band, 10 channels in the 915 MHz
and one channel in the 868 MHz band; data rates of 20–250 kbps; support for
critical latency devices; automatic network establishment by the coordinator; fully
handshaked protocol for transfer reliability; power management to ensure low
power consumption. The main field of application of this technology is the
implementation of WSNs. The IEEE 802.15.4 Working Group focuses on the
standardization of the bottom two layers (physical and data link layers) of the ISO/
OSI protocol stack. There are two options for the upper layers: the ZigBee pro-
tocols defined by the ZigBee Alliance (http://www.zigbee.org/) and the 6LoW-
PAN defined by IETF (http://6lowpan.net). IPv6 uses 128-bit addresses. With
these, IPv6 can be flexible in address allocation and in routing. The most prob-
lematic part is that the sensor motes have limited resources. A common mote has
2–256 kilobytes of ROM and the size of the RAM varies between 128 bytes and
16 kilobytes; for comparison, a normal IPv6 packet’s size is 1280 bytes.

Bluetooth 4.0
IEEE Bluetooth v4.0 is the most recent version of Bluetooth wireless tech-

nology. It introduced low energy technology to the Bluetooth Core Specification,
enabling new Bluetooth Smart devices that can operate for months or even years
on tiny, coin-cell batteries. Key features of Bluetooth low energy wireless tech-
nology include: ultra-low peak, average and idle mode power consumption; ability
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to run for years on standard, coin-cell batteries; low cost; multi-vendor interop-
erability; enhanced range (http://www.bluetooth.com).

UWB
Ultra-wideband (UWB) radio is a fast emerging technology with uniquely

attractive features that has attracted a great deal of interest lately. The most widely
used definition of UWB is a signal with spectral occupancy in excess of 500 MHz
or a fractional bandwidth of more than 20 %. One of the most promising UWB
techniques for WSN applications is named Impulse Radio-UWB (IR-UWB). The
IR-UWB technique relies on ultra-short (nanosecond scale) waveforms that can be
free of sine-wave carriers and do not require IF processing because they can
operate at baseband. The IR-UWB technique has been selected as the PHY layer of
the IEEE 802.15.4a Task Group for WPAN Low Rate Alternative PHY layer [3].

4 Use Cases

This section presents some real examples for the use of wireless sensor networks to
monitor critical infrastructure systems such as water distribution systems, electric
power grids, telecommunication systems, nuclear reactors, facility protection
systems, or systems deployed to monitor the structural health of bridges, roads or
buildings. Besides presenting the specific hardware components usually employed
for these monitoring tasks, the different challenges and considerations that have to
be taken into account when deploying and operating a wireless sensor network
tailored for the needs of a given application scenario are presented.

4.1 WSN for Water System Monitoring

Water system monitoring is a term that covers several different applications and
services. On one hand, it includes water quality monitoring and management,
which relates to monitoring the quality of the water in households or the water
used in industrial processes, be that in a natural or an artificial environment. But,
on the other hand, it also includes the monitoring of the water distribution system
in terms of potential leakages, quality or efficiency.

4.1.1 Water Quality Monitoring

For water quality monitoring, there are several sensing devices that are able to
monitor a wide range of physical, chemical and biological parameters, such as
water flow velocity, temperature, evaporation rate, turbidity, salinity (measured
through electrical conductivity), chlorophyll concentration, and sensors for
detecting the presence of different bacteria and algae [13]. As an example, Fig. 2
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shows a multi-parameter water quality measurement sensor called MP-TROLL
9500 developed by In Situ Inc.

These sensors, if enhanced with communication capabilities and grouped in
networks, can be used for many possible applications. In case of beach water
monitoring, sensors floating in the water along popular beaches can continuously
monitor water quality, and send out warning messages when they detect, or predict
a deterioration. Similar water quality monitoring can be performed for lakes,
rivers, groundwater wells, wetlands or tidal areas, having different monitoring
objectives. Probably one of the best-known WSN-based water monitoring systems
was developed in the GBROOS (Great Barrier Reef Ocean Observing System),
where the goal was to understand the water quality parameters that influence coral
bleaching and other coral diseases. However, these water monitoring applications
are more related to environment monitoring; thus, they will not be addressed here
in detail. The focus will be more on the monitoring of (urban) water distribution
systems that are part of the critical infrastructure.

4.1.2 Monitoring Water Distribution Systems

Water distribution systems are continuously facing a deterioration of their infra-
structure due to aging pipes and continuous repairs. Water losses associated with
the inefficiency of the underground water distribution system result in important

Fig. 2 The MP-TROLL 9500 multi-parameter water quality measurement sensor developed by
In Situ Inc (All rigths reserved)
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economic losses, but also in the inefficient use of the water reserves, which is
especially important in areas where water shortage starts to become an important
problem. In order to monitor, localize and quantify possible leakages in the sys-
tem, parameters such as water flow speed, pressure, soil and air moisture, soil and
air temperature can all be monitored, together with the water consumption in the
different daily periods. In this context, deploying a wireless sensor network to
perform real-time monitoring and data gathering seems to be the straightforward
solution.

A pilot water distribution monitoring system was developed by the University
of Cyprus, in the research project Urban Water Distribution Modelling, Simulation
and Optimization of Leakage Detection via Sensing Technologies [5]. Moisture,
sound and pressure sensors were deployed along an experimental pipe-line system,
to monitor soil and air moisture and temperature, water pressure and flow, rainfalls
and sound. Decagon Echo dielectric sensors were used to measure soil moisture at
different locations between 0.5 and 1 m below the pipelines. Water flow was
measured using Elster’s KENT V100 water meters, while Gutterman’s Zonescan-
800 leak intelligence units were used to detect leak noise. Sensors were connected
to Mica2 motes using MDA100 data acquisition boards, housed in waterproof
casing, and communicated on the 433 MHz frequency with a Stargate gateway
that was responsible for gathering the data and sending it to a remote base station
through a GPRS connection.

The Stargate gateway was also able to update and fine-tune the different
operational parameters of the sensors, such as the sampling rate or the sampling
duration. Note that most of the deployed sensors typically generate low data rates,
as compared to the acoustic sensor that operates at much higher rates. As the
wireless communication module consumes a significant portion of the mote’s
limited energy resources, it was wise to operate initially the sensor network so as
to gather data only from the low-rate nodes. Then, if the probability of a leakage
was detected, the acoustic sensor was activated to localize the leak based on some
standard correlation algorithms.

Another example of such water distribution system monitoring is the Wireless
Water Sentinel project in Singapore (WaterWiSe@SG), deployed to monitor a 60
sq-km area in downtown Singapore, containing more than 20.000 pipes and 19.000
junctions. Sensor nodes were located at an average distance of 1 km, and included
a pressure transducer and a hydrophone (sampling at a frequency of 2 kHz, 2000
samples per second), a flowmeter (sampling at a frequency of 1 Hz) and some
water quality sensors (sampling at 0.33 Hz). Data is temporarily stored on a 2 GB
memory card, but is also continuously transmitted through a USB 3G modem
towards a central database. Each node is also equipped with a GPS unit that is not
used for localisation, but mainly for high accuracy clock-synchronisation, to
enable burst location schemes based on the relative arrival times of the transient
pressure wave front at different points in the network [16]. All these capabilities
(high frequency sampling, large data storage, 3G communication and GPS oper-
ation) come at a price of high energy consumption, which was however handled by
installing solar panels that were linked to the sensor nodes.
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Several other WSN-based water distribution monitoring systems exist, but the
goal of this section is not to give an exhaustive survey of all these solution, but
rather to just show the viability of the approach and present the directions that are
currently envisaged in this area.

4.2 WSN for Electric Power System Monitoring

Although the power grid infrastructure deployed in the developed world is
extremely large and complex, it is at the same time quite old, rendering it vul-
nerable to faults. Most of the infrastructure is more than 50 years old, and its
difficulty to cope with stress situations results in high energy costs and serious
economic losses. However, despite these problems, governments are often reluc-
tant to invest in the maintenance of the existing power infrastructure, while
building new power lines becomes increasingly difficult. Therefore, using wireless
sensor networks to monitor the electric power systems becomes a very interesting
and useful application scenario.

Overhead conductor sag, tension and temperature measurement help in
retrieving real-time data about the power line thermal capacity and its power
carrying capacity. For overhead conductor sag measurements there are several
techniques, such as inclinometers, sagometers, tension measurement, etc. Dynamic
thermal rating systems include power donuts and power line sensors that are
directly deployed on the power line to measure temperature, wind, or inclination,
but also conductor replicas that are placed near the line, not on the line, to evaluate
weather conditions without generating physical modifications to the line [19]. In
Fig. 3 Sentient Energy’s Advanced Monitoring Platform is shown as an example
of a line-mounted power sensor.

As opposed to overhead cables, underground power lines experience fewer
interruptions, but there are also a number of failures that might affect them. Their
drawback is that fault localization and repairing might be more expensive and time
consuming. Finally, besides monitoring the conductor lines, the structural health
and mechanical strength of the towers and poles has also to be monitored.

A simulation-based analysis of WSN-based electric distribution system moni-
toring is provided in [14]. The described network includes wireless sensor nodes
that measure power quality (harmonics, voltage sags and voltage swells) regularly,
once every second. These sensors are placed on pole transformers, forming a
sparse network with nodes situated at hundreds of meters from each other. The
nodes communicate with each other using WiFi (802.11b) radios at a 2.4 GHz
frequency. As many of the pole transformers are placed at quite larger distances
from the substation (which plays the role of a sink node), they can not commu-
nicate directly, so a multi-hop routing solution has to be deployed to relay the
information. Since we deal with a static topology, it is relatively easy to build then
a least-cost spanning tree along which data will be forwarded thereafter. Note that
in case of energy distribution systems we do not have to worry about the limited
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energy resources of the sensors, as they can be directly powered by the monitored
network. Therefore, even the high energy demand of using WiFi technology to
send data to large distances can be easily supported.

Obviously, if the aim is to monitor a real, large scale electric distribution system
that covers several substations, data has to be relayed from the substations to a
monitoring center. As this is usually located far from the substations, communi-
cation at this level should be ensured through wired, highly-reliable high speed
Internet connections. However, in [14] authors address only the wireless data
connection subsystem, and evaluate the efficiency of the proposed approach
through simulations.

4.3 WSN for Nuclear Reactor Monitoring

Inside nuclear plants, a continuous monitoring of equipment, processes and
nuclear material is needed. Wireless sensor networks can very well be deployed
for such purposes, especially in areas where human intervention is not advised, due
to the harmful radioactivity. Gathering data in a wireless manner, without
installing cables in protected areas, is also important as it is much easier to deploy,
and the risk of accidents is reduced. Moreover, costs are significantly reduced as
well, due to sparing the cabling and deployment, but also because expensive cable
shielding against corrosion and leakage is not needed anymore.

Nuclear reactors are however placed not only in nuclear plants, with the aim of
producing electricity, but also in research labs, to serve different research goals
related to cancer detection and treatment, or electronic equipment production, to
name just a few. These research reactors are significantly different from nuclear
reactors in terms of size, heat generation, or the type of activity carried out inside
the premises that host the reactor. Therefore, the wireless sensor networks
deployed for monitoring them differ as well, both in terms of the used hardware,
the deployment strategy, or the expected robustness and fault tolerance.

Fig. 3 Sentient Energy’s
Advanced Monitoring
Platform (All rights reserved)
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4.3.1 Radiation Sensors

One of the most important parameters to monitor in the proximity of a nuclear
reactor is of course the level of radioactivity. The best-known solution for that is
the Geiger-Mueller (GM) detector, that contains a gas-filled chamber, with a
central wire that acts as an anode if a voltage is applied, while the chamber wall
acts a cathode. If the detector is exposed to radioactivity, an electronic pulse is
created, which can then be measured. These are portable, hand-held detectors,
providing very reliable measurements. However, their main drawback is that
human intervention is needed in the potentially contaminated area. Also, they
provide just a snapshot of the situation at a given point in time and at a given
location, without any long-term history or aggregation of the accumulated data.

Another solution that does not need human intervention is the use of Thermal
Luminescent Dosimeters, which are passive badges not requiring any battery
power. If heated after being exposed to radiation, they will emit light proportional
to the amount of radiation received. These badges are very cheap and reliable, but
their main drawback is that they cannot provide immediate feedback about a
radiation hazard; they have to be sent to outside laboratories for analysis which can
last several days or even weeks. Moreover, they do not provide time-stamped
information, the results of the analysis reflect only the level of radiation accu-
mulated while the badge was exposed.

As opposed to these traditional methods, radiation sensor boards could be
attached to wireless motes to provide long-term, fine-grained, real-time monitor-
ing. The Radiation Sensor Board produced by Libelium and shown in Fig. 4 is an
example of such a device. It contains an autonomous and wireless Geiger counter
and it works as follows [12]. The node sleeps most of the time, to save its battery,
that is always a critical resource in WSNs. At periodic intervals however it wakes
up for a very short, one-minute interval and it counts the number of pulses that are
generated in the Geiger tube during this interval. If the result is below a well
defined threshold, the result is time-stamped and simply sent to a local gateway
node through the Zigbee interface of the attached mote. If, however, the result is
above the threshold, besides logging locally the data, an immediate alarm is sent
through the GPRS connection to the concerned security personnel. If the board is
not statically placed at a given location, its GPS coordinates might also be sent
along with the alarm, to allow fast detection of the radiation source.

4.3.2 Specific WSN Challenges in Nuclear Reactors

Nuclear reactors are not placed in traditional buildings, but dedicated ones, spe-
cifically built to limit the possibilities of accidents and radiation leakage. Concrete
walls and floors are for example exceptionally thick (about 1.5 m or above, usu-
ally), which helps protecting the external environment, but is especially harmful
for the propagation of electromagnetic waves, which will be affected by
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reflections, diffraction or scattering. Thus, to prevent rapid signal attenuation, the
placement of the sensors and the sink node has to be carefully chosen.

In case the radiation level monitoring system is based on a wireless technology,
it has to be made certain that the system is very robust and reliable. If the radio
communication system is disturbed or fails, this could potentially affect the lives of
the people operating the reactor. Different techniques could be implemented to
increase reliability, but they should also think about sparing the wireless resources,
which leads to a prolonged network lifetime. Data aggregation techniques can be
very well used for example, both at the node and the network levels. If everything
is normal, there is no need to flood the network with useless redundant informa-
tion. However, if the radiation level approaches the critical threshold, very detailed
information is needed from as many sensors as possible. These readings have then
to be prioritized when processed and transmitted in the network, prohibiting data
aggregation. Fur further reading, a very detailed description of the critical issues
related to the deployment and operation of a wireless sensor network in the
McMaster Nuclear Reactor is given in [15].
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System-of-Systems Approach

Massoud Amin

Abstract Energy, telecommunications, transportation, and financial infrastruc-
tures are becoming increasingly interconnected, thus, posing new challenges for
their secure, reliable and efficient operation. All of these infrastructures are,
themselves, complex networks, geographically dispersed, non-linear, and inter-
acting both among themselves and with their human owners, operators, and users.
No single entity has complete control of these multi-scale, distributed, highly
interactive networks, nor does any such entity have the ability to evaluate, monitor,
and manage them in real time. In fact, the conventional mathematical methodol-
ogies that underpin today’s modeling, simulation, and control paradigms are
unable to handle the complexity and interconnectedness of these critical
infrastructures.

Keywords System-of-systems � Critical infrastructure interdependencies �
Complex systems � Smart self-healing infrastructure � Security � Risk � Uncertain
dynamic systems

1 Introduction

Virtually every crucial economic and social function depends on the secure,
reliable operation of energy, telecommunications, transportation, financial, and
other infrastructures. Indeed, they have provided much of the good life that the
more developed countries enjoy. However, with increased benefit has come
increased risk. As these infrastructures have grown more complex to handle a
variety of demands, they have become more interdependent. The Internet,
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computer networks, and our digital economy have increased the demand for
reliable and disturbance-free electricity; banking and finance depends on the
robustness of electric power, cable, and wireless telecommunications. Transpor-
tation systems, including military and commercial aircraft and land and sea ves-
sels, depend on communication and energy networks [1, 2]. Links between the
power grid and telecommunications and between electrical power and oil, water,
and gas pipelines continue to be a lynchpin of energy supply networks. This strong
interdependence means that an action in one part of one infrastructure network can
rapidly create global effects by cascading throughout the same network and even
into other networks.

Modeling interdependent infrastructures (e.g., the electric power, together with
telecommunications, oil/gas pipelines and energy markets) in a control theory
context is especially pertinent since the current movement toward deregulation and
competition will ultimately be limited only by the physics of electricity and the
topology of the grid. In addition, mathematical models of complex networks are
typically vague (or may not even exist); existing and classical methods of solution
are either unavailable, or are not sufficiently powerful. For the most part, no
present methodologies are suitable for understanding their behavior.

There is reasonable concern that national and international energy and infor-
mation infrastructures have reached a level of complexity and interconnection
which makes them particularly vulnerable to cascading outages, initiated by
material failure, natural calamities, intentional attack, or human error. The
potential ramifications of network failures have never been greater, as the trans-
portation, telecommunications, oil and gas, banking and finance, and other infra-
structures depend on the continental power grid to energize and control their
operations. Although there are some similarities, the electric power grid is quite
different from gas, oil or water networks—phase shifters rather than valves are
used, and there is no way to store significant amounts of electricity. To provide the
desired flow on one line often results in ‘‘loop flows’’ on several other lines.

In the aftermath of the tragic events of September 11th and recent natural
disasters and major power outages, there are increased national and international
concerns about the security, resilience and robustness of critical infrastructures in
response to evolving spectra of threats. Secure and reliable operation of these
networks is fundamental to national and international economy, security and
quality of life.

Our work in this area draws from methods in statistical physics, complex
adaptive systems, discrete-event dynamical systems, and hybrid, layered networks.
Modeling complex systems is one of three main areas in our ongoing work. The
others are measurement—to know what is or will be happening and develop
measurement techniques for visualizing and analyzing large-scale emergent
behavior—and management—to develop anticipatory distributed management and
control systems to keep power and energy infrastructures robust and operational.
From a broader viewpoint, agility and robustness/survivability of smart grids as
large-scale dynamic networks that face new and unanticipated operating condi-
tions is presented.

318 M. Amin



2 Definition of Critical Infrastructure

Executive Order 13010, signed by President Clinton in 1996, defined critical
infrastructures as ‘‘so vital that their incapacity or destruction would have debil-
itating impact on the defense or economic security of the United States’’ and
included ‘‘telecommunications, electrical power systems, gas and oil storage and
transportation, banking and finance, transportation, water supply systems, emer-
gency services and continuity of government’’.

The U.S. Department of Homeland Security (DHS) in the National Infra-
structure Protection Plan has expanded the concept to include ‘‘key resources’’ and
added food and agriculture, health and healthcare, defense industrial base, infor-
mation technology, chemical manufacturing, postal and shipping, dams (including
locks and levees), government facilities, commercial facilities, critical manufac-
turing and national monuments and icons [3].

The Board on Infrastructure and the Constructed Environment (BICE) has
argued that five ‘‘lifeline’’ infrastructures are the most critical because all the
others depend on them for survival. These are power, telecommunications,
transportation, water and wastewater systems [4]. This chapter focuses on these
five, agreeing with the BICE, but expecting that the results will ultimately apply to
many of the 18 sectors identified by DHS. The focus, as an example, will be the
critical infrastructures of the United States (US), as well as the current practices
and investments (or lack of) taking place.

3 Consequences of Aging Infrastructures

The infrastructures provide the lifelines on which our communities and our
economy depend. Many of these, however, are aging in place, imposing risks of
fatalities, serious injuries and massive economic disruptions. For example, in the
United States:

3.1 Highways

The vast bulk of our major highways were built in the 1950s and 1960s and have
been maintained largely at the level of hot-patching even as the number of vehicles
has increased enormously. (New highway construction, however, has continued.)
Between 1970 and 2002, passenger travel doubled, with a growth of another 67 %
by 2022. The Federal Highway Administration (FHWA) currently considers one-
third of the nation’s roads to be ‘‘poor,’’ ‘‘mediocre’’ or ‘‘fair’’—all three cate-
gories requiring investment. The American Automobile Association estimates that
as many as 12,000 lives (of a total of 44,000) could be saved if highways were
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improved by adding lighting and guardrails and straightening dangerous curves.
The Road Information Program estimated costs as much as $220 billion a year,
which includes car repairs ($65B), congestion ($78B) and accidents ($77B)—the
equivalent of nearly 2 % points of the national economy.

3.2 Bridges

The age of famous bridges is illuminating: New York’s Brooklyn Bridge is over
120 years old and its George Washington Bridge is 75+ years; St. Louis’s Eads
Bridge is 130+; San Francisco’s Bay Bridge and Louisiana’s Huey P. Long Bridge
are both 70+. The FHWA rates 13.1 % of America’s highway bridges ‘‘structurally
deficient’’ and an additional 13.6 % as ‘‘functionally obsolete’’. Most remain open
to traffic. One of these was the I-35 bridge over the Mississippi River that col-
lapsed, killing 13 people in 2007. Others were the I-95 Mianus River Bridge in
Greenwich, Connecticut, where three people died in 1982, and the New York
Throughway Bridge near Amsterdam, N.Y., where ten people perished in 1987.
More than 1,500 bridges failed between 1966 and 2005, 60 % due to soil erosion
around the bridge supports, a potential weakness seldom checked in inspections.

3.3 Dams and Levees

Hoover Dam is 74 years old; the Wilson Dam, 84; the Grand Coulee Dam, 66; and
all of the dams over the Tennessee River are more than 60 years old. The number
of ‘‘high hazard’’ dams, whose failure would endanger human life, has increased
from 9,281 in 1998 to 10,213 in 2007. In the past 2 years, more than 67 dam
incidents, including 29 dam failures, were reported to the National Performance of
Dams program. States report more than 3,500 ‘‘unsafe’’ dams with conditions that
could cause them to fail. Seepage has been noted under the 55-year-old Wolf
Creek Dam, forcing its water level to be lowered to avoid devastating failure of the
dam holding the largest man-made reservoir east of the Mississippi and the
flooding of Nashville and neighboring communities. Precautions came too late for
the levees protecting New Orleans after Hurricane Katrina in 2005, killing almost
1,500 and making thousands refugees, many still far from returning to their homes.

3.4 Electric Power

Modern life depends on electricity. The transmission of electric power is largely
based on technologies installed more than 50 years ago. From 1988 to 1998, US
electricity demand rose by nearly 30 % while the transmission network’s capacity
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grew by only 15 %. The Electric Power Research Institute (EPRI) anticipated that
the disparity would further increase during the period 1999–2009: The Institute
projects demand to grow by 20 % and system capacity to increase by just 3.5 %
[5]. The Northeast Blackout of 2003 [6], caused by human error and transmission
lines contacting improperly trimmed trees, resulted in the shutdown of more than
100 power plants, denied power to 40 million Americans (one-seventh of the
national population) and ten million Canadians (one-third of its national popula-
tion), with a cost of more than six billion dollars. Water and wastewater plants
were idled, transportation by all modes slowed to a stop, communications and
industry were largely stopped and at least eleven fatalities were reported. In a CNN
interview about the Blackout, Governor Bill Richardson of New Mexico, former
U.S. Secretary of Energy, described the U.S. as ‘‘a major superpower with a third-
world electrical grid’’ [7]. In the 1960s and before, blackouts lasting more than
more than a few hours were rare but, by the mid-1990s, their frequency rose to
yearly or greater. An EPRI survey of industry which tracked the cost of blackouts
over this time indicated a rise from insignificant levels to $100 billion/year. The
White House’s National Energy Policy of 2001 suggests that the nation will need
1,300–1,900 new power plants in the next two decades, but this ignores the
investments needed in transmission and distribution.

3.5 Water and Wastewater

Many cities, especially in the east and northwest, have water systems containing
components more than 100 years old, including asbestos-cement pipes, lead pipes,
even wooden pipes and storage tanks. New York City’s fresh water is transmitted
through two tunnels, built in 1917 and 1936 (a third will be completed by 2020 if
the schedule holds). A survey by EPA found that in systems that serve more than
100,000 people, about 30 % of the pipes are between 40 and 80 years old and
about 10 % of the pipes are more than 80 years old. Some systems treat as much as
100 % more water than is consumed due to high rates of leakage from old
transmission and distribution pipes. The U.S. Conference of Mayors reports that
more than half of a 330-city survey suffer annual or more frequent water main
breaks—some as many as 50 or more per year. During the 2003 Northeast
Blackout, emergency generators in New York City failed and some 30 million
gallons of raw sewage were dumped into the East River. In New York and many
other cities, raw sewage mixes into waterways with every significant rainstorm.
Sanitary sewer overflows caused by blocked or broken pipes result in the release of
as much as 10 billion gallons of raw sewage annually, according to the EPA.
During blackouts, pressure drops in water mains, impeding the cooling of high-rise
buildings, severely limiting the ability to control fires, and risking introduction of
contaminants into drinking water.

The consequences of aging infrastructures are dire and add to the congestion
costs of inadequate infrastructure capacity in parts of the country undergoing
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economic or population growth. A large and growing sentiment among the
American public cries out for government at all levels and the private utilities that
provide these services to invest in new, renewal and replacement infrastructure
necessary to avoid or mitigate such consequences.

4 Recent and Near-Term Infrastructure Investment Rates

Hurricane Katrina and the collapse of Minneapolis’s I-35 bridge have stimulated
public awareness of the necessity for accelerated programs of new investment,
replacement, rehabilitation and renewal. Most Americans are unaware of the
magnitude or trends in American investment in infrastructure. In the sources cited
below, the definition of investments included in ‘‘infrastructure’’ varies widely.
Where possible, the text or figure labels will make clear what is included.

Most public infrastructure investment is in transportation and water, while most
private sector infrastructure is in energy and telecommunications. Public invest-
ment in infrastructure has grown steadily since World War II (Fig. 1a), but, as a
portion of Gross Domestic Product, has declined more or less steadily since the
late 1950s (Fig. 1b).

Relative to its international competitors, the U.S. ranks 13th in infrastructure
investment among OECD nations (Fig. 2a). Both China and India, not OECD
members, also rank higher than the U.S. This is not a recent trend. U.S. infra-
structure investment has been well below the average of the leading 17 countries in
every decade since at least the 1970s (Fig. 2b, c).

In a more detailed look, capital investment by public and private sectors in
selected infrastructures in 2004, the last year of complete data, totaled more than
$300 billion (Table 1), split about evenly between the public (mostly in trans-
portation and water/wastewater) and the private sector (mostly in energy and
telecommunications).

5 The Costs of Renewal or Replacement

In brief, vast sums of money are being and will be invested. The American Society
of Civil Engineers (ASCE), however, has judged that it will not be nearly enough,
estimating that $2.2 trillion dollars will be required to restore the United States
infrastructure to a sound level [8]. Some examples illustrate this pressing need:
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5.1 Highways

The American Association of State Highway and Transportation Officials, Federal
Highway Administration and ASCE all point to the need for massive increases in
capital outlays by all levels of government to reach the cost-to-maintain level, and
roughly double that to reach the cost-to-improve level. ASCE is calling for $186
billion annually, compared to current actual outlays, well below even maintenance
level.

Fig. 1 Public capital spending on transportation and water infrastructure, 1956–2004 (Source
CBO, 2008). a Billions of 2006 dollars. b Percentage of gross domestic product

System-of-Systems Approach 323



(a)

(b)

(c)

Fig. 2 U.S. infrastructure relative to other OECD nations (Source OECD, going for growth
2009). a Infrastructure investment as a percentage of total fixed investment, averages over latest
5 years. b Electricity, gas and water investment as a percentage of GDP. c Transport and
communications investment as a percentage of GDP
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5.2 Bridges

ASCE estimates that it will cost $17 billion per year over 20 years to eliminate
bridge deficiencies compared to the $10.5 billion currently being spent.

5.3 Dams and Levees

ASCE did not estimate the cost of restoring American dams to safety, but states
that $100 billion is needed to repair and rehabilitate U.S. levees.

Table 1 Capital spending on infrastructure in 2004, by category (Billions of 2004 dollars;
columns may not add due to rounding)

Publica Total Amer. recovery and
reinvestment actb

Transportation Federal State Public Private Total

Highways 30.2 36.5 66.7 n.a. 66.7 27.5

Mass transit 7.6 8.0 15.5 0 15.5 8.4

Railroads 0.7 0 0.7 6.4 7.1 9.3

Aviation 5.6 6.8 12.4 2.0 14.4 2.1

Water transportation 0.7 1.7 2.4 0.1 2.5 0.2

Total transportation 44.7 53.0 97.7 8.5 106.2 47.5

Drinking water and
wastewater

2.6 25.4 28.0 n.a. 28.0 7.4

Energy 1.7 7.7 9.4 69.0 78.4 36.8

Telecommunications 3.9 n.a. 3.9 68.6 72.5 7.2

Pollution control and
waste disposal

0.8 1.8 2.6 3.6 6.2 0.8

Water and other
natural resources

7.1 4.3 11.3 n.a. 11.3 6.1

Total, non-
transportation

16.1 39.2 55.2 141.2 196.4 58.3

Total 60.8 92.2 152.7 149.7 302.6 105.8
a Peter R. Orszag, Director, Congressional Budget Office, ‘‘Investing in Infrastructure,’’
Testimony before the Committee on finance, U.S. Senate, July 10, 2008, obtained from http://
www.cbo.gov/ftpdocs/95xx/MainText.1.2.shtml, accessed on June 22, 2009. The original table
included investments for schools ($99.7 billion), prisons ($2.9 billion) and postal facilities ($0.9
billion), for a total of $406.1 billion. These were deleted as not being parts of the infrastructures
of interest in this chapter
b Interpreted from U.S. Congress, House Committee on Appropriations, ‘‘Summary: American
Recovery and Reinvestment—Conference Agreement,’’ February 13, 2009
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5.4 Electrical Power

ASCE estimates that $1.5 trillion in new investments will be needed by 2030.

5.5 Water and Wastewater

For drinking water, EPA estimates potential funding gaps as high as $263 billion
by 2019. For wastewater, EPA and ASCE estimate $390 billion is needed to
replace existing wastewater infrastructure systems and to build new ones.

6 Interdependent Infrastructures

Valuation of infrastructure investments is complicated by the dependencies and
interdependencies among the constituent system elements of some infrastructures
(e.g., the electricity system of power plants, substations, and transmission and
distribution lines; the transportation system of ports, rail, barges, roads, highways,
airports, bridges and tunnels; water storage dams and water supply). Interdepen-
dencies also exist between infrastructures, such as:

• Cooling of power plants uses about 40 % of the fresh water withdrawals, as
much as all the nation’s irrigation requirements;

• Water-related energy requirements are reported in California to account for
19 % of all power generated in the state;

• The Northeast Blackout of 2003 and Hurricane Isabel of 2005 illustrated how
loss of electricity can cause loss or diminution of communications, water and
sanitation services, automotive fuel pumping, rail transportation, traffic control,
food distribution, building cooling, fire protection, hospital services and
numerous other life-essential services—even power generation itself where
cooling water relies on electrically powered pumps;

• The failure of one infrastructure in New Orleans, the levee system, caused the
near total collapse of all the infrastructures—indeed, of basic human viabil-
ity—following Hurricane Katrina.

Such interdependencies can and do result in ‘‘cascading failures’’. These in-
terdependencies make it difficult for decision-makers in the responsible institutions
and organizations to consider all the consequences as they decide where to allocate
their severely limited funds for infrastructure replacement and restoration. Often,
whole metropolitan areas or even multi-state regions can be impacted by a single
failure, such as a poorly trimmed tree in the wrong place. The interactions among
infrastructures necessitate a ‘‘system-of-systems’’ analytic approach in which the
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assets and networks of each infrastructure are assessed in the context of their
consequences on all the impacted infrastructures and communities.

7 Infrastructure Investment Decision-Making

Infrastructure investment is a major societal challenge but the United States is
currently ill-equipped to make the needed priority and resource allocation deci-
sions. Rationally allocating such funds is complicated by long-standing, ingrained
practices—‘‘earmarks’’ and ‘‘pork-barrel’’ funding for special projects (some
necessary, others perhaps less so); ‘‘trust-fund’’ single-purpose financing of some
infrastructures (e.g., roads) and the absence of such funds for others (e.g., drinking
water); formulaic allocation of block grants based on criteria at best loosely related
to infrastructure requirements on the ground. Congressional committees and
subcommittees authorize and appropriate funds that flow directly to specialized
Federal agencies and, from there, often to state and local specialized agencies,
creating ‘‘stove-pipes’’ from funds source to sink, from concept to spade tip,
without any challenge of comparative assessment of the benefits and costs of the
investments. The absence of a central clearing point or set of standard metrics
makes essential comparisons for rational optimization impossible [9].

Powerful vested interests have a stake in maintaining the current jumble of
allocation schemes because they are in the position to exercise power, take credit,
and/or receive funding. Starting with Congressional earmarks and horse-trading,
through trust funds and federal agency formula grants, clear through to state and
local elected and appointed officials’ final decisions, there is little or no compre-
hensive, comparative analysis of value, sustainability, risk or resilience of
potential infrastructure projects. Furthermore, certain individuals at each level
profit from those arrangements. Availability of a competent, standardized tech-
nology for valuing and prioritizing infrastructure investments would permit the
adaptation of existing processes to provide a more rational analytic underpinning
and more nearly optimal allocation of investment funds.

Further, there are few incentives for the needed design and advocacy to be
undertaken. Infrastructures are, almost by definition, networked and highly inter-
dependent, so an improved valuation and selection method requires contributions
from diverse disciplines and industries that seldom collaborate, making it unlikely
that the needed research will be undertaken without Federal support.

To date, the combination of political and functional barriers has resulted in
there being no comprehensive, comparative method for rationally undertaking
these critically important decisions. Politically robust forces benefit materially
from the current jumble of allocation processes and the requirements for con-
structing new, more competent methods cover too broad and diverse a set of
disciplines to be feasible in the absence of a concentrated Federal effort. The
opportunity cost of continuing with the present system will be enormous as the

System-of-Systems Approach 327



United States rushes to make investments that will entail jobs, while potentially
wasting tens or hundreds of billions of dollars.

According to a distinguished bipartisan commission that included two sitting
Senators, two former Senators, three sitting governors and a number of former
cabinet members and ambassadors, convened by the Center for Strategic and
International Studies (CSIS), ‘‘America’s economic well-being and physical
security depend on safe and reliable… infrastructure… But we are both under-
investing in infrastructure and investing in the wrong projects: new investments are
critically needed, but we lack the policy structures to make the correct choices and
investments… A centralized infrastructure project approval process would force all
infrastructure modes to be evaluated using common methods and parameters’’
(emphasis in original) [10]. The commission was not specific as to a particular set
of ‘‘common methods and parameters’’. Establishment of objective, transparent
methods that use ‘‘common methods and parameters’’ that yield directly compa-
rable estimates of benefits and costs of alternative investments is the sine qua non
of rational allocation of limited resources.

Rehabilitating or renewing aging infrastructures often yields little near-term
revenue or profit to companies and seldom reflects great credit on public officials
faced with competing, more visible demands. Strong incentives encourage deferral
of these investments. Accordingly, investment in older infrastructures lags behind
the rate of deterioration. Conversely, most new infrastructure development con-
spicuously adds local employment, so tends to highlight politicians who can take
credit, accounting for much of the ‘‘earmarking’’ for favored projects. Ribbon
cutting for new, highly visible facilities attracts far more media attention than
rehabilitating or upgrading existing structures.

The diversity among the infrastructures and the complexity of the interdepen-
dencies among them encourage decision-makers to evaluate their investment
options from their own very limited perspective, even though the full conse-
quences may have very far-reaching effects. Each infrastructure sector and each
operator may use any perspective, methodology, metrics or level of rigor it
chooses, within only broad guidelines, often prescribed by the oversight or funding
authority. Numerous criteria and metrics for valuing benefits and costs are used,
and usually, no attempt is made at optimizing the allocation of the resource base
for aging infrastructures. Across all infrastructures, local to national in scale, this
results in an absolute inability to compare one project’s benefits or costs to
competing project opportunities. At best, resource allocation decisions can be
‘‘sub-optimized’’ as each oversight or funding authority, functional agency, utility
operator or company makes its choices by its own criteria within its own ‘‘stove-
pipe’’. The overall national infrastructure portfolio cannot be optimized in any
sense, so scarce resources are expended for less benefit than a more comprehensive
approach could accomplish.
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8 A Case Study: Interdependent End-to-End Power
Infrastructure and its Couplings

Power, telecommunications, banking and finance, transportation and distribution,
and other infrastructures are becoming more and more congested partially due to
dramatic population growth, particularly in urban centers. These infrastructures are
increasingly vulnerable to failures cascading through and between them. A key
concern is the avoidance of widespread network failure due to cascading and
interactive effects. Moreover, interdependence is only one of several characteris-
tics that challenge the control and reliable operation of these networks. Other
factors that place increased stress on the power grid include dependencies on
adjacent power grids (increasing because of deregulation) by telecommunications,
markets and computer networks. Furthermore, reliable electric service is critically
dependent on the whole grid’s ability to respond to changed conditions instanta-
neously. Dependencies of other infrastructures on electric power grid telecom-
munications, markets, and so much else…

Secure and reliable operation of complex networks poses significant theoretical
and practical challenges in analysis, modeling, simulation, prediction, control, and
optimization. The pioneering initiative in the area of complex interactive networks
and infrastructure interdependency modeling, simulation, control and management
was launched and successfully carried out its goals during 1998–2002, through the
Complex Interactive Networks/Systems Initiative (CIN/SI) [5, 11], studied closely
challenges to the interdependent electric power grid, energy, sensing and controls,
communications, transportation, and financial infrastructures. It comprised of six
university research groups consisting of 108 university faculty members and over
220 researchers involved in the joint Electric Power Research Institute (EPRI) and
U.S. Department of Defense program. During 1998–2002, CIN/SI developed
modeling, simulation, analysis, and synthesis tools for damage-resilient control of
the electric power grid and interdependent infrastructures connected to it.

Earlier work by the author during the 1990s on damaged F-15 aircrafts in part
provided background for the creation, successful launch, and management of
research programs for the electric power industry, including the EPRI/DOD CIN/
SI mentioned above, which involved six university research consortia, along with
two energy companies, to address challenges posed by our critical infrastructures.
This work was done during the period of 1998 to early 2002. CIN/SI laid the
foundation for several on-going initiatives on the self-healing infrastructure and
subsets focusing on smart reconfigurable electrical networks. These have now been
under development for some time at several organizations, including programs
sponsored by the U.S. NSF, DOD, DOE, and EPRI, including EPRI’s ‘‘Intelligrid’’
program and the US Department of Energy’s ‘‘Gridwise,’’ ‘‘Modern Grid,’’ and
‘‘Smart Grid’’ initiatives.

To provide a context for this, the EPRI/DOD CIN/SI aimed to develop mod-
eling, simulation, analysis, and synthesis tools for robust, adaptive, and recon-
figurable control of the electric power grid and infrastructures connected to it. In
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part, this work showed that the grid can be operated close to the limit of stability
given adequate situational awareness combined with better sensing of system
conditions, communication, and controls. A grid operator is similar to a pilot flying
the aircraft, monitoring how the system is being affected, how the ‘‘environment’’
is affecting it and having a solid sense of how to steer it in a stable fashion by
keeping the lines within their operating limits while helping an instantaneous
balance between loads (demand) and available generation—grid operators often
make these quick decisions under considerable stress. Given that in recent decades
we have reduced the generation and transmission capacity, we are indeed flying
closer to the edge of the stability envelope.

As an example, one aspect of the Intelligrid program aimed at enabling grid
operators greater look-ahead capability and foresight into the road-ahead over-
coming limitations of the current schemes which at best have over a 30-s delay in
assessing system behavior—analogous to driving the car by looking into the rear-
view mirror instead of the road ahead. This tool using advanced sensing, com-
munication and software module was proposed during 2000–2001 and the program
was initiated in 2002 [12]. This advanced simulation and modeling program
promotes greater grid self-awareness and resilience in times of crisis in three ways:
by providing faster-than-real-time, look-ahead simulations (analogous to master
chess players rapidly expanding and evaluating their various options under time
constraints) and thus avoiding previously unforeseen disturbances; by performing
what-if analysis for large-region power systems from both operations and planning
points of view; and by integrating market, policy and risk analysis into system
models, and quantifying their integrated effects on system security and reliability.

Focusing on the electric power sector, the power outages and power quality
disturbances cost the U.S. economy over $80 billion annually, and sometimes up
to $188 billion in a single year. Transmission and distribution losses in the U.S.
were about 5 % in 1970, and grew to 9.5 % in 2001, due to heavier utilization and
more frequent congestion. Regarding the former, starting in 1995, the amortiza-
tion/ depreciation rate exceeded utility construction expenditures. Since that
crossover point in 1995, utility construction expenditures have lagged behind asset
depreciation. This has resulted in a mode of operation of the system that is
analogous to harvesting more rapidly than planting replacement seeds. As a result
of these diminished ‘‘shock absorbers,’’ the electric grid is becoming increasingly
stressed, and whether the carrying capacity or safety margin will exist to support
anticipated demand is in question.

To assess impacts one can use actual electric power outage data for the U.S.,
which are generally available from several sources, including from the U.S. DOE’s
Energy Information Administration (EIA) and from the North American Electric
Reliability Corporation (NERC). In general, the EIA database contains more
events, and the NERC database gives more information about the events. Both
databases are extremely valuable sources of information and insight. In both
databases, a report of a single event may be missing certain data elements, such as
the amount of load dropped or the number of customers affected. In the NERC
database, the amount of load dropped is given for the majority of the reported
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events, whereas the number of customers affected is given for less than half the
reported events. Analyses of these data collected revealed that in the period from
1991 to 2000, there were 76 outages of 100 MW or more in the second half of the
decade, compared to 66 such occurrences in the first half (Fig. 3) [13]. Further-
more, there were 41 % more outages affecting 50,000 or more consumers in the
second half of the 1990s than in the first half (58 outages in 1996–2000 versus 41
outages in 1991–1995). In addition, between 1996 and 2000, outages affected
15 % more consumers than they did between 1991 and 1995 (the average size per
event was 409,854 customers affected in the second half of the decade versus
355,204 in the first half of the decade). Similar results were determined for a
multitude of additional statistics such as the kilowatt magnitude of the outage,
average load lost, etc. These trends have persisted in this decade. NERC data show
that during 2001–2005 we had 140 occurrences of over 100 MW dropped, and 92
occurrences of over 50,000 or more consumers affected.

The U.S. electrical grid has been plagued by ever more and ever worse
blackouts over the past 15 years. In an average year, outages total 92 min per year
in the Midwest and 214 min in the Northeast. Japan, by contrast, averages only
4 min of interrupted service each year [14]. The outage data excludes interruptions
caused by extraordinary events such as fires or extreme weather.

Two sets of data, one from the U.S. Department of Energy’s Energy Infor-
mation Administration (EIA) and the other from the North American Electric
Reliability Corp. (NERC) are analyzed below. Generally, the EIA database con-
tains more events, and the NERC database gives more information about the
events, including the date and time of an outage, the utility involved, the region
affected, the quantity of load dropped, the number of customers affected, the
duration of the outage, and some information about the nature of the event. The
narrative data in the NERC (and also the EIA) databases are sufficient to identify
factors, such as equipment failure or severe weather (or a combination of both!)
that may have contributed to an outage. Establishment of the precise cause is
beyond the scope of most of the narratives. Both databases are extremely valuable
sources of information and insight.

In both databases, a report of a single event may be missing certain data
elements such as the amount of load dropped or the number of customers affected.
In the NERC database, the amount of load dropped is given for the majority of the
reported events, whereas the number of customers affected is given for less than
half the reported events. In the EIA database, the number of customers affected is
reported more frequently than the amount of load dropped.

In both sets, each 5-year period was worse than the preceding one: According to
data assembled by the U.S. Energy Information Administration (EIA) for most of
the past decade, there were 156 outages of 100 MW or more during 2000–2004;
such outages increased to 264 during 2005–2009. The number of U.S. power
outages affecting 50,000 or more consumers increased from 149 during 2000–2004
to 349 during 2005–2009, according to EIA (Fig. 4).

In 2003 EIA changed their reporting form from EIA-417R to OE-417. Both
forms were attached with descriptions of reporting requirements (page 3 and page
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6 respectively). In all, the reporting requirements are very similar, with OE-417
being a little more stringent. The main change in the requirement affecting the
above figures is that all outages greater than 50,000 customers for 1 h or more be
reported in OE-417, where it was only required for 3 h or more in EIA-417R prior
to 2003. Adjusting for the change in reporting in 2003 (using all the data from
2000–2009 and only counting the outages that met the less stringent requirements
of the EIA-417R form used from 2000–2002), there were 152 outages of 100 MW
or more during 2000–2004; such outages increased to 248 during 2005–2009. The
number of U.S. power outages affecting 50,000 or more consumers increased from
130 during 2000–2004 to 272 during 2005–2009 (Fig. 5).

In summary the number of outages adjusted for 0.9 % annual increase in load
and adjusted for change in reporting in 2003 is:

Occurrences of 100 MW or more Occurrences of 50,000 or more consumers

2000–2004 152 130

2005–2009 248 272

As an energy professional and electrical engineer, I cannot imagine how anyone
could believe that in the United States we should learn to ‘‘cope’’ with these
increasing blackouts—and that we do not have the technical know-how, the
political will, or the money to bring our power grid up to 21st century standards.
Coping as a primary strategy is ultimately defeatist. We absolutely can meet the
needs of a pervasively digital society that relies on microprocessor-based devices
in vehicles, homes, offices, and industrial facilities. And it is not just a matter of

Fig. 3 U.S. electric power outages over 100 MW and affecting over 50,000 consumers
(1991–2005)
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Fig. 4 Power outages have steadily increased [14]. (Research was supported by a grant from the
NSF and a contract with the Sandia National Labs)
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Fig. 5 U.S. electric power outages over 100 MW and affecting over 50,000 consumers during
2000–2009, adjusted for 0.9 % annual increase in load and adjusted for change in reporting in
2003 (using all the data from 2000–2009 and only counting the outages that met the less stringent
requirements of the EIA-417R form used during 2000–2002)
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‘‘can’’. We must—if we want to continue on the road of technological advance-
ment. However, it will not be easy or cheap [13, 15].

9 Background: Where Are We and How Did We Get
Here?

The existing electricity infrastructure evolved to its technology composition today
from the convolution of several major forces, only one of which is technologically
based. Today opportunities and challenges persist in world-wide electric power
networks. These include: reducing transmission congestion, increasing system/
cyber security, increasing overall system and end-use efficiency while maintaining
reliability—many other challenges engage those who plan for the future of the
power grid: producing power in a sustainable manner (embracing renewable fuels
while accounting for their scalability limitations, e.g., increased use of land and
natural resources to produce higher renewable electricity will not be sustainable,
thus not being able to lower emissions from existing generators), delivering
electricity to those who do not have it (not just on the basis of fairness but also
because electricity is the most efficient form of energy, especially for things like
lighting), and using electricity more wisely as a tool of economic development,
and pondering the possible revival of advanced nuclear reactor construction. To
prepare for a more efficient, resilient, secure and sustainable electrical system it is
helpful to remember the historical context, associated pinch-points and forcing
functions.

The trends of worldwide electrical grid deployment, costing trillions of dollars
and reaching billions of people, began very humbly. Some obvious electrical and
magnetic properties were known in antiquity. In the 17th and 18th centuries,
partially through scientific experiments and partially through parlor games, more
was learned about how electric charge is conducted and stored. But only in the
19th century, with the creation of powerful batteries, and through insights about
the relations between electric and magnetic force could electricity in wires service
large scale industries—first the telegraph and then telephones.

And only in the 1880s did the first grids come into being for bringing electrical
energy to a variety of customers for a variety of uses, at first mostly for illumi-
nation but later for turning power machines and moving trolley cars. The most
important of these early grids, the first established big city grid in North America,
was the network built by Thomas Edison in lower Manhattan. From its power
station on Pearl Street, practically in the shadow of the Brooklyn Bridge, Edison’s
company supplied hundreds and then thousands of customers. Shortly thereafter,
Edison’s patented devices, and those of his competitors—devices such as bulbs,
generators, switching devices, generators, and motors—were in use in new grids in
towns all over the industrialized world.
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From a historical perspective the electric power system in the U.S. evolved in
the first half of the 20th century without a clear awareness and analysis of the
system-wide implications of its evolution. In 1940, 10 % of the energy con-
sumption in America was used to produce electricity. By 1970, this had risen to
25 %, and by 2002 it had risen to 40 %. (Worldwide, current electricity production
is near 15,000 billion Kilowatt-hours per year, with The United States, Canada,
and Mexico responsible for about 30 % of this consumption). This grid now
underlies every aspect of our economy and society, and it has been hailed by the
National Academy of Engineering as the 20th century’s engineering innovation
most beneficial to our civilization. The role of electric power has grown steadily in
both scope and importance during this time and electricity is increasingly recog-
nized as a key to societal progress throughout the world, driving economic pros-
perity, security and improving the quality of life. Still it is noteworthy that at the
time of this writing there are about 1.4 billion people in the world with no access to
electricity, and another 1.2 billion people have inadequate access to electricity
(meaning that they experience outages of 4 h or longer per day).

Once ‘‘loosely’’ interconnected networks of largely local systems, electric
power grids increasingly host large-scale, long-distance wheeling (movement of
wholesale power) from one region or company to another. Likewise, the con-
nection of distributed resources, primarily small generators at the moment, is
growing rapidly. The extent of interconnectedness, like the number of sources,
controls, and loads, has grown with time. In terms of the sheer number of nodes, as
well as the variety of sources, controls, and loads, electric power grids are among
the most complex networks made.

In the coming decades, electricity’s share of total energy is expected to continue
to grow, as more efficient and intelligent processes are introduced into this network
[12]. Electric power is expected to be the fastest-growing source of end-use energy
supply throughout the world. To meet global power projections, it is estimated by
the U.S. DOE/EIA that over $1 trillion will have to be spent during the next
10 years. The electric power industry has undergone a substantial degree of
privatization in a number of countries over the past few years. Power generation
growth is expected to be particularly strong in the rapidly growing economies of
Asia, with China leading the way.

The electric power grid’s emerging issues include creating distributed man-
agement through using distributed intelligence and sensing; integration of
renewable resources; use of active-control high-voltage devices; developing new
business strategies for a deregulated energy market; and ensuring system stability,
reliability, robustness, and efficiency in a competitive marketplace and carbon-
constrained world. In addition, the electricity grid faces (at least) three looming
challenges: its organization, its technical ability to meet 25-year and 50-year
electricity needs, and its ability to increase its efficiency without diminishing its
reliability and security.

As an example of historical bifurcation points, the 1965 Northeast blackout not
only brought the lights down, it also marked a turn in grid history. The previous
economy of scale, according to which larger generators were always more efficient
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than small machines, no longer seemed to be the only risk-managed option. In
addition, in the 1970s two political crises—the Mideast war of 1973 and the
Iranian Revolution in 1979—led to a crisis in fuel prices and a related jump in
electric rates. For the first time in decades, demand for electricity stopped growing.
Moreover, the prospects of power from nuclear reactors, once so promising, were
now under public resistance and the resultant policy threats. Accidents at Brown’s
Ferry, Alabama in 1974 and Three Mile Island, Pennsylvania in 1979, and rapidly
escalating construction costs caused a drastic turnaround in orders for new facil-
ities. Some nuclear plants already under construction were abandoned.

In the search for a new course of action, conservation (using less energy) and
efficiency measures (to use available energy more wisely) were put into place.
Electrical appliances were re-engineered to use less power. For example, while on
the average today’s refrigerators are about 20 % larger than those made 30 years
ago, they use less than half the electricity of older models. Furthermore, the Public
Utility Regulatory Policy Act (PURPA) of 1978 stipulated that the main utilities
were required to buy the power produced by certain independent companies which
co-generated electricity and heat with great efficiency, providing the cost of the
electricity was less than the cost it would take the utilities to make it for their own
use.

What had been intended as an effort to promote energy efficiency, turned out, in
the course of the 1980s and 1990s, to be a major instigator of change in the power
industry as a whole. First, the independent power producers increased in size and
in number. Then they won the right to sell power not only to the neighboring utility
but also to other utilities further away, often over transmission lines owned by still
other companies. With the encouragement of the Federal Energy Regulatory
Commission (FERC), utilities began to sell off their own generators. Gradually the
grid business, which for so long had operated under considerable government
guidelines since so many utilities were effective monopolies, became a confusing
mixture of regulated and unregulated companies.

Opening up the power industry to independent operators, a business reformation
underway for some years in places like Chile, Australia, and Britain (where the
power denationalization process was referred to as ‘‘liberalization’’), proved to be
a bumpy road in the US. For example, in 2001 in the state of California the effort
to remove government regulations from the sale of electricity, even at the retail
level, had to be rescinded in the face of huge fluctuations in electricity rates,
rolling blackouts, and amid allegations of price-fixing among power suppliers.
Later that year, Enron, a company that had grown immense through its pioneering
ventures in energy trading and providing energy services in the new freed-up
wholesale power market, declared bankruptcy.

Restructuring of the US power grid continues. Several states have put dereg-
ulation into effect in a variety of ways. New technology has helped to bring down
costs and to address the need for reducing emission of greenhouse gases during the
process of generating electricity. Examples include high-efficiency gas turbines,
integrated ‘‘microgrids’’ of small generators (sometimes in the form of solar cells
or fuel cells), and a greater use of wind turbines.
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Much of the interest in restructuring has centered around the generation part of
the power business and less on expanding the transmission grid itself. About
25 years ago, the generation capacity margin, the ability to meet peak demand,
was between 25 and 30 %—it has now reduced to less than half and is currently at
about 10–15 %. These ‘‘shock absorbers’’ have been shrinking; e.g., during the
1990s actual demand in the U.S. increased some 35 %, while transmission
capacity has increased only 18 %. In the current decade, the demand is expected to
grow about 20 %, with new transmission capacity lagging behind at under 4 %
growth.

In the past, extra generation capacity served to reduce the risk of generation
shortages in case equipment failed and had to be taken out of production, or in case
there was an unusually high demand for power, such as on very hot or cold days.
As a result, capacity margins, both for generation and transmission, are shrinking.
Other changes add to the pressure on the national power infrastructure as well.
Increasing inter-regional bulk power transactions strain grid capacity. New envi-
ronmental considerations, energy conservation efforts, and cost competition
require greater efficiency throughout the grid.

As a result of these ‘‘diminished shock absorbers,’’ the network is becoming
increasingly stressed, and whether the carrying capacity or safety margin will exist
to support anticipated demand is in question. The most visible parts of a larger and
growing US energy crisis are the result of years of inadequate investments in the
infrastructure. The reason for this neglect is caused partly by uncertainties over
what government regulators will do next and what investors will do next.

Growth, environmental issues, and other factors contribute to the difficult
challenge of ensuring infrastructure adequacy and security. Not only are infra-
structures becoming more complexly interwoven and more difficult to comprehend
and control, there is less investment available to support their development.
Investment is down in many industries. For the power industry, direct infra-
structure investment has declined in an environment of regulatory uncertainty due
to deregulation, and infrastructure R&D funding has declined in an environment of
increased competition because of restructuring. Electricity investment was not
large to begin with. Presently the power industry spends a smaller proportion of
annual sales on R&D than do the dog foods, leather, insurance, or many other
industries—less than 0.3 %, or about $600 million per year.

Most industry observers recognize this shortage of transmission capability, and
indeed many of the large blackouts in recent years can be traced to transmission
problems, either because of faults in the lines themselves or in the coordination of
power flow over increasingly congested lines. However, in the need to stay
‘‘competitive,’’ many energy companies, and the regional grid operators that work
with them, are ‘‘flying’’ the grid with less and less margin for error. This means
keeping costs down, not investing sufficiently in new equipment, and not building
new transmission highways to free up bottlenecks.
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10 A Stressed Infrastructure

From a broader view, the North American electricity infrastructure is vulnerable to
increasing stresses from several sources. One stress is caused by an imbalance
between growth in demand for power and enhancement of the power delivery
system to support this growth. From 1988 to 1998, the United States electricity
demand rose by nearly 30 %, but the capacity of its transmission network grew by
only 15 %. This disparity increased from 1999 to 2009: demand grew by about
20 %, while planned transmission systems grow by only under 3.8 % [1]. Along
with that imbalance, today’s power system has several sources of stress:

• Demand is outpacing infrastructure expansion and maintenance investments.
Generation and transmission capacity margins are shrinking and unable to meet
peak conditions, particularly when multiple failures occur while electricity
demand continues to grow.

• The transition to deregulation is creating new demands that are not being met.
The electricity infrastructure is not being expanded or enhanced to meet the
demands of wholesale competition in the industry; so connectivity between
consumers and markets is at a gridlock.

• The present power delivery infrastructure cannot adequately handle those new
demands of high-end digital customers and 21st century economy. It cannot
support levels of security, quality, reliability, and availability needed for eco-
nomic prosperity.

• The infrastructure has not kept up with new technology. Many distribution
systems have not been updated with current technology including IT.

• Proliferation of distributed energy resources (DER). DER includes a variety of
energy sources—micro turbines, fuel cells, photovoltaics, and energy storage
devices—with capacities from approximately 1 kW to 10 MW. DER can play
an important role in strengthening energy infrastructure. Currently, DER
accounts for about 7 % of total capacity in the United States, mostly in the
form of backup generation, yet very little is connected to the power delivery
system. By 2020, DER could account for as much as 25 % of total U.S.
capacity, with most DER devices connected to the power delivery system.

• Return on investment (ROI) uncertainties are discouraging investments in the
infrastructure upgrades. Investing new technology in the infrastructure can
meet these aforementioned demands. More specifically, according to a June
2003 report by the National Science Foundation, R&D spending in the U.S. as
a percent of net sales was about 10 % in the computer and electronic products
industry and 12 % for the communication equipment industry in 1999. Con-
versely, R&D investment by electric utilities was less than 0.5 % during the
same period. R&D investment in most other industries is also significantly
greater than that in the electric power industry (NSF 2003).

• Concern about the national infrastructure’s security [13]; EPRI (2001). A
successful terrorist attempt to disrupt electricity supplies could have devas-
tating effects on national security, the economy, and human life. Yet power
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systems have widely dispersed assets that can never be absolutely defended
against a determined attack.

Competition and deregulation have created multiple energy producers that
share the same energy distribution network, one that now lacks the carrying
capacity or safety margin to support anticipated demand. Investments in mainte-
nance and research and development continue to decline in the North American
electrical grid. Yet, investment in core systems and related IT components are
required to insure the level of reliability and security that users of the system have
come to expect.

In addition, the power industry is just beginning to adapt to a wider spectrum of
risks. Both the number and frequency of weather-caused major outages have
increased from 2 to 5 during 1950s–1980s and even early 1990s to a range of
70–130 per year during 2008–2012—now accounting for 66 % root cause of
disruptions affecting 178 million customers (meters), and accounting for about
1333 outages, comprising 78 % of all outages, during 1992–2011. We are at the
early stages of this adaption process to implement the strategies, systems, tech-
nologies and practices that will harden the grid and improve restoration perfor-
mance after a physical disturbance.

10.1 Smart Self-Healing Grid

An interdependent, secure, integrated, reconfigurable, electronically controlled
system that operates in parallel with an electric power grid. An electric power grid
can be defined as the entire apparatus of wires and machines that connects power
plants with customers. Adding and utilizing a ‘‘smart’’ element—sensors, com-
munications, monitors, optimal controls and computers—to the electric grid can
substantially improve its efficiency and reliability. In particular, secure digital
technologies added to the grid and the architecture used to integrate these tech-
nologies into the infrastructure make it possible for the system to be electronically
controlled and dynamically configured. This gives the grid unprecedented flexi-
bility and functionality as well as a self-healing capability. It can react to and
minimize the impact of unforeseen events, such as power outages, so that services
are more robust and always available.

In addition, a stronger and smarter grid, combined with massive storage devi-
ces, can substantially increase the integration of wind and solar energy resources
into the generation mix. It can support a wide-scale system for charging electric
vehicles. Utilities can use its technologies to charge variable rates based on real-
time fluctuations in supply and demand, and consumers can directly configure their
services to minimize electricity costs.
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10.2 Smart Grids and the Consumer: Empowered Consumers

Throughout the history of electric power systems, grid operators have largely
worked in the paradigm that supply (i.e., generators) exists to follow all variability
in consumers’ demand. This has profound implications for how we design and
operate the grid: the size of system peak relative to average power influences how
much capacity needs to be built and the levelized costs of existing capacity, short
time scale (sub-daily) variability determines how much flexible generation is
required to follow ramps in demand and forecast errors.

Also throughout the history of power systems, though electricity prices that
follow fixed time-of-use schedules have been common, the price of electricity most
consumers pay has been independent of the evolution of system conditions on a
day-to-day or hour-to-hour basis. For example, if consumers demand more elec-
tricity and requires more expensive generation to do so, the price consumers pay
would nonetheless remain the same. Moreover system operators have had very few
tools to reduce demand from customers with their permission; emergency load
shedding programs and rolling blackouts are among the system operators’ bluntest
tools, and they only use them in the most extreme conditions.

However, a number of changes in technology and society are inspiring a move
away from the world of ‘‘inflexible loads’’ and into a world where loads become
enabled for real-time responsiveness to system conditions. As we will mention
below, some of this responsiveness (motivated by dynamic prices or reliability
signals) has existed in parts of the commercial and industrial sector for some time
and there are many practical lessons to be learned from that history. However,
though we do not yet fully understand what the benefits would be, it is possible
that the scale of consumer engagement in power systems could be many orders of
magnitude greater than it is today.

The Smart Grid extends all the way from the source of fuel for the electric
power production to the many devices that use electricity, such as a household
refrigerator, a piece of manufacturing equipment or a city park’s lighting fixtures.

The Smart Grid is essential to support the related goals of price transparency,
clean energy, grid reliability and electrified transportation. For example, Smart
Grids allow for charging variable rates for energy based on supply and demand.
This will reduce peak usage and increase system reliability by providing an
incentive for consumers to shift their heavy uses of electricity (such as for heavy-
duty appliances or processes that are less time-sensitive) to times of the day when
demand is low (called peak shaving or load leveling).

These technologies provide consumers with the ability to obtain information,
control and options of their own energy consumption. This involves advanced
metering and demand response technologies. Two way communications and
consumer-ready interfaces are essential for the success of this technology group.
Conditional information of the grid and utility systems are additional benefits.

340 M. Amin



The data interfaces and communications are essential pieces to link to the other
areas. These combinations of technologies enable customer empowerment.

10.3 Smart Grids and the Supplier

The U.S. federal government recognized this potential by implementing the
Energy Independence and Security Act (EISA) of 2007. Title XIII of the Act
mandates a Smart Grid that is focused on modernizing and improving the infor-
mation and control infrastructure of the electric power system. Among the areas
being addressed in the Smart Grid are: transmission, distribution, home-to-grid,
industry-to-grid, building-to-grid, vehicle-to-grid, integration of renewable and
distributed energy resources (such as wind and solar, which are intermittent), and
demand response.

In particular, the secure digital technologies added to the grid and the archi-
tecture used to integrate these technologies into the infrastructure make it possible
for the system to be electronically controlled and dynamically configured. This
gives the end-to-end grid unprecedented flexibility and functionality and self-
healing capability. It can react to and minimize the impact of unforeseen events,
such as power outages, so that services are more robust and always available.

Operationally focused technologies are utilized not only on the utility-side of
the smart grid, but also at the consumer and asset management side. Together these
technologies allow for the realization of a number of different key deliverables for
the execution of the smart grid. They allow for a Distribution Management System
that can enable two-way power flow on the system. They form an Advanced
Outage Management System that can integrate Consumer technologies and
Advanced Distribution Operational technologies to detect and diagnose stressed
areas in the system. There is also an increasing number of microgrid integration
projects that allow the local grids to determine (in time of need) if they should
remain interconnected or become islanded.

Microgrids are small power systems of several MW or less in scale with three
primary characteristics: distributed generators with optional storage capacity,
autonomous load centers, and the capability to operate interconnected with or
islanded from a larger grid. Storage can be provided by batteries, supercapacitors,
flywheels, or other sources. Microgrid assemblies are groups of interconnected
microgrids that are in some sense ‘‘near’’ one another so that interconnection
distances are small. As a result, line characteristics for such assemblies are similar
to those of distribution systems.

Certainly, the power grid backbone also needs to become increasingly efficient
and smart grids are designed to do this by efficiently integrating renewable
resources that reduce society’s need for fossil-based resources, among other
approaches. The upgraded backbone, combined with microgrids, will help us meet
our goals for an efficient and eco-friendly electric power system.
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The smart grid also has very important features that help the planet deal with
energy and environmental challenges and reduce carbon emissions. Smart grids
have the potential to substantially reduce energy consumption and CO2 emissions.
In fact CO2 emissions alone could be reduced by 58 % in 2030, compared to 2005
emissions.

In summary a stronger and smarter grid, combined with massive storage
devices, can substantially increase the integration of wind and solar energy
resources into the generation mix. It can support a wide-scale system for charging
electric vehicles. Utilities can use its technologies to charge variable rates based on
real-time fluctuations in supply and demand, and consumers can directly configure
their services to minimize electricity costs.

11 A New Energy Value Chain

In the past, power grids consisted of loosely connected networks of largely local
systems. Today, however, they increasingly host the movement of wholesale
power from one company to another (sometimes over the transmission lines of a
third company) and from one region to another. Likewise, more and more dis-
tributed resources, primarily small generators, are connecting to the grid. The
extent of interconnectedness, like the number of sources, controls, and loads, has
grown with time.

As a result of these new technologies, players, regulatory environments that
encourage competitive markets, a new energy value chain is emerging. In the past,
much of the focus was on the supply side to enable competitive wholesale
transactions. Changes in technology and the resulting economics have disrupted
this traditional value chain and stimulated the adoption of distributed energy
resources (DER). These distributed resources can assume many forms, but some
key examples are distributed generation and storage, and plug-in hybrid electric
vehicles (PHEVs).

In addition, because of competition and deregulation, an entire new area of
energy services and transactions has been created around the demand side of the
value chain. One of these new energy services is demand response (DR). DR
enables load and other DER resources to provide capacity into the bulk power
system in response to grid contingencies and market pricing signals. DR is an
example of an energy service that requires the interaction and integration of
multiple-party business systems and physical assets, resulting in both physical and
financial transactions.
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12 The Self-Healing Grid

A self-healing smart grid can be built to fulfill three primary objectives. The most
fundamental is real-time monitoring and reaction [6]. An array of sensors would
monitor electrical parameters such as voltage and current, as well as the condition
of critical components. These measurements would enable the system to con-
stantly tune itself to an optimal state.

The second goal is anticipation. The automated system constantly looks for
potential problems that could trigger larger disturbances, such as a transformer that
is overheating. Computers would assess trouble signs and possible consequences.
They would then identify corrective actions, simulate the effectiveness of each
action, and present the most useful responses to human operators, who could then
quickly implement corrective action by dispatching the grid’s many automated
control features. This is a fast look-ahead capability to anticipate problems, to
adapt to new conditions after an outage, or an attack, the way a fighter plane
reconfigures its systems to stay aloft even after being damaged. This advanced
feature enables resilience in times of crisis in three ways: by providing faster-than-
real-time, look-ahead simulations (analogous to master chess players rapidly
expanding and evaluating their various options under time constraints) and thus
avoiding previously unforeseen disturbances; by performing what-if analysis for
large-region power systems from both operations and planning points of view; and
by integrating market, policy and risk analysis into system models, and quantifying
their integrated effects on system security and reliability.

The third objective is rapid isolation. If failures were to occur, the whole
network would break into isolated ‘‘islands,’’ each of which must fend for itself.
Each island would reorganize its power plants and transmission flows as best it
could. Although this might cause voltage fluctuations or even small outages, it
would prevent the cascades that cause major blackouts. As line crews repaired the
failures, human controllers would prepare each island to smoothly rejoin the larger
grid. The controllers and their computers would function as a distributed network,
communicating via microwaves, optical fibers or the power lines themselves. As
soon as power flows were restored, the system would again start to self-optimize.

13 Smart Grids and Security

The existing end-to-end energy and power-delivery system is vulnerable to natural
disasters and intentional cyber-attacks. Virtually every crucial economic and social
function depends on the secure, reliable operation of power and energy infra-
structures. Energy, electric power, telecommunications, transportation, and
financial infrastructures are becoming interconnected, thus posing new challenges
for their secure, reliable, and efficient operation. All of these interdependent
infrastructures are complex networks, geographically dispersed, non-linear, and
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interacting both among themselves and with their human owners, operators, and
users.

Challenges to the security of the electric infrastructure include:
Physical security—The size and complexity of the North American electric

power grid makes it impossible both financially and logistically to physically
protect the entire end-to-end and interdependent infrastructure. There currently
exist over 450,000 miles of 100 kV or higher transmission lines, and many more
thousands of miles of lower-voltage lines. As an increasing amount of electricity is
generated from distributed renewable sources, the problem will only be
exacerbated.

Cyber security—Threats from cyberspace to our electrical grid are rapidly
increasing and evolving. While there have been no publicly known major power
disruptions due to cyber-attacks, public disclosures of vulnerabilities are making
these systems more attractive as targets.

Security,7 which includes privacy and cybersecurity, is fundamentally neces-
sary for reliable grid operations and for customer acceptance of smart grids, and
many in IEEE and the smart grid community are developing technologies and
standards addressing this issue. What is most important, however, is that security is
incorporated into the architectures and designs at the outset, not as an afterthought.
For the microgrids it is necessary to employ security technologies for each
equipment component that is used and for each customer application that is
developed. If any part of the system is compromised, the system reconfigures to
protect itself, localize and fend off the attacks.

Due to the increasingly sophisticated nature and speed of some malicious code,
intrusions, and denial-of-service attacks, human response may be inadequate.
Furthermore, currently more than 90 % of successful intrusions and cyber-attacks
take advantage of known vulnerabilities and misconfigured operating systems,
servers, and network devices. Technological advances targeting system awareness,
cryptography, trust management and access controls are underway and continued
attention is needed on these key technological solutions.

7 Regarding interoperability and emerging security standards, the IEEE-SA has published an
architectural framework for the smart grid, called IEEE 2030, which defines the interconnection
and interoperability standards for the power, IT and communications technologies that will be
used in smart grids. IEEE-SA is working actively on standardization with the NIST Smart Grid
Interoperability Panel, which includes IEEE-SA standards in its catalog of smart grid standards.
IEEE-SA also collaborates with many standards organizations that represent specific industries,
countries or regions to help make sure that products that operate on smart grids are
complementary and compatible with one another.
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14 Smart Grid: Costs and Benefits

What are the costs/benefits and range of new consumer-centered services enabled
by smart grids? What is the smart grid’s potential to drive economic growth? To
begin addressing these, the costs of full implementation for a nationwide Smart
Grid range over a 20-year period (2010–2030):

• According to energy consulting firm Brattle Group, the necessary investment to
achieve an overhaul of the entire electricity infrastructure and a smart grid is
$1.5 trillion spread over 20 years (*$75 billion/year), including new genera-
tors and power delivery systems.

• A detailed study by the Electric Power Research Institute (EPRI) published in
April 2011, finds that that the estimated net investment needed to realize the
envisioned power delivery system of the future is between $338 and $476
billion. The new estimates translate into annual investment levels of between
$17 and $24 billion over the next 20 years.

The costs cover a wide variety of enhancements to bring the power delivery
system to the performance levels required for a smart grid. They include the
infrastructure to integrate distributed energy resources and achieve full customer
connectivity but exclude the cost of generation, the cost of transmission expansion
to add renewables and to meet load growth and a category of customer costs for
smart-grid-ready appliances and devices. Despite the costs of implementation,
investing in the grid would pay for itself, to a great extent. Integration of the Smart
Grid will result in:

(1) Costs of outages reduced by about $49B per year,
(2) Increased efficiency and reduced emissions by 12–18 % per year (PNNL

report, January 2010),
(3) A greater than 4 % reduction in energy use by 2030; translating into $20.4

billion in savings,
(4) More efficient to move electrical power through the transmission system than

to ship fuels the same distance. From an overall system’s perspective, with
goals of increased efficiency, sustainability, reliability, security and resil-
ience, we need both:

• Local microgrids (that can be as self-sufficient as possible and island
rapidly during emergencies), and

• Interconnected, smarter and stronger power grid backbone that can effi-
ciently integrate intermittent sources, and to provide power for end-to-end
electrification of transportation.

(5) Reduction in the cost of infrastructure expansion and overhaul in response to
annual peaks. The demand response and smart grid applications could reduce
these costs significantly.
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(6) The benefit-to-cost ratios are found to range from 2.8 to 6.0. Thus, the smart
gird definition used as the basis for the study could have been even wider, and
yet benefits of building a smart grid still would exceed costs by a healthy
margin. By enhancing efficiency, for example, the smart grid could reduce
2030 overall CO2 emissions from the electric sector by 58 %, relative to 2005
emissions.

(7) Increased cyber/IT security, and overall energy security, if security is built in
the design as part of layered defense system architecture.

On options and pathways forward, I am often asked ‘‘should we have a high-
voltage power grid or go for a totally distributed generation, for example with
microgrids?’’ We need both, as the ‘‘choice’’ in the question poses a false
dichotomy. It is not a matter of ‘‘this OR that’’ but it is an ‘‘AND’’. To elaborate
briefly, from an overall energy system’s perspective (with goals of efficiency, eco-
friendly, reliability, security and resilience) we need both (1) microgrids (that can
be as efficient and self-sufficient as possible, and to island rapidly during emer-
gencies), AND we need (2) a stronger and smarter power grid as a backbone to
efficiently integrate intermittent renewable sources into the overall system.

The global investments so far in advanced metering infrastructure and the
coming wave of investment in distribution automation are but the beginning of a
multi-decade, multi-billion-dollar effort to achieve an end-to-end, intelligent,
secure, resilient, and self-healing system. It is noteworthy that the cost-effective
investments to harden the grid and support resilience will vary by region, by
utility, by the legacy equipment involved and even by the function and location of
equipment within a utility’s service territory.

15 Options and Possible Futures: What Will It Take
to Succeed?

Revolutionary developments in both information technology and material science
and engineering promise significant improvement in the security, reliability, effi-
ciency, and cost-effectiveness of all critical infrastructures. Steps taken now can
ensure that critical infrastructures continue to support population growth and
economic growth without environmental harm.

As a result of demand growth, regulatory uncertainty, and the increasing con-
nectedness of critical infrastructures, it is quite possible that in the near future the
ability, for example, of the electricity grid to deliver the power that customers
require in real-time, on demand, within acceptable voltage and frequency limits,
and in a reliable and economic manner may become severely tried. Other infra-
structures similarly may be tested.

At the same time, deregulation and restructuring have added concern about the
future of the electric power infrastructure (and other industries as well). This shift
marked a fundamental change from an industry that was historically operated in a
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very conservative and largely centralized way as a regulated monopoly, to an
industry operated in a decentralized way by economic incentives and market
forces. The shift impacts every aspect of electrical power including its price,
availability, and quality. For example, as a result of deregulation, the number of
interacting entities on the electric grid (and hence its complexity) has been dra-
matically increasing while, at the same time, a trend towards reduced capacity
margins has appeared. Yet, when deregulation was initiated, little was known
about its large-scale, long-term impacts on the electricity infrastructure, and no
mathematical tools were available to explore possible changes and their
ramifications.

It was in this environment of concern that the smart self-healing grid was
conceived. One event in particular precipitated the creation of its foundations: a
power outage that cascaded across the western United States and Canada on
August 10, 1996. This outage began with two relatively minor transmission-line
faults in Oregon. But ripple effects from these faults tripped generators at McNary
dam, producing a 500 MW-wave of oscillations on the transmission grid that
caused separation of the primary West Coast transmission circuit, the Pacific
Intertie, at the California-Oregon border. The result: blackouts in 13 states and
provinces costing some $1.5 billion in damages and lost productivity. Subsequent
analysis suggests that shedding (dropping) some 0.4 % of the total load on the grid
for just 30 min would have prevented the cascading effects and prevented large-
scale regional outages (note that load shedding is not typically a first option for
power grid operators faced with problems).

From a broader perspective, any critical national infrastructure typically has
many layers and decision-making units and is vulnerable to various types of
disturbances. Effective, intelligent, distributed control is required that would
enable parts of the constituent networks to remain operational and even auto-
matically reconfigure in the event of local failures or threats of failure. In any
situation subject to rapid changes, completely centralized control requires multi-
ple, high-data-rate, two-way communication links, a powerful central computing
facility, and an elaborate operations control center. But all of these are liable to
disruption at the very time when they are most needed (i.e., when the system is
stressed by natural disasters, purposeful attack, or unusually high demand).

Had the results of the CIN/SI been in place at the time of the August 1996
blackout, the events might have unfolded very differently. For example, fault
anticipators located at one end of the high voltage transmission lines would have
detected abnormal signals, and making adaptive reconfiguration of the system to
sectionalize the disturbance and minimize the impact of components failures
several hours before the line failed. The look-ahead simulations would have
identified the line as having a higher than normal probability of failure. Quickly,
cognitive agents (implemented as distributed software and hardware in the infra-
structure components and in control centers) would have run failure scenarios on
their virtual system models to determine the ideal corrective response. When the
high-voltage line actually failed, the sensor network would have detected the
voltage fluctuation and communicate the information to reactive agents located at
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substations. The reactive agents would have executed the pre-determined correc-
tive actions, isolating the high-voltage line and re-routed power to other parts of
the grid. No customer in the wider area would even be aware that a catastrophic
event had impended, or had seen a few flickers in the light.

Such an approach provides an expanded stability region with larger operational
range; as the operating point nears the limit to how much the grid could have
adapted (e.g., by automatically rerouting power and/or balancing dropping a small
amount of load or generation), rather than cascading failures and large-scale
regional system blackouts, the system will be reconfigured to minimize severity/
size of outages, to shorten duration of brownouts/blackouts, and to enable rapid/
efficient restoration.

This kind of distributed grid control has many advantages if coordination,
communication, bandwidth, and security can be assured. This is especially true
when the major components are geographically dispersed, as in a large telecom-
munications, transportation, or computer network. It is almost always preferable to
delegate to the local level, as much of the control as is practical.

The simplest kind of distributed control would combine remote sensors and
actuators to form regulators (e.g., intelligent electronically controlled secure
devices), and adjust their set points or biases with signals from a central location.
Such an approach requires a different way of modeling—of thinking about,
organizing and designing—the control of a complex, distributed system. Recent
research results from a variety of fields, including nonlinear dynamical systems,
artificial intelligence, game theory, and software engineering have led to a general
theory of complex adaptive systems (CAS). Mathematical and computational
techniques originally developed and enhanced for the scientific study of CAS
provide new tools for the engineering design of distributed control so that both
centralized decision-making and the communication burden it creates can be
minimized. The basic approach to analyzing a CAS is to model its components as
independent adaptive software and hardware ‘‘agents’’—partly cooperating and
partly competing with each other in their local operations while pursuing global
goals set by a minimal supervisory function.

If organized in coordination with the internal structure existing in a complex
infrastructure and with the physics specific to the components they control, these
agents promise to provide effective local oversight and control without the need of
excessive communications, supervision, or initial programming. Indeed, they can
be used even if human understanding of the complex system in question is
incomplete. These agents exist in every local subsystem-from ‘‘horseshoe nail’’ up
to ‘‘kingdom’’-and perform preprogrammed self-healing actions that require an
immediate response. Such simple agents are already embedded in many systems
today, such as circuit breakers and fuses as well as diagnostic routines. The
observation is that we can definitely account for lose nails and to save the
kingdom.

Another key insight came out of analysis of forest fires. In a forest fire the
spread of a spark into a conflagration depends on how close together are the trees.
If there is just one tree in a barren field and it is hit by lightning, it burns but no big
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blaze results. But if there are many trees and they are close enough together-which
is the usual case with trees because nature is prolific and efficient in using
resources-the single lightning strike can result in a forest fire that burns until it
reaches a natural barrier such as a rocky ridge, river, or road. If the barrier is
narrow enough that a burning tree can fall across it or it includes a burnable flaw
such as a wooden bridge, the fire jumps the barrier and burns on. It is the role of
first-response wild-land firefighters, such as smokejumpers, to contain a small fire
before it spreads by reinforcing an existing barrier or scraping out a defensible fire
line barrier around the original blaze.

Similar results hold for failures in electric power grids. For power grids, the
‘‘one-tree’’ situation is a case in which every single electric socket has a dedicated
wire connecting it to a dedicated generator. A lightning strike on any wire would
take out that one circuit and no more. But like trees in nature, electrical systems
are designed for efficient use of resources, which means numerous sockets served
by a single circuit and multiple circuits for each generator. A failure anywhere on
the system causes additional failures until a barrier-a surge protector or circuit
breaker, say-is reached. If the barrier does not function properly or is insufficiently
large, the failure bypasses it and continues cascading across the system [16].

These preliminary findings suggest approaches by which the natural barriers in
power grids may be made more robust by simple design changes in the configu-
ration of the system, and eventually how small failures might be contained by
active smokejumper-like controllers before they grow into large problems. CIN/SI
developed, among other things, a new vision for the integrated sensing, commu-
nications, and control of the power grid. Some of the pertinent issues are why/how
to develop controllers for centralized versus decentralized control and issues
involving adaptive operation and robustness to disturbances that include various
types of failures.

Modern computer and communications technologies now allow us to think
beyond the protection systems and the central control systems to a fully distributed
system that places intelligent devices at each component, substation and power
plant. This distributed system will enable us to build a truly smart grid.

One of the problems common to the management of central control facilities is
the fact that any equipment changes to a substation or power plant must be
described and entered manually into the central computer system’s database and
electrical one-line diagrams. Often this work is performed some time after the
equipment is installed and there is thus a permanent set of incorrect data and
diagrams in use by the operators. What is needed is the ability to have this
information entered automatically when the component is connected to the sub-
station—much as a computer operating system automatically updates itself when a
new disk drive or other device is connected.

System-of-Systems Approach 349



16 Potential Road Ahead

Electric power systems constitute the fundamental infrastructure of modern soci-
ety. Often continental in scale, electric power grids and distribution networks reach
virtually every home, office, factory, and institution in developed countries and
have made remarkable, if remarkably insufficient, penetration in developing
countries such as China and India.

Global trends toward interconnectedness, privatization, deregulation, economic
development, accessibility of information, and the continued technical trend of
rapidly advancing information and telecommunication technologies all suggest
that the complexity, interactivity, and interdependence of infrastructure networks
will continue to grow.

The existing electricity infrastructure evolved to its technology composition
today from the convolution of several major forces, only one of which was
technologically based. During the past 15 years, we have systematically scanned
science and technology, investment and policy dimensions to gain clearer insight
on current science and technology assets when looked at from a consumer-cen-
tered future perspective, rather than just incremental contributions to today’s
electric energy system and services.

The goal of transforming the current infrastructures to self-healing energy
delivery, markets, computer and communications networks with unprecedented
robustness, reliability, efficiency and quality for customers and our society is
ambitious. This will require addressing challenges and developing tools, tech-
niques, and integrated probabilistic risk assessment/impact analysis for wide-area
sensing and control for digital-quality infrastructure—sensors, communication and
data management, as well as improved state estimation, monitoring and simulation
linked to intelligent and robust controllers leading to improved protection and
discrete-event control. These follow-on activities will build on the foundations of
CIN/SI and current programs that include self-healing systems and real-time
dynamic information and emergency management and control.

More specifically, the operation of a modern power system depends on a
complex system of sensors and automated and manual controls, all of which are
tied together through communication systems. While the direct physical destruc-
tion of generators, substations, or power lines, may be the most obvious strategy
for causing blackouts, activities that compromise the operation of sensors, com-
munication and control systems by spoofing, jamming, or sending improper
commands could also disrupt the system, cause blackouts, and in some cases result
in physical damage to key system components. Hacking and cyber attacks are
becoming increasingly common.

Most early communication and control systems used in the operation of the
power system were carefully isolated from the outside world, and were separated
from other systems, such as corporate enterprise computing. However, economic
pressures created incentives for utilities to make greater use of commercially
available communications and other equipment that was not originally designed
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with security in mind. Unfortunately, from a security perspective, such intercon-
nections with office and electronic business systems through other layers of
communications created vulnerabilities. While this problem is now well under-
stood in the industry and corrective action is being taken, we are still in a transition
period during which some control systems have been inadvertently exposed to
access from the Internet, intranets, and remote dial-up capabilities that are vul-
nerable to cyber intrusions.

Many elements of the distributed control systems now in use in power systems
are also used in a variety of applications in process control, manufacturing,
chemical process control and refineries, transportation, and other critical infra-
structure sectors and hence vulnerable to similar modes of attack. Dozens of
communication and cyber security intrusions, and penetration red-team attacks
have been conducted by DOE, EPRI, electric utilities, commercial security con-
sultants, KEMA, and others. These ‘‘attacks’’ have uncovered a variety of cyber
vulnerabilities including unauthorized access, penetration and hijacking of control.

While some of the operations of the system are automatic, ultimately human
operators in the system control center make decisions and take actions to control
the operation of the system. In addition, to the physical threats to such centers and
the communication links that flow in and out of them, one must also be concerned
about two other factors: the reliability of the operators within the center, and the
possibility that insecure code has been added to one of the programs in a center
computer. The threats posed by ‘‘insider’’ threats, as well as the risk of a ‘‘Trojan
horse’’ embedded in the software of one or more of the control centers is real, and
can only be addressed by careful security measures both within the commercial
firms that develop and supply this software, and care security screening of the
utility and outside service personnel who perform software maintenance within the
center. Today security patches are often not always supplied to end-users, or users
are not applying the patches for fear of impacting system performance. Current
practice is to apply the upgrades/patches after SCADA vendors thoroughly test and
validate patches, sometimes incurring a delay in patch deployment of several
months.

As an example, related to numerous major outages, narrowly-programmed
protection devices have contributed to worsening the severity and impact of the
outage—typically performing a simple on/off logic which locally acts as pre-
programmed while destabilizing a larger regional interconnection. With its mil-
lions of relays, controls and other components, the parameter settings and struc-
tures of the protection devices and controllers in the electricity infrastructure can
be a crucial issue. It is analogous to the poem ‘‘for want of a horseshoe nail… the
kingdom was lost.’’ i.e., relying on an ‘‘inexpensive 25 cent chip’’ and narrow
control logic to operate and protect a multi-billion dollar machine.

As a part of enabling a smart self-healing grid, we have developed fast look-
ahead modeling and simulation, precursor detection, adaptive protection and
coordination methods that minimize the impact on the whole system performance
(load dropped as well as robust rapid restoration). There is a need to coordinate the
protection actions of such relays and controllers with each other to achieve overall
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stability; a single controller or relay cannot do all, and they are often tuned for
worst cases, therefore control action may become excessive from a system wide
perspective. On the other hand, they may be tuned for best case, and then the
control action may not be adequate. This calls for a coordinating protection and
control—neither agent, using its local signal, can by itself stabilize a system; but
with coordination, multiple agents, each using its local signal, can stabilize the
overall system.

It is important to note that the key elements and principles of operation for
interconnected power systems were established in the 1960s prior to the emer-
gence of extensive computer and communication networks. Computation is now
heavily used in all levels of the power network-for planning and optimization, fast
local control of equipment, and processing of field data. But coordination across
the network happens on a slower time-scale. Some coordination occurs under
computer control, but much of it is still based on telephone calls between system
operators at the utility control centers, even-or especially!—during emergencies.

Over the last 15 years, our efforts in this area have developed, among other
things, a new vision for the integrated sensing, communications, protection and
control of the power grid. Some of the pertinent issues are why/how to develop
protection and control devices for centralized versus decentralized control and
issues involving adaptive operation and robustness to various destabilizers.
However, instead of performing in Vivo societal tests which can be disruptive, we
have performed extensive ‘‘wind-tunnel’’ simulation testing (in Silico) of devices
and policies in the context of the whole system along with prediction of unin-
tended consequences of designs and policies to provide a greater understanding of
how policies, economic designs and technology might fit into the continental grid,
as well as guidance for their effective deployment and operation.

Advanced technology now under development or under consideration holds the
promise of meeting the electricity needs of a robust digital economy. The archi-
tecture for this new technology framework is evolving through early research on
concepts and the necessary enabling platforms. This architectural framework
envisions an integrated, self-healing, electronically controlled electricity supply
system of extreme resiliency and responsiveness—one that is fully capable of
responding in real time to the billions of decisions made by consumers and their
increasingly sophisticated agents. The potential exists to create an electricity
system that provides the same efficiency, precision and interconnectivity as the
billions of microprocessors that it will power.

17 Next Steps

A new mega-infrastructure is emerging from the convergence of energy (including
the electric grid, water, oil and gas pipelines), telecommunications, transportation,
Internet and electronic commerce. Furthermore, in the electric power industry and
other critical infrastructures, new ways are being sought to improve network
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efficiency and eliminate congestion problems without seriously diminishing reli-
ability and security.

A balanced, cost-effective approach to investments and use of technology can
make a sizable difference in mitigating the risk. As expressed in the July 2001
issue of Wired magazine: ‘‘The best minds in electricity R&D have a plan: Every
node in the power network of the future will be awake, responsive, adaptive, price-
smart, eco-sensitive, real-time, flexible, humming—and interconnected with
everything else’’. The technologies include, for example, the concept of self-
healing electricity infrastructure, and the methodologies for fast look-ahead sim-
ulation and modeling, adaptive intelligent islanding and strategic power infra-
structure protection systems are of special interest for improving grid security from
terrorist attacks.

How to control a heterogeneous, widely dispersed, yet globally interconnected
system is a serious technological problem in any case. It is even more complex and
difficult to control it for optimal efficiency and maximum benefit to the ultimate
consumers while still allowing all its business components to compete fairly and
freely. A similar need exists for other infrastructures, where future advanced
systems are predicated on the near perfect functioning of today’s electricity,
communications, transportation, and financial services.

The increased deployment of feedback and communication implies that loops
are being closed where they have never been closed before, across multiple
temporal and spatial scales, thereby creating a gold mine of opportunities for
control. Control systems are needed to facilitate decision-making under myriad
uncertainties, across broad temporal, geographical, and industry scales—from
devices to power-system-wide, from fuel sources to consumers, and from utility
pricing to demand-response. The various challenges introduced can be posed as a
system-of-systems problem, necessitating new control themes, architectures, and
algorithms. These architectures and algorithms need to be designed so that they
embrace the resident complexity in the grid: large-scale, distributed, hierarchical,
stochastic, and uncertain. With information and communication technologies and
advanced power electronics providing the infrastructure, these architectures and
algorithms will need to provide the smarts, and leverage all advances in com-
munications and computation such as 4G networks, cloud computing, and multi-
core processors.

Given economic, societal, and quality-of-life issues and the ever-increasing
interdependencies among infrastructures, a key challenge before us is whether the
electricity and our interdependent infrastructures will evolve to become the pri-
mary support for the 21st century’s digital society—smart secure infrastructures
with self-healing capabilities—or be left behind as a 20th century industrial relic.
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Conclusions

Elias Kyriakides and Marios Polycarpou

Abstract Everyday life relies heavily on the reliable operation and intelligent
management of large-scale critical infrastructures, such as electric power systems,
telecommunication networks, and water distribution networks. The design, mon-
itoring, control and security of such systems are becoming increasingly more
challenging as their size, complexity and interactions are steadily growing.
Moreover, these critical infrastructures are susceptible to natural disasters, acci-
dents, frequent failures, as well as malicious attacks. There is an urgent need to
develop a common framework for modeling the behavior of critical infrastructure
systems and for designing algorithms for intelligent monitoring, control and
security of such systems. This book provides basic principles as well as new
research directions for intelligent monitoring, control, and security of critical
infrastructure systems, with an emphasis on electric power systems, telecommu-
nication networks, water distribution systems, and transportation systems.

Keywords Critical infrastructure systems � Monitoring � Control � Security �
Fault diagnosis � Interdependencies � System of systems

1 Introduction

Critical infrastructure systems have many common characteristics and require-
ments, which naturally point to the need for a common methodological framework.
They are large-scale, complex, interconnected, distributed, and data-rich systems.
They are progressively becoming larger in size and more complex, which makes
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their management more challenging. Moreover, they are dynamic and their
operation is subject to significant uncertainty and time variation. Due to techno-
logical advances and deregulation, critical infrastructures are becoming more
heterogeneous and distributed, making it more difficult to monitor the overall
system and ensure its reliable operation. Their interconnectedness makes critical
infrastructures vulnerable to failures, which may be caused by natural disasters,
material failures, human error or by intentional attacks. Nevertheless, their inter-
connectedness also allows a level of operational redundancy for fault tolerance,
provided it can be utilized effectively. As technology advances, the interactions
and (inter)dependencies in the reliable operation and management between dif-
ferent infrastructures are becoming increasingly more crucial. For example, there
are strong links between the operation of power grids and communication net-
works, as well as between power networks and water networks or between com-
munications and transportation systems. Critical infrastructure systems provide the
lifeline that physically ties communities and facilitates quality of life and eco-
nomic growth. These interdependent systems work together to provide and support
the essential services of a modern society. Therefore, there is a crucial and urgent
need to investigate under a common framework the reliable operation and inter-
actions between critical infrastructures.

In the last few years there has been significant research on the modeling,
monitoring and control of critical infrastructure systems. The vast majority of this
work has been application specific. For example, in electric power systems there
has been a lot of work on modeling, sensor and actuator instrumentation, simu-
lation and prediction tools, etc. Intelligent electronic devices are starting to
become available for monitoring and controlling electric power systems. These
devices may include sensing capabilities for real-time measurement, actuators for
controlling certain variables, microprocessors for processing information and
making decisions based on designed algorithms, and telecommunication units for
exchanging information with other electronic devices or possibly with human
operators. Such devices, which are sometimes referred to as distributed or intel-
ligent agents, provide fundamental tools for intelligent monitoring, control and
safety of critical infrastructure systems.

From a data analytics viewpoint, recent technological advances in computing
hardware, sensors/actuators, communications and real-time software have pro-
vided the capability to generate huge amounts of data in real time. This data is
generated continuously every day in a wide range of infrastructure systems, as well
as in other applications. The generated data is in various forms (for example, time
series measurements, audio, video, etc.) and quite possibly from different geo-
graphical locations. As the volume of data generated is rapidly increasing, one of
the most important research challenges in the new technology is the development
of smart information processing methodologies that can be used to extract meaning
and knowledge out of the ever-increasing electronic information that becomes
available. Even more important is the capability to utilize the knowledge that is
being produced such that one can design software and devices that operate
autonomously and cooperatively in some intelligent manner. The ultimate
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objective is to design intelligent systems or intelligent agents that can make
appropriate real-time decisions in the management of large-scale complex sys-
tems, such as critical infrastructure systems. It is of outmost significance for the
secure and reliable operation of critical infrastructure systems to combine deep
knowledge of the application domains with tools from computational intelligence,
system theory, optimization, and adaptive systems to develop smart monitoring
and control solutions based on the principles of intelligent data interpretation and
decision, self-aware/self-improve/self-healing design, scalability, flexibility,
modularity and fault tolerance.

The following concepts describe some of the main attributes that a critical
infrastructure system of the future is expected to have:

• Distributed Monitoring and Control: As complexity in infrastructure systems
increases, there is a need to develop a distributed and decentralized (instead of
centralized) monitoring and control framework, where each node in the net-
work is a potential location for a sensor/actuator/controller device, which is
referred to as an intelligent agent. The main distinction between a decentralized
and a distributed framework, is the capability of some of the agents to com-
municate with each other in the latter case.

• Intelligent Agents: An intelligent agent is located at a node of the network and
is able to gather data, process data, make decisions, possibly change a control
variable, and communicate information to other agents. These agents may be in
the form of hardware or software. Some intelligent agents are specialized, in
the sense that they may be doing a very specific task (such as sensing). A key
objective is for the intelligent agents to cooperate with each other based on
some global objective.

• Adaptive and Learning Capabilities: Since it is impossible to model exactly all
the dynamics of a complex infrastructure system, it is important to devise
methods for adaptation and learning of the intelligent agents. These methods
may be based on computational intelligence techniques and adaptive control.

• Fault Accommodation and Self-Healing: Using techniques from fault diagnosis
and health monitoring, the objective is to develop algorithms that are able to
predict or determine a failure as soon as possible, isolate the location of the
failure and, if possible, reconfigure the nominal control algorithms to achieve
fault recovery and self-healing.

• Intelligent Decision Support Systems: A key factor in the successful imple-
mentation of monitoring and control of critical infrastructure systems is the role
of human operators. The objective is to design intelligent decision support
systems to enhance the decision making capabilities of operators (considering
the overwhelming number of alarms that are typically received after a fault and
the associated short response time required) and to assist them in normalizing
the state of the system at all times. Intelligent decision support systems are
capable of processing real-time sensor information, to provide high-level
information to human operators in a way that can be easily understood and
visualized.
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2 Future Directions

On an abstract level, critical infrastructure systems consist of nodes interconnected
together with links (arcs) that enable the flow of certain variables from one node to
its neighbors. For example, in water systems, the links are the pipes and the flows
consist of transport of water, while in communication networks there are com-
munication links that are used to transport packets or (more generally) informa-
tion. Furthermore, each infrastructure has a number of hardware and/or software
agents that are appropriately located in the underlying network (relevant infra-
structure) and have sensing capabilities to collect data. If these agents are
‘‘intelligent’’, they also have computational capabilities to process the data and
make decisions, have communication capabilities to send/receive information to/
from other agents and have actuators to take control actions (autonomously or with
human intervention). Moreover, these agents cooperate in order to achieve the
desirable team objectives.

The Intelligent Agent behavior and their interactions create certain key research
challenges, both from a theoretical perspective, as well as from an application
perspective (i.e., as they are used in different critical infrastructure systems). Some
of these challenges are described below:

• Distributed Monitoring and Control: An action of one agent may have both a
local and a global effect which are not always fully understood. This issue
becomes more increasingly difficult as infrastructures grow larger and include a
large number of heterogeneous agents.

• Agent Collaboration: In order to achieve the global objectives set for each
infrastructure, it is inevitable that the intelligent agents need to collaborate
between themselves. How this collaboration should take place is an important
question that needs to be addressed.

• Heterogeneous Agent Collaboration: How should agents on different infra-
structure networks interact with each other in order to achieve certain objec-
tives? Understanding and facilitating interdependencies between infrastructures
is recognized as a key challenge in the years ahead.

• Adaptive and Learning Capabilities: The underlying networks evolve over time
and thus the agents should be adaptive and have learning capabilities to
appropriately change their behavior. Furthermore, such learning techniques are
needed in order to address possible modeling inaccuracies.

• Fault Accommodation and Self-Healing: The underlying infrastructure gener-
ally consists of interconnected components which may fail due to usage or due
to a deliberate attack. The agents should be able to predict or determine a
failure as soon as possible, isolate the location of the failure and reconfigure the
distributed control algorithm to achieve fault accommodation and self-healing.

• Architectural Issues: One of the key issues that requires attention is the
determination of the overall architecture that connects the local intelligent
agents. How is the communication between agents organized? Who commu-
nicates with whom? When do they communicate? One of the approaches
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that can be considered is the hierarchical architecture, where the information
from a number of local controllers is coordinated by regional or global
controllers.

Research in critical infrastructures is expected to be at the forefront of engi-
neering research for the next several decades. Some of the key research objectives
are:

• To develop innovative intelligent management, monitoring and control models
and algorithms for fault tolerant operation of critical infrastructure systems.

• To develop behavioral and functional models for accurately characterizing the
operation of critical infrastructure systems under steady state, dynamic, and
post-fault conditions.

• To develop interactive models between two or more critical infrastructure
systems; for example, modeling the interdependence between communication
and electric power networks.

• To develop network design and recovery techniques which can provide solu-
tions for mitigating massive attacks or catastrophic failure scenarios.

• To design inter-infrastructure fault management scenarios (including fault
detection, isolation and recovery).

• To develop a theoretical framework that enables the derivation of robustness
analysis of large-scale, complex and distributed systems.

• To refine and apply tools and methodologies from computational intelligence
and system theory for the management, monitoring, and control of electric
power systems.

• To develop network security models to enhance network security, and to
develop resource allocation and Quality of Service (QoS) provisioning meth-
odologies for telecommunication networks.

• To investigate Wireless Sensor Network (WSN) based technologies as effective
solutions for the problem of distributed, reliable and economic monitoring of
critical infrastructure systems.

• To develop optimal sensor and actuator placement methodologies for control,
health monitoring and security of critical infrastructure systems.

Some more fundamental questions that deserve attention are data collection and
storage, processing, aggregation, and information fusion. During the last few
years, Big Data techniques have become more prominent in data analytics,
especially for handling large-scale heterogeneous data sets. Such techniques will
undoubtedly generate key advances and research interests in the area of intelligent
monitoring, control, and security of critical infrastructure systems.
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