
Chapter 6
Pressure Probes

Michael Nicklas

Abstract The physical properties of correlated materials, like low-dimensional
organic conductors, cuprate superconductors, heavy-fermion metals, or the recently
discovered iron-based superconductors, depend on a delicate interplay of differ-
ent physical effects. External pressure is an ideal tool to tune this interplay. The
resulting phase diagrams and their study is essential for the understanding of the
underlying physical principles. This chapter is intended to give an introduction to
modern pressure techniques which are used for investigations of strongly corre-
lated materials. We provide a short overview of the different types of pressure cells.
Thereby, we focus on the experimental capabilities and point at limits and problems
which might occur in a pressure experiment. In a survey of experimental probes we
outline the specifics of the experimental setup for pressure studies in comparison
with the setup used at ambient pressure. We further address the particular restric-
tions on the experimental resolution in the pressure study and discuss the accessible
parameter range in pressure, temperature and magnetic field. The covered physical
probes include, electrical- and thermal-transport measurements, thermodynamic and
magnetic studies, magnetic-resonance experiments, and structural and spectroscopic
investigations. On the example of heavy-fermion superconductors we elucidate the
contributions of pressure experiments on the discovery and understanding of new
emerging physical phenomena in correlated electron materials.

6.1 Introduction

External pressure is an excellent tool to tune the interplay of different energy scales in
strongly correlated materials in a clean and controlled way. One notable example for
competing interactions is the magnetic Ruderman-Kittel-Kasuya-Yoshida (RKKY)
exchange interaction and the Kondo effect in heavy-fermion metals. The major draw-
back of pressure probes is the additional complexity of the experiments due to the
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pressure cells needed to generate the high pressure. Today, many physical quantities
are accessible at high pressures. Available probes comprise, for example, electrical
transport, thermodynamic and magnetic properties, but also magnetic resonance and
scattering techniques. Compared to ambient-pressure measurements, the accessible
temperature range might be limited and the sensitivity of the experiment reduced.

In this chapter we will concentrate on the experimental techniques adapted to
high-pressure environments. In Sect. 6.2 we give an overview on different types
of pressure cells with a focus on pressure cells which are currently used in the
laboratories. In the following section (Sect. 6.3) we describe the different ways to
determine the actual pressure inside the pressure cell and discuss the importance
of the pressure transmitting medium in carrying out a successful experiment. In
Sect. 6.4 we provide a survey of the implementation of the measurement of different
physical quantities in pressure cells. We put our special attention on the particular
requirements in the study of correlated electron materials. Our aim is to point out
the modifications of experimental setups and the limitations and problems which can
occur while performing pressure experiments. A discussion of technical details is
beyond this introductory text, therefore, we refer to the literature at the appropriate
places. In the final section (Sect. 6.5) we highlight the importance of pressure studies
on the example of heavy-fermion materials.

6.2 Pressure Generation

The target of a pressure study is to measure a physical quantity at high pressures with
the same sensitivity as at ambient pressure. This is usually difficult due to the fact
that the sample and eventually the experimental setup have to be placed inside the
pressure cell, which provides only a limited space. The size of the pressure chamber
can be of the order of a few hundred micrometers up to several millimeters in diameter
depending on the type of pressure cell. There are additional restrictions connected
to the specific type of a physical investigation, for example, it might be difficult to
reach low temperatures (T � 1 K) and high magnetic fields with a pressure setup.

6.2.1 Pressure Cells

In the following, we give an introduction to high-pressure techniques and present
the different types of pressure cells which are used to investigate strongly correlated
materials. The main challenge of pressure experiments becomes evident when we
write pressure (p) as:

p = F

A
, (6.1)
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where F is the force acting on the area A. To increase the maximum achievable
pressure of a pressure setup, we can follow two routes: (i) generate larger and larger
forces or (ii) reduce the size of the sample chamber further and further. The first
route, which is, for example, followed in the field of earth sciences or high-pressure
materials synthesis, requires the use of a large hydraulic press and corresponding
pressure apparatus. Due to the size of the whole setup this route is not appropriate for
low-temperature experiments, which require small pressure cells fitting in a cryostat.
On the other hand, going to smaller and smaller dimensions is also no ideal solution,
since it becomes more and more challenging to set up an experiment due to the
reduced size of the sample chamber. Despite of these challenges, usually the second
route is followed to study the physical properties of materials at high pressures.

In general, pressure cells can be divided into different groups depending on their
mechanism adapted to generate the pressure [1]. Most commonly used in laboratories
are the piston-cylinder type and opposed-anvil type pressure cells. While the maxi-
mum pressure in piston-cylinder type cells is limited to about 4 GPa, in diamond-anvil
cells (DAC’s) pressures well above 100 GPa can be reached. The interesting physics
in strongly correlated materials, like pressure-induced superconductivity or quantum
critical phenomena, is in most cases observed in the pressure range below 10 GPa.

6.2.2 Piston-Cylinder Type Pressure Cells

Piston-cylinder type pressure cells have the advantage of a reasonably large vol-
ume sample chamber and a relatively small size. This enables pressure studies of a
large number of physical properties, like electrical transport, heat capacity, magnetic
probes, neutron scattering, etc., down to very low temperatures and in high magnetic
fields. This type of cell is easy to handle and, therefore, in use in many laboratories.
The name piston-cylinder type pressure cell comes from the moving piston inside
the pressure cylinder, on which the force is applied to compress the sample chamber.
To apply the force a hydraulic press is used. After application of the desired force,
the pressure inside the cell is clamped with a locking nut. For this reason, also the
term clamp-type pressure cell is used. Afterwards, the cell can be placed inside the
cryostat. For measurements in magnetic fields pressure cells machined from mag-
netic materials are not suitable. Therefore, a nonmagnetic Cu:Be alloy with about
2.5 % Be is used as material for the cell body. Compared with maraging steel, also
used as a material for constructing pressure cells, Cu:Be has the advantage that it is
nonmagnetic and still has a reasonably high tensile strength (∼1.3 GPa). Considering
the hassles accompanying the usage and machining of alloys containing beryllium,
Cu:Ti may become an alternative material for pressure cells [2].

The maximum pressure generated using a Cu:Be piston-cylinder type pressure
cell is limited to about 1.5 GPa. Above this pressure plastic deformations take place.
In Cu:Be cells with a particular small volume sample chamber higher pressures can
be achieved on the expense of a plastic deformation of the pressure chamber. Double-
layer piston-cylinder type cells have been invented to reach higher pressures and to
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Fig. 6.1 Schematic drawing of a double-layer piston-cylinder type pressure cell. The outer diameter
of this cell is about 25 mm. Using this or similar designs pressures between 3 and 4 GPa can be
reached

maintain a large volume sample chamber [3]. In a double-layer piston-cylinder type
cell pressures between 3 and 4 GPa can be reached [3–6]. Furthermore, this type
of cell is extremely versatile and can be used for different kinds of experiments.
A schematic drawing of a typical design is displayed in Fig. 6.1. The cell consists
of an outer cylinder machined of Cu:Be and an inner cylinder of Ni-Cr-Al, which
has a higher tensile strength than Cu:Be [2]. Instead of Ni-Cr-Al also MP35N, a
Co-Ni-Cr-Mo alloy, is often used as material for the inner cylinder [2]. Its magnetic
properties due to the Co content make its use less favorable.

6.2.3 Opposed-Anvil Type Pressure Cells

The class of opposed-anvil pressure cells comprises many different types of cells.
The highest pressures can be reached with the diamond-anvil cell (DAC), but this
offers the smallest available sample space. Other types of opposed-anvil cells, like
the Bridgman-type cell or the toroidal-anvil cell, have a larger available space for the
sample, but do by far not reach the maximum pressures of DAC’s.

The general principle of an opposed-anvil type pressure cell is illustrated in
Fig. 6.2. One of the anvils is usually fixed in place and the force is applied to the
movable anvil. The gasket sits in between the anvils and seals the pressure inside the
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Fig. 6.2 Schematic representation of the principle of an opposed-anvil cell illustrated on the exam-
ple of a diamond-anvil pressure cell (DAC)

sample chamber filled with the pressure transmitting medium and the sample(s). Next
to the sample(s) a pressure gauge is placed in order to determine the pressure inside
the sample chamber (see Sect. 6.3). In most setups, the pressure is changed at room
temperature using a hydraulic press and then clamped by one or more screws (nuts).
In addition to the application of pressure at room temperature, in some experimental
setups the pressure can be changed at low temperatures using a bellow system [7, 8].

The clamped Bridgman-type anvil technique has the most simple setup. Usu-
ally tungsten carbide (WC) serves as material for the anvils, but sometimes sintered
synthetic diamond is used to reach higher pressures. While WC starts to deform
above 11 GPa, limiting the maximum pressure which can be obtained with these
anvils, sintered synthetic diamond allows to reach pressures up to 30 GPa. The sin-
tered synthetic diamond anvils are magnetic which limits their usability in some
experiments. In contrast to sintered synthetic diamond, non-magnetic WC is avail-
able. The remnant field of a magnetic anvil after an experiment in magnetic fields
can, for example, shift the superconducting transition of lead used as manometer
to lower temperatures leading to an overestimation of the pressure inside the cell
(see Sect. 6.3.1). Figure 6.3 shows an electrical-resistivity setup in a Bridgman-type
pressure cell. The gasket consists of pyrophyllite (a sheet silicate) and the samples sit
in between two sheets of the soft mineral steatite, which is in this case the pressure
transmitting medium (see Sect. 6.3.2). With this experimental setup the resistivity of
two samples and lead, which serves as pressure gauge, can be measured at the same
time (see also Sects. 6.3.1 and 6.4.1).

The solid pressure transmitting medium causes non-isotropic pressure distri-
butions in the sample chamber. To obtain more isotropic pressure conditions in
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Fig. 6.3 a Setup for electrical-resistivity measurements in a Bridgman-type pressure cell. The
sample chamber has a diameter of 2 mm. Before closing the cell a second steatite disc will be placed
on top of the samples. b WC anvil enclosed in a Cu:Be jacket. Pyrophyllite serves as material for
the gasket [9]
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Fig. 6.4 Schematic drawing (a) and photograph (b) of modified Bridgman anvils with an experi-
mental setup for electrical-resistivity studies. A liquid is used as pressure transmitting medium (see
also [10–12])

Bridgman-type pressure cells different attempts have been made to replace steatite
by a liquid pressure transmitting medium. One procedure is to impregnate the inner
wall of the gasket with epoxy [13]. Another one uses teflon rings as sealing in a
classical Bridgman setup [14]. A completely different approach uses modified anvils
and a teflon capsule as pressure chamber [10–12]. An example for such a setup is
shown in Fig. 6.4. In this cell pressures of about 8 GPa can be reached using a liquid
pressure transmitting medium. A similar design has been realized in toroidal-anvil
cells [15–17]. The maximum achievable pressure and the available sample space are
comparable in both types of pressure cells.
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In a diamond-anvil cell the highest possible static pressure can be achieved. This
requires a very high precision of the alignment of the opposed diamond anvils. The
major drawback of the DAC technique is the limited experimental space of the order
of only a few 100µm in diameter and several 10µm in height, depending on the
size of the diamonds used. A brief history of the DAC, which was invented more
than 50 years ago, is given in an article by Basset [18]. Further useful information
on technical aspects can be found in [19–21].

Even though, pressures far beyond 100 GPa can be obtained in DAC’s, the exper-
imental methods for pressures larger than 50 GPa are typically limited to physical
probes which do not need electrical connections inside the pressure chamber, but
take advantage of the transparency of diamonds in a large frequency range. These
methods include optical spectroscopy, X-ray scattering/spectroscopy, or Mössbauer
spectroscopy. For other probes, like electrical transport or specific heat, the main
challenge is to bring electrical connections into the high-pressure region. Today,
DAC’s have been miniaturized so far that they can be used in most standard lab-
oratory cryogenic systems. Examples for different DAC designs can be found in
[22–25].

6.2.4 Indenter-type Pressure Cells

With indenter-type pressure cells pressures up to 4.5 GPa at low temperatures have
been reached using a liquid pressure transmitting medium [26]. This pressure is
above the limit of piston-cylinder type cells. Furthermore, the indenter type cell
still provides a reasonably sized sample space of about 1.6 mm in diameter and
1.4 mm in depth, which is reduced to 0.7 mm at the maximum pressure. A schematic
drawing is shown in Fig. 6.5. In some respects, this pressure cell can be considered

Cu wires

cell body
(Cu:Be)

indenter
(WC)

sample
space

hole piece
(NiCrAl)

locking nut
(Cu:Be)

conical stopper
(Cu:Be)

10 mm

Cu wires
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(WC)

sample
(NMR coil)

epoxy

(a) (b)

Fig. 6.5 left Cross-sectional view of the indenter pressure cell. right Arrangement for nuclear
magnetic resonance (NMR) measurements in the indenter cell (after [26])
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as the upper part of an opposed-anvil cell, just the lower anvil and the gasket are
missing and replaced by a piece of Ni-Cr-Al with a hole serving as sample chamber.
A main advantage compared to modified Bridgman or toroidal-anvil cells is that the
feedthrough for the electrical wires can be reused. However, the piece with the hole
is deformed in the experiment and has to be replaced each time.

6.2.5 Other Types of Pressure Cells

We briefly want to mention two further types of pressure cells. The multi-anvil
pressure cells are fairly complicated to operate, since the whole setup, including a
custom-made cryostat, is placed inside a large hydraulic press [27, 28]. Due to the
construction the temperature is limited to the range of a 4He cryostat. The helium
gas pressure cells are the second type of pressure cells we want to refer to. In them
pressures up to about 1.7 GPa can be reached. However, practically the pressure is
limited to 1 GPa because of the safety limits of the available pressure fittings. Due
to the usage of helium gas as pressure transmitting medium the helium gas pressure
cells offer excellent hydrostatic pressure conditions and a very good pressure control
especially at small pressures [29, 30].

6.2.6 Electrical Connections

Several experimental probes require electrical connections inside the pressure cham-
ber. This provides an additional challenge for the experimentalists. The electrical
connections are usually the first place where a pressure experiment fails, e.g. due to
a short circuit to the ground. For piston-cylinder type pressure cells quite reliable
electrical feedthroughs can be prepared using glass or sapphire filled epoxies [3].
To prepare reliable electrical connections for anvil cells using metallic gaskets is
more difficult. The wires have to be electrically insulated from the gasket. This can
be done by covering the gasket by sapphire (Al2O3) or cubic boron nitride (CBN)
powder mixed with epoxy. However, there is a high risk of an electrical short circuit
while closing the cell and applying pressure, e.g. at the edges of the gasket. A promis-
ing way to overcome this obstacle of the anvil cells, are patterned anvils [31–33].
Here, electrical leads or even more complicated structures like multilayered coils for
magnetic measurements are deposited on the anvil and consecutively covered by an
additional layer of the anvil material. One problem in experiments can arise from the
poor electrical properties of the materials which can be used for depositing the struc-
tures. Figure 6.6 shows examples of electrical contact leads and a multilayered coil
evaporated on sapphire (Al2O3) and moissanite (single-crystalline SiC) anvils [34].
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Fig. 6.6 Patterned anvil designs. a Al2O3 anvil with eight lead probe pattern b moissanite (single-
crystalline SiC) anvil with eight-lead probe NiCr pattern, and c Au on NiCr multilayered coil
pattern on an Al2O3 anvil [31]. Reproduced with permission from Review of Scientific Instruments
82, 033901 (2011). Copyright 2011 American Institute of Physics

6.3 Pressure Determination and Transmitting Media

The exact determination of the pressure and the quality of the pressure conditions
inside a pressure cell are very important for any high-pressure experiment.

6.3.1 Pressure Determination

A simple estimation of the pressure inside the pressure cell as applied force per surface
area (6.1) is not reliable. Due to friction effects the actual force transmitted to the sam-
ple space is not known exactly. Furthermore, the surface area of the pressure chamber
can change with pressure, especially, in opposed anvil cells. Therefore, more precise
pressure gauges placed next to the sample inside the pressure chamber are needed.

An other important point to consider in a pressure experiment is that due to the
different thermal expansions of the materials used in the pressure cell setup, i.e.
for the pressure cell body, pistons or anvils, pressure transmitting medium etc., the
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pressure inside the pressure cell increases or decreases on cooling. Even though, the
design of a pressure cell can compensate this effect partly, it is important to be aware
that the pressure inside a pressure cell is never constant on changing temperature.
Therefore, it is important at which temperature the pressure inside the pressure cell
is determined.

Depending on the type of pressure cell different manometers are available. The
pressure dependence of the electrical resistance of Manganin wire can be utilized
as pressure gauge [35–38]. Due to the mainly temperature independent resistance,
Manganin can be used in a large temperature range. The linear pressure dependence
of the electrical resistivity of manganin is very reproducible and can be calibrated
using the structural transitions of bismuth under pressure. These are easily detectable
in the electrical resistance and serve as reliable fix points for a calibration [39, 40].

Another widely deployed method to determine the pressure at low temperatures
uses the strong pressure dependencies of the superconducting transition temperatures
(Tc) of lead, tin, or indium [41, 42]. For pressures up to 5 GPa the following relations
hold (p in GPa) [41]:

Pb : Tc(p) = Tc(0) − (0.365 ± 0.003)p,

Sn : Tc(p) = Tc(0) − (0.4823 ± 0.002)p + (0.0207 ± 0.0005)p2,

In : Tc(p) = Tc(0) − (0.3812 ± 0.002)p + (0.0122 ± 0.0004)p2. (6.2)

Here, no additional calibrations are needed and Tc can be determined by electrical
resistance or magnetic susceptibility (magnetization). The latter has the advantage
that no electrical connections inside the pressure chamber are required. We note, one
important drawback of this method is that the Tc of lead, tin, or indium is highly
sensitive to a magnetic field. Thus, the remnant field of a superconducting magnet
in a typical experimental setup can already lead to a strong shift of Tc to lower
temperatures, pretending a much higher pressure inside the cell. Therefore, it is
important to remove any remnant field carefully (to less than 0.1 mT) before using
this method as pressure gauge. The width of the superconducting transition can also
serve as a measure of the pressure gradient inside the pressure chamber by taking
the size of the manometer into account.

In diamond-anvil cells, or more generally, in pressure cells with optical access,
the pressure shift of the ruby fluoresce line R1 is used as pressure gauge [43, 44].
This method is not limited to a certain temperature range. Furthermore, the place-
ment of several ruby grains inside the pressure chamber, which can be individually
focused by an optics, allows for a detailed study of the pressure gradient. The pressure
(p in GPa) can be obtained from the R1 line-shift [45–47]:

p = 1904

B

[(
1 + δλ

6.9424

)B

− 1

]
, (6.3)

with δλ the line-shift of the ruby R1 line in nm and the parameter B as a measure of
the hydrostaticity (B = 7.665 for hydrostatic conditions).
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In addition to the previously described methods, there are further ways to deter-
mine the pressure, which are directly related to a particular physical probe. In the
case of nuclear quadrupol resonance (NQR) or nuclear magnetic resonance (NMR)
experiments the pressure shift of the 63Cu NQR spectrum of Cu2O is established as
pressure gauge [48, 49]. Here, a Cu2O piece is placed inside the detection coil, next
to the sample under investigation (see also 6.4.7.1). Furthermore, X-ray and neutron
diffraction experiments allow to utilize the equation of state (EOS), e.g. of NaCl, to
determine the pressure [50].

6.3.2 Pressure Transmitting Media

Ideal isotropic pressure conditions cannot be achieved in real pressure experiments.
Nevertheless, the quality of the pressure conditions inside the pressure cell can be
crucial for the success of an experiment. Non-hydrostatic effects, e.g. uniaxial strain,
can strongly influence the physical properties of a sample. Therefore, it is important
to carefully choose an appropriate pressure transmitting medium. A gas, like Ar or
He, offer the best isotropic pressure conditions. However, we want to point out that
even a solid pressure transmitting medium like steatite, AgCl, or NaCl can provide
satisfactory pressure conditions depending on the samples and physics investigated.
On the other hand, even the solidification of helium can cause anomalies in the data of
very strain sensitive materials [51]. Therefore, in case unexpected anomalies appear
in the data, it is important to look at the properties of the pressure transmitting
medium, e.g. solidification pressure or temperature. A recent study reports on the
properties of many commonly used pressure transmitting media [52]. This study
covers the pressure range up to 10 GPa in different temperature regions. Further
information can be also found in [53–62].

6.4 Physical Probes

6.4.1 Electrical Transport

The electrical resistance is probably the most used probe to investigate the physics of
strongly correlated materials under pressure. This is because the electrical resistance,
including magnetoresistance and Hall-effect, is the only physical property which can
be measured with the same precision, in almost the same temperature and magnetic
field range, under pressure like at ambient conditions. All other probes suffer from
higher background contributions, reduced sensitivities, or other limiting factors.

In a piston-cylinder type pressure cell several samples can be measured in one
experiment. A typical setup for three samples and the pressure gauge is shown in
Fig. 6.7. In opposed-anvil cells only one or two samples can be investigated simulta-
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Fig. 6.7 Electrical feedthrough for a piston-cylinder type pressure cell with sample board. The
electrical wiring is shown schematically for 3 samples and the pressure gauge (strip of lead). A
serial electrical current is used for all samples

neously (see also Fig. 6.3). In electrical-resistance experiments maximum pressures
of above 50 GPa can be achieved in DAC’s.

6.4.2 Thermal Transport and Thermoelectric Power

6.4.2.1 Thermal Transport

Thermal transport is difficult to measure inside a pressure cell. In contrast to ambient
pressure experiments, where the sample sits in vacuum, the heat loss from the sample
to the pressure medium is generally significant and makes any measurement of the
thermal conductivity using the steady-state method under pressure nearly impossible
[63]. To overcome this problem two different methods have been proposed, the
transient method [64, 65] and the 3ω method [66]. The latter has the advantage that
very small samples can be measured. The small sample size and the high measurement
frequencies help to reduce the heat loss from the sample to the pressure medium.
However, the losses cannot be neglected. This method is limited to intermediate
temperatures (T � 10 K).

6.4.2.2 Thermoelectric Power

In contrast to thermal transport, the measurement of the thermoelectric power (TEP),
S, is well established under pressure [67–69]. To measure S(T ) a temperature gra-
dient is induced across the sample. S is defined as:
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S(T, p) = �T (T, p)

�V (T, p)
, (6.4)

where �T is the thermal gradient and �V the thermoelectric voltage across the
sample. The temperature gradient is usually measured using thermocouples as ther-
mometers. For the determination of S from the experimental data the knowledge
of the absolute values of the TEP of the material used for the voltage leads and
its pressure dependence is essential [70]. In pressure experiments different setups
with one or two thermocouples are used. In the former case it is assumed that the
cold end of the sample is at the temperature of the bath [69]. The sensitivity of the
available thermocouples limits the experiments to the temperature range above 1 K.
TEP experiments have been carried out up to 30 GPa in Bridgman-type pressure cells
using steatite as pressure transmitting medium [69, 71]. In DAC’s a combination of
ZrO2 and CsI is used as pressure transmitting medium which also serves as a thermal
insulation of the sample from the diamond anvils [72]. Piston-cylinder type pressure
cells have been also successfully deployed for TEP experiments [68, 73].

6.4.3 Heat Capacity

For studies of the heat capacity under pressure two approaches are followed. The first
method provides absolute values of the heat capacity by measuring the heat capacity
of the whole pressure cell with the sample inside. A subtraction of the addenda
finally yields the heat capacity of the sample. Following the second procedure semi-
quantitative data is obtained by using an ac-technique to directly measure the heat
capacity of the sample inside the pressure cell.

Using the first technique, the heat capacity of the whole pressure cell with the
sample inside is measured [77–79]. To obtain the specific heat of the sample, the
addenda, including the contributions of the pressure cell and the pressure trans-

Fig. 6.8 Two different pressure cells for heat-capacity measurements. a Setup for a dilution
refrigerator, b miniature cell on a commercial heat-capacity platform [74–76]
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mitting medium, has to be carefully determined and subtracted from the raw data
[77–79]. Depending on the size of the pressure cell a customized measurement rig or
a standard heat-capacity platform is employed (see Fig. 6.8). The heat capacity is then
determined by a quasi-adiabatic heat-pulse technique [80] or a relaxation technique
[81, 82]. The main limitation of this method is that only samples with a large heat
capacity compared with the heat capacity of the pressure cell can be investigated.
Furthermore, only piston-cylinder type pressure cells provide a large enough vol-
ume for the sample, but limit the maximum achievable pressures to the 3 GPa range.
One class of materials suited for this method are the heavy-fermion materials. In a
pressure experiment the heat capacity of a heavy-fermion sample typically reaches
between 10 and 120 % of the heat capacity of the pressure cell. At higher tempera-
tures the contribution of the pressure cell to the total heat capacity increases stronger
than that of the sample, making measurements above ∼10 K basically impossible.
Experiments starting from temperatures below 50 mK can be carried out. However,
in the low-temperature range (T � 0.5 K) nuclear Schottky contributions to the heat
capacity, e.g. from the Cu in the pressure cell, become substantial in magnetic fields.
Since these contribute significantly to the addenda, precise measurement in high
magnetic fields and at low temperatures are very challenging.

The second available method, the ac-technique directly measures the heat capacity
of the sample and can, therefore, be adapted to different types of pressure cells. It
allows to study small crystals since thermometer and resistive heater are usually
directly glued to the sample [83, 84]. For diamond-anvil cells also a laser heating
method has been developed [85]. For the ac-technique the thermal conduction inside
the sample has to be much larger than that from the sample to the surrounding
pressure medium. In practice this can be achieved by choosing an appropriate sample
geometry and measurement frequency. As thermometer a thermocouple is usually
the best choice. Due to its small thermal mass it follows the temperature of the sample
immediately. The sensitivity of thermocouples strongly decreases with decreasing
temperature. In the low-temperature region (<1 K) AuFe/Au thermocouples give the
best sensitivity [70]; at temperatures above 2 K Au/Chromel thermocouples provide
a good resolution [70, 85]. Below 300 mK the resolution of the thermocouples
decreases rapidly making ac-heat-capacity experiments more and more difficult.
The ac-technique has been adapted for different types of pressure cells, e.g. piston-
cylinder type pressure cells [86, 87], Bridgman-type cells with solid [70, 88, 89] and
liquid pressure medium [71], cubic-anvil setups [90], and diamond-anvil cells [85].

6.4.4 Thermal Expansion and Magnetostriction

The linear thermal expansion, respectively, the volume thermal expansion coefficient,

α = 1

�(T )
· ∂�(T )

∂T
and β = 1

Vs(T )
· ∂Vs(T )

∂T
, (6.5)

and the magnetostriction coefficient,
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λ = 1

�(B)
· ∂�(B)

∂B
, (6.6)

are important thermodynamic properties suitable for studying different types of phase
transitions. Here, � is the length and Vs the volume of the sample.

Under pressure there are only two ways to determine the thermal expansion/
magnetostriction coefficient: (i) a study of the lattice parameters by X-ray or neutron
diffraction (see also Sect. 6.4.8) or (ii) the strain-gauge technique [15, 91, 92]. The
first method does not only provide α and β, but also gives structural information,
e.g. the pressure dependence of the lattice parameters (see for example [93]). Fur-
thermore, fitting the unit-cell volume, V (p), using the second order Murnaghan’s
equation of state (EOS),

p = B0

B ′
0

[(
V0

V (p)

)B′
0 − 1

]
, (6.7)

gives the bulk modulus, B0, of the material. B ′
0 is a parameter, which is typically

between 3 and 6 in intermetallic compounds, and V0 is the unit-cell volume at ambi-
ent pressure. The second way to study the thermal expansion or magnetostriction
is the strain-gauge technique. It is based on a simple electrical resistance measure-
ment. A resistive strain gauge consists ideally of a meander-type resistance structure
to enhance the sensitivity. The strain gauge is glued directly on the sample. The
expansion, respectively, contraction of the sample gives a change in the length of
the strain gauge, which is detectable in the electrical resistance of the strain gauge.
This technique has a much better resolution than X-ray or neutron scattering [15],
but it does by far not reach the sensitivity of a capacitive dilatometer used at ambient
pressure [94]. The limited sensitivity restricts the use of this probe under pressure pri-
marily to the detection of structural phase transitions. X-ray and neutron diffraction
experiments can be conducted to pressures above 50 GPa using DAC’s. The strain-
gauge technique has been adapted to piston-cylinder type pressure cells [91, 92] and
toroidal-anvil cells allowing to reach pressures up to 8 GPa [15].

6.4.5 Magnetic Susceptibility and Magnetization

The experimental setups for magnetic susceptibility (χac) and magnetization (M)
measurements under pressure can be divided in two groups: (i) experiments in which
the whole pressure cell including the sample is measured in a conventional magne-
tometer or susceptometer [97–100], e.g. a commercial SQUID magnetometer and (ii)
setups where the sample is placed in a susceptometer which resides inside the pres-
sure cell. The first measurement procedure has the disadvantage of a very small filling
factor. In the second type of experimental setup the filling factor can be enhanced by
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Fig. 6.9 a Schematic drawing of a DAC (after [95]) and b of a piston-cylinder type pressure cell
[96] for a SQUID magnetometer

placing the susceptometer completely or at least its detection coil inside the high-
pressure chamber [26, 33, 101–103].

There are several experimental setups belonging to the first group. For measure-
ments in a commercial SQUID magnetometer the whole pressure cell is moved
through the detection-coil system. Therefore, it is essential that the pressure cell is
nonmagnetic and constructed as homogenous as possible. Ideally only the signal
of the sample would be recorded. However, in reality this is not the case. In order
to determine the magnetic properties of the sample, the background signal of the
pressure cell without sample has to be determined and subtracted from the signal
of the pressure cell with sample. Figure 6.9 shows two pressure cells for use in a
commercial SQUID system. The DAC is capable of pressures up to 10 GPa [95] and
the piston-cylinder type cell reaches about 1.4 GPa [96, 99]. The DAC provides only
a very small sample space limiting the resolution of such a setup considerably. In a
commercial SQUID magnetometer, e.g. the MPMS from Quantum Design, the low-
est achievable temperature is only about 1.8 K and the magnetic field is limited to 7 T.
Magnetization studies at lower temperatures and higher magnetic fields are possible
with a capacitive Faraday magnetometer in a dilution refrigerator. Using a miniature
piston-cylinder type pressure cell in this setup magnetization measurements can be
carried out in the millikelvin range and in magnetic fields B � 20 T at pressures up
to 1.5 GPa [104]. With the same pressure cell also specific-heat measurements are
possible (see Fig. 6.8a and Sect. 6.4.3).

The actual design of the second type of experimental setups depends strongly
on the type of pressure cell used and the available space in the sample chamber.
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The susceptometer, a coil system, is composed of an excitation (primary) coil and a
compensated detection (secondary) coil. The compensated coil consists of two parts
wound in opposite direction in order to get a zero signal without sample. At ambient
pressure the sample can be moved and measured in both parts of the compensated
detection coil. In this way contributions coming from a non-ideal detection coil
can be eliminated. This is not possible in pressure experiments. Here, the sample sits
always in one part of the compensated detection coil. In piston-cylinder type pressure
cells the whole coil system can be placed inside the pressure chamber [101, 103]. So
much space is not available in opposed-anvil cells. In recent experimental realizations
for opposed-anvil cells one part of the detection coil is placed inside the pressure
chamber, while the second part, for the compensation, is placed outside [33, 102].
In earlier setups the whole coil system was fixed outside of the pressure chamber,
directly on the anvils in order to obtain an as high as possible filling factor (e.g. [105]).

6.4.6 De Haas–van Alphen Oscillations

The measurement of de Haas–van Alphen oscillations (dHvA) is a powerful tool to
study the metallic state. Together with band-structure calculations the Fermi-surface
topology can be mapped out. At ambient pressure different methods are available
to study dHvA oscillations. For measurements under pressure the field modulation
technique is the only one which can be realized [106, 107]. The experimental setup is
quite similar to that used for magnetic susceptibility measurements (see Sect. 6.4.5).
The excitation coil is usually placed outside of the pressure cell and, to obtain a
higher resolution, a compensated detection coil with the sample inside is placed in
the pressure chamber. Since dHvA oscillations are typically only visible at very low
temperatures and high magnetic fields a dilution refrigerator with a superconducting
magnet capable of high magnetic fields is needed. Both, sweeping of the external field
for measuring the dHvA oscillations and the modulation of the driving field, can lead
to heating effects due to eddy currents induced in the pressure cell. While the former
effect can be reduced by choosing a smaller sweeping rate at the expense of a longer
duration of the experiment, a reduction of the amplitude of the modulation field
reduces the sensitivity. Most of the dHvA experiments under pressure are carried out
in the pressure range up to 3 GPa using piston-cylinder type pressure cells [106–109].
Recently, the feasibility to investigate dHvA oscillations at higher pressures has been
demonstrated using a moissanite-anvil cell [110].

6.4.7 Magnetic Resonance

Magnetic resonance methods give access to local electronic and magnetic properties
of strongly correlated materials, which are not accessible by the methods described
above.
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6.4.7.1 Nuclear Magnetic Resonance

The nuclear magnetic resonance (NMR) probes the local spin susceptibility at the
site of the NMR nucleus and gives information on the local magnetic anisotropy.
Furthermore, the spin-lattice relaxation rate can, for example, provide direct infor-
mation on magnetic fluctuations. The experimental setup is related to the one for
ac-susceptibility and dHvA experiments under pressure. A single detection coil as
part of the NMR resonant circuit is placed inside the pressure chamber as described in
Sect. 6.4.5. Broadband solid-state NMR experiments have been adapted to different
types of pressure cells, like piston-cylinder type pressure cells, indenter type cells
(see Fig. 6.5 which shows an NMR coil in the sample chamber) [26], opposed-anvil
cells [111–113], and cubic-anvil type pressure cells [114].

6.4.7.2 Electron-Spin Resonance

In metallic systems usually an appropriate element (ESR-probe), e.g. Mn or Gd,
which does not possess any orbital momentum, has to be doped into the compound
under investigation to be able to measure the electron-spin resonance (ESR). ESR
investigations under pressure using a classical resonator setup were well established
[115], but are generally not in use anymore. With these setups pressures up to 3 GPa
and above could be obtained. Only recently the discovery of an ESR signal in the
heavy-fermion material YbRh2Si2 without any ESR probe [116] motivated a renewed
interest in ESR measurements under pressure [117]. In addition to the classical ESR
experiments, setups for high-field (high-frequency) ESR experiments under pres-
sure have been developed and are used for investigations on quantum-spin systems
[118–120].

6.4.7.3 Muon-Spin Rotation/Resonance

μSR stands for both muon-spin rotation and muon-spin resonance. The acronym
already draws the attention to the analogy with ESR and NMR. The muons are
implanted in the sample and decay after 2.2 µs as μ+ → e+ + νμ + νe. The angular
distribution of e+ has a maximum in the muon spin direction. The muon spins precess
in a transverse magnetic field, which is equivalent to the free induction decay in
pulsed NMR. This is called muon-spin rotation (TF-μSR) in contrast to the muon-
spin resonance (RF-μSR). Here, the muon-spin polarization is along the magnetic
field and transitions are induced by an RF-field as in conventional NMR. μSR can
detect extremely small internal fields. Furthermore, magnetic fluctuations in the range
104–1012 Hz can be investigated. A comprehensive review on heavy-fermion systems
and type-II superconductors studied by μSR techniques can be found in [121] and
[122, 123] respectively.

For μSR experiments under pressure a large sample size is essential to obtain a
good signal-to-background ratio. Thus, only piston-cylinder type pressure cells are



6 Pressure Probes 191

suitable for μSR measurements under pressure. This limits the achievable pressure
to about 3 GPa. Pressure experiments can be carried out at temperatures down to
0.25 K using 3He cryostats (see [124, 125] as an example of a recent study).

6.4.8 Neutron Scattering

Neutron-scattering experiments allow the study of different physical properties.
Neutron diffraction is an important tool to investigate crystal (see Sect. 6.4.4) and
magnetic structures. Inelastic neutron scattering provides information on different
types of excitations. These can include magnetic excitations, which are of special
interest in the field of correlated matter, but also crystal-electric field (CEF) and
phonon excitations [126].

The biggest challenge for neutron-scattering experiments under pressure is to
reduce the additional background signal due to the pressure cell. Crystal-structure
investigations need only a relatively small sample size. Using anvil cells pressures up
to 50 GPa can be achieved (see for example [127–132]). The investigation of magnetic
structures is more challenging due to the low intensity of the magnetic reflections,
especially in materials with small magnetic moments. Usually piston-cylinder type
cells are utilized in neutron-scattering investigations of magnetic properties under
pressure because of their large volume available for the sample [133–137]. A compre-
hensive introduction to neutron scattering techniques in high-pressure environments
can be found in [138].

6.4.9 Mössbauer Spectroscopy

Mössbauer spectroscopy is an effective microscopic tool to investigate magnetic
moments and magnetic ordering phenomena. It also reveals the electric-field gradient
(EFG) at the site of the Mössbauer active nucleus. Unfortunately, only a very lim-
ited number of Mössbauer active nuclei exist. In heavy-fermion materials Mössbauer
investigations under pressure have been conducted in Yb-based compounds using
170Yb as Mössbauer active nucleus ([139] and references therein). Mössbauer spec-
troscopy is also possible on 238U and 151Eu, but no pressure studies are reported.
In the iron-based superconductors 57Fe is a Mössbauer active nucleus which allows
Mössbauer investigations under pressure directly at the magnetic site (e.g. [140]).
Using DAC’s Mössbauer experiments can be carried out at cryogenic temperatures
at pressures up to 100 GPa [139, 141–143].
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6.4.10 Optical Spectroscopy and Related Techniques

Raman scattering, Brillouin scattering, and optical/X-ray spectroscopy are important
tools to investigate the effects of electron-phonon coupling and electronic correlations
in materials like high-temperature superconductors or transition-metal oxides. Since
these techniques require an optical access to the sample, DAC’s are regularly utilized.
For further details on pressure experiments with these probes we refer to the literature
(see for example [144–147] and references therein).

6.5 Pressure Tuning of Strongly Correlated Materials

External pressure has been successfully used to study different classes of strongly cor-
related materials, like low-dimensional organic conductors (for example [148, 149]
and references therein), the recently discovered iron-based superconductors (for
example [150] and references therein), or the heavy-fermion materials. In the fol-
lowing we will demonstrate the importance of pressure studies for the understanding
of heavy-fermion supeconductors on some selected examples.

CeCu2Si2, the first heavy-fermion superconductor [151], shows a very broad
superconducting region under pressure [152]. Even though this unusual supercon-
ducting regime was reported already short after the discovery of CeCu2Si2 its
origin remained puzzling for many years. It was speculated that the low-pressure
superconducting region is related to the proximity to antiferromagnetism and that in
the high-pressure region valence fluctuations might play an important role [152–154].
A combined pressure and substitution experiment could finally show that indeed two
distinct superconducting regions exist in CeCu2Si2 [155].

Pressure investigations have been highly successful in the discovery of new uncon-
ventional Ce-based heavy-fermion superconductors. The heavy-fermion antiferro-
magnet CeCu2Ge2 is isoelectronic to CeCu2Si2, but has a larger unit-cell volume.
It was therefore a natural step to apply pressure on CeCu2Ge2 in order to reduce
its unit-cell volume to that of CeCu2Si2 and look for superconductivity. Application
of pressure indeed suppresses the magnetic order and an extended superconducting
phase develops above 7.5 GPa [156]. In this way CeCu2Ge2 was not a completely
new heavy-fermion superconductor, since its pressure dependence reproduces that
of CeCu2Si2. Nevertheless, the experimental concept to use pressure to suppress the
antiferromagnetic state to induce superconductivity led to the discovery of many
Ce-based heavy-fermion pressure-induced superconductors, e.g. CeRh2Si2 [157],
CePd2Si2 [158], or CeIn3 [158, 159]. Figure 6.10 displays the T –p phase diagram
of CeIn3 which is also representative for that of CeRh2Si2 and CePd2Si2. In these and
several other Ce-based heavy-fermion materials superconductivity develops around
the critical pressure where the antiferromagnetic order is suppressed, suggesting that
the superconductivity is magnetically mediated.

In the following we will highlight how pressure studies contributed to the
understanding of the CeMIn5 heavy-fermion materials (M = Co, Rh, and Ir).
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Fig. 6.10 T –p phase diagram of CeIn3. The data were taken from [158]

Fig. 6.11 Combined T –p phase diagram of CeRhIn5 and CeCoIn5. The data of CeCoIn5 have
been shifted by 1.6 GPa. The data were taken from [161–164]
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The CeMIn5 compounds are layered materials which consist of layers of CeIn3
separated by layers of MIn2 [160]. Therefore, CeIn3 can be considered the parent
compound of the CeMIn5 family. At ambient pressure CeIn3 orders antiferromagnet-
ically below TN ≈ 10 K. Application of pressure suppresses TN to zero temperature
at pc ≈ 2.5 GPa [158]. Around pc superconductivity develops below Tc ≈ 200 mK
(see also Fig. 6.10).

CeRhIn5 orders antiferromagnetically like CeIn3, but has a considerably lower
TN = 3.8 K [165]. On application of pressure the antiferromagnetic order is sup-
pressed around 1.9 GPa and superconductivity starts to develop [165]. A broad super-
conducting dome with a maximum Tc of 2.3 K extends over more than 4 GPa in the
T –p phase diagram [161, 163, 165]. While the phase diagram of CeRhIn5 is rem-
iniscent of that of other heavy-fermion superconductors, it shows one important
difference, the antiferromagnetic and superconducting ordering temperatures are of
the same order. CeCoIn5 and CeIrIn5 are ambient pressure superconductors with
Tc = 2.3 K [166] and 0.4 K [167], respectively. Detailed experiments confirm the
unconventional nature of the superconductivity [168]. The T –p phase diagram of
CeCoIn5 displays a broad superconducting dome which extends up to 5 GPa sim-
ilar to CeRhIn5 [162, 164]. An estimation using the experimental bulk modulus
and lattice parameters of CeCoIn5 and CeRhIn5 suggests that CeCoIn5 is under an
effective pressure of 1.6 GPa compared with CeRhIn5. Shifting the phase diagram
of CeCoIn5 by this value and superimposing it on that of CeRhIn5 leads indeed to a
good agreement between the two phase diagrams (see Fig. 6.11). This suggests that at
ambient pressure CeCoIn5 is situated in close proximity to antiferromagnetic order.

This finding is supported by studies on Cd substituted CeCoIn5, where In was
replaced by a small amount of Cd [169]. For substitution levels of more than
x ≈ 0.075 antiferromagnetism is induced in CeCo(In1−x Cdx )5 [169]. In the con-
centration range 0.075 � x � 0.0125 superconductivity coexists with the antiferro-
magnetic order at low temperatures [169–171]. Pressure studies on the substituted
compounds revealed a T –p phase diagram which can be superimposed on that of
CeRhIn5 and CeCoIn5, shown in Fig. 6.11, by considering an appropriate pressure
shift [169]. However, there is no direct correspondence of the unit-cell volumes of
the different compounds.

CeIrIn5 is the second ambient pressure superconductor in the CeMIn5 family. The
superconducting transition temperature of only Tc = 0.4 K is rather small compared
with the Tc of CeCoIn5 [166, 167]. Tc(p) exhibits also a dome-like shape with a
maximum Tc ≈ 1 K at about 2.5 GPa [173]. In contrast to CeCoIn5 there are no
obvious candidates for the superconducting coupling mechanism.

Substituting Rh by Ir in CeRh1−x Irx In5 suppresses the antiferromagnetic order at
a critical concentration of about xc = 0.65 (see Fig. 6.12) [174]. A broad supercon-
ducting phase covers the T − x phase diagram starting from x = 0.35 up to CeIrIn5
[174]. On a first look this might suggest that the superconductivity in CeIrIn5 is related
to the pressure-induced superconducting phase in CeRhIn5, similar like in CeCoIn5.
However, there is a small dip in Tc(x) around x = 0.9 [174]. The dip was taken as a
hint for the existence of two distinct superconducting phases in the phase diagram of
CeRh1−x Irx In5 [172, 174]. This would imply that the superconductivity in CeIrIn5
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is disconnected from that in CeRhIn5 and, therefore, possibly different in origin. A
combined doping and pressure study answered the question and showed that two
separated superconducting phases exist in CeRh1−x Irx In5 [172]. The application of
pressure slowly removes the antiferromagnetism from the T − x phase diagram. At
1 GPa the critical concentration is only xc ≈ 0.35 compared to xc ≈ 0.65 at ambi-
ent pressure. Finally, at 1.75 GPa only CeRhIn5 exhibits antiferromagnetic order
(see Fig. 6.12) [172]. While the antiferromagnetic region becomes narrower upon
increasing pressure, the dip in Tc(x) evolves into a range without superconductiv-
ity. This result evidences that two distinct superconducting phases, SC1 and SC2,
exist in CeRh1−x Irx In5. The position of the maximum of the superconducting dome
SC1 is correlated with the critical concentration, xc, for the disappearance of the
antiferromagnetic order. This hints at a magnetic coupling mechanism in the super-
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Fig. 6.13 Low-temperature specific heat of CeCoIn5 at 0.45 GPa and 1.34 GPa in a magnetic field
of 12 T applied in the ab plane. The specific heat at both pressures shows two phase transitions,
which are marked by arrows. The experiment was carried out using the pressure cell shown in
Fig. 6.8b. The data were taken from [76]

conducting phase SC1. The superconducting phase SC2 is disconnected from any
magnetic order, thus leaving open the question about the superconducting pairing
mechanism in CeIrIn5 [172].

There are more peculiar findings in the CeMIn5 materials. CeCoIn5 shows a
second phase-transition anomaly inside the superconducting state close to the upper
critical field, Hc2(0), for H‖ab [175, 176]. This unusual observation was taken
as a strong hint at the realization of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)
superconducting state [177, 178]. CeCoIn5 does not only show this anomaly, but
also fulfills the pre-conditions for the formation of such a state. The FFLO state is an
inhomogeneous superconducting state due to competition between superconductivity
and Pauli paramagnetism, which had been proposed already in the 1960s [177, 178].

Even though there is strong evidence for the realization of the FFLO phase in
CeCoIn5, there remains also the possibility that this phase is magnetic in origin. We
have shown before that CeCoIn5 is situated close to a magnetic instability. Further-
more, the observed non-Fermi liquid behavior in thermodynamic and transport prop-
erties evidences the presence of strong magnetic fluctuations [166]. Application of
external pressure enables us to move CeCoIn5 away from these magnetic fluctuations.
Electrical-resistivity and Hall-effect studies under pressure evidence that the mag-
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Fig. 6.14 Magnetic field—temperature phase diagram of CeCoIn5 at different pressures. The phase
diagram shows the evolution of the low-temperature phase inside the superconducting state. The axes
are normalized by the upper-critical field Hc2(0) and the superconducting transition temperature
Tc, respectively. The data were taken from [76]

netic fluctuations in CeCoIn5 are effectively suppressed around 1.5 GPa [179, 180].
Therefore, a study of the effect of pressure on the low-temperature phase inside the
superconducting state in CeCoIn5 can help to clarify the nature of this unusual phase.

Figure 6.13 shows specific-heat data recorded at 12 T at 0.45 and 1.34 GPa [181].
At both pressures the anomaly at the transition into the superconducting state and
an additional anomaly inside the superconducting phase are clearly visible. At 12 T
the shape of the anomaly at Tc is qualitatively different at 0.45 GPa and 1.34 GPa.
At 0.45 GPa it indicates a first-order type phase transition, while at 1.34 GPa the
shape of the anomaly is typical for a second-order type transition. At 1.34 GPa the
character of the phase transition changes from second- to first-order slightly above
12 T [181, 182]. We note that upon increasing pressure both transitions shift to
higher temperatures. The phase diagram in Fig. 6.14 summarizes the results from
the specific-heat experiments. The field axis is normalized by the corresponding
upper-critical field at zero temperature, Hc2(0), and the temperature by Tc at zero
field. The low-temperature phase in the superconducting state expands upon increas-
ing pressure. This is generally not expected, if the low-temperature phase would be
purely magnetic in nature, since pressure favors a non-magnetic state in Ce-based
heavy-fermion metals. Therefore, the pressure studies are in support of a realization
of the FFLO state in CeCoIn5. However, neutron scattering experiments find a small
field induced magnetic moment at an incommensurate wave-vector inside the low-
temperature phase which is not compatible with the FFLO state [183]. The real nature
of this phase is still under debate. Several theoretical models have been proposed
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to account for this so-far unique relationship between magnetism and superconduc-
tivity. Studies of microscopic properties under pressure, e.g. by NMR or by neutron
scattering, could help to reveal the true nature of this unusual phase in CeCoIn5.

These examples show that pressure studies do not only contribute to the general
understanding of strongly correlated materials. They can lead to the discovery of
new unconventional phases or help to answer specific physical questions.
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