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Preface

The 8th International Conference on the Theory and Application of Diagrams
(Diagrams 2014) was held in Melbourne, Australia, during July and August
2014. For the second time, Diagrams was co-located with the IEEE Symposium
on Visual Languages and Human-Centric Computing. Prior to Diagrams 2014,
the Diagrams 2008 co-location with the VL/HCC produced lively interaction
between the delegates of both conferences. At the 2014 conference we again
found that co-location stimulated inter-community debate.

Contributers to Diagrams 2014 continued to interpret the meaning of “dia-
gram” broadly, as befits an intentionally interdisciplinary conference. This led to
the wide spectrum of papers found in this proceedings volume, covering the ar-
eas of diagram notations, diagram layout, diagram tools, diagrams in education,
empirical studies of diagrams, and diagrammatic logic.

Submissions to Diagrams 2014 were soclicited under the categories of full
papers, short papers, and posters. The peer-review process entailed each paper
being reviewed by three members of the Program Committee or a nominated
sub-reviewer. For the first time in this conference series, authors were invited to
comment on the reviewers’ feedback in a rebuttal phase. Both the original review
and the author rebuttal were considered when making acceptance decisions.

The process of selecting high-quality papers for the conference and for this
proceedings volume would have been impossible without the commitment and
efforts of the 39 members of the Program Committee and the eight additional
reviewers — we are grateful to them. A total of 40 submissions were received, of
which 15 were accepted as full papers. A further nine papers were presented at
the conference as short papers, together with six posters.

In addition to the research program, Diagrams 2014 included a graduate
symposium and two tutorial sessions. The two invited talks were keynote events
shared between Diagrams and VL/HCC, and reflected the Oceaniac location of
the conference — we are greatful to our invited speakers Peter Eades of the
University of Sydney and Kim Marriot of Monash University.

We acknowledge and appreciate the considerable assistance of the adminis-
tration team at Monash University for their help in organizing Diagrams 2014.
We thank the Monash Immersive Analytics project who have contributed spon-
sorship, furthermore the graduate symposium ran with the continued support of
the US NSF to whom we are also thankful. Finally, we are immensely grateful
to John Grundy for all of his help in bringing Diagrams and VL/HCC together.

April 2014 Tim Dwyer
Helen C. Purchase

Aidan Delaney
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What Is a Good Diagram? (Revisited)

Peter Eades

School of Information Technologies, University of Sydney

peter.eades@sydney.edu.au

Graphs have been broadly used to model binary relations since the beginning of
Computer Science. Nodes represent entities, and edges represent relationships
between entities. Such models become more useful when the graph model is
represented as a diagram, because visualization of a graph enables humans to
understand the underlying model.

A quality metric assigns a number q(D) to each diagram D such that q(D) is
larger than q(D′) when D is a higher quality diagram than D′. Quality metrics
for graph visualization have been discussed since the 1970s. Sugiyama et al. [6]
wrote lists of quality metrics and his subsequent book [5] contains an extensive
discussion. The seminal paper What is a good diagram? by Batini et al.[1] pre-
sented guidelines for database diagrams. These early works were entirely based
on intuition and introspection; later Purchase et al. [4] began the scientific in-
vestigation of quality metrics with a series of experiments that validated some
of the metrics.

Of course, the quality of a diagram is “a hopeless matter to define formally”
[1]: quality depends on specific users, specific tasks, and rather informal and
subjective notions of aesthetics. Nevertheless, formal quality metrics are helpful
if not essential in the design of automatic graph visualization methods, because
such methods are optimisation algorithms with quality metrics as objective func-
tions. As an example, it is well established that edge crossings in a diagram
inhibit human understanding, and edge crossings form the basis of so-called
“planarity-based” quality metrics. Methods that reduce the edge crossings have
received considerable attention in the literature (see, for example, [2]).

In this talk we review the history of quality metrics for graph visualization,
and suggest a new approach.

The new approach is motivated by two observations: (1) the size of data sets
is much larger now than ever before, and it is not clear that established quality
metrics are still relevant, and (2) there is a disparity between methods used in
practice and methods used in academic research.

Using a pipeline model of graph visualization, we classify quality metrics
into “readability” metrics and “faithfulness” metrics. Readability metrics mea-
sure how well the human user perceives the diagram; these metrics have been
extensively investigated and they are (at least partially) understood. Faithfulness
metrics (see [3]) measure how well the diagram represents the data; these metrics
are not well developed and they are poorly understood.

We argue that faithfulness metrics become more relevant as the data size
increases, and suggest that the commercial dominance of stress-based methods
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over of planarity-based methods is somewhat due performance on faithfulness
metrics.

We introduce some specific faithfulness metrics aimed at large graphs. In
particular, we suggest that metrics based on proximity graphs (see [7]) may play
a key role.

Much of this talk is based on joint work and discussions with Karsten Klein,
SeokHee Hong, and Quan Nguyen, among others.
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Seeing with Sound and Touch

Kim Marriott and Cagatay Goncu

Caulfield School of IT, Monash University, Australia,

Kim.Marriott@monash.edu

Information graphics – diagrams, plans, maps, plots and charts – are widespread
in written communication. The ability to comprehend, use and create these
graphics is an important skill that most of us take for granted. However, for
those of us who are blind or have severe vision impairment access to such graphics
is severely limited, restricting effective participation in the workplace, limiting
educational opportunities, especially in art and design, mathematics, and science
and technology, and constraining enjoyment of popular media including the web.
Lack of access to maps and plans of public spaces and buildings also contributes
to one of the most disabling consequences of being blind: the difficulty of leaving
the safety of home and having to find one’s way in a new environment.

Tactile graphics are currently the best way of providing access to graphical
material for those who are blind. However they are usually produced manually
by skilled transcribers and so are time consuming and expensive to create. For
this reason technologies that provide effective, low-cost, on-demand accessible
graphics have been a “holy grail” of accessibility research for several decades.
Fortunately, new technologies developed for mobile devices, gaming and graphics
recognition now make this goal achievable.

In the GraVVITAS (Graphics Viewer using Vibration Interactive Touch and-
Speech) project (http://gravvitas.infotech.monash.edu/) we are developing new
computer technologies that are designed to work on touch screens and to provide
people who are blind or have severe vision impairment with fast, inexpensive ac-
cess to a wide variety of information graphics at home, at school and at work.
The main components are:

1. An iPad app for information graphics presentation. As the user explores
the screen with their fingers, a mixture of speech and non-speech audio
allows them to hear the graphic as they touch its elements. We are also
developing inexpensive “data rings” for providing haptic feedback during
this exploration.

2. A web-based authoring tool that allows teachers, friends or family members
of a blind person to easily create accessible graphics suitable for display with
the presentation app.

We are also exploring alternatives to manual creation of accessible graphics. One
way is direct generation of the graphic from applications like statistical software,
the other is to use a combination of graphics recognition and automatic graphics
transformation to create an accessible graphic from an on-line image such as a
floor plan.
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Octilinear Force-Directed Layout with Mental Map
Preservation for Schematic Diagrams

Daniel Chivers and Peter Rodgers

The University of Kent, Canterbury, Kent, CT2 7NF
{dc355,P.J.Rodgers}@kent.ac.uk

Abstract. We present an algorithm for automatically laying out metro map style
schematics using a force-directed approach, where we use a localized version of
the standard spring embedder forces combined with an octilinear magnetic force.
The two types of forces used during layout are naturally conflicting, and the exist-
ing method of simply combining these to generate a resultant force does not give
satisfactory results. Hence we vary the forces, emphasizing the standard forces
in the beginning to produce a well distributed graph, with the octilinear forces
becoming prevalent at the end of the layout, to ensure that the key requirement of
line angles at intervals of 45◦ is obtained. Our method is considerably faster than
the more commonly used search-based approaches, and we believe the results are
superior to the previous force-directed approach. We have further developed this
technique to address the issues of dynamic schematic layout. We use a Delaunay
triangulation to construct a schematic “frame”, which is used to retain relative
node positions and permits full control of the level of mental map preservation.
This technique is the first to combine mental map preservation techniques with
the additional layout criteria of schematic diagrams. To conclude, we present the
results of a study to investigate the relationship between the level of mental map
preservation and the user response time and accuracy.

Keywords: force directed, schematic layout, Delaunay triangulation, mental map
preservation.

1 Introduction

The layout of metro maps and other schematics has been the focus of much recent re-
search effort. The goal of these systems is to take a network diagram, for instance a
public transport map, and draw the network as a schematic, so allowing the informa-
tion contained in the network to be more easily analyzed. One of the key features of a
schematic is octilinearity (all edges at angles which are multiples of 45◦).

Much research has been undertaken to improve the readability of schematics by auto-
mated layout, such as hill-climbing [1], simulated annealing [2], linear programming [3]
and path simplification [4]. Although these search-based methods can already compute
layouts of a reasonable quality, a force-directed method that could produce comparable
results would provide the following benefits: 1. Fast optimisation relative to search-
based methods 2. This layout method has been studied in great detail from a number
of perspectives and so will be able to piggyback on considerable related work in, for

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 1–8, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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example, performance improvements and scalability 3. Node movements during layout
can be viewed in real time as a transition animation.

Our algorithm uses modified versions of two force based techniques: a spring em-
bedder [5] and a magnetic spring model [6] which encourages octilinearity (Section 2).
At the beginning of layout only the spring embedder forces are applied and this en-
sures an even layout of stations. We then transition between the two force types; the
octilinear forces are introduced with increasing strength as the spring embedder forces
are reduced in strength. Eventually the spring embedder forces reduce to zero and only
octilinear forces are present - this final stage ensures that octilinearity is enforced. We
then developed a mental map preservation technique using a Delaunay triangulation to
construct a proximity graph; the edges of which are modelled as springs in order to
constrain node movement to a variable degree by altering spring strength (Section 3).
Using this mental map preservation method, we then perform a study to test for signif-
icance between level of mental map preservation and user response time and accuracy
(Section 4). Finally, Section 5 concludes.

The contribution of this paper is to: 1. Describe a force-directed metro map layout
technique that has considerably improved the previous attempt for producing octilinear
lines and well distributed stations; and which we believe produces results of a compara-
ble quality to search-based methods in much less time 2. Present a new, fully tuneable,
technique for mental map preservation 3. Perform a study on how mental map preser-
vation affects diagram usability in order to augment the current understanding of this
potentially useful concept. The technique has been implemented in java and is called
FDOL (Force-Directed Octilinear Layout). The application, example schematic files
and data from the study are available for download at http://www.cs.kent.ac.uk/
projects/fdol .

2 Octilinear Force-Directed Layout

As is common in schematic layout, we model the schematic as a graph by treating sta-
tions as nodes and line segments between stations as edges. We do not differentiate
between different lines, and multiple lines between stations are treated as a single edge.
In addition, where some systems remove two degree nodes from the graph before lay-
out [7], we keep them in the graph. This helps ensure a reasonable separation between
nodes on the same line and avoids having to use individually weighted lines. The algo-
rithm uses modified versions of two force based techniques: a spring embedder [5] and
a magnetic spring model [6].

We use the geographic positions of stations to define our starting layout, as can be
seen in Fig. 2a, with the entire schematic scaled to have a mean edge length equal
to the length of an edge spring at equilibrium – this prevents the schematic quickly
expanding/contracting in the first iteration by minimising large initial forces. The stan-
dard spring embedder has two types of force which act upon the nodes to produce the
layout [5]. Standard spring embedder forces are intended to produce an aesthetically
pleasing graph layout; however, these forces do nothing to ensure edges are aligned to
octilinear angles. In order to achieve this, additional forces are required that will cause
edges to rotate to desired angles. We use a technique similar to that explained in [6] in

http://www.cs.kent.ac.uk/projects/fdol
http://www.cs.kent.ac.uk/projects/fdol
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Fig. 1. The application of forces over method duration

which equal and opposite (perpendicular to the edge) forces are applied to the nodes
connected to each edge in order to rotate them around the midpoint.

Our method works by applying both force methods in each iteration, but varying the
strength of each so as to perform a smooth switch from spring to rotational forces. Vari-
ables Fspr and Foct are used as respective coefficients for this purpose and are varied
throughout the layout process as shown in Fig. 1. At the start only spring embedder
forces are applied (S1) - this stage runs until the energy level of the schematic falls
below a set threshold; then there is a switchover in S2 until only octilinear forces are ap-
plied (S3). The switchover of force types in S2 is required to allow the octilinear force
to have a gradually increasing effect whilst the spring embedder forces still ensure a
well distributed layout. If the two force types are applied one after the other, with no
switchover period, the octilinearity stage would rotate edges without consideration for
features that the spring embedder forces prevent (such as node-node occlusions and
preservation of edge lengths). This final stage of layout without any spring embedder
forces is necessary in order to achieve the highest possible compliance with the octi-
linearity criterion. We then perform a post-processing step to straighten periphery line
sections. A schematic showing examples of these steps is shown in Figure 2.

(a) Geographic (b) End of S1 (c) End of S2 (d) After post-proc.

Fig. 2. Washington metro map at key stages throughout the layout method

On a range of ten real-world metro maps, our method achieved a layout speedup
factor in the range of 2.23 to 27.67 times (x̄ = 10.12, σ = 8.3) that of our hill-climbing
technique; the speedup factor for Sydney was 20.08 times, with an optimisation time of
0.59s against 11.85s. We have included for comparison images of the Sydney schematic
as laid out using our force-directed method (Fig. 3a) and the previous force-directed
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(a) Our method (b) Hong et al. [7]

Fig. 3. Comparison of our octilinear force-directed method (3a) against the previous method by
Hong et al. (3b). Note: Fig 3b contains additional stations demarcated by short perpendicular red
lines and slightly faded.

method by Hong et al. [7] (Fig. 3b). Sydney optimisations using alternate methods can
be seen in [3][1][8]. Our method, Fig. 3a, has octilinear lines throughout and fairly
even node spacing, achieving our main design goals. The previous force-directed at-
tempt, Fig. 3b, fails on both of these counts; moreover some odd node positioning is
evident, for instance the blue line is very jagged. We believe these problems are due
to the combination of removing 2 degree nodes and because of the way the forces are
combined. Each type of force will have different ideal positions for nodes to move to,
and combining the two into a composite function creates lowest energy positions which
fully satisfy neither. It should be noted that the previous method is drawing a network
that is larger than the one we show. Although the schematic used is slightly different, in
terms of layout the extra stations should not affect the quality.

3 Dynamic Layout and Mental Map Preservation

This section explains how a Delaunay triangulation is used to constrain node move-
ment by proximity during optimisation and thus help preserve the users’ mental map.
A Delaunay triangulation is first constructed over the entire schematic. Figure 4 shows
an example of this applied to the Vienna metro map; the underlying schematic can be
made out under the thinner, red edges of the triangulation. During construction of the
triangulation, four “anchor” nodes are created which surround the schematic. These an-
chor nodes are left in the triangulation but are not represented with nodes, and so cannot
move. This has the effect of slightly anchoring the schematic to the underlying canvas,
preventing effects such as rotation. The generated triangulation edges are then used
during layout as a frame to hold nodes in place. Each edge is modelled as a Hookean
spring, with a length at rest equal to its initial length, and a spring strength equal to a
user defined value, k. This spring strength value can be varied in order to affect the level
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Fig. 4. Delaunay triangulation of the Vienna metro map (including triangulation frame)

of mental map preservation; using a low k value will create weak springs, and will not
hold nodes in place. In our algorithm Delaunay frame forces are calculated after the
calculation of spring embedder and edge rotation forces, this is to ensure that all node
movements from other forces can be counteracted by the mental map preserving frame.
In order to allow the Delaunay frame forces to be used in conjunction with octilinear
forces, it is required that the Delaunay frame uses a force coefficient similar to that
of the standard spring embedder, which decreases over time. This force constant, FDel ,
mirrors the value of FSpr used for the standard spring embedder. Our system provides
a scalable slider from 0− 100% which provides a linear mapping to the average resul-
tant mental map preservation level, measured using a similarity metric based upon the
change in frame edge lengths.

4 Mental Map Preservation Study

This section describes the procedure for a study to answer our research question: “Can
mental map preservation improve diagram understanding in dynamic schematic lay-
out?”. Our hypothesis was that different levels of mental map preservation would change
response time and accuracy. Previous research into the effect of mental map preserva-
tion has not shown conclusive benefit [9][10], and we hoped to augment the research in
this area. We used three sizes of map as follows: Small (S) 4 lines, 28 nodes; Medium
(M) 5 lines, 35 nodes; and Large (L) 6 lines, 42 nodes. There were three modification
types as follows: Line addition (A) +1 line, +7 nodes; Line removal (R) −1 line, −7
nodes; Line addition and removal (A-R) +1 line, +7 nodes, −1 line, −7 nodes. These
variations create nine map cases. Each map was reoptimized with three levels of men-
tal map preservation (MMP); these are 0%, 50% and 100% preservation. We used a
between-subject methodology, and therefore each subject viewed only one MMP vari-
ant. In order to help alleviate the effect of a learning curve when answering questions,
the user completed five training maps. Map data was generated using the Flickr API
which we used to retrieve a number of photos, represented as nodes, and their asso-
ciated tags, represented by coloured lines between nodes. Nodes that shared the same
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(a) Original schematic (b) 0% MMP (c) 50% MMP (d) 100% MMP

Fig. 5. Comparison of MMP variants used in the study. 5b-5d show the modified schematic, in
which the magenta line has been removed.

tag appeared along the same line, much like LineSets [11]. Figure 5 shows an example
of a diagram used in the study. There were two stages for each map: five stage one
questions, followed by a map modification and a single stage two question. There were
three types of stage two question (X, Y and Z) which were assigned to maps so that
each type of question was asked once for each map size, and each modification type.
Only stage two questions were used in the data analysis as stage one questions had the
purpose of familiarising the participant with the schematic before the modification was
made. Example stage two questions were as follows:

X. How many photos contain the “ ” or “ ” tags and not the “ ” tag?
Y. What is the minimum number of tag changes required to travel between the high-

lighted nodes?
Z. Which tag contains the most photos?

We first performed a pilot study to identify and fix any testing issues. The main study
used a total of 60 participants recruited from the University of Kent Job Centre. These
participants are from across all disciplines, ranging from 16 to 34 years of age (x̄ =
20.83, σ = 2.88), 20 male and 40 female.

In terms of results, the statistical analysis techniques were performed following
guidelines in [12]. In our analysis, data from questions which were answered incorrectly
are also included as response time is intended to be an indication of cognitive effort re-
quired, independent of whether or not the effort resulted in a correct answer. Table 1
shows mean time and mean error against each condition. In the following tests, we used
a p-value of < 0.05 to indicate significance. There were no significant differences in

Table 1. Mean response time and mean number of errors for the three mental map conditions,
over all non-test maps and all post-modification questions

Time Error %
MMP x̄ σ x̄ σ

0% 19.95 4.31 14.44 13.54
50% 20.27 4.81 10.56 12.73
100% 23.96 7.07 12.78 13.13
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response time (p = 0.207) or error rate (p = 0.593) as represented by the error data ac-
cording to condition under a non-parametric independent-measures Kruskal-Wallis test.
These results indicate that the difference between the conditions can likely be attributed
to random chance, rather than being due to the differing nature of the conditions.

This result provides evidence against our hypothesis, for which a possible explana-
tion is due to multiple impacts on diagram comprehension. One impact occurs when
the mental map is preserved, the layout is compromised, so making analysis of the dia-
gram difficult because of features such as increased line bends and less effective station
spacing. The alternative extreme is that the mental map is not preserved, so the dia-
gram changes a great deal, impacting comprehension because the participant needs to
re-examine parts of the diagram that were previously held in their memory. It may be
that these two conflicting impacts on comprehension are broadly equal, and so it is not
important which approach is taken for dynamic data. There have been a number of stud-
ies on the effect of mental map preservation on user readability, e.g. [9][10]; however,
none have found conclusive evidence of any effect, supporting this view.

5 Conclusion

We have presented a force-directed method for automatically laying out schematic dia-
grams whilst enforcing octilinearity. Our method uses a three stage process to transition
between types of forces. We have explained how a force based approach can be more
beneficial than methods using an explicit target function, and demonstrated that our
methodology allows us to produce superior results than those from the previous octilin-
ear force based method. We believe our results are also of comparable quality to those
produced by slower techniques that are known for producing high-quality layouts. We
have also shown a new technique for the preservation of mental map between two graph
states. This technique uses a Delaunay triangulation to preserve node positions relative
to connected nodes. This varies from the more common approach of limiting nodes by
absolute distance, and allows more node position flexibility with minimal mental map
expense, such as moving clusters of nodes whilst maintaining their internal structure.
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Abstract. Orthogonally drawn hypergraphs have important applica-
tions, e. g. in actor-oriented data flow diagrams for modeling complex
software systems. Graph drawing algorithms based on the approach by
Sugiyama et al. place nodes into consecutive layers and try to minimize
the number of edge crossings by finding suitable orderings of the nodes
in each layer. With orthogonal hyperedges, however, the exact number
of crossings is not determined until the edges are actually routed in a
later phase of the algorithm, which makes it hard to evaluate the quality
of a given node ordering beforehand. In this paper, we present and eval-
uate two cross counting algorithms that predict the number of crossings
between orthogonally routed hyperedges much more accurately than the
traditional straight-line method.

Keywords: edge crossings, hypergraphs, graph drawing, layered graphs.

1 Introduction

Many kinds of diagrams, e. g. data flow diagrams and circuit diagrams, can be
formalized as directed hypergraphs. A directed hypergraph is a pair G = (V,H)
where V is a set of nodes and H ⊆ P(V ) × P(V ) is a set of hyperedges. Each
(S, T ) ∈ H has a set of sources S and a set of targets T .

The layer-based approach to graph drawing proposed by Sugiyama et al. [1]
has been extended for drawing hypergraphs orthogonally [2,3]. This approach can
be structured in five phases: eliminate cycles by reversing edges, assign nodes
to layers, reorder the nodes of each layer such that the number of crossings is
low, determine concrete positions for the nodes, and finally route the hyperedges
by computing bend points and junction points. The reordering phase is usually
done with the layer sweep heuristic, where layers are processed one at a time
with several iterations until the number of crossings is not further improved.

In order to determine whether an iteration of the the layer sweep heuristic has
reduced the number of edge crossings, they need to be counted. A fundamental
problem with this approach is that the actual number of crossings in orthogonal
drawings does not depend only on the order of nodes in each layer, but also on
the routing of edges. This routing in turn depends on the concrete positions of
the nodes, which are unknown at the time the layer sweep heuristic is executed.

Standard algorithms for counting crossings in layered graphs assume that
edges are drawn as straight lines [4]. We call this standard approach Straight,

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 9–15, 2014.
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(a) cs > c (b) cs < c

Fig. 1. The number of crossings cs resulting from a straight-line drawing can be (a)
greater or (b) less than the actual number of crossings c resulting from an orthogonal
hyperedge routing.

and denote its result as cs. As noted by Eschbach et al. [5], there are simple
examples where cs is always different from the actual number of crossings c ob-
tained after routing edges orthogonally (see Fig. 1). In order to quantify this
difference, we measured c and cs for a number of data flow diagrams from the
Ptolemy project (see Sect. 3). The difference c − cs averaged −34 with a stan-
dard deviation of 190. As a general observation, the Straight approach tends
to overestimate the crossing number, possibly compromising the quality of the
resulting drawings.

Contributions. The number of crossings between straight-line edges is a bad
predictor for the number of crossings between orthogonal hyperedges in the final
drawing. We propose two methods for counting crossings that predict the number
of crossings much more accurately, as our evaluation shows.

Related Work. Eschbach et al. [2] and Sander [3] proposed methods for the
orthogonal routing of edges in the layer-based approach. They both noted that
the number of crossings determined during the node ordering phase is only an
approximation, but gave no proposals on how to solve this problem. In this paper,
we will present algorithms that give much more accurate approximations.

Several authors have addressed the problem of counting straight-line crossings
in layered graphs [4,6,7]. These methods produce exact results for normal graphs,
but not for hypergraphs, as explained above. The “Straight approach” which
we refer to in this paper represents any exact straight-line method. For our
experiments we implemented the method of Barth et al. [4].

2 Counting Crossings

The main concept for representing a hyperedge in the layer-based approach is
to replace the hyperedge by regular edges. Let (V,H) be a hypergraph and
h = (S, T ) ∈ H be a hyperedge; for each v ∈ S and each v′ ∈ T we generate an
edge e = (v, v′). We call e a representing edge of h and define Eh to be the set
of all representing edges of h. For instance, the hyperedge connected to node 1
in Fig. 1(a) would be represented by three edges (1, 3), (1, 5), and (1, 6). These
edges may partly overlap each other in the final drawing.
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2.1 Lower Bound Method

Since counting straight-line crossings tends to yield rather pessimistic estimates
when hyperedges are involved, we assumed that a more accurate approach might
be to use a lower bound of the number of crossings.

In the following, let G = (V,H) be a hypergraph with a set E =
⋃

h∈H Eh of
representing edges and two layers L1, L2, i. e. V = L1 ∪L2, L1 ∩L2 = ∅, and all
h ∈ H have their sources in L1 and their targets in L2.

We propose an optimistic method MinOpt and denote its result as cm. This
method counts the minimal number of crossings to be expected by evaluating
each unordered pair h1, h2 ∈ H : if any edge e1 ∈ Eh1 crosses an edge e2 ∈ Eh2

if drawn as a straight line, h1 and h2 are regarded as crossing each other once,
denoted as h1��h2. The result is cm = |{{h1, h2} ⊆ H : h1��h2}|.
Observation 1. cm ≤ cs.

Observation 2. Let c be the number of hyperedge crossings in a layer-based
drawing of G. Then cm ≤ c.

Theorem 1. Let q = |H | and H = {h1, . . . , hq}. The time complexity of

MinOpt is O
(∑q−1

i=1

∑q
j=i+1 |Ehi | · |Ehj |

)
. If |S| = |T | = 1 for all (S, T ) ∈ H,

the complexity can be simplified to O
(|H |2).

Proof. The result of MinOpt is |{{hi, hj} ⊂ H : hi��hj}|, which requires to
check all unordered pairs U = {{hi, hj} ⊂ H}. This is equivalent to U = {(i, j) ∈
N2 : 1 ≤ i < q, i < j ≤ q}, hence |U | = ∑q−1

i=1

∑q
j=i+1 1. Whether hi �� hj is

determined by comparing all representing edges of hi with those of hj , which

requires |Ehi | · |Ehj | steps. In total we require
∑q−1

i=1

∑q
j=i+1 |Ehi | · |Ehj | steps.

The simplification follows immediately. 
�

2.2 Approximating Method

Theorem 1 shows that MinOpt has a roughly quadratic time complexity. In
this section we propose a second method with better time complexity, which we
call ApproxOpt. The basic idea is to approximate the result of MinOpt by
checking three criteria explained below, hoping that at least one of them will
be satisfied for a given pair of hyperedges if they cross each other in the final
drawing.

Let again G = (V,H) be a hypergraph with layers L1, L2. Let π1 : L1 →
{1, . . . , |L1|} and π2 : L2 → {1, . . . , |L2|} be the permutations of L1 and L2 that
result from the layer sweep heuristic for crossing minimization. We denote the
result of ApproxOpt as ca.

The ApproxOpt method is based on the four corners of a hyperedge: for
each h = (Vh1, Vh2) ∈ H and i ∈ {1, 2}, we define the left corners κ←

i (h) =
min{πi(v) : v ∈ Vhi} and the right corners κ→

i (h) = max{πi(v) : v ∈ Vhi}.
The virtual edges are defined by E∗ = {(κ←

1 (h), κ←
2 (h)) : h ∈ H}. The method

consists of three steps:
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Algorithm 1. Counting crossings with the ApproxOpt method

Input: L1, L2 with permutations π1, π2, hyperedges H with arbitrary order ϑ
for each h ∈ H do // Step 1

Add (κ←
1 (h), κ←

2 (h)) to E∗

ca ← number of crossings caused by E∗, counted with a straight-line method

for i = 1 . . . 2 do // Steps 2 and 3
for each h ∈ H do

Add (κ←
i (h), κ→

i (h), ϑ(h),−1)) and (κ→
i (h), κ←

i (h), ϑ(h), 1)) to Ci

Sort Ci lexicographically
d ← 0
for each (x, x′, j, t) ∈ Ci in lexicographical order do

d ← d− t
if t = 1 then

ca ← ca + d

return ca

1. Compute the number of straight-line crossings caused by virtual edges be-
tween the left corners.

2. Compute the number of overlaps of ranges [κ←
1 (h), κ→

1 (h)] in the first layer
for all h ∈ H .

3. Compute the number of overlaps of ranges [κ←
2 (h), κ→

2 (h)] in the second
layer for all h ∈ H .

The result ca is the sum of the three numbers computed in these steps. A more
detailed description is given in Alg. 1.

Step 1 aims at “normal” crossings of hyperedges such as h1 and h2 in Fig. 2.
The hyperedge corners used in Steps 2 and 3 serve to check for overlapping areas,
as shown in Fig. 2(c). For instance, the ranges spanned by h4 and h5 overlap each
other both in the first layer and in the second layer. This is determined using a
linear pass over the hyperedge corners, which are sorted by their positions. The
sort keys are constructed such that the overlapping of two ranges is counted only
if it actually produces a crossing. The variable d is increased whenever a left-
side corner is found and decreased whenever a right-side corner is found. This
variable indicates how many ranges of other hyperedges surround the current
corner position, hence its value is added to the approximate number of crossings.

While MinOpt counts at most one crossing for each pair of hyperedges, Ap-
proxOpt may count up to three crossings, since the hyperedge pairs are consid-
ered independently in all three steps. Fig. 3(a) shows an example whereMinOpt
counts a crossing and ApproxOpt counts none, while Fig. 3(b) shows an ex-
ample where ApproxOpt counts a crossing and MinOpt counts none. Thus
neither cm ≤ kca nor ca ≤ kcm hold in general for any k ∈ N. However, as shown
in Sect. 3, the difference between cm and ca is rather small in practice.
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(a) A hypergraph (b) Representing edges (c) Overlapping areas

Fig. 2. The hypergraph (a) can be drawn orthogonally with c = 3 crossings. The
straight-line crossing number (b) is cs = 5, the result of MinOpt is cm = 2, and the
result of ApproxOpt is ca = 4. ApproxOpt counts three crossings between h4 and
h5 (c) because the virtual edges (2, 8) and (3, 7) cross (Step 1 in Alg. 1) and the ranges
spanned by the corners overlap both in the top layer and in the bottom layer (Steps 2
and 3).

(a) cm = 1, ca = 0 (b) cm = 0, ca = 1

Fig. 3. Differences between the MinOpt and ApproxOpt methods: (a) cm = 1 due to
the crossing of (1, 4) and (2, 3), but ca = 0 since none of the three steps of ApproxOpt
is able to detect that. (b) cm = 0 because (2, 4) crosses neither (1, 4) nor (3, 4); ca = 1
because one crossing is detected in Step 2 of Alg. 1.

Theorem 2. Let b =
∑

(S,T )∈H(|S|+|T |). The time complexity of ApproxOpt

is O(b+ |H |(log |V |+ log |H |)).
Proof. In order to determine the corners κ←

i (h), κ→
i (h) for each h ∈ H , i ∈

{1, 2}, all source and target nodes are traversed searching for those with minimal

and maximal index πi. This takes O
(∑

(S,T )∈H(|S|+ |T |)
)

= O(b) time. The

number of virtual edges created for Step 1 is |E∗| = |H |. Counting the crossings
caused by E∗ can be done in O(|E∗| log |V |) = O(|H | log |V |) time [4]. Steps 2
and 3 require the creation of a list Ci with 2 |H | elements, namely the lower-
index and the upper-index corners of all hyperedges. Sorting this list is done
with O(|Ci| log |Ci|) = O(|H | log |H |) steps. Afterwards, each element in the
list is visited once. The total required time is O(b+ |H | log |V |+ |H | log |H |) =
O(b+ |H |(log |V |+ log |H |)). 
�
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(a) Ptolemy graphs, c̄ ≈ 18.75 (b) Random graphs, c̄ ≈ 1628

Fig. 4. Average number of crossings when using the given cross counting algorithm
(light) and average number of crossings predicted by the algorithm (dark).

3 Experimental Evaluation

For evaluating our algorithms, we used 171 diagrams taken from the set of demo
models shipping with the Ptolemy open source project [8].1 Since Ptolemy allows
models to be nested using composite actors that represent subsystems composed
of other actors, we eliminated the hierarchy by moving nested elements out of
their composite actors. Diagrams unsuitable for evaluations were left out, e. g.
those with very few nodes.

We executed our drawing algorithm once for each cross counting algorithm on
each of the selected Ptolemy diagrams. For each execution, the actual number
of crossings in the final diagram as well es the number predicted by the cross
counting algorithm were measured. The results can be seen in Fig. 4(a). Our
proposed methods are by far more accurate at predicting the number of cross-
ings compared to the straight-line method. While the average difference of the
actual and predicted numbers of crossings was 35.6 for Straight, the difference
averaged 5.3 for MinOpt and 5.7 for ApproxOpt. A further important obser-
vation is that the average number of actual crossings is reduced by 23.6% when
using MinOpt and by 23.8% when using ApproxOpt instead of Straight.
These differences of mean values are significant: the p-values resulting from a
t-test with paired samples are 4.5% for MinOpt and 4.0% for ApproxOpt.

We performed a second experiment with randomly generated bipartite graphs
with 5 to 100 nodes and 2 to 319 hyperedges each. We performed the same
measurements as for the Ptolemy diagrams, the results of which are shown in
Fig. 4(b). They confirm the general observations made before. The average num-
ber of actual crossings is reduced by 5.6% when using MinOpt and by 4.6%
when using ApproxOpt instead of Straight. Although the relative difference
of mean values is lower compared to the Ptolemy diagrams, their significance is
much higher: p ≈ 7.8×10−43 for MinOpt and p ≈ 3.2×10−32 for ApproxOpt.

1 http://ptolemy.eecs.berkeley.edu

http://ptolemy.eecs.berkeley.edu
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Performance evaluations conducted on a set of 100 randomly generated large
bipartite graphs (500 nodes, 3 edges per node) confirmed our theoretical results:
Straight (mean time 0.3ms) was significantly faster thanApproxOpt (1.7ms),
which in turn was significantly faster than MinOpt (24ms).

4 Conclusion

We proposed two methods for counting crossings in orthogonal hypergraph draw-
ings more accurately. Our experiments indicate that the algorithms lead to sig-
nificantly fewer edge crossings both with real-world and with random diagrams.

We see two main areas for future research. First, the number of crossings
between orthogonal hyperedges depends not only on the results of the crossing
minimization, but also on the exact placement of nodes. However, current node
placement algorithms only try to minimize either edge length or the number of
bend points. And second, limiting the routing of each hyperedge to one horizontal
segment reduces the number of bend points at the expense of edge crossings.
Future research could address routing algorithms that reduce the number of
edge crossings as well by creating multiple horizontal segments.
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Abstract. A graph drawing library is like a toolbox, allowing experts
to select and configure a specialized algorithm in order to meet the re-
quirements of their diagram visualization application. However, without
expert knowledge of the algorithms the potential of such a toolbox cannot
be fully exploited. This gives rise to the question whether the process of
selecting and configuring layout algorithms can be automated such that
good layouts are produced. In this paper we call this kind of automation
“meta layout.” We propose a genetic representation that can be used
in meta heuristics for meta layout and contribute new metrics for the
evaluation of graph drawings. Furthermore, we examine the use of an
evolutionary algorithm to search for optimal solutions and evaluate this
approach both with automatic experiments and a user study.

Keywords: graph drawing, layout algorithms, evolutionary algorithms,
meta layout, readability metrics, user study.

1 Introduction

There are many different approaches for drawing graphs, and all have their spe-
cific strengths and weaknesses. Therefore successful graph drawing libraries in-
clude multiple algorithms, and usually they offer numerous configuration options
to allow users to tailor the generated layouts to their needs. However, the proper
choice of a layout algorithm as well as its configuration often require detailed
knowledge of the background of these algorithms. Acquiring such knowledge or
simply testing all available configuration options is not feasible for users who
require quick results.

An inspiring idea was communicated by Biedl et al. [1]: by displaying multiple
layouts of the same graph, the user may select those that best match her or his
expectations. In this paper we build on that idea and apply meta heuristics for
generating a variation of layouts using existing layout libraries.

We introduce the notion of abstract layout, that is the annotation of graphs
with directives for layout algorithm selection and configuration. Concrete layout
is a synonym for the drawing of a graph and is represented by the annotation of
graph elements with position and size data. When a layout algorithm is executed
on a graph, it transforms its abstract layout into a concrete layout. By meta
layout we denote an automatic process of generating abstract layouts.

Our contributions are a genetic representation of abstract layouts, metrics
for convenient evaluation of aesthetic criteria [2], and operations for applying

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 16–30, 2014.
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an evolutionary algorithm for meta layout. Furthermore, we propose a simple
method for adapting the weights of aesthetic criteria according to the user-
selected layouts, supporting the approach of Biedl et al. mentioned above. We
performed automated as well as user-based experiments in order to evaluate
our proposed method. The results show that the method is well accepted by
users and produces at least equally readable drawings compared to a manual
configuration approach.

The remainder of this paper is organized as follows. In Sect. 2 we discuss
related work on evolutionary graph layout and layout configuration. Sect. 3 in-
troduces the necessary data structures and fitness function that enable the evolu-
tionary process, which is described in Sect. 4. In Sect. 5 we report experimental
results on the effectiveness and applicability of these methods. We conclude and
outline prospective work in Sect. 6.

2 Related Work

Several authors have proposed evolutionary algorithms where the individuals
are represented by lists of coordinates for the positions of the nodes of a graph
[3,4,5,6,7,8,9]. Here, in contrast, we do not include any specific graph in our
encoding of individuals, hence we can apply the result of our evolutionary algo-
rithm to any graphs, even if they were not considered during the evolutionary
process. Furthermore, we benefit from all features that are already supported by
the existing algorithms, while previous approaches for evolutionary layout were
usually restricted to draw edges as straight lines and did not consider additional
features such as edge labels.

Other works have focused on integrating meta heuristics in existing layout
methods. De Mendonça Neto and Eades proposed a system for automatic learn-
ing of parameters of a simulated annealing algorithm [10]. Utech et al. introduced
a genetic representation that combines the layer assignment and node ordering
steps of the layer-based drawing approach with an evolutionary algorithm [11].
Such a combination of multiple NP-hard steps is also applied by Neta et al. for
the topology-shape-metrics approach [12]. They use an evolutionary algorithm
to find planar embeddings (topology step) for which the other steps (shape and
metrics) are able to create good layouts.

Bertolazzi et al. proposed a system for automatic selection of layout algo-
rithms that best match the user’s requirements [13]. The system is initialized
by evaluating the available algorithms with respect to a set of aesthetic criteria
using randomly generated graphs of different sizes. The user has to provide a
ranking of the criteria according to her or his preference. When a layout request
is made, the system determines the difference between the user’s ranking and
the evaluation results of each algorithm for graphs of similar size as the current
input graph. The algorithms with the lowest difference are offered to the user.

Similarly, Niggemann and Stein proposed to build a database that maps vec-
tors of structural graph features, e. g. the number of nodes and the number of
connected components, to the most suitable layout algorithm with respect to
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some predefined combination of aesthetic criteria [14]. These data are gathered
by applying the algorithms to a set of “typical” graphs. A suitable algorithm
for a given input graph is chosen by measuring its structural features and com-
paring them with the entries present in the database. Both the approaches of
Bertolazzi et al. and Niggemann and Stein are restricted to selecting layout algo-
rithms. Here, in contrast, we seek to configure arbitrary parameters of algorithms
in addition to their selection.

Archambault et al. combined graph clustering with layout algorithm selection
in a multi-level approach [15]. The clustering process is tightly connected with
the algorithm selection, since both aspects are based on topological features of
the input graph. When a specific feature is found, e. g. a tree or a clique, it is
extracted as a subgraph and processed with a layout algorithm that is especially
suited for that feature. This kind of layout configuration depends on detailed
knowledge of the behavior of the algorithms, which has to be encoded explicitly
in the system, while the solution presented here can be applied to any algorithm
independently of their behavior.

3 Genotypes and Phenotypes

The genotype of an individual is its genetic code, while the phenotype is the
total of its observable characteristics. In biology a phenotype is formed from
its genotype by growing in a suitable environment. We propose to use abstract
layouts (configurations) as genotypes, and concrete layouts (drawings) as phe-
notypes. The “environment” for this kind of phenotypes is a graph. We generate
the concrete layout L(λ) that belongs to a given abstract layout λ by applying
all parameters encoded in λ to the chosen layout algorithm A, which is also
encoded in λ, and executing A on the graph given by the environment. This en-
coding of parameters and algorithm selection is done with a set of genes, which
together form a genome. A gene consists of a gene type with an assigned value.
The gene type has an identifier, a data type (integer, floating point, Boolean,
or enumeration), optional lower and upper bounds, and an optional parameter
controlling the standard deviation of Gaussian distributions.

We assign each layout algorithm to a layout type depending on the underlying
approach implemented in the algorithm. The main layout types are layer-based,
force-based, circular, orthogonal, tree, and planar. Each algorithm A has a set PA

of parameters that control the behavior of A. We consider the union P =
⋃
PA

of all parameters, which we call the set of layout options. Each genome contains a
gene gT for selecting the layout type, a gene gA for selecting the layout algorithm,
and one for each layout option in P . It is also possible to use only a subset of
these genes, as long as all generated genomes contain the same subset. Such a
restriction can serve to focus on the selected layout options in the optimization
process, while other options are kept constant.

Some genes of a genome are dependent of each other. The gene gA, for in-
stance, is constrained to a layout algorithm that belongs to the layout type
selected in gT. Furthermore, the layout algorithm A selected in gA does not
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(a) Genotype (b) Phenotype

Fig. 1. (a) A genome with six genes. The layout type gene is set to force-based al-
gorithms, the layout algorithm gene is set to a specific algorithm named “Neato”,
and three parameters of that algorithm are set with the remaining genes. One
gene is inactive because the corresponding layout option is not supported by
Neato. (b) A phenotype of the genome, represented by a layout generated by
Neato for an arbitrary graph.

support all layout options in P , therefore the options in P \ PA, i. e. those not
supported by A, are marked as inactive. A genome with six genes and a possible
phenotype are shown in Fig. 1.

Inactive genes of a genome X do not contribute to the characteristics of the
phenotype of X , i. e. of its drawing, hence two genomes that differ only in their
inactive genes may produce the same drawing. On the other hand, some layout
algorithms are randomized and produce different drawings when executed twice
with the same configuration. However, we assume that drawings that result from
the same configuration tend to be similar with respect to our fitness function,
hence this ambiguity is probably not noticeable in practice.

3.1 Fitness Function

Our genotypes have a completely different representation compared to previ-
ous evolutionary layout algorithms. The phenotypes, in contrast, are commonly
represented by graph layouts, hence we can apply the same approach to fitness
evaluation as previous solutions, that is the evaluation of aesthetic criteria [2].

Some authors used a linear combination of specific criteria as fitness function
[16,4,5]. For instance, given a graph layout L, the number of edge crossings κ(L),
and the standard deviation of edge lengths δ(L), the optimization goal could be
to minimize the cost function f(L) = wcκ(L) + wdδ(L), where suitable scaling
factors wc and wd are usually determined experimentally. The problem of this
approach is that the values resulting from f(L) have no inherent meaning apart
from the general assumption “the smaller f(L), the better the layout L.” As a
consequence, the cost function can be used only as a relative measure, but not
to determine the absolute quality of layouts.

An improved variant, proposed by several authors, is to normalize the criteria
to the range between 0 and 1 [17,2,7,8,9]. However, this is still not sufficient to
effectively measure absolute layout quality. For instance, Tettamanzi normalizes
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the edge crossings κ(L) with the formula μc(L) =
1

κ(L)+1 [8]. For the complete

graph K5, which is not planar, even the best layouts yield a result of μc(L) =
50%, suggesting that the layout is only half as good as it could be. Purchase
proposed to scale the number of crossings against an upper bound κmax defined
as the number that results when all pairs of edges that are not incident to the

same node cross each other [2]. Her formula is μc(L) = 1 − κ(L)
κmax

if κmax > 0
and μc(L) = 1 otherwise. Purchase herself notes that this definition “is biased
towards high values.” For instance, the graph N14 used in her evaluations has
24 nodes, 36 edges, and κmax = 558. All layouts with up to 56 crossings would
result in μc(L) > 90%. When tested with a selection of 28 layout algorithms,
all of them resulted in layouts with less that 56 crossings (the best had only 11
crossings), hence the formula of Purchase would assign a very high fitness to all
these generated layouts.

We propose new normalization functions that aim at well-balanced distribu-
tions of values among typical results of layout algorithms. A layout metric is
a function μ that maps graph layouts L to values μ(L) ∈ [0, 1]. Given layout
metrics μ1, . . . , μk with weights w1, . . . , wk ∈ [0, 1], we compute the fitness of a
graph layout L by

f(L) =
1∑k

i=1 wk

k∑
i=1

wkμk(L) . (1)

In the following we describe some of the metrics we have used in conjunction with
our proposed genotype representation and evolutionary algorithm. The goal of
these metrics is to allow an intuitive assessment of the respective criteria, which
means that the worst layouts shall have metric values near 0%, the best ones
shall have values near 100%, and moderate ones shall score around 50%. The
metrics should be parameterized such that this spectrum of values is exhausted
for layouts that are generated by typical layout algorithms, allowing to clearly
distinguish them from one another. We evaluated to which extent our proposed
metrics satisfy these properties based on an experimental analysis. The results
confirm that our formulae are very suited to the stated goals. However, we omit
the details of these experiments due to space limitations; they are available in a
technical report [18], which also contains formulae for more aesthetic criteria.

The basic idea behind each of our formulae is to define a certain input split
value xs such that if the value of the respective criterion equals xs, the metric is
set to a defined output split value μ∗. Values that differ from xs are scaled towards
0 or 1, depending on the specific criterion. The advantage of this approach is
that different formulae can be applied to the ranges below and above the split
value, simplifying the design of metrics that meet the goals stated above. The
approach involves several constants, which we determined experimentally.

Let G = (V,E) be a directed graph with a layout L. Let n = |V | and m = |E|.
Number of Crossings. Similarly to Purchase we define a virtual upper bound
κmax = m(m− 1)/2 on the number of crossings [2]. We call that bound virtual
because it is valid only for straight-line layouts, while layouts where edges have
bend points can have arbitrarily many crossings. Based on the observation that
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crossings tend to be more likely when there are many edges and few nodes, we
further define an input split value

κs = min

{
m3

n2
, (1 − μ∗

c)κmax

}
. (2)

μ∗
c is the corresponding output split value, for which we chose μ∗

c = 10%. The
exponents of m and n are chosen such that the split value becomes larger when
the m/n ratio is high. We denote the number of crossings as κ(L). Layouts with
κ(L) < κs yield metric values above μ∗

c , while layouts with κ(L) > κs yield
values below μ∗

c . This is realized with the formula

μc(L) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if κmax = 0,
0 if κ(L) ≥ κmax > 0,

1− κ(L)
κs

(1− μ∗
c) if κ(L) ≤ κs,(

1− κ(L)−κs

κmax−κs

)
μ∗
c otherwise.

(3)

Area. Let w(L) be the width and h(L) be the height of the drawing L. The
area required to draw a graph depends on the number of nodes and edges, hence
we define a relative area

α(L) =
w(L)h(L)

(n+m)2
(4)

that takes into account the number of elements in the graph. We square that
number because we observed that many drawings of larger graphs require a
disproportionately high area. We split the output values at two points μ∗

a = 10%
and μ∗∗

a = 95%, with corresponding input split values αs1 and αs2. Values below
μ∗
a are met when α(L) > αs1, values above μ∗∗

a are met when α(L) < αs2, and
values in-between are scaled proportionally. The constants αs1 and αs2 have
been determined experimentally as 1000 and 50, respectively. We define the area
metric as

μa(L) =

⎧⎪⎪⎨
⎪⎪⎩

αs1

α(L)μ
∗
a if α(L) > αs1,

1− α(L)
αs2

(1− μ∗∗
a ) if α(L) < αs2,(

1− α(L)−αs2

αs1−αs2

)
(μ∗∗

a − μ∗
a) + μ∗

a otherwise.

(5)

Edge Length Uniformity. We measure this criterion with the standard de-
viation σλ(L) of edge lengths and compare it against the average edge length
λ̄(L), which we use as input split value. We define

μu(L) =

{
λ̄(L)
σλ(L)μ

∗
u if σλ(L) ≥ λ̄(L),

1− σλ(L)

λ̄(L)
(1− μ∗

u) otherwise,
(6)

where the output split value μ∗
u = 20% corresponds to the metric value that

results when the standard deviation equals the average.
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Fig. 2. Evolutionary layout example: starting with a population of four genomes,
two new genomes are created through recombination, two genomes are mutated,
and four of the resulting genomes survive after their evaluation

4 Evolutionary Process

The genetic encoding presented in Sect. 3 can serve as basis for numerous meta
heuristics. In this section we discuss one possible heuristic with the goal of creat-
ing a starting point of further research, without claiming that this is the ultimate
solution. We use an evolutionary algorithm, a popular method for searching large
solution spaces.

A population is a set of genomes. An evolution cycle is a function that mod-
ifies a population with four steps, which are explained below. The evolutionary
algorithm executes the evolution cycle repeatedly, checking some termination
condition after each execution. Simple conditions for fully automatic optimiza-
tion are to limit the number of iterations and to check whether the fitness of
the best individual exceeds a certain threshold. Alternatively, the user can be
involved by manually controlling when to execute the next evolution cycle and
when to stop the process. The four steps of the evolution cycle are discussed in
the following and exemplified in Fig. 2.

1. Recombination. New genomes are created by crossing random pairs of
existing genomes. A crossing of two genomes is created by crossing all their
genes. Two integer or floating point typed genes are crossed by computing their
average value, while for other data types one of the two values is chosen randomly.
Only a selection of the fittest individuals is considered for mating.

When the parent genomes have different values for the layout algorithm gene,
the child is randomly assigned one of these algorithms. As a consequence, the
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active / inactive statuses of the other genes of the child must be adapted such
that they match the chosen algorithm A: each gene g is made active if and only
if A supports the layout option associated to g.

2. Mutation. Genomes have a certain probability of mutating. A mutation
is done by randomly modifying its genes, where each gene g has an individual
mutation probability pg depending on its type. We assign the highest pg values to
genes with integer or floating point values, medium values to genes with Boolean
or enumeration values, and the lowest values to the layout algorithm and layout
type genes. Let g be a gene with value x. If the data type of g is integer or floating
point, the new value x′ is determined using a Gaussian distribution using x as its
average and the standard deviation assigned to the gene type of g. If x′ exceeds
the upper or lower bound assigned to the gene type of g, it is corrected to a
value between x and the respective bound. For genes with other types, which
have no specific order, a new value is chosen based on a uniform distribution over
the finite set of values, excluding the previous value. When the layout algorithm
gene mutates, the active / inactive statuses of other genes must be updated as
described for the recombination step.

3. Evaluation. A fitness value is assigned to each genome that does not have
one yet (see Sect. 3.1), which involves executing the encoded layout algorithm
in order to obtain a corresponding phenotype. The population is sorted using
these fitness values.

4. Survival. Only the fittest individuals survive. Checking all genomes in order
of descending fitness, we include each genomeX in the set of survivors if and only
if it meets the following requirements: (i) its fitness exceeds a certain minimum,
(ii) the maximal number of survivors is not reached yet, and (iii) the distance
of X to other individuals is sufficient. The latter requirement serves to support
the diversity of the population. Comparing all pairs of individuals would require
a quadratic number of distance evaluations, therefore we determine the distance
only to some random samplesX ′ from the current set of survivors. We determine
the distance d(X,X ′) of two individuals X,X ′ by computing the sum of the
differences of the gene values. In order to meet the third requirement, d(X,X ′) ≥
dmin must hold for a fixed minimal distance dmin.

4.1 Choosing Metric Weights

The fitness function discussed in Sect. 3.1 uses layout metrics μ1, . . . , μk and
weights w1, . . . , wk ∈ [0, 1], where each wi controls the influence of μi on the
computed fitness. The question is how to choose suitable weights. Masui pro-
posed to apply genetic programming to find a fitness function that best reflects
the user’s intention [19]. The computed functions are evolved as Lisp programs
and are evaluated with layout examples, which have to rated as “good” or “bad”
by the user. A similar approach is used by Barbosa and Barreto [3], with the
main difference that the fitness function is evolved indirectly by modifying a set
of weights with an evolutionary algorithm. Additionally, they apply another evo-
lutionary algorithm to create concrete layouts of a given graph. Both algorithms
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are combined in a process called co-evolution: the results of the weights evolution
are used for the fitness function of the layout evolution, while the fitness of the
weights is determined based on user ratings of sample layouts.

We have experimented with two much simpler methods, both of which in-
volve the user: (a) the user directly manipulates the metric weights with sliders
allowing values between 0 and 1, and (b) the user selects good layouts from the
current population and the metric weights are automatically adjusted according
to the selection. This second method builds on the assumption that the consid-
ered layout metrics are able to compute meaningful estimates of the absolute
quality of any given layout (see Sect. 3.1). The higher the result of a metric,
the higher its weight shall be. Let μ̄1, . . . , μ̄k be the average values of the layout
metrics μ1, . . . , μk for the selected layouts. Furthermore, let w1, . . . , wk be the
current metric weights. For each i ∈ {1, . . . , k} we determine a target weight

w∗
i =

⎧⎪⎨
⎪⎩

1− 1
2

(
1−μ̄i

1−μ∗
w

)2

if μ̄i ≥ μ∗
w,

1
2

(
μ̄i

μ∗
w

)2

otherwise,

(7)

where μ∗
w is a constant that determines which metric result is required to reach a

target weight of 50%. We chose μ∗
w = 70%, meaning that mediocre metric results

are mapped to rather low target weights. The square functions in Equation 7
are used to push extreme results even more towards 0 or 1. The new weight of
the layout metric μi is w

′
i =

1
2 (wi +w∗

i ), i. e. the mean of the old weight and the
target weight.

4.2 User Interface

We have experimented with a user interface that includes both variants for mod-
ifying metric weights, shown in Fig. 3. The window visualizes populations by
presenting up to 16 small drawings of the evaluation graph, which represent the
fittest individuals of the current population. 13 metrics are shown on the side of
the window. The user may use the controls in the window to

– view the computed values of the layout metrics for an individual,
– directly set the metric weights,
– select one or more favored individuals for indirect adjustment of weights,
– change the population by executing an evolution cycle (“Evolve” button),
– restart the evolution with a new initial population (“Restart” button), and
– finish the process and select the abstract layout encoded in a selected indi-

vidual (“Apply” button).

The indirect method for choosing weights, which adapts them according to
the user’s selection of favored layouts, is in line with the multidrawing approach
introduced by Biedl et al. [1]. The main concept of that approach is that the
user can select one of multiple offered drawings without the need of defining her
or his goals and preferences in the first place. The multidrawing system reacts
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Fig. 3. User interface for evolutionary meta layout, showing drawings for 16 in-
dividuals of the current population. The check box below each proposed graph
drawing is used to select favored layouts for automatic adaption of metric
weights. The sliders on the right offer direct manipulation of the weights.

on the user’s selection and generates new layouts that are similar to the selected
ones. In our proposed method, this similarity is achieved by adjusting the fitness
function such that the selected layouts are assigned a higher fitness, granting
them better prospects in the competition against other layouts.

5 Evaluation

The methods presented in this paper have been implemented and evaluated
in KIELER, an Eclipse-based open source project.1 Our experiments included
four layout algorithms provided by KIELER as well as five algorithms from the
Graphviz library [20] and 22 algorithms from the OGDF library [21]. The total
number of genes in each genome was 79.

5.1 Execution Time

We tested the performance of evolutionary meta layout on a set of 100 generated
graphs with varying number of nodes 2 ≤ n ≤ 100 and e = 1.5n edges. The

1 http://www.informatik.uni-kiel.de/rtsys/kieler/

http://www.informatik.uni-kiel.de/rtsys/kieler/
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(a) Execution time
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(b) Effectiveness

Fig. 4. (a) Execution time t plotted by number of nodes n with single core
execution (solid line) and multicore execution (dashed line). (b) Result of the
edge uniformity experiment. The line on top shows the fitness values of the best
genomes for iterations 0 to 6 (horizontal axis), while the bars show the fractions
of genomes that are set to force-type algorithms.

tests have been executed with an Intel Xeon 2.5 GHz CPU. The population
contained 16 genomes, the recombination operation bred 13 new genomes, and
the mutation operation affected 60% of the whole population, thus 22.6 new
genomes were created on average. This means that about 23 layout algorithm
executions had to be performed for the evaluation operation of each evolution
cycle, and each layout metric has been evaluated just as often. We measured
the average execution time of one evolution cycle (i. e. a single iteration), which
led to the results shown in Fig. 4a. The vast majority of time is spent in the
evaluation step: on average 74% is taken by layout algorithm execution, and 20%
is taken by metrics evaluation. The rather high execution time limits the number
of evolution cycles that can be performed in an interactive environment. The
consequence is that the evolutionary algorithm has to converge to an acceptable
solution within few iterations. However, the evaluation step is very suitable for
parallelization, since the evaluations are all independent. As seen in Fig. 4a, the
total execution time can be reduced by half when run with multiple threads on
a multicore machine (eight cores in this example).

5.2 Programmatic Experiments

We carried out three experiments in order to verify the effectiveness of the evo-
lutionary approach. The experiments had different optimization goals: minimal
number of edge crossings, maximal number of edges pointing left, and optimal
uniformity of edge lengths. In each experiment the corresponding layout metric
was given a weight of 100%, while most other metrics were deactivated (except
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some basic metrics avoiding graph elements overlapping each other). The opti-
mization goals were chosen such that they can be mapped to certain kinds of
layout algorithms, allowing to validate the results according to prior knowledge
of their behavior. 30 randomly generated graphs were used as evaluation graphs.
In the crossing minimization experiment, for 60% of the graphs a planarization-
based algorithm was selected as the genome with highest fitness after three or less
iterations. This confirms the intuitive expectation, since planarization methods
are most effective in minimizing edge crossings. In the experiment that aimed at
edges pointing left, for 90% of the graphs a layer-based algorithm was selected
as the genome with highest fitness after three or less iterations. Additionally,
the layout option that determines the main direction of edges had to be set to
left, which was accomplished in 83% of the cases. In the edge uniformity exper-
iment, a force-based algorithm was selected for 63% of the graphs after three
iterations, and for 73% of the graphs after six iterations (see Fig. 4b). This re-
sult matches the expectation, too, because force-based methods aim at drawing
all edges with uniform length. In all experiments it could be observed that the
average rating of genomes was consistently increasing after each iteration, but
this increase became smaller with each iteration. We conclude that our proposed
evolutionary meta layout approach can effectively optimize given aesthetic crite-
ria, and in most cases the kind of layout algorithm that is automatically selected
is consistent with the intuition. A very relevant observation is that the process
tends to converge very quickly, often yielding good solutions after few iterations,
e. g. as illustrated in Fig. 4b. On the other hand, in some cases the computation
is trapped in local optima, which could possibly be avoided by improving the
parameters of the evolutionary computation.

5.3 User Study

We have conducted a user study to determine the practical usefulness of our ap-
proach. The study is based on a set of 8 graphs, inspired by real-world examples
that were found on the web, with between 15 and 43 nodes and 18 to 90 edges.
25 persons participated in the study: four members of our research group, 17
computer science students, and four persons who were not involved in computer
science. The research group members are experts in graph layout technology and
are likely to have predetermined opinions about which layout configurations to
use in certain contexts, while the other participants can be regarded as novices
for that matter. We expected that novice users would benefit more strongly from
the evolutionary meta layout approach compared to the experts.

For each graph, the participants were presented three tasks regarding connec-
tivity, e. g. finding the shortest path between two given nodes. The participants
then had to find a layout configuration which they regarded as useful for working
on the tasks. The test instructions encouraged the participants to improve the
layout configuration until they were sure they had found a well readable layout.

Four of the graphs were treated with the user interface presented in Sect. 4.2,
named Evol in the following, which evolves a population of layout configura-
tions and lets users pick configurations by their previews. They were free to



28 M. Spönemann, B. Duderstadt, and R. von Hanxleden

use both the direct and the indirect method for modifying weights (Sect. 4.1).
For the other four graphs, the participants were required to find layout con-
figurations manually by choosing from a list of available layout algorithms and
modifying parameters of the chosen algorithms. For each participant we deter-
mined randomly which graphs to treat with Evol and which to configure with
the manual method, called Manual in the following. After the participants had
accepted a layout configuration for a graph, they worked on the respective tasks
by inspecting the drawing that resulted from the configuration.

After all graphs were done, the participants were asked 6 questions about
their subjective impression of the evolutionary approach. The overall response
to these questions was very positive: on a scale from −2 (worst rating) to 2 (best
rating), the average ratings were 1.0 for the quality of generated layouts, 0.8
for their variety, 1.2 for the time required for finding suitable layouts, 0.6 for
the effectiveness of manually setting metric weights, and 1.5 for the effectiveness
of adjusting metric weights by favoring individuals. Most notably, the indirect
adjustment of metric weights was rated much higher than their direct manipula-
tion. This indicates that most users prefer an intuitive interface based on layout
proposals instead of manually setting parameters of the fitness function, since
the latter requires to understand the meaning of all layout metrics.

The average rate of correct answers of non-expert users to the tasks was 77.4%
for Manual and 79.8% for Evol. The average time used to work on each task
was lower by 7.5% with Evol (131 seconds) compared toManual (142 seconds).
These differences are not statistically significant: the p-values resulting from a
t-test on the difference of mean values are 29% for the correctness of answers and
23% for the working time. A more significant result (p = 8.3%) is obtained when
comparing the differences of Evol and Manual working times between expert
users and non-expert users. In contrast to the non-experts, expert users took
more time to work on the tasks with Evol (126 seconds) compared to Manual
(107 seconds). Furthermore, the average rate of correct answers of expert users
was equal for both methods. This confirms the assumption that the method
proposed in this paper is more suitable in applications used by persons without
expert knowledge on graph drawing.

Many participants commented that they clearly preferred Evol over Man-
ual. It could be observed that novice users were overwhelmed by the number
of configuration parameters shown for the manual method. In many cases, they
stopped trying to understand the effects of the parameters after some unsuc-
cessful attempts to fine-tune the layout. Therefore the average time taken for
finding a layout was lower for Manual (129 seconds) compared to Evol (148
seconds). For the Evol interface, on the other hand, similarly frustrating expe-
riences were observed in few cases where the evolutionary algorithm apparently
ran into local optima that did not satisfy the users’ expectations. In these cases
users were forced to restart the process with a new population.

The average number of applied evolution cycles was 3.1, which means that
in most cases the participants found good solutions after very few iterations of
the evolutionary algorithm. Furthermore, we measured the index of the layout
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chosen for working on the tasks on a scale from 0 to 15. The layout with index 0
has the highest fitness in the current population, while the layout with index 15
is the one with lowest fitness from the 16 fittest individuals. The average selected
index was 2.3, a quite low value, suggesting that the computed fitness has a high
correlation with the perceived quality of the layouts.

6 Conclusion

We introduced the notion of meta layout, which means creating an abstract lay-
out by choosing and parameterizing a layout algorithm, which in turn generates
a concrete layout of a graph. We presented a genetic representation of abstract
layouts, layout metrics for building a fitness function, and an evolutionary algo-
rithm for developing a population of abstract layouts. Furthermore, we proposed
a simple method for the indirect adjustment of weights of layout metrics. Since
the result of the evolutionary computation is not a concrete layout, but a layout
configuration, it can be applied to any graph without repeating the process.

Our experiments partially confirmed the usefulness of the presented methods.
Participants of the user study clearly preferred the evolutionary approach over
the manual setting of parameters for layout algorithms, and they also liked to
modify the fitness function indirectly rather than to adjust weights directly. The
objective results about the effectivity working on tasks about graph connectivity
were not statistically significant with respect to comparing our proposed method
with the manual method. However, non-expert users clearly profited from the
evolutionary method more than the experts did.

The evolutionary algorithm presented here is not the only heuristic for opti-
mizing abstract layouts. Further work could evaluate other optimization heuris-
tics that build on our genetic representation and compare them to the results
of this paper. For instance, using a divide-and-conquer approach one could sep-
arately optimize each parameter of the layout algorithms, one after another.
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Abstract. Orthogonal connectors are used in drawings of many types of network
diagrams, especially those representing electrical circuits. One approach for rout-
ing such connectors has been to compute an orthogonal visibility graph formed
by intersecting vertical and horizontal lines projected from the corners of all ob-
stacles and then use an A* search over this graph. However the search can be
slow since many routes are in some sense topologically equivalent. We introduce
obstacle-hugging routes which we conjecture provide a canonical representative
for a set of topologically equivalent routes. We also introduce a new 1-bend visi-
bility graph that supports computation of these canonical routes. Essentially this
contains a node for each obstacle corner and connector endpoint in the diagram
and an edge between two nodes iff they can be connected using an orthogonal
connector with one bend. We show that the use of a 1-bend visibility graph sig-
nificantly improves the speed of orthogonal connector routing.

Keywords: orthogonal routing, visibility graphs, circuit diagrams.

1 Introduction

Most interactive diagram editors provide some form of automatic connector routing be-
tween shapes whose position is fixed by the user. Usually the editor computes an initial
automatic route when the connector is created and updates this each time the connec-
tor end-points (or attached shapes) are moved. Orthogonal connectors, which consist
of a sequence of horizontal and vertical line segments, are a particularly common kind
of connector, used in ER and UML diagrams among others. Wybrow et al. [7] gave
polynomial time algorithms for automatic object-avoiding orthogonal connector rout-
ing which are guaranteed to minimise length and number of bends.

The connector routing algorithm given in Wybrow et al. [7] uses a three stage pro-
cess. The first stage computes an orthogonal visibility graph in which edges in the
graph represent horizontal or vertical lines of visibility from the corners and connector
ports of each obstacle. Connector routes are found using an A� search through the or-
thogonal visibility graph that finds a route that minimizes bends and overall connector
length. Finally, the actual visual route is computed. This step orders and nudges apart
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the connectors in shared segments so as to ensure that unnecessary crossings are not
introduced, that crossings occur at the start or end of the shared segment and that con-
nectors where possible run down the centre of alleys. Unfortunately, for larger dense
graphs the approach can be quite slow, the dominating cost is the time taken to find the
optimal route for each connector in the second stage.

One of the main reasons that orthogonal connector routing is slow is that there are
many “topologically equivalent” routes of equal cost to each vertex, greatly increasing
the search space size. Figure 1 illustrates the problem. However, for our purposes these
routes are equivalent as computation of the actual visual route will lead to an identical
final layout (using the dashed edge which goes midway between objects B and C). The
main contributions of this paper are to:

– Identify a class of connector route we call obstacle-hugging that we conjecture
provide a canonical representative for a set of topologically equivalent routes;

– Present a new kind of visibility graph for computing these routes which we call the
1-bend visibility graph in which nodes are object vertices and a search direction and
there is an edge between two nodes if they can be connected using an orthogonal
connector with one bend;

– Provide theoretical and empirical proof that this new approach is significantly faster
than the current approach.

Our new approach has similar characteristics to the standard visibility graph used in
poly-line connector routing. If we have n objects then the orthogonal visibility graph
has O(n2) nodes, O(n2) edges and an optimal route can be O(n2) in length. In contrast
the 1-bend visibility graph has O(n) nodes, O(n2) edges and any optimal (orthogonal)
route is O(n) in length. This is similar to poly-line connector routing where the standard
visibility graph has the same asymptotic sizes [6]. It also bears some similarities to the
rectangularization approach of Miriyala et al. [5], though rectangularization is heuristic
and so unlike our approach is not guaranteed to find an optimal route.

Orthogonal connector routing has been extensively studied in computational geom-
etry, in part because of its applications to circuit design. Lee et al. [3] provides an
extensive survey of algorithms for orthogonal connector routing, while Lenguauer [4]
provides an introduction to the algorithms used in circuit layout. The 1-bend visibility
graph, is as far as we are aware, completely novel.

2 Obstacle Hugging Routes

For simplicity we assume obstacles are rectangles: more complex shapes can be approx-
imated by their bounding rectangle and assume for the purposes of complexity analysis
that the number of connector points on each object is a fixed constant.

We are interested in finding a poly-line route of horizontal and vertical segments for
each connector. We specify such an orthogonal route as sequence of points p1, . . . , pm

where p1 is the start connector point, pm the end connector point and p2, . . . , pm−1 the
bend points. Note that orthogonality means that either x j+1 = x j or y j+1 = y j where
pi = (xi,yi). We require that the routes are valid: they do not pass through objects and
only contain right-angle bends, i.e., alternate horizontal and vertical segments.
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Fig. 1. (a) The orthogonal visibility graph and three topologically equivalent routes of equal cost
(two bends plus overall length) between the centre of objects A and B. (b) Partial 1-bend visibil-
ity graph showing the visibility of nodes from the bottom left of C (star) going upwards to the
circled nodes, with arrows indicating directions. The asymmetry is illustrated by the edge from
the diamond node of D to the diamond node on C.
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Fig. 2. Various cases in the construction of an optimal obstacle-hugging route

We wish to find routes that are short and which have few bends: We therefore assume
our penalty function p(R) for measuring the quality of a particular route R is a mono-
tonic function of the length of the path, ||R||, and the number of bends (or equivalently
segments) in R. A route R between two connector points is optimal if it is valid and it
minimises p(R).

Two optimal orthogonal routes R1 and R2 from p1 to pm are topologically equivalent
if no object is contained in the region between R1 and R2. Each of the routes shown in
Figure 1 are topologically equivalent since there are no objects in the rectangular region
between the routes.

One of the main reasons that existing orthogonal connector routing is slow is that
the A* algorithm explores a large number of topologically equivalent routes. In order to
reduce the search space we want to choose a single canonical route for each equivalence
class. We conjecture that object-hugging routes provide such a canonical representative:

An orthogonal route p1, . . . , pm is obstacle-hugging if each segment |p j, p j+1| for
j = 2, . . . ,m− 2 intersects the boundary of an object in the direction from p j−1 to p j.
This means the path bends around the far side of each object when following the route
from its start.

The definition means that all intermediate (i.e., not the first or last) segments |p j, p j+1|
on an obstacle-hugging route have a supporting object o j s.t. a vertex s j of o j lies on
the segment. We call s j the support vertex for the segment |p j, p j+1|.

In Figure 1 the bottom route between A and B is obstacle-hugging since the second
segment intersects the top of the shape and the first segment goes towards the top.
Neither the middle route or the top route along the bottom of B is obstacle-hugging.
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Theorem 1. Given an optimal orthogonal route p1, . . . , pm there is an optimal orthog-
onal route from p1 to pm topologically equivalent and which is obstacle-hugging.

Proof. We sketch how, given the optimal route R = p1, . . . pm, to construct an topo-
logically equivalent route which has the same distance and number of bends and is
obstacle-hugging.

The construction is iterative backwards for i = m− 1 to 2. For each i it computes a
support vertex si for segment |pi, pi+1| such that |si, pi+1| has a nonempty overlap with
the side of some object in the direction from pi−1 to pi and possibly moves pi and pi+1

while still maintaining the same topology and overall cost.
Assume that we have computed support vertex si+1, we show how to compute si.

There are two cases to consider: pi−1, pi, pi+1 and pi+2 form a U-turn (Figure 2(a)) or
pi−1, pi, pi+1 and pi+2 form a step (Figure 2(c)).

In the case of the U-turn, we must have an object B whose boundary lies along the
segment |pi, pi+1| as shown in Figure 2(a) because otherwise we could move the seg-
ment as shown in Figure 2(b) which would imply that R was not optimal. We therefore
set si to be the vertex of object B closest to pi−1. Clearly |si, pi+1| intersects the side of
the object B in direction from pi−1 to pi.

In the case of the step, we move the segment |pi, pi+1| toward pi−1 by decreasing
the length of segment |pi−1, pi| and increasing the length of segment |pi+1, pi+2| until
it runs into some object B. This must happen before the length of segment |pi−1, pi|
decreases to 0 because otherwise we could have reduced the cost of R by removing
this segment and the two bend points which would imply that R was not optimal. The
construction is shown in Figure 2(c) and (d). We again set si to be the vertex of object B
closest to pi−1. And once more |si, pi+1| intersects the side of the object B in direction
from pi−1 to pi. 
�

Conjecture. An optimal obstacle-hugging route is canonical, that is for each optimal
route there is exactly one topologically equivalent optimal obstacle-hugging route.

3 The 1-Bend Visibility Graph

While we could compute object-hugging routes using the orthogonal visibility graph by
modifying the A* algorithm to prune non-object-hugging routes we can also compute
them using a different kind of visibility graph. This follows from the observation that
we can regard the support vertices s2, . . . ,sm−2 for a canonical optimal object-hugging
route p1, . . . , pm as “split points” between a sequence of 1-bend visibility edges between
object vertices, apart from the first and last segments which go to the start and end
connector point respectively. Thus when we search for an optimal route we can search
in a 1-bend visibility graph and build the object-hugging route as p1,s2,s3, . . . ,sm−2, pm.
This ensures we will only consider object hugging routes.

The 1-bend visibility graph is a directed graph where nodes are combination of con-
nector points and corners of rectangles. The 1-bend visibility graph can be constructed
as follows. Let I be the set of interesting points (x,y) in the diagram, i.e., the corners of
the rectangular objects and the connector points.
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1. Generate the interesting horizontal segments HI = {|(l,y),(r,y)| where (x,y) ∈ I
and r is the biggest value where no object overlaps |(x,y),(r,y)| and l is the least
value where no object overlaps |(l,y),(x,y)|.

2. Generate the interesting vertical segments VI = {|(x,b),(x, t)| where (x,y) ∈ I and
t is the greatest value no object overlaps |(x,y),(x, t)| and b is the least value no
object overlaps |(x,b),(x,y)|.

3. Compute the 1-bend visibility graph by intersecting all pairs of segments from HI

and VI . Suppose we have intersecting segments |(l,y),(r,y)| ∈Hi and |(x,b),(x, t)| ∈
Vi we add an edge from each vertex point (x,h) of an object o1 on the horizontal
segment where the segment |(x,h),(x,y)| intersects the side of o1 in the direction
(x,h) to (x,y) to each vertex point (v,y) on an object o2 in the direction (x,y) to
(v,y) where the segment |(x,y),(v,y)| only intersects the object at (v,y).
Similarly we add an edge from each vertex point (v,y) of an object o1 on the vertical
segment in the direction (v,y) to (x,y) where |(v,y),(x,y)| intersects the side of o1

to each vertex point (x,h) on an object o2 in the direction (x,y) to (x,h) where
|(x,y),(x,h)| only intersects the object at (x,h).
The edges to and from connection points with directions are created similarly but
there is no requirement for intersection/non-intersection with any object.

For example the directed edges from the bottom left corner (star) of C going upwards
in the visibility graph of Figure 1(a) are shown in Figure 1(b) as circles with directions
given by arrow. There are edges from the connection point on A in the up direction go to
each of circled nodes except the one on A itself. Note that the graph is not symmetric!
The only edge from the top side of shape D to shape C goes from the diamond node in
the right direction, to the diamond node on C in the down direction.

Theorem 2. The orthogonal visibility graph can be constructed in O(n2) time for a
diagram with n objects using the above algorithm. It has O(n) nodes and O(n2) edges.

Proof. The interesting horizontal segments can be generated in O(n logn) time where
n is the number of objects in the diagram by using a variant of the line-sweep algorithm
from [1,2]. Similarly for the interesting vertical segments. The last step takes O(n2)
time since there are O(n) interesting horizontal and vertical segments. It follows from
the construction that it has O(n) nodes and O(n2) edges. 
�

Construction of a path from connector point p1 to pm starts from p1 and constructs
a path for each possible (feasible) direction, to reach pm in any direction. The best path
(according to the penalty function p) is returned for final visual route computation.

Consider the construction of the path from the connection point on A leaving verti-
cally to the connection point on B entering vertically. The only nodes adjacent to the
initial connection point are the circled nodes of B, C and D. Using A* search and the
admissible heuristic described in [7], the node on C is preferable, and then we find an
optimal route to the connection point on B (the bottom route in Figure 1). The remaining
nodes are fathomed by the heuristic. Effectively we find the route with no search. Con-
trast this with the usual approach [7] where every node on the three paths in Figure 1(a)
needs to be visited as well as others!
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Table 1. Evaluation of different visibility graphs for several biological networks and circuit di-
agrams, named for their number of nodes (v) and edges (e). We give times (in milliseconds),
number of edges in visibility graph, and the average number of steps in the search of each path.

1-bend visibility graph Orthogonal visibility graph
Total Construction Routing (avg) Total Construction Routing (avg)

Diagram Time Time |E| Time Steps Time Time |E| Time Steps

v185e225 197 41 35K 0.3 4 216 34 28K 0.4 34
v508e546 867 191 196K 0.5 3 1,964 185 136K 2.6 28
v4330e2755 180,831 14,070 25.9M 42 178 1,829,431 6,741 3.0M 645 14,859

4 Evaluation and Conclusion

Theoretically, searching for optimal obstacle-hugging connector routes over the 1-bend
visibility graph should be considerably faster than finding optimal routes in the orthog-
onal visibility graph since the optimal route is O(n) in length where n is the number of
obstacles rather than the O(n2) length in the orthogonal visibility graph.

We compared the performance of a prototype implementation of the 1-bend visibility
graph approach against the orthogonal visibility graph implementation in the libavoid
C++ routing library. The test machine was a 2012 MacBook Pro with a 2.3 GHz Intel
Core i7 processor and 16GB of RAM. As shown in Table 1, while 1-bend visibility
graphs are larger and take longer to build, routing over them is significantly faster. For
a very large diagram like our final example, use of a 1-bend visibility graph speeds up
connector routing by a factor of ten!

We have presented a new kind of connector route and a new kind of visibility graph
that significantly improves the speed of orthogonal connector routing. We plan to in-
clude the new approach in our widely used connector routing library libavoid.
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Abstract. In this paper we introduce Tennis Plots as a novel diagram
type to better understand the differently long time periods in tennis
matches on different match structure granularities. We visually encode
the dynamic tennis match by using a hierarchical concept similar to lay-
ered icicle representations used for visualizing information hierarchies.
The time axis is represented vertically as multiple aligned scales to in-
dicate the durations of games and points and to support comparison
tasks. Color coding is used to indicate additional attributes attached to
the data. The usefulness of Tennis Plots is illustrated in a case study
investigating the tennis match of the women’s Wimbledon final 1988 be-
tween Steffi Graf and Martina Navratilova lasting 1 hour, 19 minutes,
and 31 seconds and being played over three sets (5:7, 6:2, 6:1). Interac-
tion techniques are described in the case study in order to explore the
data for insights.

Keywords: time-varying data, sports data, hierarchical data.

1 Introduction

Tennis matches are time-dependent sports events which can be subdivided into
several playing phases. Finding insights in such time-varying data is difficult by
just inspecting the data manually in a text file or by just watching the match,
which can sometimes last a couple of hours. Statisticians or visualizers often
analyze the data by aggregating the whole match or single sets into some sta-
tistical numbers which do not allow one to find insights in the evolution of the
match. But exploring time-dependent sports data is interesting for sportsmen,
managers, the mass media, as well as for the spectator in order to get informed
by a simple all-showing diagram.

In this paper we introduce Tennis Plots: an interactive visualization tech-
nique that visually encodes the playing and pausing phases of a tennis match
in a multiple aligned scales representation similar to layered icicle plots. Such a
visualization first gives an overview of the complete match and simultaneously
shows different phases and the match structure. A static diagram for dynamic
data has many benefits due to mental map preservation, reduction of cognitive
efforts, good performance of comparison tasks, and the application of interaction
techniques [1].
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In this visualization design we map the scored points as well as the time spent
to score them and the pauses as differently thick and color coded rectangles
depending on the durations. We visually map the time dimension to the vertical
axis that is used to visualize the durations of the single events such as the time
until a point is scored and the pauses in-between. The horizontal axis is also used
as time axis showing the overall temporal structure of the tennis match in the
form of sets. Interaction techniques are integrated targeting a better exploration
of the time-varying data.

2 Related Work

Analyzing time-varying data can be challenging, depending on the type of data,
the characteristics of the time axis, and the applied visual metaphor [2]. In partic-
ular, tennis matches are based on a time axis which can be split into a sequence
of intervals which is also characteristic for calendar-based representations [3].
Klaasen and Magnus [4] propose a method for forecasting tennis match winners.
They do not base their analysis on the beginning of the match but in particular
during the running match. In the work of Terroba et al. [5] a tennis model based
on Markov decision processes is presented for describing the dynamic interaction
between tennis players. The goal of the work is to extract optimal strategies. Also
a transformation of tennis videos into time-varying discrete data is proposed.

Visualization techniques are rarely applied strategies but are a good means
to uncover visual patterns which can give insights into interesting phenomena
hidden in time-varying data. For example, Burch and Weiskopf [6] illustrate
and classify time-varying patterns by a visualization technique investigating dy-
namic water level data which are of quantitative nature. In particular, for tennis
matches, the TennisViewer [7] by Jin and Banks has been proposed. Although
the hierarchical structure of the tennis match is visible combined with a color
coding on treemap [8] [9] boxes to indicate which of the two players scored which
point, the comparison of multiple time axes is difficult. In our work we add ex-
plicit timelines to the hierarchical organization of the tennis match in order to
derive time-varying insights on different levels of temporal granularity.

Jin and Banks [7] use competition trees to organize the tennis match. They
also follow the idea of encoding the hierarchical structure of the match into
layered representations similar to layered icicle plots [10] used for hierarchy vi-
sualization. However, in their work, the explicit temporal aspect in the match is
not displayed, i.e. we see which point was scored before which other, but there is
no absolute time axis integrated telling the viewer about the actual spent time
when either playing or pausing in the match. Tu and Shen [11] also apply the
concept of treemaps to illustrate time-varying data by adding explicit timelines
to the treemap boxes, but the timeline is directly integrated into each treemap
box making interval comparison tasks hard to solve visually.

We, instead, rely on a time-to-space mapping of the time-varying data, which
has several benefits compared to animated diagrams. Comparisons, which are
important tasks in visualizations, are done visually which would be problematic
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with animation. The concept which we follow is denoted as mapping to identical
aligned scales [12]. This data mapping strategy is ranked very high for comparing
quantitative data values. In our work we follow the Visual Information Seeking
Mantra [13]: Overview first, zoom and filter, then details-on-demand.

3 Visualization Technique

In this paper we describe a visualization technique for exploring a tennis match
on different levels of structural granularity, i.e. either on match, set, game, or
score levels.

3.1 Data Model

We model a tennis match as an ordered finite sequence SI of n ∈ N intervals
SI := {I1, . . . , In}. Each single interval Ii ∈ SI is attached by two timestamps
tsi and tei , expressing start and end time points for that interval Ii. The division
into intervals depends on the events occurring in a tennis match, i.e. different
playing and pausing phases, which again depend on the performances of the
single players.

By this data model we subdivide the time axis into non-overlapping intervals
which completely cover the time axis, i.e. tei = tsi+1 ∀1 ≤ i ≤ n − 1 and tsi ≤
tei ∀1 ≤ i ≤ n. It may be noted that if we allow tsi = tei also time points instead
of time intervals can be modeled. The duration of an interval Ii is defined as
tdi := tei − tsi .

Moreover, each interval Ii has additional data attributes which can be modeled
as an ordered list Li := {a1, . . . , am}. The ai’s can for example be used to attach
the current score in the match, additional events such as faults, double faults,
net faults, aces, pauses, breaks, or the player who is to serve in this game.

The attached score data is taken to derive structural timeline subdivisions,
i.e. a tennis match consists of sets, games, and the single scores. This allows us
to generate a hierarchical organization of the match while still preserving the
chronological order between the intervals SI .

Moreover, this data model can be used to compute derived data values based
on several filter criteria, for example the average duration of pauses taken by
a specific player, the maximum length until a point is scored, or the sum of
durations for single sets or games, i.e. derived data on different structural gran-
ularities.

3.2 Design Decisions

To design a suitable visualization technique for such time-varying data with at-
tached data attributes having an inherent hierarchical structure we first illustrate
how the sequence of intervals SI is visually encoded.

Figure 1 (a) shows the vertical stacking of time intervals S
′
I ⊆ SI . Each

interval Ii ∈ S
′
I is mapped to a rectangle where the width is fixed and the
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(a) (b) (c) (d)

Fig. 1. Generating a Tennis Plot: (a) Stacking of time intervals. (b) Multiple sequences
of time intervals. (c) Combination of time axes and the match structure. (d) Color
coding to visualize categorical data.

height encodes the duration tdi of Ii. This visualization design allows the user
to visually explore a number of intervals by inspecting the sum of heights of all
intervals stacked on top of each other.

If we have to deal with m sets of intervals, i.e. S := {SI1 , . . . , SIm} where each
SIk ⊆ SI we need a representation that supports comparison tasks among all
interval sets. Figure 1 (b) illustrates how we design such a visual representation.
The single Sik are mapped in chronological order by their start time points from
left to right in order to achieve a readable diagram. The sum of durations for
each interval sequence can be inspected while additionally allowing comparisons
among all of them.

The additional structure of the tennis match, i.e. the organization into sets,
games, and scores is illustrated in Figure 1 (c). We use the vertical direction
for representing time and the horizontal direction to represent the additional
match structure, which has also a temporal nature similar to a calendar-based
representation [3], i.e. the division into time intervals by preserving the inherent
match structure.

Color coding is used as the final design step to map additional attributes to
the plot. Typically, this additional data is of categorical nature, e.g. the single
players, pausing and playing phases, or net faults and faults (see Figure 1 (d)).

Further information can easily be added to such a plot aligned to each timeline.
Such data attachments are for example derived values such as average set dura-
tions, game duration, average pause durations, or average time for waiting until
a player will serve for the next point (for each player separately) and the like.

We support several interaction techniques to browse, navigate, and explore
the data. Some of the most important ones are event, time, structure, and
text filters. Moreover, we support time normalization, logarithmic scaling, zoom-
ing, color codings, highlighting, and details-on-demand. Also additional derived
values such as average, maximum, minimum and the like are displayable by
statistical plots.
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4 Case Study

We illustrate the usefulness of Tennis Plots by first transforming time-varying
tennis match data into a specific data format combined with additional events. In
the second step we visualize this data by the novel diagram and finally explore
it by interaction techniques to find interesting insights which are hard to be
found by either watching the tennis match or browsing through the textual
time-varying data.

In our case study, we inspect the women’s Wimbledon final of 1988 between
Steffi Graf and Martina Navratilova, which lasted 1 hour, 19 minutes, and 31
seconds. The match was played over three sets, resulting in 5:7, 6:2, and 6:1.

There are several visual patterns which can be detected when inspecting the
plot. Those can be classified by either looking at single time axes, comparing a
certain number of time axes, and by investigating the additional match structure.

Fig. 2. Tennis Plot of the women’s Wimbledon final in 1988 between Steffi Graf and
Martina Navratilova. Time axes are integrated and the single point durations are shown
side-by-side.
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When looking at single time axes in Figure 2, we directly see that the pausing
phases are much longer than the playing phases during a tennis match. This
can be done for each time axis separately. Apart from doing this inspection
visually the tool can also show additional derived values for average durations
of both categories of phases which is not shown in this figure. Looking at those
additional statistics we can confirm our first impression obtained by reading the
Tennis Plot. Moreover, if we have a look at single time axes we see the sequence
of points whereas the color coding and the labeling information helps to rapidly
understand which player scored at what time and also in which sequential order.

Comparing several time axes is beneficial to explore the different durations
taken until one game is over. Here, we can for example see that the 3:2 game in
the opening set took much longer than all other games (Figure 2). The 6:2 game
in the second set took the least time in the match, which can be observed by
looking at the timeline integrated into the plot. For this game we also directly
see that Steffi Graf (blue color) won by scoring four points in a row and all of
them in a very short time. To make these observations time-based comparison
tasks have to be conducted first and then the single time axes have to be visually
explored.

When taking the match structure into account, i.e. the subdivision into points
and sets, we can furthermore see that the first set took the most time of all
sets. This insight is obtained by interactively stacking all intervals for each set
separately on top of each other. Moreover, Martina Navratilova won the opening
set but she lost the second and the third one. Looking at the time axes in Figure 2
we can see that Steffi Graf wins more and more points the more the match is
coming to an end. Asking for details-on-demand again, we get the information
that the number of won points changes from 38:46 (first set) to 31:18 (second
set), and finally to 28:14 (third set), i.e. in the last set Steffi Graf won twice as
many points as Martina Navratilova. Here we can detect in a more efficient way
that the number of Steffi Graf’s scored points is increasing towards the end of
the match, i.e. in the second and third set.

5 Conclusion and Future Work

In this paper we introduced Tennis Plots as an interactive diagram supporting a
viewer in inspecting time-varying data acquired from tennis matches. Instead of
showing the data as statistical numbers the diagram focuses more an depicting
the data on an interval basis. Playing and pausing phases as well as additional
events and attributes can be visually inspected together with the match hierar-
chy, i.e. the subdivision into points, games, and sets. Interaction techniques are
integrated to browse, navigate, and explore the data on different levels of time
and structural granularities.

Although this approach is able to solve some exploration tasks, it might be
extended by additional features and visual components. For example, a direct
combination to the actual video of the match might be of interest to help users
to directly browse to a specific point in time in the match in which they can get
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better impressions of the real data and what actually happened there. Such de-
tail information cannot be provided by the Tennis Plots. Moreover, other sports
data might be of interest to be visually analyzed such as volleyball, basketball,
and the like. Apart from visualizing sports data on an interval basis also more
general time-varying data with an additional hierarchical structure might be in-
teresting to be represented. For more general scenarios we are aware of the fact
that additional problems will occur such as finding a suitable subdivision into in-
tervals. Finally, a user study should be conducted investigating the performances
of participants when analyzing data by these plots.

Open Access. This article is distributed under the terms of the Creative Com-
mons Attribution Noncommercial License which permits any noncommercial use,
distribution, and reproduction in any medium, provided the original author(s)
and source are credited.
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Abstract. While Euler Diagrams (EDs) represent sets and their relationships,
Coloured Euler Diagrams (CEDs [1]) additionally group sets into families, and
sequences of CEDs enable the presentation of their dynamic evolution. Spider
Diagrams (SDs) extend EDs, permitting the additional expression of elements,
relationships between elements, and set membership, whilst Modelling Spider
Diagrams (MSDs [2]) are used to specify the admissible states and evolutions of
instances of types, enabling the verification of the conformance of configurations
of instances with specifications. Transformations of MSDs generate evolutions
of configurations in conformity with the specification of admissible sequences.
We integrate CEDs and MSDs, proposing Coloured Modelling Spider Diagrams
(CMSDs), in which underlying curves represent properties of a family of sets,
whether this be state-based information or generic attributes of the domain ele-
ments and colours distinguish different families of curves. Examples of CMSDs
from a visual case study of a car parking model are presented.

Keywords: spider diagrams, coloured Euler diagrams, visual modelling
languages.

1 Motivation, Examples and Discussion

What do we gain when going from Coloured Euler Diagrams to Coloured Spider
Diagrams? We obtain the ability to simultaneously express multiple complex proper-
ties of elements (spiders): since colouring of curves can induces colouring of zones,
a colouring of curves can impose an identification of the colouring properties on the
elements (spiders). Independent zone colourings are also possible to express properties
orthogonal to those induce from curve colourings.

What do we gain when going from SD to MSD and (generalised)-MSD? In MSDs
we have a type-instance diagram distinction and an associated theory of policies, ex-
pressed via sequences of type-SDs. While MSDs permit only state based information,
in (generalised)-MSDs we gain the ability to represent additional attribute-based in-
formation of elements. Since sequences are vital to express policy-conforming system
evolution, we obtain the benefit of an easy sequential comparison of diagrams, using
colour matching. Quick identification of families of sets is also a benefit: e.g. one can
distinguish between state and non-state attribute curves via a distinguished form of
colouring highlighting the importance of state.

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 45–47, 2014.
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(a) Evolution in time: from state Running to state Premium Parking.

Running 

car 

IsNotAllocatedPlace 

PremiumParking 

IsAllocatedPlace 

isMember 
Running 

IsNotAllocatedPlace 

PremiumParking 

IsAllocatedPlace 

 
 

car 

isMember 

Legend: length= "LONG"  

(b) Using colouring to represent additional length information.

Fig. 1. Car parking policy specifications. (a) depicts a CMSD transition, e.g., as part of a policy
specification in a car parking domain, where a car can be in a state of either being Running or
being Premium Parking. The isMember curve is from the related domain in which the car
owner is a member of a scheme which permits the use of premium parking spaces. The dashed
curves indicate states of allocation of parking places to a particular car, taken from a different
domain model and so presented using a different form of colouring. The diagrams demonstrate
an evolution in time (reading diagrams from left to right): when the car moves from Running
to the Premium Parking state, it is successfully allocated the parking place (depicted via the
move from isNotAllocatedPlace to isAllocatedPlace) and additionally fulfilled the
prerequisite of being a premium parking member (via isMember). (b) shows the same sequence,
with additional information, expressed using colouring in the form of internal hashing; the legend
at the bottom indicates that the internal hashing corresponds to an additional constraint on the
length of the car (length="LONG"), and one would have suitable constraints in place so that
the length of the allocated place of parking is suitable for the length of the car.

Coloured Modeling Spider Diagrams (CMSDs) generalise the notion of MSDs (thus
permitting arbitrary attributes to be expressed via curves, instead of just state informa-
tion), as well as incorporate colouring as in CEDs (thus assigning a vector of colouring
functions to the curves of a diagram). One can adopt certain graphical conventions of
usage which may provide long-term advantages for readers due to the developed fa-
miliarity with the conventions. For example, one can highlight the importance of state
properties within the domain by mapping any state-based curve colourings to curves
with solid line boundaries, whilst non-state based curve colourings are mapped to non-
solid line boundaries. In terms of the graphical presentation, a colouring of curves can
be used to perceptually identify a family of curves within the same diagram (e.g. at
the concrete level one may use a set of curves to depict a single set) or across a se-
quence of diagrams (e.g. tracing the evolution of a set over time). Then, within a single
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Fig. 2. Conformance of instance-CMSD (bottom) to type-CMSD (top). The dual coding of the
length attribute (as label and colour) is also depicted. The top diagram indicates that instances
of the car type can be of length small or medium, instances of the lorry type can be of length
medium or large and are of heavy weight, but lorries of long length do not fit into the parking
lot (but lorries of medium length and cars do fit). The bottom diagram indicates that there is a
particular heavy and long lorry, with registration AX3 4PQ, which does not fit in the parking lot,
plus a particular small car, with registration PV3 ZRG, which is in fact parked in the parking lot.

diagram, two regions which are within sets of curves with distinct colourings will in-
dicate different sets of attributes for spiders (i.e. elements) placed within those regions.
When considering sequences of diagrams, one must be slightly more careful since each
individual diagram will express a set of attributes corresponding to the curves present in
that diagram, which may differ from those presented in another diagram. We can extend
the use of the labelling of curves to express precise semantic information, effectively
permitting labels to be specialised to indicate an attribute (or set of attributes, say) with
variables, allowing an arbitrary number of labels (e.g. if real-values labels are used).
For instance, within the parking application domain a curve label “length=2.5” could
be used to express the property that all spiders placed within the interior of the curve
represent cars of length precisely 2.5 metres.
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Abstract. Regular languages can be represented by finite automata and
by railroad diagrams. These two visual forms can be converted to each
other. Context-free languages can also be described by (finite sets of)
railroad diagrams. Based on the analogy we develop a new type of au-
tomata, the fractal automata: they accept the context-free languages.
Relations between pushdown automata and fractal automata are also
established.

Keywords: fractal automata, syntax diagrams, pushdown automata.

1 Introduction, Preliminaries

The wide-spread use of the regular languages (REG) is based on the fact that
finite automata (FA) accept them and it is easy to deal with them in a visual
way. However there are several places where REG are not enough, more complex
languages, e.g., context-free languages (CF) are needed. In this paper we consider
REG and CF ([1]) from a special point of view: we analyze some of their dia-
grammatic representations. There are various tools that represent (describe) CF
(and programming) languages. Such tool is the railroad diagram system (RDS).
They were used for syntactic description of the Pascal language in [2]. An RDS
consists of a finite number of railroad diagrams (RD). RD are defined iteratively,
they contain arrows, terminals and nonterminals (as vertices). The used opera-
tions, the concatenation, alternatives, option and iteration are equivalent to the
regular operations [3]. Actually, each nonterminal (there is a finite number of
them) is defined by an RD in an RDS. Each RD describes full paths from its en-
try point (starting arrow) to its end point (finishing arrow). When a nonterminal
is reached in a path, then a word described by the RD defining that nonterminal
must be substituted there. In this way recursion can be used, e.g., using the
nonterminal itself in the description. There is a main diagram; it defines the
described language.

2 Representations of Regular Languages

REG can be described by regular expressions and accepted by FA. FA are usually
defined in a graphical way by their graphs: states are vertices (circles), transitions
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Fig. 1. Representations of a regular language: a. FA c. RD, and b. an intermediate
representation by the transformation between them.

are labeled arrows (edges), initial and accepting states are marked by an in and
by out arrows. A run of an automaton on an input can be interpreted as a
path in the graph. Regular expressions are represented by special RDS [3]: RDS
with 1 RD without nonterminals describe REG. Now, we have two types of
visual descriptions of REG (see Figure 1a and c). Actually, RD can be seen as
a kind of dual graphs of FA. The (labeled) edges of FA play the role of labeled
nodes, while instead of the states of FA in RD there are some arrows, i.e., edges
instead of the vertices of the graph of FA. We can go from FA to RD and back
by graph-transformation algorithms (a mid-representation step is also shown in
Figure 1b). If all RD of an RDS can be ordered in such a way that in every
RD only those nonterminals can be used that were already defined (not allowing
to use the nonterminal being currently defined by this RD), then the described
language is REG. In this case substituting the RD of nonterminals instead of
their appearances, an RD without nonterminals is obtained as the main diagram.

3 The Context-Free Case and the Fractal Automata

CF are generated by context-free grammars (CFG), and they are accepted by
pushdown automata (PDA). It can also be proven in a constructive way that
exactly the class of CF is described by RDS, and thus, a CFG can be repre-
sented by a finite set of RD. By using the same type of transformation as we
used in Section 2 we arrive to the concept of fractal automata (FRA), that is, a
new diagrammatic representation of CF: Analogously to the regular case, now,
one can obtain a finite set of FA linked by recursion (that is called the finite
representation of FRA). If instead of the nonterminals their diagrams are sub-
stituted, then the obtained automaton is the infinite representation of the FRA
for the given CF. Since the recursion can be arbitrarily deep in these diagrams,
the transformation and substitution process ‘results’ an infinite – but somehow
regular, self-similar – system. FRA are very similar to FA but has an infinite
number of states (in non regular case). There are 3 types of transitions in FRA:
‘local’ transitions of any of the FA obtained from RD; transitions into recursion
(allowing to step to the initial state of an embedded FA at the cases where non-
terminal is reached in RD) and transitions out of a recursion (stepping from the
final state of an embedded FA to one level out: simulating the continuation of
the flow in an RD after a nonterminal). Even the set of states is infinite, there
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c) 

a)             b) 

Fig. 2. a. an FRA, b. its finite representation and c. an equivalent PDA. ε denotes the
empty word.

is a convenient way to address (name) the states of the infinite representation of
FRA. An FRA is shown in Figure 2a that accepts the CF of the correct bracketed
expressions using two binary operators +,− and binary (nonnegative) integers.
The self-similar feature of the automaton can easily be observed. The family of
FRA accepts exactly the family of CF. When more than one RD are used in an
RDS to describe the language, the recursions (the parts that we can zoom in as
in fractals) can be varied. FRA are useful tools to prove some properties of CF,
e.g., closure under regular operations and under recursion (i.e., pumping). The
representation of an FRA can be the finite set of automata obtained from the
set of RD, connecting them according to the recursions (based on the nonter-
minals). See Figure 2b. The chain of the recursion may be traced by the help
of a pushdown stack (as it is done in computers as well in recursive function
calls). Based on this idea an equivalent PDA can be constructed with 3 types
of transitions: push (↓) operation: a new element is pushed to the stack and the
next state is independent of the earlier stack contents; pop (↑) operation: the
top element is popped out from the stack and the next state depends on that
symbol as well; no change (n): in this transition the stack is not used, the next
state does not depend on the stack contents, and it has not been changed during
this transition. A link between PDA and the (automatic) pushdown stack used
in programming at recursive function calls can easily been established. Figure
2c shows the PDA that simulates the FRA on 2a.
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Abstract. HyperVenn is a heterogeneous logic resulting from combining
the individual homogeneous logics for Euler/Venn diagrams and blocks
world diagrams. We provide an example proof from the system along
with a brief discussion of some of its inference rules.

Keywords: heterogeneous logic, Euler/Venn diagrams, blocks world di-
agrams.

1 Introduction

We introduce a new heterogeneous logic called HyperVenn. A heterogeneous
logic is one in which representations from different systems are used together to
convey information about a single problem. Typically, as in Hyperproof [3], Dia-
mond [4] and Diabelli [6], at least one of the representation systems participating
in the logic is sentential. HyperVenn, by contrast, involves two diagrammatic rep-
resentations: blocks world diagrams, drawn from the Hyperproof system [3], and
Euler/Venn diagrams [5]. Our interest in developing the system is to investigate
the challenges that such a heterogeneous logic presents.

A formal specification of the HyperVenn logic is forthcoming [2]; here we
present an example proof to illustrate some of the key ideas in the logic

The HyperVenn logic is implemented as a component of our Openbox frame-
work [1]. As we had preexisting implementations of each of the homogeneous
systems, HyperVenn was implemented solely by providing the heterogeneous
rules of inference (all non-logical concerns are handled by the framework).

2 An Example Proof

Fig. 1 shows the premises of our example proof. The first premise is a blocks
world diagram, these diagrams are used to represent situations involving blocks
on a checkerboard. This diagram includes each of the three possible shapes that
blocks may have: tetrahedra, cube and dodecahedra. Blocks also have one of
three alternative sizes: small, medium or large. The cylinder named b represents
a block whose size and shape is not known. The cylinder with a badge repre-
sents a dodecahedron of unknown size. The medium-sized paper bag to the right
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represents a medium size block of unknown shape, and the cylinder displayed as
being off the checkerboard corresponds a block of unknown location.

The second premise is an Euler/Venn diagram. The regions enclosed by the
curves labeled Medium, Dodec and LeftOfA represent the corresponding sets of
objects with those properties. The shading of a region is used to indicate that the
corresponding set is empty; for example we can see that there is no object which
is left of the object named a and which is not medium size. When used alone
or in sequences, constants or existentially quantified variables can be placed in
regions to convey that the object represented by the constant is a member of
the set represented by the region.

Fig. 1. The Premises

Fig. 2. Main Proof Structure and One Case Diagram

Fig. 2 shows our example proof. The first two steps contain the premise di-
agrams. The left hand side of the figure shows the structure of the proof. The
initial steps represent a proof by cases. The block named b must be of one of
three sizes, and there is one case for each possible size (the one in which b is
large is shown on the right of Fig. 2). These cases are shown to be exhaustive
using an inference rule of the homogeneous blocks world logic at step 8 of the
proof. Of these three cases, two of them are contradictory, since the Euler/Venn
diagram indicates that every block to the left of a is of medium size. This con-
tradiction is detected using the Close Venn rule of the heterogeneous logic.
The homogeneous blocks world logic contains an inference rule, Merge, which
allows the joining of information in the diagrams in the open subproofs to be
inferred from an exhaustive set of cases, and so we infer that the block b is of
medium size in the main proof, at step 9.
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The same reasoning applies to the other block of unknown size which is to the
left of a. The heterogeneous logic contains a rule,Apply Venn to Blocks, with
which we can infer this in one step. By citing the Euler/Venn premise diagram
and the blocks world diagrams just inferred, we can infer a new diagram in which
this other block is also of medium size. Apply Venn to Blocks examines the
differences between the desired diagram and the premise diagram of the same
type, and verifies that had these differences been modified in alternative ways,
then each of them would have contradicted the Euler/Venn premise.

Fig. 3. The Conclusion Diagrams

A similar rule, Apply Blocks to Venn, is used in the last step of this
proof. Since the blocks world diagram now represents the existence of a medium
dodecahedron that is to the left of a, we can infer a new Euler/Venn diagram in
which there is an existential variable in the region representing the conjunction
of these three properties. Again, any alternative extension of the Euler/Venn
diagram, i.e., shading that region, would contradict the information displayed in
the blocks world diagram. Fig. 3 shows the content of the last two steps.

3 Conclusion

Through designing and studying the purely diagrammatic and yet heterogeneous
HyperVenn reasoning system we hope to gain further insight into diagrammatic
reasoning in general.
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Abstract. We present a new ontology visualization tool, that uses Euler
diagrams to represent concepts. The use of Euler diagrams as a visuali-
sation tool allows the visual syntax to be well matched to its meaning.
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1 Introduction

An ontology comprises a set of statements (called axioms) that capture prop-
erties of individuals, concepts and roles. Individuals represent particular ele-
ments of the modelled domain, with concepts and roles corresponding to classes
and binary relations, respectively. The primary (formal) notations for ontology
modelling are symbolic, such as description logics (DLs) or OWL. To aid with
accessibility and understandability, standard ontology editors often provide visu-
alisation support. For example, Protégé1 includes a plugin visualisation package,
OWLViz, that shows derived hierarchical relationships but does not show com-
plete information about the known relationships between the concepts.

This paper presents a new ontology visualization tool, ConceptViz, that uses
Euler diagrams to represent concepts. These diagrams have the advantage that
their topological properties reflect the semantic information that they convey;
the structural correspondence between topology and semantics called iconicity
by Peirce [3]. For instance, the containment of one curve by another reflects a
subsumption relationships (i.e. set inclusion) between concepts. The asymmet-
ric, transitive nature of curve containment reflects the asymmetric, transitive
nature of (proper) subsumption. These properties motivate the choice of Eu-
ler diagrams as an effective medium for ontology visualisation. Furthermore, we
combine asserted and inferred ontology information to directly visualise facts
that users would otherwise need to consult several different sources to ascertain.

2 The ConceptViz Tool

ConceptViz has been developed as a plugin for Protégé. Figure 1 shows a screen-
shot from the Pizza ontology2, which defines Spiciness to be equivalent to the

1 http://protege.stanford.edu, accessed December 2013.
2 Protégé OWL tutorial: http://owl.cs.manchester.ac.uk/tutorials, accessed De-
cember 2013.
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union of three pairwise disjoint concepts – the disjointness is conveyed by the
placement of the circles, while the shading tells us “nothing is spicy unless it is
hot, medium or mild”. For contrast, the OWLViz view of the Spiciness concept,
displayed in figure 2, does not show the information that Mild, Medium and Hot
are pairwise disjoint, or that they form a partition of Spiciness. Several parts
of the standard Protégé interface must be inspected to gather the information
provided by figure 1. We see the increased co-location of information as one of
the strengths of ConceptViz.

Fig. 1. ConceptViz view in Protégé

Fig. 2. OWLViz view in Protégé (whitespace cropped)

In order to produce the Euler diagram in figure 1, ConceptViz extracts in-
formation about the concepts given in the associated OWL file via the Protégé
OWL API. Protégé also incorporates automated reasoners which provide the
user with information that can be inferred from that which the user has directly
asserted. After initiating a reasoner, Protégé users are able to inspect the in-
ferred information, helping them to understand their ontology more fully and
to identify any inconsistencies. ConceptViz interacts with reasoners to discover
inferred information about equivalence, unions and so on. Figure 1, for example,
includes inferred information and was produced by ConceptViz after a reasoner,
started by the user, made inferred information available.
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ConceptViz generates an abstract description of the to-be-drawn Euler dia-
gram. The abstract description is passed to the iCircles library [4], which auto-
matically produces the drawn diagram. Figure 3 shows a diagram generated by
the tool alongside its abstract syntax.

Fig. 3. A diagram generated by Con-
ceptViz

1. labels:
{PizzaBase ,SpecialityBase ,
ThinAndCrispyBase ,
DeepPanBase}

2. curves: {cp, cs, ct, cd}
3. regions (called zones):

{∅, {cp}, {cp, cs}, {cp, cd},
{cp, cs, ct}, {cp, cs, cd}}

4. shaded zones: {{cp, cs}}.

Fig. 4. Abstract syntax

Work is under way to extend ConceptViz to support a notation, concept di-
agrams [1], which is expressive enough to visualise entire ontologies. Concept
diagrams extend Euler diagrams with syntax to represent individuals (by solid
dots) and roles (by arrows); their use will allow us to provide a more compact
and expressive ontology visualisation than currently exists. This work is also
informed by the ontology visualisation literature. For instance, a common short-
coming of existing ontology visualisation tools is the tendency to clutter [2];
concept diagrams have been designed with an emphasis on clutter reduction
where possible. Finally, we intend to equip ConceptViz with editing features,
enabling our goal of round-trip visual ontology engineering.
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Abstract. The Proofscape argument mapping system for mathematical
proofs is introduced. Proofscape supports argument mapping for informal
proofs of the kind used by working mathematicians, and its purpose is
to aid in the comprehension of existing proofs in the mathematical liter-
ature. It supports the provision of further clarification for large inference
steps, which is available on demand when a proof is explored interactively
through the Proofscape browser, and theory-wide exploration is possible
by expanding and collapsing cited lemmas and theorems interactively.
We examine how an argument map makes the structure of a proof im-
mediately clear, and facilitates switching attention between the detailed
level and the big picture. Proofscape is at http://proofscape.org.

Keywords: argument mapping, informal proofs, theory exploration.

1 Introduction

Proofs in the mathematical literature use words like “therefore” and “hence”
to introduce assertions, but such language fails to indicate from precisely which
prior statements the new one is meant to follow. In other words, the inferential
structure of the proof is not made explicit. Moreover, proofs may explain too
little, leaving the reader to fill in difficult gaps, or explain too much, dissipating
attention and obscuring the overview. For these reasons prose proofs can be
difficult to understand.

In this paper I present Proofscape, an argument mapping system designed
specifically for mathematics. Each assertion, assumption, and definition made in
a literature proof is placed on a node in a Proofscape diagram, and the nodes
are linked together with arrows indicating the inferential structure of the proof
unambiguously. In fact the diagrams are not mere graphs but DASHgraphs,
which I define in Sec. 3, and examples of which are seen in Fig. 2.

The overview provided by the diagram counteracts the problem of too much
detail, or obscuration of the general plan, in prose proofs. As for the opposite
problem of not enough detail, or difficult inferences, this is counteracted by
supplementary clarifications, written by and for users of the system. These clar-
ifications can be interactively opened and closed, meaning that extra nodes and
edges are added to or taken away from the diagram. Theory-wide interactive
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exploration is also supported by allowing users to open and close cited lemmas
and theorems.

Proofs are represented internally using a simple system I have designed for
transcribing what happens in informal proofs, but proper discussion of that sys-
tem requires a separate paper contrasting it to related proposals e.g. Wiedijk’s [1].
Nor is there room here to discuss the layout algorithms that are used. On the
contrary, the focus in the present paper is on the design of the visual encod-
ing (Sec. 3), and on the demonstration of how Proofscape diagrams support
study of proofs (Sec. 4). I review related work in Sec. 2. The main contributions
of this paper are the visual notation, and the working Proofscape system at
http://proofscape.org.

2 Related Work

The problems of obscure inferential structure and lack of modularity – i.e. the
ability to expand and collapse levels of detail – in prose proofs were confronted
by Lamport [2], who proposed presenting proofs in the form of indented outlines
whose levels could be opened and closed, and in which claims cited previous
lines by number. Lamport envisioned implementation in hypertext, which was
later realised by Cairns and Gow [3], but this system did not use the diagram-
matic nodes-and-arrows style of argument mapping systems. An earlier related
proposal by Leron [4] used nodes and arrows to diagram not the steps of a proof
but the relations between the modular levels into which it was to be decomposed.

The mapping of “what follows from what” is essentially the aim of all argu-
ment mapping systems (see e.g. Harrell’s survey in [5]), but the structure and
visual encoding of the diagram may depend on the intended subject matter. In
particular, most existing argument mapping systems seem to be intended for
use with subjects like law, philosophy, business, or politics (e.g. Gordon and
Walton [6] or van Gelder [7]), and accordingly rely on the Toulmin model [8] or
variants thereof. The Toulmin model is adapted for the questionable nature of
claims regarding the real world, accommodating things like rebuttals, and cita-
tions of factual evidence, but none of this is appropriate for mathematics, where
claims are either true or false, never debatable, and factual information about
the real world is irrelevant. Moreover, systems like these omit many features that
are needed for mathematical arguments, which I discuss in Sec. 3.

Some existing software does generate diagrams of mathematical proofs, but
these seem almost universally to be proofs that have been encoded in some formal
logical system. Here existing software is of two kinds: (1) interfaces for semi-
automated theorem provers or formal proof assistants (e.g. Siekmann et. al. [9]);
or (2) educational software intended to teach the inference rules of basic formal
logics (e.g. Watabe and Miyazaki [10]). Systems of the former kind may present
proofs at a high level, but still in a formal system, and their visual representations
often represent progress in the construction of a proof, not a complete literature
proof as it stands. Meanwhile the latter sort of system is concerned with the
low-level atomic steps sanctioned by a rudimentary formal logic.

http://proofscape.org
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The e-Proofs system [11] guides students through informal textbook-style
proofs, but does so using pre-generated instructional videos. In one of its three
modalities the system shows a proof written out as a paragraph of text, and
in successive frames draws boxes around various parts of the proof and arrows
linking these, but these disappear in the next frame, and a graph is not built up
(nor would the graph be laid out well if it did appear, its arrangement dictated
by the line-breaks in the prose). The system is not meant for theory-wide explo-
ration, each video being dedicated to a single proof, nor can the user interactively
explore and hide supplementary clarifications for inference steps.

Proofscape thus fills a need for an argument mapping system designed specif-
ically for informal mathematical proofs, with interactive access to further clari-
fication, and theory-wide exploration.

3 Visual Encoding

In Proofscape, a proof is represented by a directed, acyclic, styled, hierarchi-
cal graph, or DASHgraph. The directed edges of the graph may represent both
deduction and flow (see below). The graph is acyclic because deduction never
involves circular logic. It is said to be styled because additional information is
carried by the shape and stroke style (plain, bold, or dashed) of node boundaries,
as well as the stroke style of edges. Finally, a DASHgraph is hierarchical in that
some of its nodes may be nested inside of others, in order to represent subproofs
and to contain cited theorems and their proofs.

The nodes carry the content of a proof, such as definitions, assumptions,
and conclusions. Edges drawn with solid stroke are called deduction arrows,
and indicate which assertions follow from which others; specifically, when the
transcriber believes that A1, A2, ..., An are the nodes which are, in an informal
sense, “used” in inferring node B, then there is to be a deduction arrow from each
Ai to B. Meanwhile edges drawn with dashed stroke are called flow arrows, and
indicate the order in which the author of the proof would like you to explore the
graph. This helps to ensure that the argument is built up in a sensible sequence,
e.g. so that definitions are encountered before they are used.

There are five basic node types, two compound types, and several “special
nodes” of which just two are considered here (see Fig. 1). The bulk of the content
of a proof is carried by the first three basic node types: Intro nodes, Assumption
nodes, and Assertion nodes.

Intro nodes are for the introduction of objects and symbols in the proof. For
example, the label could state “Let K be a number field,” or “Let G be the
Galois group of E over K.” Their boundary is rectangular and drawn with a
bold stroke.

Assumption nodes are for the introduction of the premises of a theorem, and
for additional assumptions made during the course of a proof, such as at the
beginning of a proof by contradiction, or proof by cases. Thus the labels state
suppositions like “Suppose G is Abelian,” or “Suppose ϕ is surjective.” The
boundary of an assumption node is rectangular with a dashed stroke.
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(a) Intro (b) Assumption (c) Assertion

(d) Citation (e) Method (f) Falsum (g) Question

(h) ExIn (i) RelChain

Fig. 1. Basic node types: (a),(b),(c),(d),(e); Special nodes: (f),(g); Compound node
types: (h),(i)

There is a difference between the premises of a theorem and any additional
assumptions introduced during the course of a proof, in that the latter will be
discharged by the end of the proof whereas the former will not; in order to make
this difference obvious to the reader, Assumption nodes belonging to top-level
deductions are drawn both dashed and bold.

Assertion nodes are the most common type of node, carrying the assertions
of a proof. Since it is up to the deduction arrows in the DASHgraph to indicate
which assertions follow from which others, all logical language such as “there-
fore,” “hence,” “it follows that,” etc. is omitted from the node labels. For example
a label would state simply “H = G,” never “therefore H = G.” Assertion nodes
have a rectangular boundary with plain stroke.

The node styles described so far have been chosen deliberately. It was felt
that a dashed boundary is a natural metaphor for the contingent nature of
assumptions, so is suitable for Assumption nodes in general, while the addition
of a bold stroke suggests the somewhat more permanent nature of the premises
of top-level deductions. The simple bold boundary of Intro nodes reflects the
introduction of objects and symbols by fiat. Meanwhile Assertion nodes are
the most common, and so should have a plain style, while the special styles of
Assumption and Intro nodes help the reader to locate them quickly.

The final two basic node types are Citation nodes, which can be used inter-
nally to cite other results in the Proofscape library, and externally to cite any
result in the literature; and Method nodes, carrying phrases like, “by induction,”
or, “substituting c for x,” which clarify how an inference is made. Citation and
Method nodes are given “stadium” and hexagonal shapes, respectively, which
were chosen because they can easily stretch horizontally. The boundaries of Cita-
tion nodes are drawn dashed and solid to indicate internal and external citations
respectively.
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The first compound node type is the Existential Introduction or ExIn node,
which handles formulas like, “There exists a ∈ G such that a ∈ Z(G) and
|a| = n,” in which an object is both stated to exist and introduced for further
use. It features internal Intro and Assertion nodes for the components of the
statement. The other compound node type is the Relation Chain or RelChain
node which handles expressions of the form, “A1 = A2 = · · · = An,” by putting
each infix relation =, ≤, ≥, etc. on its own internal Assertion node. Arrows to
and from internal nodes may cut across hierarchy levels in the DASHgraph.

Among special nodes is the Falsum node, which is a special Assertion node
featuring only the falsum symbol ⊥, and which is to be used at the end of any
proof by contradiction; and the Question node, featuring only a question mark,
for use when the transcriber is not sure how an inference is to be made, thus to
mark a point to return for further study.

4 Use Case and Conclusions

We conclude with an illustration of the use of Proofscape. Suppose you wanted
to understand Mihǎilescu’s proof of the Catalan Conjecture [12]. You begin by
locating the work in the Proofscape library and opening the main result, “Theo-
rem 5,” in the Proofscape browser. Initially only the theorem statement is shown.
You click to open the proof. See Fig. 2a. The first thing you notice is that it is a
proof by contradiction, with a Falsum node pointing to the final conclusion. You
see the contradiction assumption in the node with dashed boundary in the upper
left. Tracing backward along the deduction arrows that point to the Falsum node
you see that the contradiction is between an assertion that p > q which appears
to follow relatively easily from the assumption, and another, q > p, which seems
to require the bulk of the work in the proof.

From the external Citation node at the top right you see exactly which step in
the argument relies on Baker’s methods for linear forms in logarithms. Meanwhile
the internal Citation nodes refer to three results from the present work, on which
the main line of reasoning leading to q > p depends. Suppose you decide to delve
into Proposition 1 first, by selecting it in the sidebar. The Citation node is then
replaced by the full statement of Prop. 1. After reading the statement you click
again to open its proof. See Fig. 2b.

You might begin by tracing backward from the conclusion to see where it
came from, and see that we get q > p from q − 2 ≥ p− 1. Expressions like q − 2
or p− 1 tend to arise because they represent some meaningful quantity, and you
continue tracing backward to see what these might have been. On the far left you
see that q−2 is an upper bound on the number of zeroes of a certain polynomial
F , whose definition is easily located in the Intro node above this. On the other
hand there is a longer line of reasoning that shows that this polynomial F has
at least p− 1 zeroes. The polynomial F is thus a pivot in the sense of Leron [4],
a constructed object on whose properties the proof hinges.

Next you may wish to see where the one premise of the Proposition is used.
You easily locate it at the top right, in the node with the bold and dashed
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(a) Mihǎilescu’s Thm. 5 and its proof are open.

(b) Prop. 1 and its proof have been opened. Only one node of Thm. 5 is still visible
on the far right, while the others are above and below the large box for Prop. 1.

Fig. 2. Using Proofscape
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boundary, and can see that it contributes to a long line of reasoning which
finally helps to get the p− 1 zeroes of F .

You have learned all this about the structure of the argument without yet
having spent any time working through difficult inferences. At this point you
have a choice: If you want to understand the proof of Proposition 1 thoroughly
you should begin to study each of the inferences one by one. As you go you may
find user-supplied clarifications. On the other hand, if you are satisfied with this
overview then you may close the proof by clicking again in the sidebar, and
return to your study of the main theorem.

These are some of the ways in which Proofscape can help to show the structure
of a proof, and to organise the work involved in studying it. The user quickly
learns how the parts of the proof fit together, where the assumptions are used,
and where the bulk of the work is apt to lie. The forked lines of reasoning leading
off from any pivot objects are easily found, and the purpose of those objects thus
made clear. The user can open cited results and clarifications, and close them
when finished. The diagram serves as a map to chart the user’s progress in
confirming each individual inference, and then allows the user to quickly return
from the details to the big picture and the overall strategy of the proof.
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Abstract. Despite our increasing reliance on diagrams as a form of 
communication there is little guidance for educators on how to teach students to 
think critically about diagrams in general. Consequently, while we teach 
students to read specific kinds of diagrams within specific contexts, we lack a 
coherent approach to thinking critically about diagrams per se. This paper 
presents a theoretical framework for a general diagrammatic literacy, based on 
conceptualizing diagrams in terms of function rather than form. Approaching 
diagrams functionally generates a framework for thinking critically about dia-
grams (in general) that is simple, robust and exhaustive. In addition to this func-
tional approach, the role of context and language to the internal definition of 
any given diagram is emphasized.  

Keywords: diagrammatic literacy, understanding diagrams, teaching diagrams, 
visual literacy, visual critical thinking, teaching critical thinking, teaching visu-
al literacy, visual representation. 

1 Defining Diagrams by Functional Categories 

Our reliance on visually communicating information has never been greater. There-
fore a coherent theory of diagrammatic literacy is essential[1]. Unfortunately that 
theory, inasmuch as it exists at all, is badly under-developed[2]. As students we are 
exposed to various types of diagrams in specific contexts. Yet we do not teach a gen-
eral diagrammatic literacy per se. We may well simply assume that this does not need 
to be taught: diagrams are what we use to teach other things[3]. This is a dangerous 
assumption, given the importance of diagrams in communication and decision mak-
ing. Diagrams, even of hard data, are rarely neutral, are almost always used as a ‘rhe-
torical device for presenting a particular analysis’[4]. How can we learn to analyze 
this ‘visual rhetoric’? How can we encourage a general diagrammatic literacy that 
will allow for consideration of diagrams in a consistently critical way? This paper is 
an attempt to begin answering those questions. 

The variety of forms diagrams can take is so heterogeneous that any attempt to 
classify them by form is futile. This creates significant difficulty in attempting to 
think about diagrams in general: ‘research on ... multimodal integration is currently in 
a premature state due to abundant possible variations of the external representa-
tions’[5].  My aim here is not primarily to define the boundaries of what constitutes a 
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functions. This can be done by formally asking three questions derived from this 
functional understanding of what diagrams visually represent: 

• Is this diagram a representation of data? 
• Is this diagram a representation of system/process? 
• Is this diagram a representation of conceptual relationship(s)? 

Suppose we take four measurements of a variable over time and represent that data 
visually on a chart, with time being the horizontal axis as in Fig 2a: 

 

Fig. 2. Same data, different visual rhetoric 

We could also represent that data as in Fig. 2b. Both of these diagrams are clearly 
visual representations of data. However we need to learn to formally ask the question: 
do these diagrams function as visual representations of process? In both cases the 
answer is yes, however Fig. 2a weakly asserts process while Fig. 2b strongly asserts it 
by ‘joining the dots’ for us. With Fig. 2c the rhetorical assertion of process is com-
plete, any connection to the four points of data erased. Yet we typically think of this 
kind of diagram as a self-evident representation of quantitative fact. Asking these 
questions also focuses attention on the manner in which the visual rhetoric of  
the diagram asserts process (a solid line). Paradoxically, the more overt the assertion 
the less we see an assertion: with Fig. 2a we are aware we are projecting process onto 
the four points of data. With Fig. 2b and 2c we see the self-evident ‘fact’ of the 
process itself. 

This kind of ‘fact’ is more problematic than it may appear. Consider the same set 
of data as pictured in Fig. 2d and 2e. Joining the dots with a straight line is a huge 
interpretation that has been made for us in Fig. 2b and 2c: we see the process and 
don’t perceive an interpretation or contention. The more rhetorical a diagram is the 
less we notice that rhetoric. In fact the decision to join the dots in any way at all is a 
substantial act of reification, asserting some identifiable process that binds the mea-
surements together, that exists in some real sense even when our measurement of it 
does not. In fact the situation could be that of Fig. 2f. 

Reification of process is merely one example of diagrams functioning within the 
overlap of representational domains in Fig. 1. The examples of Fig. 2 may appear 
contrived, yet it is frequently witnessed. In the context of education, for example, a 
graphical representation of a decline in numeracy skills, based on three measurements 
over nine years, presents a process we can ‘see’. Not only will that process presuma-
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bly continue downwards indefinitely unless we take action, it typically acts as  
de-facto proof for a given contention about both its cause and its solution within the 
context of public debate. 

Understanding diagrams in terms of these overlapping functional categories gene-
rates a set of simple questions that we can ask in order to guide critical thinking about 
diagrams, allowing us to critically examine their rhetorical impact. 

2 Context and Language in Diagrams 

As defined in any dictionary diagrams are almost exclusively visual objects. Yet the 
vast majority of diagrams are explicitly contained within some context[6] that limits 
what the diagram means. The presence of a context which constructs the ‘correct’ 
signification of a given diagram is non-trivial, as is the fact that this context is almost 
invariably verbal, that is, of words. Even in the case of ‘pure’ geometrical diagrams, it 
is notable that the ‘interaction between diagrams and language appears to have been 
what gave rise to the first invention of proof in Greek geometry’[7]. 

It is in relating the diagram to its context that the possible meanings of a diagram 
are heavily restricted in a way that Van Gogh's Church at Auvers is not. Consider the 
following, taken from a letter from Joseph Conrad to H.G. Wells in 1903 [8]: 

 

Fig. 3. Joseph Conrad to H.G. Wells 

These images are clearly diagrams. W and C represent Wells and Conrad. The 
lines represent their convictions and the diagrams tell us something quite specific 
about the nature of their relationship. But it is the words that allows the lines to func-
tion as diagrams. Without that context the images could coherently refer to almost 
anything: the only reason we would call them diagrams at all is due to implicit con-
text: they are similar in form to diagrammatic conventions we are familiar with.  
Diagrams, to function as diagrams, must be constrained by a context that limits their 
interpretation1. Moreover, it is clearly observable that the diagrams we habitually use 

                                                           
1  Even the wordless instructions in a flat-pack from IKEA depend on context. We are familiar 

with diagrams, flat-pack furniture, Allen keys; the flat-pack of components themselves give 
context. There is so much context an entire civilisation is implied. 
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and need to critically consider are constrained by a contextual definition that is, in 
practice, nearly always verbal: while useful in many ways, the either/or dichotomy  
of distinctions between sentential and diagrammatic representations[9] can be  
misleading. It is the explicit or implicit context of a diagram, usually sentential, that 
shapes our interpretation of it. Therefore there is one overriding question we must 
keep in mind when considering any diagram while we formally consider the three 
functional questions listed above: How is the interpretation of the diagram con-
structed by the context and language that defines it? 

3 Applying the Approach: Florence Nightingale 

The following diagram was published by Florence Nightingale[10] in order to 
represent visually the statistics of the Royal Commission she headed into the medical 
care of British soldiers: 

 

Fig. 4. Florence Nightingale’s mortality diagram 

Firstly, how is the interpretation of this diagram constructed by the context and 
language that defines it? The key to the diagram explains the mathematical relation-
ship between the data and the diagram, but the most significant component of it is the 
way it describes what each color represents2: Blue is defined as ‘Deaths from Pre-
ventable or Mitigable Zymotic Diseases’; Red as ‘Deaths from wounds’ and Black as 
‘Deaths from all other causes’. The phrase ‘deaths from wounds’ is morally neutral. 
The phrase ‘deaths from all other causes’ is morally neutral. The phrase ‘deaths from 

                                                           
2  Blue is the large medium-grey area on the outer of each spiral. A color version can be found 

at http://upload.wikimedia.org/wikipedia/commons/1/17/Nightingale-mortality.jpg 
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Preventable or Mitigable Zymotic Diseases’ is not morally neutral: they are not mere-
ly deaths, they are ‘preventable’ deaths. Defining the blue area as ‘preventable’ death 
immediately begs a very big question: why weren’t they prevented? As presented to 
Queen Victoria it was as much a fiercely intelligent exercise in marketing and politics 
as a simple representation of data. 

An astonishingly high rate of mortality for wounded soldiers thanks to zymotic (a 
process involving fermentation) diseases all the way from gangrene through to dysen-
tery was, at the time, simply an accepted part of war. It can be difficult to appreciate 
now just how normalized this was for soldiers in military hospitals even while hy-
giene related mortality was no longer a systemic problem in civilian hospitals, a dis-
crepancy many of Nightingale’s diagrams drew attention to. The argument that most 
of those deaths were preventable (i.e., the fault of the British) was thus contentious, 
even scandalous. However, diagrams effectively form a ‘puzzle’ which we have to 
solve[11]. We see all the blue, search for a definition and find ‘preventable death.’ 
We now see the blue as ‘preventable death’. That is, the diagram causes us to see 
‘preventable death’ as a fact rather than consider that alleged preventability as a con-
tention. Once we have analyzed the way the language structures our reading we can 
then ask the questions that form the basis of this approach to diagrammatic literacy: 

1. Is it a visual representation of data? Yes. But formally asking that question encou-
rages us to think about the data and the choices made in its presentation. What if 
Nightingale had individually represented the mortality statistics for each disease 
(gangrene, dysentery etc.) rather than grouping them together as ‘preventable’? 
What are the rhetorical effects of the manner in which she grouped the data? 

2. Is it a visual representation of a system/process? Yes. Indeed the power of this dia-
gram derives from how it functions as a representation of a system of medical care 
that is far more effective at killing soldiers than the enemy. 

3. Is it a visual representation of some kind of conceptual relationship(s)? Yes. The 
diagram sets up a conceptual relationship between two forms of mortality: one ac-
ceptable, the other not. This was a contentious notion at a time that conceived of 
combat mortality as a single category. Because the diagram caused contemporary 
viewers to see intolerable death rather than consider the proposition that some into-
lerable category might exist, it stopped being a radical idea. It became the truth. 

4 Conclusion 

The method of thinking critically about diagrams outlined above allows us to identify 
and explicitly consider the visual rhetoric of a diagram and what it is doing. It is rela-
tively easy to teach, as it simply involves conceiving of diagrams as visual objects 
that function to represent at least one of three overlapping domains and that are con-
strained by some kind of (usually verbal) context that must be explicitly considered. 
The three questions that derive from understanding diagrams in terms of elementary 
functional categories allow us to quickly hone in on the visual rhetoric of any given 
diagram, to understand and make explicit how a diagram works on an audience.  
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My aim here is not quite to define what diagrams are. A definition tells us what a 
thing is. Rather I have attempted to develop a way of approaching any given diagram 
in order to guide critical thought about what that diagram does. As the torrents of 
information we now routinely deal with forces us to rely ever more on communicating 
that information ‘at a glance’, thinking critically about diagrams is a skill we must 
begin to formally teach. 
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Abstract. This paper presents the results from a tertiary entrance test that was 
delivered to two groups of candidates, one as a paper based test and the other as 
a computer based test. Item level differential reveals a pattern that appears 
related to item type: questions based on diagrammatic stimulus show a pattern 
of increased difficulty when delivered on computer. Differential in performance 
was not present in other sections of the test and it would appear unlikely to be 
explained by demographic differences between the groups. It is suggested this 
differential is due to the inability of the candidates to freely annotate on the sti-
mulus when delivered on computer screen. More work needs to be done on 
considering the role of annotation as a problem solving strategy in high-stakes 
testing, in particular with certain kinds of stimulus, such as diagrams. 

Keywords: Diagrams, computer based assessment, paper based assessment, 
high-stakes tests, standardized test, annotation, diagrammatic assessment, 
NAPLAN. 

1 Introduction 

The literature on Computer Based Assessment (CBA) is extensive and broadly opti-
mistic: the general picture is that ‘computer-based assessment offers enormous scope 
for innovations in testing and assessment’[1] and that ‘electronic delivery will bring 
major benefits’[2]. The literature concerning performance differential between CBA 
and Paper Based Assessment (PBA) is also extensive, if somewhat mixed and incon-
clusive, as is often noted[3–5]. Where differential has been found between PBA and 
CBA versions of tests these ‘mode effects’ are typically explained by demographic 
differences among the candidates (such as varying degrees of computer literacy), or 
problems with the CBA layout (such as stimulus material that requires excessive 
scrolling). Leeson’s meta-review of mode effect studies labels these categories ‘Par-
ticipant Characteristics’ and ‘User Interface’[6]. 

This paper is written from my own point of view as a research fellow with ACER 
where my primary role is to write and construct high-stakes cognitive skills tests. 
From this point of view there are some identifiable reasons that the literature regard-
ing the psychometric equivalence of CBA and PBA is so mixed and inconclusive. 
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One of them is that studies on PBA and CBA equivalence typically focus on aggre-
gated scores that have been decoupled from individual item responses and item type 
(multiple choice questions, including all four options and any subsidiary stimulus 
material provided, are referred to as ‘items’). When we only consider the aggregated 
results of an entire test the differentials between the aggregated scores are often with-
in the realm of ‘not statistically significant’. This approach can hide significant  
patterns in item differential that reveal mode effects unrelated to demographics or 
problems with CBA layout.  

What this paper attempts to shed light on is whether or not there is an identifiable 
performance differential between CBA and PBA that is related to item type, not  
demographics or layout. 

2 Method 

The results below are from one of ACER’s tertiary entrance tests, which I will refer to 
as the TEST. The TEST is used by various universities in Australia for entry to a va-
riety of courses. Due to the fact that some institutions wish the TEST to be delivered 
on paper and others on computer, it is delivered in both media, with identical stimulus 
and items delivered in the same order in both versions. In the CBA version the stimu-
lus material is presented on the left of the screen with each question appearing to the 
right, and the candidate is free to go forwards and backwards within the TEST. The 
CBA candidates were applying to one group of institutions, the PBA candidates to 
another, and in this sense there is no disadvantage to the candidates regardless of 
which version they take as their entry scores are only being compared with those who 
took the TEST in the same mode. A total of 1652 candidates took the TEST. 1134 of 
these took the computer based version with 518 taking the paper based version. 

There are three sections to the TEST: Critical Reasoning (making decisions on the 
basis of information, logically analyzing scientific, technical, business and certain 
forms of socio-cultural stimulus), Verbal and Plausible Reasoning (interpretation of 
stimulus material in a socio-cultural context, reasoning typically needed in the arts, 
humanities and social sciences) and Quantitative Reasoning (mathematical and scien-
tific information and problem solving). Item validation is based on analysis generated 
by ACER’s Rasch model ProQuest software.  

This approach has some advantages. Firstly, the sample sizes are large enough for 
the psychometric data to be valid. Secondly, the candidates are attempting to enter 
university: they are performing at their best. Thirdly, the questions have been devel-
oped and revised by an experienced team of test developers and have been trialed for 
validity prior to their inclusion as scoring items. However, this approach does have 
some drawbacks, primarily that the questions are secure: presenting sample questions 
or sample workbooks showing candidate annotations is not possible. 

3 Results 

The following table presents the Quantitative Reasoning section of the TEST, ordered 
by the increase in difficulty from PBA to CBA: 
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Table 1. Comparison of CBA and PBA difficulty. 

Item 
% Correct 
(PBA) 

% Correct 
(CBA) 

Increase in CBA diffi-
culty (differential) Type 

44 39.2 27.9 11.3 Diagram/Calculation 

13 36.9 26.2 10.7 Diagram/Calculation 

59 26.3 16 10.3 Diagram/Calculation 

43 49.6 39.6 10 Diagram/Calculation 

3 86.3 76.4 9.9 Diagram/Calculation 

58 74.5 64.9 9.6 Diagram/Calculation 

60 27.6 18.2 9.4 Diagram/Calculation 

15 73.2 64.1 9.1 Table/Calculation 

14 52.3 44.2 8.1 Table/Calculation 

4 77.2 69.4 7.8 Diagram/Calculation 

35 46.5 39.1 7.4 Pattern Recognition Diagram 

76 38.8 32.1 6.7 Chart Reading 

34 46.3 40.2 6.1 Pattern Recognition Diagram 

72 52.1 47 5.1 Table/Calculation 

74 51 46.1 4.9 Table/Calculation 

78 44 39.6 4.4 Chart Reading 

90 33.2 29 4.2 Non Fiction Prose/Calculation 

12 63.5 59.7 3.8 Diagram/Calculation 

52 70.8 67.3 3.5 Chart Reading 

73 50.8 47.3 3.5 Table/Calculation 

89 29.2 25.8 3.4 Non Fiction Prose/Calculation 

42 25.3 22.3 3 Non Fiction Prose/Calculation 

51 78.4 75.4 3 Chart Reading 

50 44.8 42.9 1.9 Chart Reading 

77 47.9 47.1 0.8 Chart Reading 

33 53.7 53.3 0.4 Pattern Recognition Diagram 

41 65.4 65.3 0.1 Non Fiction Prose/Calculation 

49 82 82.9 -0.9 Chart Reading 

79 27 29.2 -2.2 Non Fiction Prose/Calculation 

75 51.4 56.6 -5.2 Table/Calculation 

 
Nearly all of these items were harder on computer than paper. There are very few 

where the difference is negligible, and only one item was easier with CBA delivery in 
any degree approaching significance. On average, this group of questions was 5% 
harder on computer screen than paper. Most importantly the results show a pattern of 
differential related to item type. In particular, questions based on certain operations on 
diagrams stack the top of the scale in terms of the degree to which they are harder 
with computer delivery than paper delivery. 
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The differentials in the Quantitative Reasoning section of the TEST do not ap-
pear to be dependent on the difficulty of the question. As there was no average dif-
ferential between the paper and computer based Critical Reasoning sections and 
almost none with the Verbal and Plausible Reasoning sections, the hypothesis that 
the mode effect is a result of demographic differences between those two groups of 
candidates is implausible. Certainly, if the difference in difficulty between the two 
modes of delivery was solely due to differing ability levels of mathematical and 
scientific ability between the candidates who took the CBA and PBA versions of 
the TEST, then we would expect to see at least some level of differential reflected 
in the Critical Reasoning section. There was none. If the differential was simply 
based on differing levels of mathematical ability between the CBA and PBA 
groups, then I would also expect a significant differential for calculation items 
based on passages of non-fiction. This cannot be seen. Finally, if the differential 
was based on differing levels of ‘visual literacy’ between the two groups then I 
would expect to see that reflected in diagrammatic stimulus with questions based on 
simply reading charts. Neither can the pattern of differential be explained by the 
CBA layout: items 58, 59 and 60 required the candidate to scroll through the stimu-
lus material. While this may account for at least some of the increase in difficulty 
for those items when delivered by computer, none of the other questions required 
scrolling. Therefore the differential would appear related to the type of stimulus and 
the kinds of questions depending on it rather than demographic differences between 
candidates or problems with CBA layout. 

The average differential between the CBA and PBA delivery of the Critical Rea-
soning section of the TEST was effectively nil. While some items were harder with 
CBA delivery, this was balanced by some items that were easier with CBA delivery 
and there was a large group in the middle where the differential between the two 
modes of delivery was negligible. There was no discernible pattern of differential that 
can be related to item type. The Verbal and Plausible Reasoning section of the TEST 
showed a similar lack of pattern. These questions, considered as a group, were very 
slightly harder overall with CBA delivery than PBA delivery: the percentage of can-
didates who selected the correct answer was an average of 1.2% higher when answer-
ing on paper than on a computer screen. While some of these questions were harder 
with CBA delivery, this was largely balanced by items that were easier with CBA 
delivery. Again there was no discernible pattern in the differential with relation to the 
item type.  

4 Discussion: The Problem of Annotation 

Wherever calculation is involved, whether that be numerical or spatial or a hybrid of 
the two, we like to scribble, particularly when considering diagrams and tables. Scrib-
bling and drawing is an inherent component of certain kinds of cognitive processing: 
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the reason that we still use whiteboards in schools and universities it is that when we 
are communicating or thinking about certain kinds of problems a whiteboard is a bet-
ter technology than a MacBook. Annotation seems particularly important with certain 
kinds of thinking: ‘making visualizations is integral to scientific thinking’[7]. Studies 
of annotation patterns in text books show that textbooks on ‘Organic Chemistry and 
Calculus had more penciled-in marginalia … than many of the other textbooks’[8] 
and that these annotations were used to both solve problems in context and record 
interpretive activity: ‘the act of annotation is a very powerful active reading and learn-
ing mechanism’[9]. Studies of the way architects use sketches show that:  

 

One role of a sketch is to check the completeness and internal consistency of an idea, 
especially a spatial idea … They are a kind of external representation serving as a cog-
nitive tool to augment memory and information processing … relieving the dual burden 
of holding the content and also simultaneously operating on it.[10] 

 
Removing that tool from candidates who are attempting to solve quantitative and 
spatial problems is non-trivial. With certain kinds of stimulus and certain kinds of 
questions the mode of delivery may not change the nature of the problem to be 
solved, but it certainly does change the manner in which the candidate can solve it. 

In addition to this, with politically sensitive state or nation-wide benchmarking 
tests such as the Australia's National Assessment Program – Literacy and Numeracy 
(NAPLAN) there would serious political and educational consequences were the re-
sults to show a drop in the order of 5% for the measured numeracy of an entire coun-
try's students after a move to CBA. In its paper version the numeracy sections of 
NAPLAN are heavily, almost exclusively, reliant on visual and diagrammatic stimu-
lus[11]. As tests such as NAPLAN begin to transition to CBA the challenges posed by 
the CBA delivery of diagrammatic stimulus will, I fear, begin to put real downward 
pressure on its selection for use within tests. 

The CBA candidates for the TEST were provided with scrap paper. However, with 
complex diagrams, tables, calculations, there remains a huge difference between 
scribbling on the object itself and scribbling on a separate piece of paper on a separate 
visual plane. For one thing, it is not possible to look at what you are writing or draw-
ing at the same time as the table or diagram itself, which makes thinking about it more 
difficult. For another it makes revision harder as the candidate no longer has a record 
of their logic written on the object they are grappling with. We scribble on problems 
we are trying to solve, as anyone who has spent any time looking at used test booklets 
can attest. The literature on CBA assumes that interactivity is an obvious advantage of 
CBA[12–14]. Yet in one very important respect PBA is far more interactive than 
CBA: we cannot freely draw on a computer screen1. 

                                                           
1 Unless, of course, we are talking about stylus equipped tablets. CBA with that technology 

could potentially solve the problem of annotation. However when we refer to CBA we are 
currently referring to technology which is relatively ubiquitous in education: computers with 
screens and mice, not stylus equipped tablets. 
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5 Conclusion 

This pattern of item type differential has been noted before. Large samples, psycho-
metric validity, and researchers who pay attention to patterns of item differential gen-
erate the same results and conclusions: 

Looking across grades, the results seemed to suggest a pattern of item-by-mode effect 
for mathematics items involving graphing and geometric manipulations. In these cases, 
a common strategy employed by students to draw on the item to solve the problem was 
not readily available in the online mode.[15] 

 
Given adequate sample sizes, psychometric item validation and attention to item type 
differential (as opposed to aggregated score differential), the evidence suggests there 
is a problem with the CBA delivery of certain kinds of items that rely on diagrams, 
geometry or tables. It is not related to demographics or layout. It is fundamental to 
current technology: we can’t write or draw or annotate on computer screens in the 
unrestricted manner we rely on when interacting with this class of problem on paper. 

While this aspect of CBA has received little attention in the literature on it, the 
problem of annotation is well known within the literature on e-reading technologies: 

 
If we want people to read on the screen, we’re going to have to provide them with the 
facilities to annotate. The standard keyboard-mouse interaction paradigm is not suffi-
cient for the kind of unselfconscious interaction that we observe in practice.[16] 

 
I have been somewhat limited in the context of this paper by my inability to present 
examples of annotations due to the secure nature of the TEST: the descriptors I have 
used in the table of data give some indication of the kinds of stimulus material and 
problem solving required, however, I would note that not all ‘Diagram/Calculation’ 
problems have me reaching instinctively for a pen. What I can say, from a test-
developer's point of view, is that what I see when I look at results like those presented 
is a pattern of differential that is related to the kind of stimulus presented and the 
kinds of questions asked about it, rather than demographic differences or problems 
with layout. I would expect the difficulty of individual items to naturally fluctuate up 
and down a little between two groups. I would also expect those individual fluctua-
tions to effectively cancel each other out, as they did in the other two sections of the 
TEST. But when we have a large number of items with differentials in the order of 
10%, all in the same direction, then something is causing it. 

Certainly the results suggest that more work needs to be done to investigate the 
impact of removing a candidate's potential to use free-form annotations as a problem-
solving strategy when sitting tests delivered by computer. Assessment is the engine 
that drives education. Amidst the somewhat enthusiastic rush to CBA we need to 
carefully consider what we are doing when we deny candidates the ability to annotate, 
the ability to use their own diagrammatic reasoning when solving certain kinds of 
problems. 
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Abstract. This study examined the amounts of information that students 
represented in diagrams compared to text when taking notes (self-directed 
communication) and when constructing explanations for others (others-directed 
communication). The participants were 98 Japanese university students who 
read one of two passages (differing in imageability) in Japanese (L1) and in 
English (L2). While reading, they could take notes, and were subsequently re-
quested to produce an explanation of the passage using L1 or L2. The students 
represented more information in diagrams in notes they took from the passage 
of higher imageability in L1. However, in their explanation of that same pas-
sage for others – still using L1 – they represented more information in text. This 
finding suggests perceptual differences about the functions of diagrams in self- 
and others-directed communication. Results also confirmed that passage im-
ageability and students’ language proficiency affect cognitive processing cost, 
which in turn influences the extent to which diagrams are used. 

Keywords: spontaneous diagram production, strategy use perceptions and be-
liefs, written communication, cognitive processing cost, text and diagrammatic 
representations. 

1 Introduction 

Educational research has demonstrated that, when used appropriately, diagrams are 
efficacious tools for enhancing communicative effectiveness [1–4]. The efficacy that 
results from their use comes about because diagrammatic representations have a  
capacity for grouping related information together and supporting many perceptual 
inferences, thereby making them more computationally efficient compared to text or 
sentential representations [5]. Because processing of communicative information 
occurs in working memory [6, 7], some of these studies have also shown, among oth-
er things, that processing capacity limitation is a crucial consideration when designing 
such information – especially for instructional purposes [8, 9]. Mayer and Moreno [9] 
explained, for example, that the cognitive resources available in a learner’s informa-
tion processing system are severely limited, making it crucial that multimedia instruc-
tional design aims at reducing or eliminating any unnecessary cognitive load. 
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Apart from the benefits that can be derived from integrating diagrams in prepared 
materials for learning and instructional purposes, researchers have also emphasized 
the importance of cultivating students’ abilities in creating and using diagrams [2, 10]. 
Ainsworth, Prain, and Tytler [2], for example, pointed out that learning how to con-
struct diagrammatic representations is important as it facilitates the development of 
deeper understanding, reasoning, knowledge organization and integration, as well as 
capabilities in communication. They noted that, through the generation of visual re-
presentations, people can clarify their ideas for others, enable broader dissemination 
of those ideas, and promote greater opportunities for exchange of ideas with peers.  

1.1 The Processes Involved in Producing Diagrams 

Despite general agreement that cultivating students’ abilities to use multiple represen-
tations – including diagrams – is highly desirable in educational settings, there are 
relatively fewer studies that have considered and examined the processes involved in 
students’ production of diagrammatic representations. Where diagram construction 
and use in problem solving is concerned, Cox [11] noted variations in the extent to 
which people externalize their reasoning, from those who construct comprehensive 
diagrams to those who seemingly require no need to construct such representations. 
He suggested that individual differences (e.g., in possession of prior knowledge) as 
well as demands of the task could influence predispositions toward such construction. 
Uesaka, Manalo, and Ichikawa [10] identified some obstacles to students’ diagram 
use in math word problem solving: their results showed that when students lacked 
adequate confidence and perceived difficulties in using diagrams, and if they did not 
view diagrams as part of their own repertoire of learning strategies, they were unlike-
ly to spontaneously use them. There are, however, instructional approaches that  
appear to promote spontaneity in such use: Uesaka and Manalo [12] reported that 
placing students in a peer instruction condition made interactive communication ne-
cessary, which often led to students using diagrammatic representations when they 
found it too difficult to explain with words alone. As a consequence of personally 
experiencing the benefits of using diagrams during those explanation sessions, the 
students subsequently evidenced greater spontaneous use of diagrams when working 
on their own in solving other math word problems. In a follow-up study, Uesaka, 
Manalo, and Ichikawa [13] confirmed the importance of appreciating the value of 
diagram use: they empirically demonstrated that such appreciation, together with 
possession of adequate skills for the construction of the required diagram, were key 
requirements for students to more spontaneously produce and use diagrams when 
working on solving math word problems. 

Where diagram production and use in written communication is concerned, again on-
ly a few studies have considered and examined the processes involved. One such study, 
by Manalo and Uesaka [14], reported evidence indicating that the production of text and 
diagrammatic representations shares the same cognitive processing resources in work-
ing memory. In their study, Manalo and Uesaka found that diagram use (when writing 
explanations of what had been learned) was related to Japanese university students’ 
English (their second language or L2) competence – but only when the students were 
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writing their explanations in English, and not when they were writing in Japanese (their 
native language or L1). More specifically, the less competent the students were in Eng-
lish – and thus the more cognitive resources they presumably needed to write in that 
language – the fewer diagrams they produced, suggesting a cross modal (i.e., verbal to 
visual processing) depletion of cognitive resources available for such production. This 
finding offered a viable explanation for previously reported observations that students – 
even at the university level – do not adequately use diagrams when constructing written 
explanations of what they have learned [15]. In other words, because cognitive re-
sources for the generation of text and diagrammatic representations are shared in work-
ing memory, when the generation of text uses up most of the available resources, what 
remains may not be enough for the generation of any diagrams. There is also evidence 
from the Manalo and Uesaka study [14] suggesting that, apart from individual factors 
like L2 competence, task-related factors like imageability of the information to be ex-
plained (i.e., how easy/difficult it is to imagine) could affect demand on cognitive 
processing resources. In other words, information of lower imageability would demand 
greater cognitive processing resources for the construction of an appropriate diagram 
(which is likely to be more abstract in nature), and thus whatever resources remain in 
working memory (following efforts at text representation of that information) would 
likely be inadequate for such construction. 

However, in the Manalo and Uesaka study [14] described above, only the produc-
tion or non-production of diagrams in explanations for others was investigated. They 
did not examine the relative amounts of information that students represented, or 
whether differences might be manifested, when students produce explanations or 
notes for their own use. In the present study, therefore, these details and variations 
were examined to better understand how and why diagrams are produced – in relation 
to text – when constructing written communication. 

1.2 Overview of the Present Study 

The present study’s main aim was to contribute to the development of understanding 
about the mechanisms and processes involved in students’ spontaneous production 
and use of diagrams. More specifically, it sought to further elucidate how and why 
students might employ diagrams when constructing written communication, including 
the extent to which purpose of communication – whether it is for others or for the self 
– might influence such use of diagrams. The study also examined whether the influ-
ence of cognitive cost (i.e., the amount of mental effort and resources required to 
execute tasks) associated with individual and task-related factors (e.g., L2 proficien-
cy, imageability) would be detectable also in the amounts of information students 
represent in the written communication they construct. 

In contrast to writing explanations for others, taking notes from information pro-
vided is usually self-directed: notes provide a record for the self of the information 
that has been presented, and they are usually selective – focusing on what students 
anticipate would be important for them to know [16, 17]. Previous authors have 
pointed out that the notes students make can include not just words or text, but also 
diagrams or the use of diagrammatic formats [17, 18]. In fact, some of these authors 
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have argued that non-linear note taking, including the use of graphs and concept 
maps, is far more effective as it fosters more careful selection, organization, and re-
ordering of information [19–21]. Piolat, Olive, and Kellogg [17] also stressed that 
note taking is a complex task that necessitates the use of high amounts of cognitive 
processing resources in working memory. They referred to research indicating that 
factors like linguistic skill can influence the relative amounts of effort that students 
need to deploy for note taking purposes: for example, taking notes in an L2 that one 
has lower proficiency in would require much greater cognitive effort compared to 
taking notes in the L1. 

Although ample research has been carried out on the topic of student note taking, 
the present authors were not aware of any studies that have examined the spontaneous 
production and use of diagrams in note taking. Such an examination, however, could 
prove useful, particularly if comparisons are made with what students do when con-
structing written explanations for others, as it could help clarify the influence of  
purpose and/or audience on the forms of representations students employ when com-
municating. Understanding those kinds of influences could, in turn, assist in the  
formulation of strategies for more effective cultivation of students’ abilities in con-
structing and using diagrammatic representations. 

The present study examined students’ inclusion and representation of units of in-
formation (contained in a passage they had been given to read) in notes and written 
explanations they produced. It investigated how much of that information they 
represented in text and in diagrams. Compared to simply determining whether stu-
dents used diagrams or not, examining amounts of information representation in dia-
grams could potentially provide a better gauge of the priority decisions that students 
make and the effects of capacity limitations in cognitive processing. 

Several related hypotheses were tested. The first was that students would represent 
more information in diagrammatic format than in text format when taking notes. 
Higher information representation in diagrammatic format was predicted in note tak-
ing because diagrams would more likely afford easier reorganization and summariza-
tion of the information provided. However, it was also hypothesized that the relative 
amounts would be affected by the language that students were required to use (L1 or 
L2) and features of the passage they were supplied (high or low imageability). Thus, 
when using an L2 and when taking notes from a passage of low imageability, the first 
hypothesis above was expected not to apply: L2 use could significantly deplete re-
sources in working memory, and the resource demand of constructing a more abstract 
diagram for the hard-to-imagine information was expected to exceed that available in 
working memory. Hence, the higher representation of information in diagrams com-
pared to text was predicted only when students were using their L1 in taking notes 
from a passage of high imageability. 

Other hypotheses tested were that, in general, students would represent more in-
formation (i.e., in both text and diagrams) when using L1 (compared to L2), and when 
taking notes (compared to writing explanations). These predictions were based on 
assumptions about the relative cognitive costs entailed in performance under those 
conditions: lower cost could allow more cognitive resources to be used for construct-
ing representations of more information in the written communications being  
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produced. Finally, it was also hypothesized that, overall, students would represent 
more information in text compared to diagrams. This prediction was made based on 
an assumption that text representation would generally be less cognitively costly: as 
the stimulus passage to be provided to the students would be text-based with no ac-
companying diagrams, it would be less cognitively costly to produce notes and expla-
nations also in text, compared to having to transform the text-based information from 
the passage to a diagrammatic format. The only anticipated exception was when tak-
ing notes using L1 from an easy-to-imagine passage, as explained above. 

2 Method 

2.1 Participants 

The participants were 98 Japanese undergraduate university students in science and 
engineering disciplines (mean age = 19.86 years, SD = .90 year; females = 14). The 
students participated voluntarily in the study and received no monetary compensation 
for their participation. 

2.2 Materials 

The participants were given a booklet that contained the experimental materials, and a 
separate sheet for note taking purposes. There were four versions of the booklet, 
which were distributed randomly to students in approximately equal numbers. The 
booklets contained either a passage about how music is played from a CD [adapted 
from 22] or a passage about how the human blood circulation system works [adapted 
from 23]. These two passages were deemed as differing in their imageability based on 
the kinds of diagram considered most appropriate to use in explaining their content. 
Although both passages concern processes, for the CD passage, a flow chart of the 
different component parts involved would be appropriate: most of those parts are 
difficult to imagine (e.g., microscopic indentations on the surface of a CD, photocell 
detector, binary number decoder) and the key purpose of the diagram would be to 
show the sequence involved in generating, coding, and converting data that eventually 
become music. In contrast, for the circulation passage, a drawing or sketch of the 
parts of the body involved, together with indicators for directions of blood flow, 
would be considered appropriate: these (e.g., heart, lungs, blood vessels) are easier to 
imagine and the key purpose of the diagram would be to show the directions of blood 
flow through these parts of the system. The diagram that is appropriate for the CD 
passage (i.e., the flow chart) is more abstract compared to the one that is appropriate 
for the circulation passage (i.e., the sketch or drawing of the organs). Uesaka and 
Manalo [24] had earlier explained that constructing a more abstract diagram requires 
more transformational steps, and therefore involves greater cognitive processing cost. 

The passages used in this study contained only words; no diagrams or illustrations 
were included. Modifications were made to the original versions of these passages 
[22, 23] so that the two passages were equivalent in length, and contained approx-
imately the same number of discreet information units or segments that convey  
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distinct, meaningful information. To clarify what those units pertained to, the follow-
ing example sentence was considered as containing four of those units as indicated by 
the segmentation slashes used here: The list of numbers representing the music is 
‘burned’ on a CD / using a laser beam / that etches bumps (called “pits”) / into the 
shiny surface of the CD. In this example, the first unit pertains to what is done, the 
second indicates what is used, the third states how it is done, and the fourth refers to 
the location. In each booklet, the passage (CD or circulation) was provided first in the 
Japanese language, and then in the English language. 

Apart from differences in the passage content, the booklets also differed in the lan-
guage that the participants were asked to use in a subsequent tasks that required them 
to explain what they had learned: approximately half of the booklets asked for an 
explanation in Japanese (the L1) and the other half in English (the L2). Thus, the four 
versions of the booklet were: (1) CD passage requiring L1 explanation, (2) CD pas-
sage requiring L2 explanation, (3) circulation passage requiring L1 explanation, and 
(4) circulation passage requiring L2 explanation. In all other respects (i.e., the instruc-
tions given, the questions asked, etc.), the four versions were identical. 

2.3 Procedure 

Two of the factors manipulated in this study (i.e., kind of passage, and language of 
explanation required) were between-subject variables. As noted above, manipulation 
of these factors was reflected in the four versions of the booklet used. The four partic-
ipant groups corresponding to these booklets, with numbers of participants in  
brackets, were as follows: CD-L1 (27), CD-L2 (25), Circulation-L1 (22), and Circula-
tion-L2 (24). A third factor that was manipulated, the kinds of written communication 
participants had to produce (i.e., notes, explanations) was a within-subject variable. 

Data collection was carried out at the end of one of the students’ regular, scheduled 
classes. After distribution of the booklets to those who were willing to participate, the 
students were provided verbal instructions about what to do. Equivalent instructions 
were provided in the booklets in written form. The students were informed that they 
would be reading a passage – in Japanese, then in English – and that later they would 
be asked questions about it, including explaining its content in Japanese or in English. 
They were informed that the language they would need to use would be given later. 

The students were asked to read the passage they were allotted in Japanese (8 mi-
nutes) and then in English (8 minutes). The passages were provided in both L1 and L2 
to avoid the possibilities of misunderstandings about the content, and subsequent 
inability to explain the content due to unfamiliarity with the appropriate language 
(e.g., technical terms and phrases) to use. During the 8-minute reading periods al-
lowed, the students were informed that they could use the extra sheet of paper they 
were provided to take notes as they wished, and that they could consult the notes they 
made during the entire experiment. (Note that in general the students used Japanese to 
take notes from the L1 passage and English to take notes from the L2 passage, al-
though in a few cases the English notes were supplemented with a few explanatory 
words and/or phrases in Japanese.) The students were also informed, however, that 
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they were not allowed to return to, or re-read, the original Japanese and English ver-
sions of the passage once the time allocated for reading those had expired. 

Next, the students were given 2 minutes to answer five questions relating to their 
perceptions about the passage they had read. Due to space constraints, their responses 
to those questions are not considered and reported in this paper.  

After this, the students were provided space on the following page to provide an 
explanation of the passage they had read. For this, they were asked to imagine that 
their audience was a fellow student who did not know anything about the topic. At 
this point, the students could see in their booklet whether the language they had to use 
was Japanese or English. The students were given 10 minutes to complete this task. 

Following this, the students were given 4 minutes to answer four passage compre-
hension questions on the next page of the booklet. Finally, on the last page of the 
booklet, the students were asked to provide some demographic details (e.g., their age, 
gender, year at university). 

2.4 Analysis 

The factors examined in this study were: the passage administered (CD or circula-
tion), the language required for communication tasks given (L1 or L2), the communi-
cation type (notes for self or explanations for others), and representation type used 
(text or diagrams). For the purposes of this study, a diagram was defined as any repre-
sentations produced by the participants, other than representations in the form of 
words, sentences, or numbers on their own. For example, drawings and charts counted 
as diagrams, as did arrows and similar symbols when these were used to link three or 
more concepts or ideas. 

As previously indicated, the present study focused particularly on the amount of in-
formation the students represented in text or diagrams in the written communication 
they produced. It did not simply determine whether the students used diagrams or not. 
Instead, how much of the content of the passage the students represented in text and in 
diagrams was analyzed. 

The CD and circulation passages each contained three idea components (e.g., how 
music is stored on a CD as numbers, or the general purpose and structure of the circu-
lation system): combined, these three components contained a total of 15 idea units 
(or IUs) in each passage. These idea components and IUs are shown in Appendices 1 
and 2. The text and diagrammatic representations in the notes and explanations that 
the students produced were analyzed for presence of these IUs. The proportions (out 
of the total) of IUs contained were used in the statistical analyses conducted. 

3 Results 

For brevity, the factors examined will from hereon be referred to as: passage (CD or 
circulation), language (L1 or L2), communication-type (notes or explanations), and 
representation-type (text or diagrams). 
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4 Discussion 

The hypotheses and predictions tested in this study were confirmed by the results. 
More information was represented in diagrammatic format – compared to text format 
– when the students were taking notes using L1 from the passage of higher imageabil-
ity. However, overall, the students represented more information in text than in dia-
grams. They also represented more information when writing in their L1 compared to 
L2, and when taking notes compared to writing explanations for others. 

The results confirm previous findings [14] about the influence of individual factors 
(like language proficiency) and task features (like imageability) on students’ use of 
diagrammatic representations, suggesting not only resource limitations in working 
memory as being crucial in diagram production, but also that the processing resources 
available are shared in the production of text and diagrams. Hence, when the produc-
tion of one form of representation (e.g., text) uses up most of the available resources, 
what remains may not be adequate for the production of the other form of representa-
tion (e.g., diagrams). In the present study, these influences on representational use 
were confirmed with the relative proportions of information students represented in 
text and in diagrams, rather than simply being based on the use or lack of use of dia-
grams as had been reported in previous studies [14, 15].  

4.1 Different Purposes Served in Different Tasks 

In addition to confirming previous findings, the results of the present study provide 
new insights into how students might view the use of text and diagrams differently 
when writing notes compared to writing explanations for others. More diagrams, for 
example, were used in notes, and one possible explanation for this is that diagrams 
might have been perceived as serving more useful functions then – such as assisting 
in the summarization of main points and connection of ideas. These purpose-related 
issues that might affect decisions about the use of text and diagrams in note taking 
and explaining to others are summarized in Table 1. 

This table shows the proposed similarities and differences in the influences on, and 
functions of, text and diagrammatic representations in notes as compared to explana-
tions. Clarity – that is not reliant on non-externalized knowledge possessed by the self 
– is crucial in the construction of explanations for others, so as to avoid the potential 
for any misunderstanding. In contrast, such apparent clarity may not be essential in 
constructing notes, as the note taker is aware of the knowledge that he or she pos-
sesses and can likely later retrieve when cued by what he or she does put in the notes: 
hence, leaving those “non-essential” details out when taking notes for the self could 
be deemed acceptable. 

While the availability of cognitive processing resources is crucial if diagrams are to 
be used in either notes or explanations, diagrams may be viewed as serving more 
useful functions in the construction of notes – functions such as clarifying and visual-
ly depicting relationships and structures to make them more accessible and memora-
ble to the self. In contrast, diagrams may not be viewed as serving as many useful 
functions in explanations as, depending on their concreteness and the amount of  
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information included with them, they are likely to require at least some interpretation 
from the (other) person viewing them. Usually, they do not exactly spell out what is 
meant, and therefore leave more room for potential miscommunication. As such, dia-
grams in explanations may be viewed largely as supplements to text – to help clarify 
or illustrate, rather than being the key vehicle for conveying what needs to be ex-
plained. 

Table 1. The purposes of text and diagrams in notes and explanations. 

Considerations Taking notes Writing an explanation 
For who? For self For another person 
Purposes, qualities? Summarize main points 

Clarify structural connections 
Assist memory 
Details may not be essential 
(can fill in for self) 

Explain important points 
Facilitate understanding 
Must avoid lack of clarity and 
potential misunderstanding 

Use text? (what kinds?) 
Why? 

Yes (words and phrases, 
bulleted points) 
To capture key points and 
details 

Yes (sentences, bulleted points) 
To explicitly explain important 
points and key details 

Use diagrams? (what 
kinds?) Why? 

Yes – if enough cognitive 
resources remain (flow charts 
of ideas, structural schemes, 
illustrations) 
To remind about important 
connections, and how things 
might look like 

Possibly – if enough cognitive 
resources remain (illustrations, 
flow charts of ideas) 
To help make the text clearer 
(as a supplement); to show how 
things might look like 

 
This proposed difference in perceived functions of diagrams in notes as compared 

to explanations is supported by the findings depicted in Figure 2: when taking notes in 
the L1 on the circulation passage, the students represented more information in dia-
grammatic format. This suggests they viewed diagrams as being useful in taking notes 
for their own selves. Those same notes, however, were available to them to use when 
they were constructing their explanation for others, but they represented more infor-
mation in text format instead. As the students were using L1, writing about a passage 
of high imageability, and had their own notes available to consult, they were likely to 
have had adequate cognitive resources available to use in depicting more information 
in diagrammatic format in the explanation they were producing if they had wanted to. 
But, by and large, they chose not to: a decision that is most likely attributable to in-
adequate appreciation of the value of diagrams in such communicative contexts. The 
example notes and explanation shown in Figure 3 is from only one student, but it is 
typical of what many students produced when dealing with the circulation passage: 
plenty of diagrammatic representations in the notes, the majority of which ‘disappear’ 
from the explanations they produce for others. 
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4.2 Implications for Practice 

The findings of this study suggest that students are not taking adequate advantage of 
the many potential benefits that diagram use could bring to written communication – 
as authors like Ainsworth et al. [2] have explained. More specifically, the results indi-
cate that students rely a lot more heavily on text than on diagrams in representing 
information to explain to others. In part, this may be due to inadequate skill or confi-
dence in producing the diagrams that may be considered “correct” or “appropriate” in 
clearly explaining to others. As already suggested, this may also arise from a percep-
tual or belief problem: students may simply believe that diagrams cannot serve as 
many useful functions in written communication for others as they might in the con-
struction of notes for the self, or in comparison to the functions that text could serve. 
Both these possible explanations suggest a need to develop student knowledge and 
skills in the use of diagrams for effective communication with others. 

In research in the area of math word problem solving, Uesaka et al. [10] have re-
ported evidence that linked lack of spontaneity in diagram use to beliefs that diagrams 
are teachers’ tools (rather than tools for one’s own use) and to lack of confidence and 
anticipation of difficulties in diagram use. In subsequent studies, Uesaka et al. [12, 
13] also demonstrated that enhancing student perceptions of the value of using dia-
grams in problem solving, as well as providing students with training in diagram con-
struction skills, improved their spontaneity in using diagrams when attempting to 
solve math word problems. A similar approach may be indicated here: to address 
student perceptions about the value of diagrams in written communication intended 
for others, combined with enhancement of their skills in constructing the appropriate 
diagrams to use. 

Apart from skills development in the use of diagrams when writing explanations, 
the results of this study suggest that skills development in diagram construction in 
general is much needed. Students need to acquire sufficient competence in diagram-
matically representing more than what something might look like or where something 
might be located. They need to be able to construct more abstract diagrams to appro-
priately represent more abstract concepts, such as, processes, change, and relation-
ships – all of which would be key knowledge components in much of what they have 
to learn through formal and informal education, and which they may have to  
explain to others in various situations like test taking, report production, and seminar  
presentation. 

4.3 Conclusion 

The findings of this study indicate that the use of diagrams in written communication 
is influenced, not only by the availability of cognitive processing resources in work-
ing memory, but also by student perceptions about the purposes that diagrams serve in 
different forms of written communication. While it was encouraging to find that stu-
dents appeared to appreciate the usefulness of diagrams when taking notes for their 
own selves, it was rather concerning to find that they used much fewer diagrams – if 
any – in constructing explanations for others. Clearly there is a need to develop  
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students’ appreciation of the value of diagram use in effectively communicating with 
others. It would be important in future research to develop appropriate instructional 
programs and/or interventions to address these kinds of belief and performance issues 
among students, and to evaluate their effectiveness particularly in promoting greater 
spontaneous use of diagrams in both self-directed as well as others-directed written 
communication. 
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Appendix 1 

Specific Components and Idea Units Contained in the CD Passage 

Component 1: Information or details about how music is stored on a CD as numbers 

• Music is stored on CD as numbers 
• Numbers are stored in binary format OR as 0s and 1s 
• Music is burned on a CD using a laser beam 
• What “bumps” or “pits” are: they are the burned parts; OR they are indentations or 

etches on the surface of the CD; AND/OR that they represent the number 0 
• What “lands” are: where there are no bumps; OR they are the unburned parts with-

out indentations or etching; AND/OR they represent the number 1 

Component 2: Information or details about the component parts of a CD player 

• Laser beam 
• Photocell 
• Electronic circuit 
• Binary number decoder 
• Speaker 

Component 3: Information or details about what happens in a CD player that enables 
music to be produced from a CD 
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• Laser beam flashes on CD and light is reflected back (or not) depending on pits 
and lands on surface of CD 

• Reflected light is detected by a photocell (which sends current to electronic circuit) 
• Electronic circuit generates 0s and 1s, (and sends this pattern to binary number 

decoder) 
• Binary number decoder converts the pattern to pattern of electronic currents (and 

sends this to speaker) 
• Speaker transforms the pattern of electronic currents to music 

Appendix 2 

Specific Components and Idea Units Contained in the Circulation Passage 

Component 1: Information or details about the general purpose and structure of the 
human circulatory system 

• The circulatory system enables the distribution of oxygen, hormones, and nutrients 
to cells, and the removal of carbon dioxide and wastes 

• There are two primary subsystems of circulation (pulmonary circulation and  
systemic circulation) 

• Pulmonary circulation involves the movement of blood from heart to lungs, and 
back to the heart 

• Systemic circulation involves the movement of blood to all parts of the body  
(except the lungs), and back to the heart 

Component 2: Information or details about the structure of the heart and the blood 
flow through these structures 

• The four sections of the heart: left and right sides (divided by the septum), and 
upper (atrium) and lower (ventricle) chambers of each side 

• The direction of blood flow through these chambers (blood enters right atrium; 
pumped to right ventricle; goes to lungs; comes back to left atrium; pumped to left 
ventricle; goes to other parts of the body) 

• One-way valves separate the chambers of the heart so blood will not flow the 
wrong way 

• The heart sends blood to the lungs for oxygenation 
• The heart sends oxygenated blood to cells in other parts of the body 
• Blood from other parts of the body (carrying carbon dioxide and wastes) returns to 

the heart 

Component 3: Information or details about the roles and characteristics of the arteries 
and veins 

• Arteries are large blood vessels that carry blood away from the heart 
• Arteries are strong and elastic; OR arteries carry blood under high pressure 
• A pulse can be felt when the arteries are stretched as blood flows through them 
• Veins carry blood back to the heart 
• Veins carry blood under less pressure 
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Abstract. Although diagrams have been shown to be effective tools for promot-
ing understanding and successful problem solving, students’ poor diagram use 
has been identified as a serious issue in educational practice-related reports. To 
enhance students’ diagram construction skills and to address problems in dia-
gram use, creating learning situations that make it inevitable for students to use 
diagrams would likely be helpful. To realize this, communicative learning situa-
tions can be considered a viable option, as students would feel a greater necessity 
to use diagrams as a consequence of feedback they receive while explaining. 
Thus, this study examined the hypothesis that an interactive peer instructional 
learning situation would better promote students’ spontaneous diagram use com-
pared to a non-interactive situation. Eighty-eight university students were ran-
domly assigned to one of two conditions: interactive and non-interactive. After 
reading a passage relating to the science and engineering area, participants in the 
interactive condition were requested to explain the content of the passage to an-
other participant next to them. In contrast, participants in the non-interactive 
condition were asked to record an explanation using an IC recorder by imagin-
ing that they were explaining to another person. A sheet of paper was provided 
to participants during the explanation, and diagram use on the paper was ana-
lyzed. The results revealed that students’ diagram use in the interactive condi-
tion was higher than in the non-interactive condition. This indicates that teach-
ers’ provision of interactive communication situations can effectively promote 
students’ likelihood of using diagrams spontaneously. 

Keywords: communicative learning situation, spontaneous diagram construc-
tion, diagram use in explanations, peer interaction, learning strategies. 

1 Introduction 

1.1 The Efficacy of Diagrams and the Reality of Students’ Diagram Use 

Diagrams are very powerful tools for learning and problem solving in various do-
mains [e.g., 1-5]. After the seminal paper by Larkin and Simon [2], many studies in 
psychology have demonstrated empirically that learners benefit from the effective use 
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of diagrams. For example, diagrams facilitate the construction of rich mental models 
when they are incorporated in scientific reading materials [e.g., 4, 5]. Based on the 
findings from various empirical studies, many educational materials and the instruc-
tion that teachers provide in classrooms now include a variety of diagrammatic repre-
sentations. Students’ manifestation of spontaneous use of diagrams (as well as other 
learning strategies) is generally considered as one important indication of the devel-
opment of autonomous learning. 

While some studies have revealed that constructing diagrams is not always effec-
tive in promoting successful problem solving particularly if learners lack necessary 
skills in diagram use or sufficient domain-related knowledge [6], many other studies 
have revealed that diagram construction and use brings about huge benefits in prob-
lem solving. For example, Hembree [7] demonstrated through a meta-analysis that 
constructing appropriate diagrams produced the largest effect size compared to other 
strategies in math word problem solving.  

Despite the expectations associated with such findings, the reality is that students 
often do not use diagrams spontaneously or effectively. Students’ poor diagram use 
has been identified as a problem in various reports based on educational practices: 
problems like failure in reasoning with diagrams, poor choice in types of diagrams to 
use, and lack of spontaneity in using diagrams have been pointed out [8, 9]. The exis-
tence of these problems suggests that, although the main concern of most diagrams 
research to date has been to demonstrate the effects of diagrams and elucidate the 
mechanisms by which diagrams contribute to the enhancement of the quality of learn-
ing [1-5], it would be equally important to address through research these problems 
that have been identified in student diagram use. 

Among the various student problems in diagram use, one of the most crucial is the 
lack of the spontaneity in use. Diagrams are generally considered as effective personal 
tools for problem solving and learning, and many teachers – especially in science- and 
math-related subject – use lots of diagrams when teaching in class. When students do 
not use diagrams spontaneously in learning situations, it has been pointed out that 
many of them end up failing in their attempts at problem solving and learning. The 
existence of this problem has been reported in psychological case studies in personal 
tutoring, as well as in survey-based studies that gauge student learning behaviors 
[e.g., 10]. This problem strongly suggests a need to bridge the gap between teachers’ 
awareness of the value of using diagrams, and students’ lack of spontaneity in using 
diagrams despite classroom modeling from their teachers. 

1.2 The Necessity of Creating Learning Situations in Which Diagram Use 
Becomes Inevitable 

An important question is why student do not use diagrams of their own volition in 
learning situations when it would be advantageous for them to do so. In a study con-
ducted by Uesaka, Manalo, and Ichikawa [10], one possible explanation was identi-
fied: the results they obtained suggest that students have a tendency to perceive dia-
grams as tools for teachers’ instruction, but not as tools for their own (the student’s) 
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use. Thus, one possible explanation for the lack of spontaneity in use is that students 
do not perceive diagrams as clearly beneficial or efficacious for their own use. 

However, only enhancing students’ perception of the usefulness of diagrams is 
unlikely to be sufficient in promoting their spontaneity in using diagrams as a strat-
egy: if they cannot construct the necessary diagrams confidently, they would probably 
be reluctant to use diagrams even if they are aware of their potential usefulness in 
various learning situations. In other words, students would probably need to possess 
sufficient drawing skills before they would actually use diagrams. Findings from the 
same study by Uesaka et al. [10], for instance, showed that students who perceived a 
higher cost for using diagrams – which probably stemmed from poor skills in con-
structing diagrams – tended not to use diagrams spontaneously. In a subsequent study, 
Uesaka, Manalo, and Ichikawa [11] were in fact able to experimentally demonstrate 
the positive effects of incorporating training in diagram drawing skills in an interven-
tion aimed at improving students’ spontaneity in diagram use when solving math 
word problems. Thus, in order to use diagrams more spontaneously, students may 
need to also develop the necessary drawing skills in addition to becoming better 
aware about the benefits of using diagrams. 

To promote students’ diagram drawing skills, creating learning situations in which 
students have to use diagrams could be effective. To achieve this goal, one typical 
teaching strategy is to provide opportunities for training in class. For example, the 
teacher could provide worksheets for students to use in practicing construction of 
diagrams for specified purposes, as well as provide feedback about the appropriate-
ness of the diagrams that students produce. The effectiveness of using this kind of 
instructional strategy has been confirmed [11]. Numerous other studies have also 
confirmed the effectiveness of utilizing teacher-provided direct instruction in enhanc-
ing student skills in using other learning strategies [e.g., 12, 13]. 

However, the direct instruction approach may not always be effective. Some stu-
dents believe that getting the correct solution in problem solving is sufficient and they 
neglect the importance of understanding the processes involved. For such students, 
teacher encouragement and instruction to use diagrams may not be enough. Uesaka et 
al. [11] already identified this possibility as they found evidence for a mediation ef-
fect of students’ outcome orientation on their strategy use. Other studies relating to 
student beliefs about learning also suggest that students’ strategy use is influenced by 
such beliefs [e.g., 14, 15]. Thus an important challenge is how to construct learning 
situations in which diagram use would become inevitable – even for such students. 

1.3 Diagrams as Communication Tools 

Diagrams are not only personal tools for problem solving but also effective interper-
sonal tools for communication (e.g., [16]; see also the review by Sacchett [17]). For 
example, Lyon [16] demonstrated that diagrams support communication in adults who 
have difficulties in communicating because of aphasia. In addition, as pointed out by 
Dufour-Janvier et al. [9], math teachers use a lot of diagrams in class for explaining 
how to solve problems and deepening students’ understanding. Apart from the re-
search areas of aphasia and math education, psychological researchers have also  
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emphasized the crucial role that diagrams serve in communication, even though many 
of these claims have been theoretical in approach and not always accompanied by 
empirical evidence [1]. Diagrams are therefore equally important as tools for commu-
nication as they are as tool for problem solving. 

When considering ways to create learning situations in which diagram use could 
become more or less inevitable, focusing on the communicative aspects of diagrams 
could be useful. If students experience a learning situation in which they need to pro-
vide explanations to other students, they are likely to encounter some difficulties 
when explaining only with the use of verbal expressions. In such situations, they are 
also likely to receive verbal and non-verbal feedback from their interlocutor, espe-
cially concerning aspects of their communication that might seem unclear – and this 
in turn could ‘make them’ use diagrams to supplement what they are saying. In fact, 
Uesaka et al. [10] had previously suggested the possibility of peer instructional learn-
ing situations additionally providing opportunities for improving students’ diagram 
construction skills via the interactions that occur. The effectiveness of using commu-
nicative learning situations instead of teacher-direct instruction has also been sug-
gested in the framework of ‘reciprocal teaching’, proposed by Palincsar and Brown 
[18] for promoting students’ reading strategy use. In this method, students are pro-
vided opportunities to use a reading strategy in communication as a kind of training to 
improve their skills in its use, but the method has been found to be effective also in 
promoting students’ use of the strategy when reading on their own. 

There is therefore the possibility that creating communicative learning situations 
could make diagram use inevitable for students, but this possibility had not been em-
pirically examined, as much of diagrams research on communication has not focused 
on the production aspect. This study therefore conducted such an examination. 

1.4 Overview of the Present Study 

The purpose of this study was to examine two hypotheses. The first hypothesis was 
that a learning situation that requires students to explain the content of what they have 
learned to other students would promote the generation of diagrams more than a situa-
tion without such opportunities to communicate with other students. The second hy-
pothesis was that actual interaction with other students is important, and students who 
are placed in a learning situation with actual interaction would spontaneously con-
struct more diagrams in explanation than students who are placed in a situation with-
out such interaction. Confirmation of these two hypotheses would in effect propose a 
practical teaching strategy – easily implementable in real classroom settings – for 
effectively promoting spontaneity in students’ use of diagrams as a learning strategy. 

To test these two hypotheses, two conditions were prepared. The first condition 
was an “interactive condition”, in which students were provided an opportunity to 
explain the passage that they had read to another student. This condition also provided 
opportunities for receiving questions from the other student during the interaction that 
ensued. The second condition was a “non-interactive condition”, in which students 
had a chance to explain the passage that they read, but the explanation was recorded 
on an IC recorder (i.e., “integrated circuit” or digital voice recorder) and provided to 
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the paired student later, so it did not provide opportunities for direct interaction or 
asking of questions during explanation. 

The diagrams that students in these two conditions spontaneously produced were 
analyzed: if the percentage of diagram use proved to be higher in the interactive con-
dition, the first hypothesis would be confirmed. Such a result would also suggest that, 
in a communicative learning situation, actual interaction is crucial (i.e., not just the 
provision of explanation) if the objective is to promote spontaneity in diagram use. 

Spontaneous diagram production in the present study pertained to instances during 
the explanation session when the students constructed and used a diagram – as no 
specific instruction was provided about how they should explain. In other words, the 
students could have simply used spoken or written words – and no diagrams – in their 
explanation. Even in the interactive condition, when the students were responding to 
their interlocutor, diagram use would have still been optional – and hence considered 
as spontaneous when it occurred. 

This study also analyzed the students’ verbal protocol data during the explanation 
sessions. It was hypothesized that, if feedback from the interlocutor during interaction 
is a key factor in promoting the use of diagrams, quantity of words uttered and length 
of speaking time would be greater in the interactive condition than in the non-
interactive condition. Also, if active feedback from the interlocutor promotes the  
desired student behavior during explanation, then it was predicted that pairs of partic-
ipants who engaged more actively in the communication process would produce more 
diagrams compared to pairs who were less actively engaged. Moreover, the types of 
questions used during the communication situations were coded to determine the 
types that might be most closely associated with the promotion of spontaneous  
diagram use.  

2 Method 

2.1 Participants and Experimental Design 

Eighty-eight students in a university in Japan participated voluntarily in the study. 
Participants were randomly assigned to one of two conditions: an interactive commu-
nication condition, and a non-interactive (monologue) communication condition. 
Only one pair of participants in the interactive condition was excluded, as the IC re-
corder did not work well during their explanation session. As a result, the number of 
pairs in the interactive condition was 21 (for a total of 42 participants), and the num-
ber of pairs in the non-interactive condition was 22 (for a total of 44 participants).  

2.2 Materials  

The materials used were two types of passages, written in Japanese, which were the 
same as those used in a study by Manalo and Uesaka [19]. One passage was about the 
human blood circulation, and the other was about how music is played from a com-
pact disk (CD). The passages contained only words; no diagrams or illustrations were 
included. Every effort was made to make the two passages as equivalent as possible in 
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length and amount of content. Four booklets were prepared: two containing the CD 
passage and two containing the circulation passage, with one in each case for use in 
the interactive condition and the other in the non-interactive condition. 

2.3 Procedure  

This study was conducted in groups. Students were randomly paired, and students in a 
pair sat next to each other during the entire experiment. Each pair was randomly as-
signed to one of the two conditions. The manipulation of the experiment was con-
ducted by providing them the different types of booklet. (However, the students did not 
know which condition they were assigned to until just prior to the beginning of the 
explanation phase.) Firstly, during the learning phase, all participants were requested to 
read the passage provided in their booklet and were informed that they would subse-
quently be asked to explain its content to another student who did not know about it. 
One participant in each pair read the circulation passage, and the other read the CD 
passage (randomly assigned and determined via the distribution of the booklets). 

Secondly, during the explanation phase, participants were informed via their book-
let which condition they were assigned to. Participants assigned to the interactive 
communication condition were requested to explain the content of the passage they 
had read to the participant they were paired with. A sheet of A4 paper was provided 
and they were permitted to use it freely when explaining the passage. Their verbal 
interaction was recorded using an IC recorder. The order in which the participants 
explained was left up to each pair to decide. When one participant had finished, they 
swapped roles. Each participant had up to a maximum of 5 minutes to explain. 

Participants in the non-interactive (monologue) condition were requested to ex-
plain to an IC recorder by imagining that they were explaining to another person. In 
this condition, as in the interactive condition, they were provided a sheet of A4 paper, 
and permitted to write anything on it during explanation. After recording their expla-
nation, they swapped their IC recorder with the participant they were paired with, and 
listened to the recording as well as looked at whatever details their partner had put on 
the A4 sheet. These were undertaken concurrently by each member of a pair. The 
maximum time given for explaining was again 5 minutes for each participant, and 
another 5 minutes were provided for listening with the use of a headset to the IC re-
corder in which his or her pair had recorded the explanation. The interactive and non-
interactive conditions were therefore identical in what participants had to do – except 
for whether direct interaction with the student they were paired with was possible or 
not during the time they were providing their explanation.  

Following completion of the explanation phase, participants were asked to com-
plete a quick comprehension assessment about the passage they had read, comprising 
of four questions that required short answers (e.g., “Where does the right ventricle 
pump blood to?” for the circulation passage). This assessment was carried out to 
check that the participants had sufficiently understood and could answer basic ques-
tions about the passage. However, no further consideration will be given to this com-
prehension assessment in this report as the participants in both conditions obtained 
high scores in it (suggesting they understood the passage they had read), and no rela-
tionship was found between those scores and the students’ diagram use. 
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explain to another student, they are more likely to spontaneously use diagrams. The 
result further emphasizes the necessity for the interactive component to be present for 
this effect to manifest in such communicative learning situations. Thus, the finding 
lends support to the first two hypotheses of this study.  

3.2 Analysis of Participants’ Protocols during Explanation 

Analysis of the Total Amount of Words and Time in the Two Conditions. To 
examine the possible mechanisms that would explain the promotion of diagram use 
among students in the interactive condition, students’ protocol data were analyzed. 
Before starting analysis, all students’ spoken data in the explanation session were 
transcribed to text data. The students’ starting and finishing times for their explana-
tions were also recorded. The total amounts of time and numbers of words spoken 
were calculated and compared between the two conditions. The means and standard 
deviations of these are shown in Table 2. The results of t-tests revealed that the total 
amount of time (t(41) = 4.54, p < .001) and the number of words (t(41) = 5.14, p < .001) 
were both significantly greater in the interactive condition compared to the non-
interactive condition. These results provide support for the assumption of this study 
that participants in the interactive condition likely received feedback from their inter-
locutor, increasing both the amount of time and the number of words used in explana-
tions. The provision of feedback, in turn, probably contributed to awareness of  
difficulties in explaining only with words, leading to the need to use diagrams. 

Table 2. Means (and SDs) of Time and Number of Words During Explanation 

Condition Total Time (sec.) Total Number of Words  

Interactive Communication  528 (82)  2574 (693) 
Non-Interactive Communication 407 (78)    1707 (369) 

Analysis of the Effect of Questioning in the Interactive Condition. In addition, if 
the assumption described above is correct, pairs in the interactive condition that 
communicated more actively (i.e., in which the interlocutor provided greater feedback 
to the explainer) might be expected to have produced more diagrams. To examine 
this, the transcripts of spoken communication in the interactive condition were ana-
lyzed. Firstly, the existence of questions was coded. If the interlocutor asked at least 
one question, then the “existence of question” was coded as “1”; otherwise, when no 
question was asked, it was coded as “0”. Two raters independently coded the data, 
and their coding was perfectly concordant: thus the kappa coefficient was 1. The per-
centages of diagram use in pairs with questions and without any question were com-
pared using the Chi-square test (see Table 3). The result revealed significantly higher 
diagram use in pairs in which at least one question was asked (88.2%) than in pairs 
without any question (25.0%) (χ2

(1) = 7.14, p = .01). This result provides support for 
the mechanism proposed in the previous subsection. 
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Table 3. Percentages of Diagram Use in the Interactive Condition According to 
Presence/Absence of Questions and Reference to Diagrams 

Category Present Absent  Chi-Square Value 

All Types of Questions  88.2% (15/17) 25.0% (1/ 4) 7.14** 
   Clarification Questions  87.5% (14/16) 40.0% (2/ 5) 4.74* 
   Extension Questions 100.0% (7/7) 64.3% (9/14) 3.24+ 
Reference to Diagram 100.0% (5/5)    68.8% (11/16) 2.05 

+p < .10.  *p < .05.  **p < .01. 

Analysis of the Effect of the Quality of Questions in the Interactive Condition.     
In a further effort to better understand what was happening in the interactive condi-
tion, the quality of the questions that were asked was analyzed. To achieve this goal, 
the kinds of questions asked were coded. Firstly, the existence of “clarification ques-
tions” was coded, in which the interlocutor asked questions to confirm his or her un-
derstanding (e.g., “Do you mean that in a CD the information is recorded only as a 
number?)” or to make clear the information provided by the explainer (“Could you 
explain again how the ‘valve’ works?”). If at least one such question was asked, a 
coding of “1” was given to the pair; otherwise, the pair was given a “0”. Two raters 
independently coded the data, and the coding was again perfectly concordant: thus the 
kappa coefficient was 1. The percentages of diagram use in groups with and without 
clarification questions were compared using the Chi-square test. The result was sig-
nificant (χ2

(1) = 4.74, p = .03). As shown in Table 3, this means that spontaneous use 
of diagrams in explanation was more frequent in the pairs in which at least one clari-
fication question was asked (87.5%), compared to pairs in which no such question 
was asked (40.0%).  

Secondly, the existence of “extension questions” was coded. For the purposes of 
this study, extension questions were those in which the kind of information sought 
went beyond clarification of specific content from the passage being explained, and 
more toward extending the questioner’s understanding (e.g., “How is sound recorded 
in a CD when there are multiple sources of sound coming in?”). If the spoken com-
munication in a pair included at least one extension question, the pair was coded as 
“1”; otherwise a coding of “0” was given. Two raters independently coded the data, 
and their coding differed only in one case. The kappa coefficient was 0.89, which was 
almost perfectly concordant. The percentages of diagram use between groups with 
and without extension questions were compared using the Chi-square test (see Table 
3). Although the result only approached significance (χ2

(1) = 3.28, p = .07), it suggests 
that diagram use in explanation was more frequent in the pairs with at least one exten-
sion question (100%) than in the pairs without any such question (64.3%).  

Analysis of the Effect of Direct Reference to Diagrams in the Interactive Condi-
tion. One of the interesting features of the spoken data in the interactive condition 
was that sometimes the interlocutor made direct reference to diagrams. In one particu-
lar case, for example, the interlocutor directly asked the explainer, “Could you draw a 
diagram?” Although the number of such references was limited (there were only five 
such instances in total), the possible effect on diagram use of this type of communication 
was analyzed. If the spoken communication in a pair in the interactive condition included 
at least one direct reference to diagrams from the interlocutor, it was coded as “1”, 



102 Y. Uesaka and E. Manalo 

 

otherwise a coding of “0” was given. Two raters independently coded the data, and 
their coding differed only in one case. The kappa coefficient was 0.88, which was 
almost perfectly concordant. The percentages of diagram use in groups with and 
without direct reference to diagrams were compared using the Chi-square test (see 
Table 3). Although the result was not significant (χ2

 (1) = 2.05, p = .15) as the number 
of cases in which direct reference to diagrams was made was limited, all the pairs in 
which such reference was made manifested diagram use – suggesting the effective-
ness of such direct reference to the target strategy. Note however that, in such cases, 
the interlocutor’s reference to diagrams would have provided a direct or indirect hint 
for the explainer to use a diagram. Strictly speaking, therefore, diagram use in the five 
such cases would not have been spontaneous. 

3.3 Examples of Participants’ Protocol Data During Explanation 

To better understand the role of feedback in promoting the use of diagrams in expla-
nation, this section introduces some examples of spoken communication in pairs as-
signed to the interactive condition.  

Example of a pair without any question in communication. The first example 
shown below is from a pair coded as “without any question”. 

A (explainer): [Explaining the passage] … do you have any question? 
B (interlocutor): No. [At this point, the communication finished.] 

In such a pair, as shown in Table 1 and Table 3, the percentage of using diagrams was 
lower (25.0%) than in the non-interactive condition (45.5%). This result suggests that 
even if an interactive learning situation is set up, diagram use among students would 
not be enhanced if questioning or feedback in the communication within the pair do 
not occur. 

Example of a pair with clarification questions in communication. The second 
example shown below is from a pair coded as “with clarification question”.  

A (explainer): The upper and lower parts of the heart are divided into the 
atrium and the ventricle. 
B (interlocutor): Which is the atrium? 
A: The upper part is the atrium and the lower part is the ventricle. 

This example shows the interlocutor actively asking questions of the explainer in 
order to better understand what the explainer described. The finding of higher dia-
gram use in such pairs may be due to the explainer experiencing a need to explain 
better and in more detail – thus making him or her consider other ways to clarify what 
he or she just explained. In turn, this may make the explainer consider and use  
diagrams in such efforts. 

Example of a pair with extension questions as well as clarification questions in 
communication. The following example is one that includes extension questions as 
well as clarification questions. 
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A (explainer): … do you have any question? 
B (interlocutor): Yes, I’ve got two. Firstly, I could not really understand what 
“sampling” means [this is the clarification question] and, secondly, I cannot 
imagine how closely the pits are etched. The total length of the pits is 6 km, so 
I wonder how minutely they have to etch in the small area of the disk [this is 
the extension question]. 

As shown in this case, most of the pairs in which at least one extension question was 
asked also included asking of clarification questions (this occurred in 6 out of 7 pairs 
with extension questions). This type of question might be produced as a result of seek-
ing deeper understanding from the interlocutor. Although the effect found from use of 
the extension question only approached significance (this may have happened because 
the number of pairs with this type of question was limited), the percentage of diagram 
use in pairs with extension questions was 100%. This percentage is higher than the per-
centage of diagram use in the pairs with clarification questions (with or without other 
questions) (88%), and in the pairs with only clarification questions (80%). These results 
suggest the possibility that questions to explore deeper understanding, rather than just 
seeking clarification of the explanation, may provide more effective feedback and thus 
better promote the explainer’s use of diagrams in explanation. 

Example of Pair with Reference to Diagrams in Communication. The final exam-
ple shown below is from a pair in which a direct reference to diagrams was made. 

A (explainer): ... The right side sends the blood to the lungs and the left side 
sends to the body. 
B (interlocutor): The right side goes to the lungs? 
A: Yes, the lungs. 
… 
B: You are not using any diagram and you appear to be speaking just off the 
top of your head …[here B hinted at experiencing some difficulty in under-
standing without the inclusion of diagrams]. 
A: Ok, I will draw. This side goes to the lungs and … [A started to explain by 
drawing a diagram]. 

As clearly shown in this example, the interlocutor suggested the use of an external 
representation to the explainer. He hinted at experiencing some difficulty in under-
standing without seeing what it looked like, and it prompted the explainer to start 
drawing a diagram. Although the number of such pairs was limited, in most of the 
pairs where a reference was made to diagrams, a direct or indirect suggestion was 
made by the interlocutor to the explainer to use a diagram in explaining. 

4 Discussion 

4.1 The Effects of Communicative Learning Situations on Diagram Use  

The key finding in the present study was that students in the interactive condition 
used more diagrams than students in the non-interactive condition, even though stu-
dents in both conditions were required to explain. This suggests that interactivity in 
communicative learning situations has a unique effect on students’ diagram use,  
an effect that cannot be attributed simply to explaining. This result supports the two 
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hypotheses proposed in the current study, and they reveal positive, beneficial effects 
of communicative learning situations on diagram use, which had not previously been 
identified in diagrams research. 

In the analysis of the students’ protocol data during the explanation sessions, one 
clear finding was that pairs in the interactive condition in which questions were asked 
produced more diagrams than the pairs in which no questions were asked. In addition, 
all pairs in the interactive condition where extension questions were asked used dia-
grams during explanation, and pairs in which clarification questions were asked pro-
duced more diagrams than pairs in which no such questions were asked. These results 
suggest that the interlocutor’s provision of active feedback in order to more deeply 
understand the information being provided, makes the explainer feel a need to utilize 
more devices – other than spoken words – in the explanation being provided, and this 
may make them resort to the use of diagrams. 

The process proposed above may appear viable only if the explainer is aware of the 
benefits that diagram use can bring to explanations. However, analysis of the protocol 
data obtained in this study also revealed instances where the explainer appeared to 
have acquired awareness of the value of using diagrams during the actual process of 
explaining. In particular, this appeared to be the case in interactive condition pairs 
where the interlocutor encouraged the explainer to use a diagram to help him or her to 
understand more clearly. In such pairs, where a reference to diagram use was made, 
all explainers ended up using a diagram in their explanation. Thus in the interactive 
condition, diagram use appeared to have been promoted both by the explainer’s own 
realization of a need to explain more clearly, as well as the interlocutor’s encourage-
ment or hint for the explainer to use diagrams in order to clarify the explanation being 
provided. The effect observed here further highlights a complementarity benefit (i.e., 
the explainer and the interlocutor complement what each other knows – in this case 
about the usefulness of constructing a diagram during explanation) that is only possi-
ble if the communicative learning situation is interactive. 

4.2 Implications for Diagrams and Other Research Areas 

The present study revealed that communicative learning situations can promote stu-
dent motivation to use diagrams when they are explaining. Moreover, it examined the 
processes that might explain why such situations promote diagram use in explanation 
by analyzing student protocol data. By doing so, it has put forward a new perspective 
or approach to examining diagram use in communicative learning situations. 

The present study’s examination of the construction of diagrams in an actual learn-
ing context is another contribution it makes to diagrams research. As previously 
noted, the majority of studies relating to diagram use have targeted the effect of dia-
grams provided by the experimenter. However, when considering real learning situa-
tions, diagrams are not always provided and the usual expectation is that learners 
would construct appropriate diagrams by themselves. This aspect of students’ sponta-
neous construction of diagrams – by themselves – tend to have been overlooked in this 
research area, despite its apparent importance in real educational contexts. 

The findings of the present study also contribute to other research areas, like that of 
collaborative learning. Demonstrating the effects of collaborative learning is one im-
portant topic in psychology (e.g., [20]). For example, Miyake [21] demonstrated that 
collaborative learning promotes students’ deep understanding of how a machine 
might work. The Miyake study also revealed the importance of questioning in  
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promoting deep understanding, which is something it has in common with the find-
ings of the present study. However, the Miyake study and other previous studies had 
not looked into the effect of collaborative learning situations in promoting students’ 
motivation to use external representations, or diagrams, in explanation. Thus, in ex-
amining this particular effect, the present study has identified another specific effect 
or educational benefit of collaborative learning situations. In addition, the findings of 
this study suggest that diagrammatic notations tend to be automatically shared in pairs 
(or at least, assumed by members of the pair to be shared), as no questions relating to 
diagrammatic notations appeared in participants’ protocol. This aspect concerning 
how people acquire and share understanding of diagrammatic notations is an interest-
ing point that warrants examination in future research. 

Finally, the present study also proposes a concrete, practical approach to promoting 
spontaneous strategy use among students. More specifically, it proposes the use of 
communicative learning situations designed so that students would need to use a tar-
get strategy in order to satisfactorily complete the assigned task. This proposed ap-
proach is different from instructional approaches in which the teacher simply provides 
training to students, and the results obtained in this study indicate its efficacy. It can 
be argued that this approach is more ecologically valid, in that the motivation that is 
created for spontaneously using the target strategy is instigated by a need that fre-
quently arises naturally in real learning contexts.  

4.3 Implications for Educational Practices 

As previously explained, students tend not to use diagrams of their own volition [e.g., 
10], especially students who have an orientation toward simply “obtaining the right 
answer” (i.e., ignoring the thinking processes involved in obtaining the answer) [11]. 
For such students, instruction and encouragement to use diagrams are usually insuffi-
cient to make them spontaneously use diagrams. To address this problem, this study 
proposed the use of interactive peer communication situations, and demonstrated that 
it can produce the desired result of motivating students to use diagrams. 

Developing interventions for improving students’ ability to use diagrams is impor-
tant, particularly interventions that can easily be used in real educational settings to 
address the manifested problems. Among the many student problems that have been 
identified, the lack of spontaneity in using diagrams has been pointed out as the most 
serious because teachers themselves do not understand this problem sufficiently even 
though they may have observed or confirmed its existence among many students. In 
fact, there is research evidence indicating that teachers are particularly poor at predict-
ing students’ spontaneity (or lack of) in using diagrams [22].  

Although the present study has not developed an intervention that can improve the 
spontaneity of diagram use in students’ own, independent learning situations, its find-
ings suggest that the spontaneity that students had demonstrated in diagram use in the 
interactive learning situations could generalize beyond those specific situations and 
thus contribute more widely to addressing the problem.  

4.4 Directions for Future Research 

One important topic that ought to be examined in future research is the effect of non-
verbal feedback, such as gestures, facial expressions, and possibly even vocal intona-
tions. Although this study proposed the importance of verbal feedback as well as set 
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up communicative learning situations in which verbal feedback was a central compo-
nent, the likely importance of nonverbal feedback – even in such situations – cannot 
be ignored or neglected. The kinds of data that had been gathered in the present study 
did not allow for the investigation of the nonverbal component. However, nonverbal 
feedback during the student interactions could have also contributed to motivating 
students to use diagrams in providing their explanations. Hence, examining that po-
tential contribution to the promotion of diagram – and possibly other strategy – use 
would be important in future research.  

In the present study, the actual content of the explanations that participants pro-
vided (verbal and written) was analyzed only to measure duration (of speech), and to 
identify the presence of diagrams and expression of questions. One useful direction to 
take in future research would be to more carefully examine and analyze the content of 
what the students represent verbally (i.e., in text and/or speech) and visually (i.e., in 
diagrams) – particularly the extent to which such representations might complement 
or duplicate each other [cf. 5]. Such examination could provide useful insights into 
the functions that text/words and diagrams might be seen to serve in communicating 
information to others. 

Another point which should be examined in future research is the effect of com-
municative learning situations in promoting students’ future spontaneous diagram use, 
especially in students’ own learning situations, when they are working by themselves. 
Although previous studies have demonstrated that communicative learning situations 
in math problem solving contexts promote future spontaneous use of diagrams [23], 
these previous studies included other interventions such as teacher-provided instruc-
tion about the efficacy of diagram use. Thus, examining the effect of communicative 
learning situations on their own would be important to better understand the mechan-
isms involved in effecting desired change in student learning behaviors. 
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Abstract. Euler diagrams, used to visualize data and as a basis for vi-
sual languages, are an effective representation of information, but they
can become cluttered. Previous research established a measure of Euler
diagram clutter, empirically shown to correspond with how people per-
ceive clutter. However, the impact of clutter on user understanding is
unknown. An empirical study was executed with three levels of diagram
clutter. We found a significant effect: increased diagram clutter leads to
significantly worse performance, measured by time and error rates. In
addition, we found a significant effect of zone (a region in the diagram)
clutter on time and error rates. Surprisingly, the zones with a middle
level of clutter had the highest error rate compared to the zones with
lowest and the highest clutter. Also, the questions whose answers were
placed in zones with medium clutter had the highest mean time taken to
answer questions. In conclusion, both diagram clutter and zone clutter
impact the interpretation of Euler diagrams. Consequently, future work
will establish whether a single, but cluttered, Euler diagram is a more
effective representation of information than multiple, but less cluttered,
Euler diagrams.

Keywords: Euler diagrams, clutter, diagram comprehension.

1 Introduction

Clutter has long been recognized as a potential barrier to effective communica-
tion when visualizing information. In the current climate, where we have access
to ever increasing quantities of information, understanding the impact of clutter,
and how to reduce it where necessary, is important. Ellis and Dix argue that it is
“important to have a clear understanding of clutter reduction techniques in order
to design visualizations that can effectively uncover patterns and trends...” [1].
Bertini et al. argue along similar lines, and they devise an approach to analyze
and reduce clutter in an information visualization context [2].

This paper focuses on Euler diagrams, which are used for both information
visualization and logical reasoning. These diagrams represent sets using closed
curves, with their spatial relationships conveying meaning. For instance, two
non-overlapping curves represent disjoint sets and so forth. Euler diagrams have
been used to visualize gene expression data [3] in the biomedical domain and
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Fig. 1. An Euler diagram annotated with the zone clutter scores

have been used many times in Nature and affiliated journals [4]. With regard to
logical systems, contributions include [5–7], which propose methods of reasoning
with Euler diagrams. In such systems, items are often visualized within sets to
convey information beyond disjointness and subset relationships.

Research has suggested that to use Euler Diagrams successfully we need to
understand when they can be effectively interpreted [8–12]. These research con-
tributions tell us that users can understand Euler diagrams but it does not tell
us how cluttered an Euler diagram can become before user understanding is
significantly reduced. John et al. [13], established a measure of Euler diagram
clutter that could be computed from the zones in the diagram. Each zone con-
tributes n to the diagram’s clutter score, where n is the number of curves that
the zone is inside (in [13], this clutter measure is called the contour score). For
example, the diagram in Fig. 1 has 26 zones and a clutter score of 58. In this
diagram, the zones are annotated with their contribution to the clutter score,
with the subscripts used to distinguish zones with the same contribution. The
diagrams in Figs. 1, 2 and 3 exhibit three different clutter scores, with Fig. 1
being considered least cluttered and Fig. 3 being most cluttered. John et al. em-
pirically established that this way of measuring Euler diagram clutter met with
user expectations: diagrams with a higher clutter score were generally considered
more cluttered by the study participants. However, no attempt has been made
to establish the impact of Euler diagram clutter on user comprehension.
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Fig. 2. An Euler diagram with medium clutter

This paper focuses on two distinct features with respect to clutter in the con-
text of interpreting Euler diagrams. First, we see whether Euler diagrams are
significantly harder to interpret as the clutter score increases. As well as the
clutter score for the diagram, each zone can be thought of as having a contribu-
tion to the clutter score. By asking questions of the information contained in the
diagram, users have to focus their attention on the zones. The placement of the
information needed to answer the question is contained within zones and could
impact on the speed and accuracy with which the information is extracted. We
therefore set out to determine whether the clutter score attributable to the zone
in which the desired information for answering a question is located significantly
impacts user performance. In section 2 we present the experiment design. Sec-
tion 3 describes how we executed the experiment and section 4 presents the ex-
periment results. In section 5 we offer conclusions and discussion on future work.
The diagrams used in the study, along with the raw data collected can be found
at https://sites.google.com/site/msapro/evaluating-the-impact-of
-clutter-in-euler-diagrams.

2 Experiment Design

This paper now proceeds to present an empirical study undertaken to answer the
questions: “does Euler diagram clutter affect user comprehension?” and “does
zone clutter affect user comprehension?” The study follows a within-group de-
sign, where each participant is shown a set of diagrams with varying amounts
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Fig. 3. An Euler diagram annotated with the curve clutter scores

of clutter and is asked questions about the information in these diagrams. Con-
sistent with other research contributions towards understanding user compre-
hension [10, 14–16], two primary variables were recorded: the time taken to
answer the question and whether the question had been answered correctly.
Moreover, we also set a limit of 2 minutes to answer questions and all timeouts
were recorded. If clutter level affects comprehension then we would expect to
see a significant difference between the means of the time taken to answer the
questions by the participants or the error rates over the different levels of clutter.

2.1 Study Details and Question Types

The participants of the study were students from the School of Computing, En-
gineering and Mathematics in University of Brighton. Consistent with Rodgers
et al. [12], the diagrams were drawn with pseudo-real data that represent stu-
dents taking university modules. This ensured that the diagrams were relevant to
the participants, by representing information about hypothetical Computer Sci-
ence modules (the curve labels) taken by students (represented by names inside
the curves). This choice will reduce any risk that could arise if the participants
needed to learn about the information represented by the diagrams and, since
the context is hypothetical, ensure that prior knowledge cannot be used. The
modules names were based on modules commonly found in British undergrad-
uate computing courses. We avoided using module names that look similar or
share the first syllable within the same diagram, because that could confuse the
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participants, as was found in the pilot study. Furthermore, the module names
were placed outside the relevant curve avoiding places that could lead to con-
fusion as much as possible (such as identifying which label was associated with
which curve).

The student names were decided to be first name only, a randomised mixture
of both male and female names across a variety of ethnicities to reduce any bias
that could occur if we chose the names manually. The length of the student
names were 3 to 5 letters, to reduce the risk of having a name which could be
identified without the need for full reading of the diagram: names of particularly
different lengths would be obvious.

Three types of questions were used in the study: “Who”, “How many”, and
“Which”, following Rodgers et al. [12] and Blake et al. [10] who conducted user
performance studies on Euler diagrams. All the questions were multiple choice
and had five choices of answers. Examples of the questions are:

1. Who of the following is taking MULTIMEDIA but not AUDITING, CON-
CURRENCY or GAMES PROGRAMMING?

2. How many students are taking ACCOUNTANCY and NATURAL COM-
PUTATION but not FINANCIAL SERVICES?

3. Which one of the following modules is being taken by 7 students?

The questions 1, 2, and 3 were asked of the diagrams in Figs. 1, 2, and 3
respectively. When participants were asked a “How many” question, they were
required to type in the names of the students they had counted. For the response
to be classed as correct, the set of names has to be correct.

2.2 Levels of Diagram Clutter

Previous research gave us a method to measure the complexity of Euler diagrams,
called the contour score (CS) [13]. The CS for a diagram is the sum of all zone
scores (ZSs) of the diagram: for each zone, the ZS is the number of curves
(often called contours) that contain the zone. Each zone is uniquely described
by the curves that it is inside. For example, the diagram in Fig. 4 has a zone
inside the two curves A and C (but outside B). This zone can be described by
AC, however to differentiate zones from curves, we write this as ac and blur
the distinction between the zone itself and this description. This diagram, thus,
has zones {a, b, c, ab, ac, bc, abc} and the score for each zone is: 1, 1, 1, 2, 2, 2, 3.
Therefore, the CS for this diagram is 12. Another method of calculating the
CS of a diagram is by counting how many zones are inside each curve within
the diagram, we call this measure the curve contour scores (CCS), and summing
these across all curves in the diagram. For example, each of the 3 curves in Fig. 4
has 4 zones. Both methods produce the same score.

In order to establish whether diagram clutter impacts performance when inter-
preting diagrams, we used three different levels of diagram clutter in the study.
It was felt important that the diagrams were sufficiently complex to demand
notable cognitive effort by the study’s participants. Given this, the diagrams
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Fig. 4. How to calculate the CS

were chosen so that their CSs were: 50±20% (low CS), 150±20% (medium CS),
and 250± 20% (high CS). The three diagrams in Figs. 1, 2, and 3 have CSs of
54, 145, and 200 respectively. For the study, nine diagrams were drawn which
represent the three levels of diagram clutter. These diagrams were rotated to
create 27 diagrams in total, explained further below.

2.3 Levels of Zone Clutter

With regard to whether the zone clutter impacts performance when interpreting
diagrams, questions were devised so that the zones that required attention to
extract the answer also exhibited three clutter levels. For example, in Fig. 4 we
see the zones {a, b, c} have a ZS of 1, and the zones {ab, ac, bc} have a ZS of
2 and the zone {abc} has a ZS of 3. So, there are three levels of zone clutter
within the diagram. The diagrams used in the study were divided into three sets
reflecting three different levels of ZS. This method was used for two types of
question “How many” and “Who”, since those question types require users to
focus on particular zones.

The diagrams used for investigating the impact of ZS were generated using six
diagrams, which are designed for questions type “How many” and “Who”, of the
nine diagrams created by considering the CS. This was achieved by randomly
rotating the original six diagrams, noting the result Blake et al. [10] which em-
pirically established that diagram orientation does not significantly affect user
comprehension of Euler diagrams. In order to avoid learning effect, the curves in
the diagrams were relabelled after rotation. Each diagram thus yielded two more
diagrams, giving six sets of three diagrams (18 diagrams in total for “How many”
and “Who” questions). One of these three sets of diagrams would be subject to
a question whose answer placement was a zone with low ZS, one with a medium
ZS and, lastly, with a high ZS. In Fig. 1, there are zones with ZS of 1, 2, 3 and 4.
We partitioned these scores into three categories (called low, medium and high),
in this example {1}, {2, 3} and {4}. In the example in Fig. 1, there are 7 zones
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categorised as having low ZS, 16 zones categorised as having medium ZS (9 with
a ZS of 2, and 7 with a ZS of 3), and 2 zones categorised as having high ZS.

The actual zone for which the question would be asked was then chosen ran-
domly from within the respective zone clutter group. The zones selected for the
shown diagram and its rotated versions were: zone number 13 (low), zone num-
ber 27 (medium), and zone number 42 (high). The stars (�) in Fig. 1 identify
these zones. If zone clutter has an impact on comprehension then we expect
to see significant differences between performance data when grouping the 18
diagrams by ZS.

2.4 Levels of Curve Clutter

The third type of question “Which”, requires participants to count the number
of items in a curve. So, we need to focus on the whole curve instead of the
zone to get the answers of the questions. For example, in Fig. 3 we see the
curve UML has a CCS of 7, and the curve FINANCIAL SERVICES has a CCS
of 10 and so on. Thus, there are different levels of curve clutter within these
diagrams. For “Which” questions we designed another three diagrams reflecting
three different levels of CCS (9 diagrams in total after rotation). We decided
to only ask “Which” questions of the curves that have a maximum of 15 zones,
to prevent the task becoming too difficult. In Fig. 3, there are 13 curves and
the curves that have 15 zones or fewer have the CCSs (6, 7, 8, 9, 10, 10, 12,
12, and 14). We partition the curves in the manner as we partitioned zones in
section 2.3, labelling a curve as having either low, medium or high curve clutter.
The actual curve from the respective curve clutter group was chosen randomly.
The curves selected for the shown diagram and its rotated versions were: curve
number 7 (low), curve number 9 (medium), and curve number 121 (high). The
stars (�) in Fig. 3 represent the chosen curves.

2.5 Euler Diagram Layout and Characteristics

As can be seen from table 1, the diagrams were divided into nine characteristic
types; the number of sets represented is the number of curves and the number
of student names is the number of items. For each characteristic type there were
three diagrams: an original diagram and its two rotated versions. The three
diagrams of each characteristic type were allocated the same type of question
but with three different ZSs for the answer placement.

In all the diagrams, data items were roughly evenly distributed within the
zones, and at least one data item was placed within each zone. Requiring that
each zone contained at least one item placed a lower bound on the total number
of items to be used. The number of data items was chosen to be large enough so
that, again, answering the question required cognitive effort. Furthermore, the
number of data items in the diagrams designed for “Which” questions was 70
with maximum of 15 in each curve for all the three levels of diagram clutter:
we did not want the number of items to affect the time taken to answer the
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Table 1. The Characteristics of first set of diagrams

Questions types Who How many Which
�����������

Clutter
Score

Number of
Curves 7 Curves 10 Curves 13 Curves

50± 20% 50 items 50 items 70 items

150 ± 20% 70 items 70 items 70 items

250 ± 20% 80 items 80 items 70 items

questions. This decision was made because when too many items were in each
curve, answering the question could take more time and result in counting errors.

When drawing the diagrams for the study, we were careful to control their
layout features, to minimize (so far as practically possible) unintended variation.
First, the diagrams are designed to be well-matched [17] and well-formed [18]
which is known to produce more effective diagrams [12]. Additionally, to
strengthen the study and to make sure all the diagrams have consistent lay-
out features that correlate positively with usability, we adopted the following six
drawing guidelines, following [10] and using results on comprehension from [8]:

1. All diagrams were drawn with black curves and were drawn in an area of
765× 765 pixels.

2. The stroke width for the curves was set to 2 pixels.
3. The curve labels were written using upper case letters in Time New Roman,

14 point size, font in bold.
4. Data items were written using lowercase letters, except that the first letter

was capitalized, and with Ariel 12 point size font.
5. Data items were evenly distributed within the zones.
6. Each curve label was placed outside the curve and placed close to the curve.

Guidelines 1-6 are from [10], but they are not sufficient to control variability
across diagrams in our study. We further stipulate the following layout guidelines:

7. All curves drawn using irregular shapes but with smooth and diverging lines.
8. The curve labels do not have the same first word.
9. There is at least one data item within each zone.

We used smooth curves as jagged lines can negatively affect user comprehen-
sion [8], irregular curves so that we could make zone areas roughly equal, and
diverging lines to make it easier to see the path taken by each curve.

2.6 Research Software

To collect the data from the participants, we extended the software developed by
Blake et al. [10]. The software is used to display the diagrams and the questions,
gather the answers given to the questions by the participants and measure the
time taken to answer each question. The time taken to answer each question was
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counted starting from the instant a question was displayed until the instant a
participant had selected an answer to the question, measured in units of 1/60th

of a second. The software allowed the participant to rest between the questions
and they could continue with the next question whenever they were ready. There
was a time limit of two minutes for each question. The participants had to answer
the question in this time and if they failed to answer, the software registered a
timeout. To present the second type of question, “How many”, the time taken
to answer the question also stopped when the answer was selected from the
multiple choice list and did not record the time taken to enter the names. The
software was used for two phases of the experiment, a training phase and the
main study phase. The training phase was to make sure the participants knew
how to use the software, and to make them familiar with the Euler diagrams and
the questions. In the training phase, the software presented three Euler diagrams
with their questions in a random order. The diagrams used in the training phase
were chosen from the rotated version of original diagrams but the rotation was
different to the diagrams used in the main study. The participants were exposed
to one example of each level of Euler diagram CS and question type (Who, How
many, and How). In the main study phase, the research software presented all
of the 27 diagrams to the participants one at a time in random order.

3 Experiment Execution

Initially five participants (3 M, 2 F, ages 19-44) took part in a pilot study. A
problem was revealed with curves names that look similar or share the first syl-
lable: this could confuse the participants and cause high error rate. However,
during the pilot, all the questions were answered in the two minutes time al-
lowed. Before we executed the main experiment the curves labels were changed
to make them easier to distinguish. The main experiment was carried out with 30
participants (21 M, 9 F, ages 17-65). All the participants were students from the
School of Computing, Engineering and Mathematics at University of Brighton.
The experiment was performed on the university campus on a weekday between
9am and 5pm. The participants performed the experiment within a usability
laboratory that provided a quiet environment free from interruption and noise.
Each participant was alone during the experiment, except that the experimen-
tal facilitator was present, to avoid any interruption. The same computer and
monitor were used by all participants. All the participants were treated in the
same way during the experiment. Each participant was informed not to discuss
the detail of the study with the other participants who are yet to perform the
experiment. Each participant was paid £6, in the form of a canteen voucher, to
take part in the study.

There were three phases for the experiment. First is the introduction and the
paper based training phase, the experimental facilitator used the introduction
script to introduce the participant to Euler diagrams and the type of questions
they will see during the experiment. The participants then started the second,
computer based training, phase where the participants had the chance to use
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Table 2. ANOVA for time log (Diagram Clutter)

Source DF SS MS F P

Participant 29 8.65 0.30 12.50 0.000

Diagram Clutter 2 6.95 3.48 139.78 0.000

Error 232 5.27 0.02

Total 809 50.54

the experiment software to answer three questions in the two minutes given for
each question without interruption from the experiment facilitator. If a training
question was answered incorrectly, the experimental facilitator went through
the question with the participant. If the participant wished to continue then
the third, main study, phase where we collected the quantitative data for our
analysis. The participant was not interrupted or given any help during this phase.

4 Experiment Results

Given the collected data (time and error), there are two types of analysis we can
perform. For diagram clutter, we can determine whether significant differences
exist between each CS group (comprising nine diagrams) and both time taken
and error rate. Likewise, the nine diagrams for each ZS group can be analyzed
with respect to time taken and error rate. The results presented in this section
are based on the data collected from the 30 participants in the main study phase,
each answering 27 questions, yielding 27× 30 = 810 observations.

To analyze the statistical distribution of time data, in both cases, we used an
ANOVA test. In order to carry out this test, the time data needs to be normal.
We normalized the data by applying the log function to the time taken. The
statistical tests of significance presented below are derived from this normalized
data.

4.1 Analysis of Time Data

To analyse the time data we used the ANOVA calculations presented in table 2.

Diagram Clutter: The observed means are 29.20 seconds for low diagram
clutter, 38.50 seconds for medium diagram clutter, and 49.77 seconds for high
diagram clutter. The ANOVA test results in table 2, in the row for diagram
clutter, we can see the p-value is 0.000. We therefore reject the hypothesis that
“the mean time taken to interpret Euler diagrams does not alter significantly as
diagram clutter increases”. Pairwise comparisons between means for the three
diagram clutter levels yield p-values of 0.000, so all three means of the time
taken to answer the questions are significantly different from each other. In con-
clusion, diagram clutter does impact the time taken to interpret Euler diagrams.
Unsurprisingly, as clutter increases, so does time taken.
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Table 3. ANOVA for time log (Diagram Clutter and Zone Clutter)

Source DF SS MS F P

Participant 29 5.75 0.20 9.23 0.000

Diagram Clutter 2 8.54 4.27 171.85 0.000

Zone Clutter 2 0.38 0.19 8.92 0.000

Diagram Clutter * Zone Clutter 4 3.14 0.78 46.25 0.000

Error 116 2.14 0.02

Total 539 33.29

Zone Clutter: The observed means are 40.09 seconds for low zone clutter, 47.06
seconds for medium zone clutter, and 43.98 seconds for high zone clutter. The
ANOVA test results in table 3 in the row of zone clutter, the p-value is 0.000. We
therefore reject the hypothesis “the mean time taken to interpret diagrams does
not alter significantly as the clutter of the zone increases in which the answer
is placed”. Pairwise comparisons between the three zone clutter levels shows
that the mean time taken with low zone clutter is significantly different from
the mean times taken with medium and high zone clutter. However, although
the results show a difference between the mean times taken with medium zone
clutter and high zone clutter, the p-value is 0.052 (which is greater than 0.05), so
this result is (just) not statistically significant. In conclusion, zone clutter does
impact the time taken to interpret Euler diagrams. Surprisingly, medium levels
of clutter increase time taken.

Interaction between Diagram Clutter and Zone Clutter: We showed
that each of diagram clutter and zone clutter have their own effect on user
comprehension of Euler diagrams. However, it could be that we have to consider
both of diagram clutter and zone clutter to improve the comprehension of Euler
diagrams. Fig. 5 shows the interaction between diagram clutter and zone clutter.

The statistical results of the pairwise comparisons of the interaction between
zone clutter and diagram clutter shows that if the zone clutter is low there is sig-
nificant difference between all three diagram clutter levels (the observed means
are 30.17 seconds for low diagram clutter, 35.81 seconds for medium diagram
clutter, and 54.28 seconds for high diagram clutter). Moreover, when the zone
clutter is medium there is significant difference between all the three diagram
clutter levels (the observed means are 20.61 seconds for low diagram clutter,
53.42 seconds for medium diagram clutter, and 67.14 seconds for high diagram
clutter). Additionally, if zone clutter is high there is a significant difference be-
tween the time taken to answer the questions of all diagrams with high diagram
clutter (52.33 seconds) and the time taken to answer the questions of all di-
agrams with low (37.35 seconds) or medium diagram clutter (42.26 seconds),
because the p-value in both cases is 0.000. Nevertheless, there is no significant
difference between the time taken to answer the questions of all diagrams with
low diagram clutter and the time taken to answer the questions of all diagrams
with medium diagram clutter when zone clutter is high, because the p-value is
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Fig. 5. The interaction between diagram clutter and zone clutter

0.073 (which is higher than 0.05). The results suggest that the combination of
diagram clutter and zone clutter impacts on the time taken to interpret Euler
diagrams.

4.2 Analysis of Errors and Timeouts

Diagram Clutter: Of the 810 observations (30 participants × 27 questions)
there were a total of 65 errors and 14 timeouts which gives an error rate of
8.03% and a timeout rate of 1.73%. Table 4 shows the expected and the ob-
served errors for each diagram clutter type. The errors column shows the total
of the errors when the participants chose wrong answers (including errors when
the participants typed the wrong set of names when the right answer was cho-
sen with the “How many” question type). We eliminated the timeout data from
this test because neither a correct nor an incorrect answer was provided. The
expected error rate was between 22.05 and 21.07. However, the observed errors
increase when diagram clutter gets higher. The observed errors are 9 for low
diagram clutter, 22 for medium diagram clutter and 34 for high diagram clutter.
We have performed a χ2 test on the values shown in table 4 to test the effect of
diagram clutter on user comprehension of Euler diagrams. The p-value is 0.000,
so we conclude that diagram clutter affects the comprehension of Euler diagrams.

Zone Clutter: Only two of the question types, “How many” and “Who”, asked
in the study focused on the zone clutter to place the answers of the questions.
Therefore, we run the error analysis this time without “Which” question type
data which brings the number of observations down to 540 (30 participants × 18
questions). Of the 540 observations there were a total of 56 errors and 12 timeouts
which gives an error rate of 10.37% and a timeout rate of 2.22%. Table 5 shows
that the highest observed error rate was when the zone clutter is medium. The
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Table 4. The expected and observed errors for each diagram clutter type

Diagram Clutter Type Correct Errors Total

Low Clutter Expected 247.95 22.05 270
Observed 261 9

Medium Clutter Expected 246.12 21.88 268
Observed 246 22

High Clutter Expected 236.93 21.07 258
Observed 224 34

Total 731 65 796

next high observed error rate was when zone clutter is high, then the low zone
clutter. This means it was more difficult to interpret a diagram when a question
asked of medium zone clutter than the other zone clutter types. We have done a
χ2 test on the values showed in table 5 to test the effect of zone clutter on user
comprehension of Euler diagrams. Again,we have eliminated the timeout data.
The p-value is 0.000, so we conclude that zone clutter affect the comprehension
of Euler diagrams.

Table 5. The expected and observed errors for each zone clutter type

Zone Clutter Type Correct Errors Total

Low Clutter Expected 156.44 18.56 175
Observed 170 5

Medium Clutter Expected 155.54 18.45 174
Observed 145 29

High Clutter Expected 160.01 18.98 179
Observed 157 22

Total 472 56 528

4.3 Discussion

We now seek to explain the findings of the study. We have demonstrated that
extracting information from a highly cluttered diagram takes longer, and is more
error prone, than extracting information from a relatively uncluttered diagram.
That more cluttered diagrams are, by our measures, more difficult to interpret
than less cluttered diagrams fits existing models of cognition, and existing results
(albeit in the context of general images [19]).

The zone clutter results, it could be argued, are less intuitive, because the
worst time performance was with the medium clutter level. Using the definition
of ZS as counting the number of curves a zone is inside would suggest that
the most cognitive effort is needed to identify a high-cluttered zone, since a
participant could need to find all these curves. However, the situation of a high
cluttered zone could also be seen as follows: a participant only needs to identify
the curves the zone is outside to find the zone. Given there are a fixed number of
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curves in a diagram, a high-cluttered zone will be outside few curves. With this
observation, the result about medium-cluttered zones makes sense. To find a low-
or high-cluttered zone requires identifying only a small number of curves. In the
former case, the searched-for zone will be inside these curves (resp. outside these
curves for high-cluttered zones). In the case of medium-cluttered zones, however,
the searched-for zone may be inside 4 or 5 curves, for instance, and outside 4 or 5
curves. To identify the zone, a larger number of curves, relatively speaking, must
be processed whichever approach (searching inside or outside) is taken. Visually,
low-cluttered zones are around the edges of the diagram (generally speaking)
and are so easy to find. High-cluttered zones are (usually) in the centre of the
diagram, and are so easy to find (but not as easy as those around the edges).
The medium-cluttered zones are neither central, nor peripheral, to the diagram,
and so it takes longer to find them.

It remains to explain the result of low diagram clutter interacting with medium
zone clutter. The mean time taken to answer such questions was the lowest across
all types of diagram-zone clutter combination. We cannot explain this, and the
study was not designed to give insight into seemingly anomalous result. A further
study, with the sole intention of either confirming our observations, or providing
evidence that they are as a result of some unintended aspect of the diagrams,
is needed. Finally, the results for contour clutter using the “Which” question
type used only 9 diagrams and therefore the results concerning contour clutter
were not statistically significant. Of course, these 9 diagrams contributed to the
diagram clutter results.

5 Conclusion

In this paper, we wanted to determine how clutter affects the understandability
of Euler diagrams. The main result of the study was the perhaps unsurprising
finding that the mean time taken to interpret Euler diagrams increases signif-
icantly as diagram clutter increases. Additionally, the study showed that the
mean time taken to interpret Euler diagrams alters significantly as the clutter
of the zone in which the answer is placed increases. The surprising result being
that diagrams in which the answer was placed in zones with medium clutter
took longest to interpret. This result may indicate a further study is required to
determine whether the zone clutter score corresponds to the human perception
of a cluttered zone.

These results are complementary to [13] and inform the direction of further
research into the effect of the complexity of Euler diagrams on comprehension.
For instance, it would be interesting to establish whether these results still hold if
more naive participants take part in the study. The next step for this research is
to study Euler diagram components to determine how to balance the number of
Euler diagrams used to convey information versus the amount of clutter present
in the diagrams, using the results in this paper. We will then build on these
studies to consider the effect of clutter in concept diagrams which are based on
Euler diagrams.
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Abstract. Euler diagrams are often used for visualizing data collected
into sets. However, there is a significant lack of guidance regarding graph-
ical choices for Euler diagram layout. To address this deficiency, this pa-
per asks the question ‘does the shape of a closed curve affect a user’s
comprehension of an Euler diagram?’ By empirical study, we establish
that curve shape does indeed impact on understandability. Our anal-
ysis of performance data indicates that circles perform best, followed
by squares, with ellipses and rectangles jointly performing worst. We
conclude that, where possible, circles should be used to draw effective
Euler diagrams. Further, the ability to discriminate curves from zones
and the symmetry of the curve shapes is argued to be important. We
utilize perceptual theory to explain these results. As a consequence of
this research, improved diagram layout decisions can be made for Euler
diagrams whether they are manually or automatically drawn.

Keywords: euler diagram, shape, visualization, perceptual organisa-
tion.

1 Introduction

An Euler diagram represents sets using graphical elements called closed curves.
The interior of each curve represents elements that are in the set [18,20]. Fig. 1
shows a staff hierarchy within an academic institution. The curve labelled ‘Man-
agers’ intersects with ‘Academics’ meaning that there are some managers who
are academics. ‘Researchers’ is a subset of ‘Academics’ meaning that all re-
searchers are academics. ‘Researchers’ is disjoint from ‘Managers’ so there are
no researchers who are managers. Euler diagrams are often regarded a natu-
ral [20] and effective [19] way to depict sets. Their numerous application areas
include the natural sciences [12], art and architecture [1], education [10], crim-
inology [7], computer file organisation [5] and classification systems [24]. This
provides clear and strong motivation for the need to better understand how the
choices made when laying out (drawing) Euler diagrams impact on user compre-
hension. Providing such an understanding will improve the effectiveness of these

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 123–137, 2014.
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diagrams as a mode of information visualization with, potentially, wide ranging
benefits.

Reflecting their widespread use, recent times have seen a variety of methods
derived to automatically produce Euler diagrams. These methods make vary-
ing choices of the topological and graphical properties to be possessed by the
diagrams that they produce. For example, Wilkinson’s method uses circles, mo-
tivated by the fact that 72 Euler diagrams used in articles appearing in Science,
Nature and online affiliated journals, 90% use circles [26]. Wilkinson is not alone
in choosing to use circles, with other automated drawing methods doing the
same, such as [22]. However, Micallef and Rodgers [14] prefer the use of ellipses
while Riche and Dwyer [17] prefer the use of rectangles, albeit in a stylized form.
Other methods make no preference towards any particular geometric shapes at
all [21] but some of them, including [23], aim to minimize or avoid certain topo-
logical properties, such as the use of non-simple curves. There is a need to de-
rive more informed automated layout methods that take proper account of user
comprehension when drawing Euler diagrams. At present, many of the graphical
choices are based on assumptions about what yields an effective diagram.

As there are a range of automated Euler diagram drawing methods, using a
variety of shapes, it seems important to establish the relative performance of
users with different shapes. Providing such an understanding will allow those
devising drawing methods to prioritize efforts towards the use more effective
shapes. The contribution of this paper is guidance on shape choice by conduct-
ing an empirical study. The next section provides a discussion on related work on
Euler diagram drawing choices, covering the state-of-the-art in terms of layout
guides. Section 3 presents the experiment design, followed by section 4 where
experiment execution is described. The data are analyzed in section 5. We inter-
pret the significant results with reference to perceptual theory in the section 6.
Threats to the validity of the experiment are described in section 7, after which
we conclude in section 8. All of the diagrams used in our study, and the data
collected, are available from http://www.cem.brighton.ac.uk/staff/alb14/

experimental resources/shape/shape.html

2 Euler Diagram Background

Given a data set to be visualized, there are numerous choices of Euler diagram
that can be drawn. We categorize these choices into three types: descriptional

AcademicsManagers

Researchers

Fig. 1. Staff roles

http://www.cem.brighton.ac.uk/staff/alb14/experimental_resources/shape/shape.html
http://www.cem.brighton.ac.uk/staff/alb14/experimental_resources/shape/shape.html
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(the abstract syntax level), topological and graphical (both at the concrete syn-
tax level). To illustrate, Figs 2 and 3 show four Euler diagrams that each rep-
resent the same information yet vary the choices made. When starting with the
information that we wish to visualize using an Euler diagram, the first choice that
must be made is descriptional, at the so-called abstract syntax level. Descrip-
tional choices determine the zones that must be present in the Euler diagram [22].
To illustrate, suppose we wish to represent the following syllogism:

1. All Students are People
2. All People are Mammals
3. (therefore) All Students are Mammals.

The Euler diagram on the left of Fig. 2 represents the above syllogism. The curve
labelled ‘S’ represents students, ‘P’ represents people and ‘M’ represents mam-
mals.“All Students are People” is expressed by drawing ‘S’ inside ‘P’. Similarly,
“All People are Mammals” is expressed by drawing ‘P’ inside ‘M’. From this
diagram we can ‘read off’ “All Students are Mammals”. This diagram can be
described by an abstract syntax, which is a list of zone descriptions: ∅, M , MP ,
and MPS . For instance, ∅ describes the zone that is outside all three curves,
and MP describes the zone that is inside ‘P’ and ‘M’ but outside ‘S’. Other Eu-
ler diagrams can represent the same syllogism. They have zones for ∅, M , MP ,
and MPS as well as additional zones which are shaded to assert no elements
are in the set they represent, an example of which is illustrated on the right
of Fig. 2. The left diagram is considered, by Gurr [8], to be the most effective,
precisely encapsulating the semantics of the syllogism. This diagram is said to
be well-matched to its meaning as it has no additional zones. Gurr explains:

“The transitive, irreflexive and asymmetric relation of set inclusion is
expressed via the similarly transitive, irreflexive and asymmetric visual
of proper spatial inclusion in the plane [8].”

To summarise, we define guide 1 for Euler diagram drawing:

Guide 1 (Well-matched). Draw well-matched Euler diagrams (i.e. no extra
zones).

Being able to draw a well-matched diagram only solves part of the problem
of ascertaining an effective layout. Fig. 3 illustrates two further well-matched

S
M

P

M

P

S

Fig. 2. Choices of abstract syntax

diagram 1.

M

P

S

diagram 2.

MP

S

S

Fig. 3. Choices of topology
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diagrams. However, both diagrams exhibit topological properties, our second
category of choice type, known to inhibit effectiveness. Diagram 1 shows the
following topological properties. Curves ‘P’ and ‘M’ illustrate brushing points,
defined as two or more curves which meet but do not cross at a point. Curves ‘P’
and ‘M’ give rise to a disconnected zone, defined as a zone that consists of one
or more minimal regions. Curve ‘P’ is a non-simple (self-intersecting) curve. In
diagram 2, curve ‘P’ and one curve labelled ‘S’ have concurrency, defined as two
or more curve segments sharing the same line. Curves ‘M’, ‘P’ and one labelled
‘S’ illustrate a triple point, defined as three curves meeting at a point. The two
curves labelled ‘S’ illustrate duplicated curve labels, where two or more curves
represent the same set. Diagrams exhibiting none of these properties are well-
formed. Rodgers et al.’s study [18] considers the impact of well-formed properties,
summarised here as guide 2:

Guide 2 (Well-formed). Draw well-formed Euler diagrams.

Irrespective of laying out well-matched and well-formed Euler diagrams, there
still exist numerous graphical choices to be made, our third category of choice
type. Benoy and Rodgers [2], with their work on aesthetics, acknowledged the
importance of making the correct graphical choices when drawing Euler dia-
grams. They conducted a study that focused on the jaggedness of curves, zone
area equality and the closeness of one closed curve to another. To summarise
their results, we define three further guides:

Guide 3 (Smooth curves). Draw Euler diagrams with smooth curves.

Guide 4 (Zone area equality). Draw Euler diagrams with zone area equality.

Guide 5 (Diverging lines). Draw Euler diagrams with diverging lines.

Benoy’s and Rodgers’ work, while valuable, remains limited. There are many
other graphical choices that might be considered. Bertin [3] identifies both retinal
and planar variables, which constitute a variety of graphical choices, to which
we are known to be perceptually sensitive. With respect to planar variables, we
established that the effect of an Euler diagram’s orientation does not impact on
users’ comprehension [4], leading to:

Guide 6 (Orientation). Draw Euler diagrams without regard to orientation.

Retinal variables include shape and colour. With resect to shape, Figs 4, 5, 6
and 7 illustrate four equivalent diagrams each adhering to guides 1 to 6 but drawn
using different shapes. None of the aforementioned automated layout methods
have been shown to adhere to all six guides. The remainder of this paper describes
our study undertaken to establish whether the shape of a closed curve – in
particular squares, circles, ellipses and rectangles – affects users’ comprehension.
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Fig. 4. Type 1 diagram: squares
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Fig. 5. Type 1 diagram: circles
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Fig. 6. Type 1 diagram: rectangles
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Fig. 7. Type 1 diagram: ellipses

3 Experimental Design

For the purposes of this study, congruent with previous studies [4,11,15,16,17],
we view comprehension in terms of task performance: one diagram is more com-
prehensible than another diagram if users can interpret it, on average, more
quickly and with fewer errors. We compare squares, circles, ellipses and rect-
angles. These four shapes were identified because they are pervasive in existing
Euler diagram layout work and are widely used. We adopted a between group
design consisting of four participant groups. All participants were asked ques-
tions of 18 Euler diagrams. If shape impacts on comprehension then we would
expect to see, for some diagram, significant differences between time taken or
errors accrued. From this point forward, all Euler diagrams in the paper and are
scaled versions of those used in the study. Next, we discuss a series of factors
considered during the design. All of the diagrams in the study were drawn sen-
sitive to the six layout guides and the following drawing conventions, to ensure
that different diagrams had consistent layout features:

1. all diagrams were drawn using 3 sized curves: small, medium and large,
2. the medium and large curves were scaled 200% and 300%, respectively, rel-

ative to the small curve,
3. rectangles and squares were drawn with their sides parallel to the x and y

axes and, similarly, so were the major and minor axes of the ellipses,
4. each rectangle and ellipse was drawn adhering to the golden ratio,
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5. all closed curves were drawn with a 2 pixel stroke width,
6. all diagrams were monochrome, drawn in an area of 810× 765 pixels,
7. the curve labels were written using upper case letters in Times New Roman,

14 point size, font in bold,
8. data items were written using lowercase letters, except that the first letter

was capitalised, and with Ariel 12 point size font,
9. each curve label was positioned closest to its corresponding curve, and
10. data items were evenly distributed within each zone.

We also required a variety of diagrams to be drawn. To this end, diagrams
were drawn pertaining to the following three characteristic types:

1. Type 1: 5 curves (1 large, 3 medium and 1 small), 11 zones and 20 data
items (Figs 4 to 7),

2. Type 2: 7 curves (2 large, 3 medium and 2 small), 15 zones and 30 data
items (Fig. 8) and

3. Type 3: 9 curves (3 large, 3 medium and 3 small), 19 zones and 40 data
items (Fig. 9).

In our study, and congruent with [18], a real-world scenario was employed as
it was regarded pertinent to the reader. Further, abstract representations were
considered a barrier to the participants understanding. Therefore, information
was visualized about fictional university modules and the students. It was an-
ticipated that participants used in the study would be university students and
therefore would have a reasonable understanding of this information. The module
names were based on those commonly found in British undergraduate comput-
ing courses. Student names were first names only, a mixture of both male and
female names, and reflected a variety of ethnicities. Following [18], three styles
of question were specified, ‘Who’, ‘Which’ and ‘How’, that allowed us to elicit
the following type of information:

1. Who is taking ANIMATION, MULTIMEDIA and MOBILE COMPUTING?
2. Which module is being taken by 5 students?
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Fig. 8. Type 2 diagram: squares
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3. How many students are taking DATA STRUCTURES and HCI but not
MARKETING?

The above questions were asked of Figs. 4, 8 and 9 respectively. All questions
had a choice of five answers, a unique one of which was correct. The diagrams
were divided equally into the three characteristic types, each allocated two of
each question style.

Initially, 18 diagrams were drawn using squares and data items were added to
each diagram. The diagrams drawn for the other three shapes were equivalent in
terms of their underlying description and topology as those drawn using squares.
Given a curve in a ‘squares’ diagram, the corresponding curves in the other three
diagrams had the same area. Careful attention was given to how the syntax was
positioned: the placement of data items and curves labels was preserved, as much
as possible, across equivalent diagrams.

For the collection of performance data, we used a software tool (called the
research vehicle) to display the diagrams and questions, to gather answers and
the time taken. The time taken to answer a question was determined from the
instant a question was presented until the instant a participant had selected an
answer to the question. Each time the participant answered a question, the re-
search vehicle would ask them to indicate when they were ready to proceed to
the next question, thus allowing a pause between questions. There was a maxi-
mum time limit of two minutes for each question to ensure that the experiment
did not continue indefinitely. The 18 diagrams were presented in a random order.

To collect preferential data, participants were asked to rank four diagrams
based on their shape. A scale of 1 to 4 was employed with 1 being the most
preferred shape and 4 being the least preferred shape. If desired, shapes could
be ranked equally. Participants were also required to explain the reasoning for
their ranking. Initially, participants were asked to rank each diagram based on
their aesthetic preference. They were then asked to rank each diagram based
on how they perceived the ease of answering a ‘Who’, ‘Which’ and ‘How’ style
question respectively.

4 Experiment Execution

Having conducted two pilot studies and implemented a number of minor adjust-
ments, 80 participants were recruited for the main study. All 80 participants were
randomly allocated to groups each with 20 participants. They were all students
from the University of Brighton’s School of Computing, Engineering and Math-
ematics and they spanned both undergraduate and postgraduate levels. The
experiment was performed within a usability laboratory which affords a quiet
environment free from noise and interruption. The same computer and monitor
was used by each participant. All participants were alone during the experiment,
in order to avoid distractions, with the exception of an experimental facilitator
who was present throughout. All participants that took part in the study suc-
cessfully completed the experiment. The experiment took approximately 1 hour
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per participant and they were given £6 for their contribution to the research.
Next we discuss the four phases of the experiment.

The first phase of the experiment was initial training. All participants were
asked whether they were familiar with Euler diagrams to which the response was
no but some stated they had seen Venn diagrams. Consequently, all participants
were treated as having no previous experience of Euler diagrams and given the
same training. Training began by introducing participants to the notion of Euler
diagrams and the types of questions to be asked. This was achieved using hard
copy printouts of the diagrams, one for each style of question. Participants were
given a few minutes to study the diagrams and questions, after which the exper-
imental facilitator explained how to answer the questions. The second phase of
the experiment provided participants with further training on the notion of Euler
diagrams as well as how to use the research vehicle. Participants were presented
with six questions, one at a time. If a question was answered incorrectly the
facilitator went through the question with the participant. The third phase of
the experiment is where we collected performance (time and error) data. Lastly,
if desired, participants took a short break before entering the final, fourth phase
of the study where we collected preferential data.

5 Statistical Analysis

The following analysis of the performance data is based on 80 participants each
attempting to answer 18 questions: 80×18 = 1440 observations. The grand mean
was 20.35 seconds and the mean times taken to answer questions by shape are:
squares 19.48; circles 15.96; ellipses 21.96; and rectangles 24.01.

In order to establish if there is significant variation across shapes, we con-
ducted an ANOVA. The results of the ANOVA are summarised in table 1, which
uses log (base 10) of time to achieve normality. If p ≤ 0.05 then we regarded the
result as significant. The row for shape, with a p-value of 0.008, tells us that there
are significant differences between the mean times of at least one pair of shapes.
Hence, we can see that shape impacts user comprehension. The row for ques-
tion, with a p-value less than 0.001, tells us that there are significant differences
between the mean times of at least one pair of questions. This shows robustness,
in that the questions are sufficiently varied, requiring different amounts of user
effort to answer. The row for shape*question, with a p-value of 0.042, tells us
that there are significant differences between the mean times for at least one
question and an associated pair of shapes. This allows us to deduce that there
is a question for which the mean times taken for the associated four diagrams
are significantly different. Again, this reinforces the observation from row 1 that
shape impacts user comprehension. Further, when removing timeouts from the
data (i.e. when participants failed to provide an answer within the two minutes
allowed), of which there were only two, the above results are unchanged.

Next, we performed a Tukey simultaneous test which compares pairs of shapes,
to establish whether one mean is significantly greater than another in order to
rank the shapes. P-values of less than 0.01 were regarded to be significant, given
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multiple comparisons being made on the same data. All comparison returned a
p-value of less than 0.001 with the exception of the comparison between ellipses
and rectangles (p = 0.066). Table 2 presents the rankings of shape. We see that
circles allow participants to perform significantly faster than with squares which,
in turn, are significantly faster than both ellipses and rectangles. However, there
was no significant difference in performance between ellipses and rectangles with
respect to time taken.

Where there were significant differences between pairs of shapes, the magni-
tude of these differences is reflected in the following effect sizes, given in table 3.
For example, the largest effect size tells us that 73% to 76% of participants were
faster interpreting diagrams drawn with circles than the average person using
rectangles. By contrast the smallest (significant) effect size is between squares
and ellipses at 54% to 58%, which is still a substantial difference. Thus, we
conclude that circles are the most effective shape, with respect to time taken,
followed by squares and then, jointly, by ellipses and rectangles.

Regarding errors, of the 1440 observations there were a total of 62 errors (error
rate: 4%). The errors were distributed across the shapes as follows: squares 6;
circles 14; ellipses 16; and rectangles 26. We performed a chi-square goodness-of-
fit test to establish whether shape had a significant impact on the distribution
of errors. The test yielded a p-value of 0.003. However, we noted an outlier
with respect to rectangles. A single participant yielded approximately one third
of all the errors accrued under rectangles, thus potentially biasing the results.
Moreover, one question accounted for 16 of the errors. Consequently, we treat this
p-value with caution. Re-running the test with the outliers removed yields a p-
value of 0.094, leading us not to reject the null hypothesis: shape does not impact
on error rate. Taking both error rate and time into account we have, therefore,
evidence that circles are significantly more effective than squares, ellipses and
rectangles.

The following analysis of the preferential data concerning shape is based on
80 participants answering 4 questions. Recall, participants were asked to rank
the shapes by aesthetic preference, and the perceived ease of answering the
three styles of question. To analyze the preferential data, we performed four
Friedman tests. The p-values are: aesthetic 0.013; who 0.006; how 0.049; and
which 0.000. Hence there are significant differences between the shapes in all
four cases. Consequently, four Wilcoxon signed ranked tests were performed to
identify the significant differences between pairs of shapes. As with the pairwise

Table 1. ANOVA for the log of time

Source DF MS F P

shape 3 1.41310 4.22 0.008

question 17 1.08369 48.88 0.000

shape*question 51 0.03057 1.38 0.042

participant(shape) 76 0.33513 15.12 0.000

Error 1292 0.02217

Total 1439

Table 2. Pairwise comparisons

Shape Number Mean (log) Ranking

Circle 360 1.161 A

Square 360 1.224 B

Ellipse 360 1.276 C

Rectangle 360 1.304 C
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Table 3. Effect sizes

Shape Circle Square Ellipse Rectangle

Circle – 58%-62% 66%-69% 73%-76%

Square – – 54%-58% 62%-66%

Table 4. Wilcoxon tests

Shape Aesthetic Who How Which

Circle A A A B

Square B B A B A

Ellipse B A B B C

Rectangle A B A B A B A

comparisons above, p-values of less than 0.01 are regarded to be significant
because multiple comparisons being made on the same data. The rankings are
presented in table 4. To summarize, circles were ranked top in all cases except
for the ‘Which’ case. For ‘Which’ style questions, participants perceived square
and rectangles to be preferable to circles and ellipses. Analysing the qualitative
data gathered in phase 4, participants’ reason for this preference was that they
found it easier to count data items that were “listed” or in a “tabular” form, as
it was presented for squares and rectangles, as opposed to data items that were
considered to be “randomly” distributed within circles or ellipses; participants’
reasons were not primarily based on the shapes of the curves.

To investigate this further, we performed another pairwise comparison re-
stricted to just the time data for ‘Which’ questions. This revealed that circles
were still significantly more effective than all other shapes, whereas rectangles
were the least effective shape. There was no significant difference between el-
lipses and squares. Given that the study was not designed for this analysis, only
having six ‘Which’ style questions asked of the diagrams, it would not be robust
to accept this as a significant difference. Thus, a new study may be required to
establish whether differences in performance exist when data items are “listed”
or in “tabular” form in all shapes, not just for squares and rectangles.

6 Interpretation of Results

Our results suggest that, overall, circles are significantly more effective than
the other shapes. They were significantly faster for accessing information and
in doing so accrued an insignificant number of errors, comparatively. For all
curve shapes, information is accessed from within a closed curve or from zones.
With this in mind, we next refer to perceptual theory to provide insight into the
manifestation of our results. We place emphasis upon Gestalt principles [13,25]
regarded to be central to shape discrimination. We also consider similarity the-
ory [6,9] as it identifies important constraints upon the speed of a visual search.

First, we specifically refer to the principle of good continuation and the time
taken, during a visual search, due to any similarity between targets and dis-
tracters. The principle of good continuation states that shapes consisting of
smooth curves are easier for the eye to follow than those shapes made up of
‘hard’ or jagged contours. With respect to curve smoothness, we have already
seen guide 3 (smooth curves). Circles and ellipses both adhere to this guide.
However, squares and rectangles do not because they have corners, meaning
that the principle of good continuation is contravened.
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Largely because they are smooth, both circles and ellipses give rise to zones
that take rather different shapes to the curves; the boundaries of the zones are
typically not smooth. In particular, the point at which one circle/ellipse inter-
sects another manifests a sudden large change in good continuation: the two
intersecting smooth curves are abruptly discontinued at the point at which they
intersect. Large changes in good continuation are said to promote shape dis-
criminability and, during the process of figure-ground segregation, we posit that
intersections between circles/ellipses stand out to become salient. By contrast,
the intersections in diagrams drawn with squares and rectangles are not salient:
they look similar to the corners of the curves, as illustrated in Fig. 4, and are
not therefore easily discriminable from the curves. These observations have im-
plications for discriminating the zones from the curves. We posit that, due to
the similarity between squares/rectangles and their (rectilinear) zones, the zones
and curves are not discriminable. By contrast, the zones in diagrams drawn with
circles and ellipses are discriminable.

Now, similarity theory [6] states that search time increases based on two cri-
teria. The first criteria pertains to the degree of similarity between targets and
distractors and the second being the degree of similarity between distractors
themselves. With respect to our study, targets can be regarded as either closed
curves or zones. If a target is a zone, as many were in the study, the rectilinear
shape of a target zone, as illustrated in Fig. 4, is very similar in shape to the
majority of distractor zones, as well as being similar in shape to square closed
curves themselves. Therefore, it is not unreasonable to liken the task of identi-
fying a zone in an Euler diagram drawn using squares or rectangles to that of
searching for one square/rectangle among many similar looking shapes. These
observations regarding shape disciminability are summarised in the ‘Shape Dis-
crimination’ column of table 5, where the shapes are listed in order of mean
performance time.

As squares performed better than ellipses, this suggests that a further graph-
ical property is more influential than shape discrimination. In addition, circles
performed better than all other shapes, leading us to seek a graphical property
possessed only by diagrams drawn with circles. The principle of contour comple-
tion states that shapes made up of smooth curves and exhibit a constant rate of
change are easier to interpolate into shapes than those that do not. As we are
dealing with 2-dimensional geometric shapes, only circles can support contour
completion as a constant rate of change must be exhibited. Thus, this explains
why circles outperform all other shapes and ellipses in particular, captured by
the ‘Contour Completion’ column in table 5.

Table 5. Perceptual properties of shapes

Shape Discrimination Contour Completion Highly symmetric

Circle Y Y High

Square N N Medium

Ellipse Y N Low

Rectangle N N Low
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We can explain why squares perform better than ellipses and rectangles by
appealing to the principle of proximity. A square has four equal sides at four
equal angles and the proximity of each side, relative to one and other, is con-
stant. The principle of proximity states that the strength of grouping between
elements and their properties increases as these elemental properties are brought
nearer to each other. Unlike squares (and circles), the shape of an ellipse contra-
venes the principle of proximity. Following the smooth curvature of an ellipse,
starting at an antipodal point of a minor axis, the rate of change of its curvature
tends the eye away from its centre until we arrive at the antipodal point of a
major axis. Similarly, the shorter sides a rectangle tend away from each other
as the eye follows the longer sides. These observations, based on the principle
of proximity, are embodied by the fact that ellipses and rectangles exhibit only
two lines of symmetry while a square exhibits four and a circle exhibits an infi-
nite number. Whilst there are degrees of symmetry, the last column of table 5
crudely identifies circles and squares as highly symmetric as compared to rect-
angles and ellipses. The higher degree of symmetry possessed by a circle over a
square further supports our statistical results.

We have observed our perceptual sensitivity to the graphical properties of
shapes in Euler diagrams. In summary, the smoothness of circles permits effec-
tive shape discrimination, they support contour completion, and they are highly
symmetric, captured in table 5, distinguishing them from the other three shapes.
Further, squares only exhibit high symmetry, distinguishing them from ellipses
and rectangles. Table 5, supported by perceptual theory, leads us to posit a
further three guides, in an order of priority:

Guide 7 (Shape). Draw Euler diagrams with circles.

Guide 8 (Symmetry). Draw Euler diagrams with highly symmetrical curves.

Guide 9 (Shape Discrimination). Draw Euler diagrams so that the zones are
discernable from the curves via their shape, but not at the expense of symmetry.

The first of these guides is strongly supported by the statistical results. The
remaining guides require further validation, particularly that for shape discrimi-
nation which is only weakly supported by our data. In this case, shape discrimi-
nation is the only identified perceptual difference between ellipses and rectangles;
we could not conclude that a significant difference exists between these shapes.

7 Threats to Validity

Threats to validity are categorized as internal, construct and external [16]. In-
ternal validity considers whether confounding factors, such as carry-over effect,
affects the results and, if so, to what extent. Construct validity examines whether
the independent and dependent variables yield an accurate measure to test our
hypotheses. External validity considers the extent to which we can generalise
the results. The following discusses the primary threats to validity that were
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considered and addressed to ensure the study is robust and fit for purpose. With
regard to internal validity, following two factors were among a number that were
considered in an attempt to manage potential disadvantages of our study design:

Carry-over effect : in a repeated measure experiment this threat occurs when the
measure of a treatment is effected by the previous treatment. To manage this
effect a between group design was employed. Each participant group i.e. square,
rectangle, circle and ellipse, was exposed to four different treatments.

Learning effect : the learning effect was considered a threat if participants were
not given appropriate training prior to the data collection phase. To reduce this
effect, training was given to the participants and they attempted questions used
before answering the 18 questions used in the statistical analysis.

Next we consider construct validity by focusing on our dependent variables
(error rate, false negatives, and time) and independent variables (diagram and
shape), respectively, and examine their rigour for measuring comprehension:
Error rate: all diagrams were drawn to adhere to the six orignal layout guides
as well as the layout characteristics detailed above. This drawing approach min-
imised the possibility of confounding variables creeping into each diagram.

False negatives : to minimise false negatives i.e. a participant selecting the wrong
answer while reading it to be the correct answer, the similarity of module and
student names was minimised during all phases of the experiment.

Time: to ensure the rigour of time measurements, consideration was paid to the
precise duration elapsed interpreting a diagram as well as the units employed
to measure time. Further, participants used the same PC located in the same
laboratory with no applications running in the background.

Diagram: it was considered a threat if participants did not spend time reading
and understanding the diagrams. To manage this threat diversity was introduced
in the diagrams so that participants had to read and understand each diagram
before being able to answer the posed question. It was also considered a threat
if the diagrams were regarded as trivial; having only a few curves, zones, or
data items was deemed insufficient to yield noticeable differences in response
times, should they exist. To manage this, diagrams were designed to exhibit an
appropriate level of complexity in order to demand cognitive effort.
Shape: it was essential that the process of drawing equivalent diagrams was
carefully planned and executed in order to minimise the threat of unwanted
variances between pairs of diagrams.

The following factors consider the limitations of the results and the extent to
which the they can be generalised, thus examining their external validity:

Curve shape: Shapes were limited to squares, rectangles, circles and ellipses.
Set theoretic concepts : Euler diagrams conveyed set disjointness, subset and in-
tersecting relationships.
Question styles : three styles of questions were asked: ‘Who’, ‘Which’ and ‘How’.
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Participant : participants were representative of a wider student population.

Thus, the results should be taken to be valid within these constraints.

8 Conclusion

The six guides identified in section 2 render effective Euler diagrams. How-
ever, irrespective of this guidance, we have observed that the shape of a closed
curve significantly affects user comprehension. Consequently, to further improve
the effectiveness of an Euler diagram we posited three new guides, focusing on
shape, symmetry and shape discrimination. These guides support the common
use of circles in both manually drawn Euler diagrams, where they are commonly
used [26], and in automated drawing methods such as [22]. Similarly, it may
indicate that drawing methods using other shapes, such as rectangles, are less
effective. Further, not all data sets can be visualized with Euler diagrams that
are both well-formed and drawn using circles. Thus, the two new guides on sym-
metry and shape discrimination can be employed for drawing diagrams when
circles cannot be used.

There is still scope, however, to improve existing drawing methods by gaining
further insight into which layout choices lead to more effective diagrams. In partic-
ular, there remain numerous graphical properties to which were are known to be
perceptually sensitive that have not been given serious consideration when draw-
ing Euler diagrams. As we have demonstrated with shape, the choice of graphical
property can have a significant impact on the effectiveness of an Euler diagram.
Colour, and its effect on a user’s comprehension, is of particular interest when
drawing and laying out Euler diagrams. Colour is widely used when automating
Euler diagram layout as well as for visualising data. Bertin [3] realised that colour
can be used to promote the interpretation of both quantitative and qualitative
information. Colour value or lightness is typically prescribed for presenting quan-
titative information while colour hue is commonly used to represent qualitative
information. Consequently, the immediate future direction of our work will be to
investigate the best use of colour when visualising data using Euler diagrams.
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Abstract. Spatial abilities involved in reasoning with diagrams have been 
assessed using tests supposed to require mental rotation (cube figures of the 
Vandenberg & Kruse). However, Hegarty (2010) described alternative 
strategies: Mental rotation is not always used; analytical strategies can be used 
instead. In this study, we compared three groups of participants in three external 
formats of presentation of the referent figure in the Vandenberg & Kruse test: 
static, animated, interactive. During the test, participants were eye tracked. 
After the test, they were interrogated on their strategies for each item during the 
viewing of the replay of their own eye movement in a cued retrospective verbal 
protocol session. Results showed participants used varied strategies, part of 
them similar to those shown by Hegarty. Presentation format influenced 
significantly the strategy. Participants with high performance at the test used 
more mental rotation. Participants with lower performance tended to use more 
analytical strategies than mental rotation.  

Keywords: Mental rotation, Strategy, Presentation formats, Eye movements. 

1 Introduction 

Designers, learners, are increasingly working with complex 3D diagrams: for 
example, students in the medical area often use on screen presentations of virtual 
organs, sometimes in a user controllable modality. Previous research showed that 
processing successfully complex diagrams is positively correlated with spatial 
abilities [1, 2]. In previous research on diagrams processing and comprehension, 
spatial ability is often assessed with mental rotation test. One of the tests commonly 
used is the Vandenberg and Kruse test [3] inspired by the principle of the cube figures 
of Schepard & Metzler, fig. 1. People are shown a standard figure on the left and 4 
items on the right. Their task is to decide which of the 4 objects on the right has the 
same shape as the object on the left. For participants, this task is supposed to involve 
mental rotation processes. In order to compare the configuration of two figures, the 
subject needs to create an internal representation of the targeted figure, and is 
supposed to internally simulate the rotation of the figure to bring it to an angle which 
allows a comparison with the reference object [1, 2]. 
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Fig. 1. Example of an item from the Vandenberg and Kruse Mental Rotation test 

However, previous research has shown that participants are not always making a 
mental rotation, but alternative strategies can be used instead [1, 4, 5]. In their study, 
Hegarty, De Leeuw & Bonura [4], see also Stieff, Hegarty & Dixon [5], used the 
Vandenberg and Kruse test. Students took a first session of each item of the test. Then 
gave a think-aloud protocol while solving the items in a second session. Hegarty and 
colleagues [4, 5] identified several strategies that students used to solve the items. 
Four main strategies were found. (i) Mental Rotation consisted in manipulating or 
simulating the rotation of the figure. (ii) Perspective taking consisted in “imagining 
the objects in the problem as stationary, while they moved around the objects to view 
them from different perspectives” [5]. Mental rotation and perspective taking are 
“imagistic strategies” [5]. Two others more “analytic” strategies were discovered. 
(iii) In the “comparing arm strategy” participants compared the relative directions of 
the arms in the standard reference figure to that in each of the four answer choice. (iv) 
In the “counting cubes strategy” participants tried to count the number of cubes in 
each segment of the reference object and compare that to the other objects in the 
problem. Participants reported also they used several mixed strategies. 

1.1 Strategies and Presentation Format of the 3D Objects 

In the present study we followed the line of research initiated by Hegarty and 
colleagues [1, 2, 4, 5, 6]. The goal was to examine the possible effect of different 
external presentation formats of the standard reference figure of the Vandenberg test 
on the strategies used for solving the problem items. Three different presentation 
formats of each item of the test were designed and proposed to three different groups 
of participants. In the first format, the left figure was the standard static presentation, 
fig. 1. In the animated format, the 3D left figure rotated dynamically (and slowly) on 
itself showing all the different sides of the figure. In the interactive animated format, 
the participant could rotate the figure on itself, to view all the sides of the object in a 
user controllable modality. In all formats, the four figures on the right side remained 
static. The size of the figures was the same in all formats. One main expectation (H1) 
was that different external formats could elicit varied strategies. Some of them may be 
different from those found in previous research [4, 5]. Three complementary 
hypotheses were proposed. (i) (Hc2), the effect of the formats on strategies could be 
different depending of the participant’s performance level at the Vandenberg and 
Kruse test. (ii) (Hc3) whatever the condition, strategies used at the Vandenberg test 
could vary according to performance level at this test (high vs. low), but also 
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according to the performance level at another different spatial ability test which 
measures the spatial orientation abilities, a competence found dissociated from mental 
rotation [6]. Kozhevnikov & Hegarty [6] showed participants with higher spatial 
ability level used often the “comparing arm strategy” than participants with lower 
ability level. (iii) (Hc4), animated and interactive figures might “facilitate” mental 
imagery and improve the performance at the Vandenberg test. However, recent results 
from Keehner, Hegarty, Cohen, Khooshabeh & Montello [7] showed clearly that 
“what’s matter is what you see, not whether you interact” with the diagram.  

2 Method 

2.1 Participants, Experimental Design and Materials 

Fifty eight students participated in the study (Mage = 20.6 years, 46 females). They 
were randomly assigned to three groups (4 males in each group) in each format: Static 
presentation vs. Animated, vs. user-controlled animated presentation of the left 
reference figure of the Vandenberg & Kruse test. A computer screen version of the 19 
items of the test (plus training items) was designed from the French adapted version. 
Participant’s task is to decide which 2 of the 4 objects on the right have the same 
shape as the object on the left. Eye movements of participants were recorded during 
the test (Tobii 120 hz). Responses and reaction times to each item were recorded. A 
think-aloud verbal protocol second session was undertaken after the end of the test. A 
microphone connected to the computer recorded the verbal explanation given by each 
participant about its strategy for each item. Finally the spatial orientation test 
(Kozhevnikov & Hegarty [6]) was used. This test measures the ability to imagine 
different perspectives or orientations in space (by drawing arrows). Response 
accuracy is measured with the size of the angular deviation from the right perspective.  

2.2 Procedure 

After having completed the training items of the Vandenberg test, each participant 
eyes were calibrated for eye tracking recording. Then each participant individually 
undertook the test itself (one item at once). For control matter of the time across the 
formats, the presentation time of each item was fixed; here 30 sec. per item was 
given. Participants were told to take their decision as fast as possible. After the test, 
each participant was shown the replay (slow speed) of his (her) own eye movements. 
Participants were told to rely on the replay of eye movements, for each item, to think-
aloud and explain in detail their own procedure used during the test to find the right 
figures (25-35 min./subject). This cued retrospective verbal protocol procedure based 
on the traces of dynamic eye movements could strengthen the reliability of the 
participant’s explanation. Finally, each participant completed the spatial orientation 
test.  
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2.3 Coding and Analyses Criteria for Dependant Variables 

The following variables were analyzed (i) the verbal explanations about strategies 
(two independent raters), (ii) the performances (means, SD, medians) at the 
Vandenberg test (each correct response was awarded 1 point), (iii) and reaction time 
(per item). Eye movements were also analyzed as well as the performances at the 
spatial orientation test. This paper will be focused on the presentation of the results 
about (i) the strategies at the mental rotation test; (ii) their relation with presentation 
formats and (iii) with the performance levels at the Vandenberg test and at the spatial 
orientation test.  

3 Results 

Varied strategies were found, and the number of times they occur counted. Some 
strategies were similar to those described by Stieff & al., [5], others were specifically 
related to the different presentation formats of the standard reference figure. 

3.1 Strategies and Presentation Formats 

Three “types” of strategies have been distinguished. The First type called “global” 
strategy was composed of five strategies some of them based on the use of mental 
rotation of the object: (i) Mental rotation. Subjects manipulate and imagine the 
rotation of the figure as exemplified by the following eye movements’ cued 
retrospective protocol: “I turned it (the figure), I looked if it corresponded when I 
turned it in my head”. (ii) Looking at the middle of the figure and turning around it, 
which seems similar to the “perspective taking” strategy. The following protocol is an 
example: “(here) I look at all the figure, I look around at the overall shape and I 
compare (to the other figures)”. (iii) Mental Completion of the rotation from the 
animation. This strategy is taken only by participants’ in the animated format. The 
subjects used the initiation of the rotation of the figure as “a priming” for completing 
mentally themselves the rotation of the figure. This is exemplified by the following 
protocols: “When it (the figure) turns, I look if it falls similarly and then I incline it in 
my head”; “I wait until it is running and I anticipate the rotation” (iv). Matching. In 
the animated condition, participants looked at the external rotation of the left figure 
and compared each of the position (shape) of the object with the figures on the right. 
Two examples of participant’s protocols using this strategy are as follow: “I waited 
and when I saw that the figure arrived at the same position (shape) as another, I 
selected it”; “I waited until it turns in the same figure”. (v). User-control of the 
rotation. In the interactive animated format, participants initiated and controlled  
the rotation of the figure step by step. This strategy was used for aligning the shape of 
the standard figure on the shape (position) of the figures on the right. The following 
protocol excerpts are examples: “(here) I try to put it (the figure) in the same 
position”; “I try to place it to see all”. Secondly, two more “analytical” strategies 
were found. (i) “Comparing arm axes”. This strategy was similar to Hegarty & al. [1, 
5]. Participants compared the direction of the cubes arms of the left figure to the 
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directions of the arms of the figure on the right. Here is an example of a protocol: “I 
looked more at the orientation ends, I looked at the ends and I tried to see where it 
was going; here, I focused on the bottom part to see and compare to the top part 
whether it went over to the right or left most”. (ii). “Counting cubes”. This strategy is 
also similar to the strategy found by Hegarty [1, 5]. Participants counted the number 
of cubes of the standard figure and compared it with the cubes of the other figures as 
exemplified in the following protocol: “I counted the cubes, I looked at the layouts 
and I counted”. Finally, a third strategy type is the use of Mixed strategies. In the 
mixed strategy type, participants used at least an analytical and a global strategy. The 
number of time each strategy was reported to be used by each subject was counted for 
each of the 19 items of the test. The data are presented in Table 1. 

Table 1. Mean number of times (and SD) each type of strategies was used across conditions 

Strategy/ 
Format 

Mental 
Rotation 

Looking 
Middle 

Complet. 
Rotation 

Match Control 
rotation 

Comp. 
Arms 

Count 
Cubes 

Mixed 

Static 14.65 
(5.16) 

3.65 
(4.40) 

0 
(0) 

0 
(0) 

0 
(0) 

9.60 
(6.83) 

4.20 
(5.97) 

9.70 
(6.83) 

Animated 0.79 
(1.93) 

1.53 
(2.96) 

0.47 
(1.42) 

8.90 
(5.54) 

0 
(0) 

9.31 
(5.42) 

7.00 
(6.93) 

5.68 
(4.70) 

Interactive 6.15 
(5.56) 

1.68 
(3.05) 

0 
(0) 

0 
(0) 

13.05 
(5.69) 

10.00 
(6.29) 

2.05 
(2.77) 

3.37 
(4.24) 

 
One way ANOVAs comparing the single individual strategies by condition were 

performed. For static format, the analysis showed significant differences between 
strategies in favor of mental rotation, F (3, 57) = 16.1, p < .001, η2 = .45. For the 
animated format, significant differences were found between strategies in favor of 
matching and comparing arms, F (5, 90) = 14.80, p < .001, η2 = .45. For the 
interactive format also differences were observed in favor of the control of rotation 
and comparing arms (F (12, 330) = 23.80, p < .0001, η2 = .46). This result supports 
H1. A mean of 3.50 (SD = 0.97) strategies per subject was used. A complementary 
ANOVA on the number of mixed strategies showed the differences between formats 
was significant (F (2, 55) = 6.86; p = .002 η2 = .20).  

3.2 Performances at the Test and Presentation Formats 

Results for scores and reaction times at the Vandenberg test are presented in Table 2.  

Table 2. Mean scores (and SD) and time at the French version of Vandenberg & Kruse test 

Format Static Animated  Interactive 
Scores (out of 38) 18.45 (8.90) 17.21 (8.69) 16.26 (6.03) 

Time (in second per item) 19.97 (5.07) 17.91 (3.88) 24.42 (2.39) 
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The analysis of performances and times results (ANCOVA with time as covariate 
factor, groups as between subject factor and performance as the dependant factor) 
indicated that there was no effect of the presentation formats on performances (F (2, 
54) = 1.89, p = .16, η2 = .06). A significant effect of reaction times on the scores was 
found (F (1, 54) = 5.72, p = .02, η2 = .10). For results on times, a one factor ANOVA 
(formats as the between subject factor and reaction times as the dependant variable) 
revealed a significant effect of formats (F (2, 55) = 13.44, p< .0001, η2 = .33). 
Regarding the scores at the spatial orientation test, a one factor ANOVA (with 
formats of the Vandenberg test as the between factor and the mean size of the angular 
deviation from the right perspective at orientation test as the dependant variable) 
showed there was no effect of presentation formats (F (2, 55) = 0.75, ns.; MStatic, 32° 
(SD = 18.10), MAnimated, 40.3° (SD = 23.3°); MIntercative, 35.23° (SD = 22.01).  

3.3 Strategies and Spatial Ability Performances 

To explore the relations between the strategies and performances at the Vandenberg 
test, the distribution of scores at this test was split into high and low performances 
groups (median for each presentation format) Table 3. Further, in order to examine 
the relations between strategies used in the Vandenberg “mental rotation” test and 
performances at spatial orientation test the same technique was undertaken, Table 4. 

Table 3. Mean number of times (SD) each type of strategy was used for high and low spatial 
groups at the Vandenberg test 

Strat/Gr Rot Look M Compl Match Contr Arms Count Mixed 
Stat.  H 15.6 

(4.87) 
3.08 

(3.05) 
0 

(0) 
0 

(0) 
0 

(0) 
9.33 

(6.64) 
2.33 

(3.34) 
9.25 

(6.82) 
L 13.25 

(5.6) 
4.50 

(6.05) 
0 

(0) 
0 

(0) 
0 

(0) 
10.0 

(7.56) 
7.0 

(8.01) 
10.37 
(7.27) 

Anim. H 1.00 
(1.91) 

0.28 
(0.75) 

0.57 
(1.5) 

9.86 
(5.58) 

0 
(0) 

9.14 
(4.81) 

7.14 
(9.2) 

5.0 
(4.86) 

L 0.66 
(2.01) 

2.25 
(3.54) 

0.42 
(1.44) 

8.33 
(5.69) 

0 
(0) 

9.42 
(5.69) 

6.92 
(5.71) 

6.08 
(4.78) 

Intera H 8.37 
(4.8) 

1.50 
(3.46) 

0 
(0) 

0 
(0) 

13.00 
(6.3) 

5.37 
(4.17) 

0.75 
(1.38) 

3.12 
(3.39) 

L 4.54 
(5.73) 

1.81 
(2.89) 

0 
(0) 

0 
(0) 

13.09 
(5.52) 

13.36 
(5.44) 

3.00 
(3.19) 

3.54 
(4.92) 

 
For the Vandenberg test, a repeated measures ANOVA was conducted on the 

number of times strategies were used, with spatial group’s levels at the test as the 
between subjects factor and the strategy types (the seven singles) as the within factor. 
As expected (H3c), the interaction between group’s levels and strategies was 
significant F (6, 336) = 2.45, p = .025, η2 = .05. High level performers used more 
Mental rotations (F (1,56) = 5.60, p = .021); and less analytical strategies (comparing 
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arms axes, counting cubes) (F (1,56) = 7. 04, p = .01) than lower level performers. A 
similar analysis was conducted with spatial group’s level at the orientation test, table 
4. The interaction between group’s levels and strategy types was not significant (F 
(6,336) = 0.43, ns). Consistent with previous research by Hegarty & al., [1, 2, 4, 5, 6, 
7], this result tends to confirm that the orientation test measures a specific competence 
which is different from mental rotation. The correlation between the two tests, was 
significant (r (df 58) =-.53, p < .05), this relation was not very high. 

Table 4. Mean number of times (SD) each type of strategy was used at the Vandenberg test for 
high and low performance groups at the Hegarty’s spatial orientation test 

Strat/Gr Rot  Look M Comp
l 

Match Contr Arms Count Mixed 

Stat. H 13.8 
(6.52) 

2.7 
(2.98) 

0 
(0) 

0 
(0) 

0 
(0) 

11.9 
(6.8) 

2.2 
(3.76) 

10.2 
(7.71) 

L 15.5 
(3.47) 

4.6 
(5.48) 

0 
(0) 

0 
(0) 

0 
(0) 

7.3 
(6.36) 

6.2 
(7.22) 

9.2 
(6.21) 

Anim. H 0.70 
(1.63) 

1.00 
(1.94) 

0.40 
(1.26) 

9.70 
(6.25) 

0 
(0) 

10.40 
(5.5) 

7.30 
(8.42) 

6.10 
(5.91) 

L 0.89 
(2.31) 

2.11 
(3.85) 

0.55 
(1.66) 

8.0 
(4.84) 

0 
(0) 

8.11 
(5.39) 

6.67 
(5.13) 

5.22 
(3.15) 

Interact H 5.40 
(5.6)  

2.90 
(3.87) 

0 
(0) 

0 
(0) 

12.50 
(6.83) 

8.50 
(5.19 

1.60 
(1.83) 

2.40 
(2.54) 

L 7.00 
(5.72) 

0.33 
(0.5) 

0 
(0) 

0 
(0) 

13.67 
(4.41) 

11.66 
(7.28) 

2.55 
(3.6) 

4.44 
(5.54) 

4 Conclusion and Further Analyses 

The goal of this study was to compare the effect, on the use of strategies, of the 
conditions of presentation of the standard figure in the Vandenberg test: static, 
animated and user controllable formats. Participants were interrogated on their 
strategies during the viewing of a replay of their eye movements. Results showed 
participants used varied strategies, part of them similar to those shown by Hegarty 
and others new. An animation favors matching; an interactive presentation favors the 
control of rotation. Participants with high performance at the test used more mental 
rotation and less analytical strategies than participants with lower performance. 
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Abstract. There are a range of diagram types that can be used to visu-
alize sets. However, there is a significant lack of insight into which is the
most effective visualization. To address this knowledge gap, this paper
empirically evaluates four diagram types: Venn diagrams, Euler diagrams
with shading, Euler diagrams without shading, and the less well-known
linear diagrams. By collecting performance data (time to complete tasks
and error rate), through crowdsourcing, we establish that linear diagrams
outperform the other three diagram types in terms of both task comple-
tion time and number of errors. Venn diagrams perform worst from both
perspectives. Thus, we provide evidence that linear diagrams are the
most effective of these four diagram types for representing sets.

Keywords: set visualization, linear diagrams, Venn diagrams, Euler
diagrams.

1 Introduction

Sets can be represented in both sentential (textual) and visual forms and the
latter is often seen as cognitively beneficial but only if the visual form is ef-
fective [1]. To-date, various different visualizations of sets have been proposed,
but there is little understanding of their relative effectiveness. This paper ad-
dresses this knowledge gap by empirically comparing four visualizations: Venn
diagrams, Euler diagrams with shading, Euler diagrams without shading, and
linear diagrams. We do not consider the relative effectiveness of these diagrams
with traditional sentential notations (such as (A∩B)−C = ∅) as it was felt the
latter would be too hard for many people to understand in a short time frame.

The Venn and the Euler variants will be familiar to most readers. All three
use curves to represent sets: the area inside a curve with label A represents the
set A. Venn diagrams (upper left, Fig. 1) require that every possible intersection
between curves is present. In order to assert that sets are empty, the appropriate
regions (often called zones) are shaded. Euler diagrams with shading (upper
right, Fig. 1), by contrast, can either not include or shade zones which represent
the empty set. Euler diagrams without shading (lower left, Fig. 1) provide a

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 146–160, 2014.
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Fig. 1. The four diagram types considered in this paper

minimal representation of the underlying sets: all, and only, zones that represent
non-empty sets are included. Minimality of representation can necessitate the
presence of diagrammatic features considered sub-optimal for cognition, such as
three curves meeting at a point [2]; in this example, Hungarian, Italian and Welsh
form such a ‘triple’ point. Across these three diagram types, any pair of diagrams
expressing the same information will have the same number of unshaded zones;
only the number of shaded zones can differ.

Linear diagrams were introduced by Leibniz [3], with parallel bargrams [4]
and double decker plots [5] being similar. Each set is represented as one or more
horizontal line segments, with all sets drawn in parallel. Where lines overlap,
the corresponding intersection of sets contains an element that is not in any of
the remaining sets. Moreover, between them all of the overlaps represent all of
the non-empty set intersections. As an example, consider the linear diagram in
the lower right panel of Fig. 1. Since there is a region of the diagram where
the lines French, Italian, Turkish and Welsh (and only those lines) overlap, the
intersection of those four sets, less the union of Spanish, German and Hungarian,
is non-empty. Further, it is not the case that Hungarian is a subset of French,
because part of the line representing Hungarian does not overlap with that for
French: although one segment of the Hungarian line completely overlaps with
the French line, the other segment does not. Also, because there is no overlap
involving all seven sets, we can infer that no element is in all of the sets.
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Most existing research on diagram effectiveness evaluates notations against
some cognitive framework for what should constitute a good diagram, such as
the Physics of Notations [6] or empirically determines which aspects of a par-
ticular notation are most effective (e.g. [2],[7],[8]). There are some exceptions,
such as [9] which shows that the most effective diagram type is task dependent.
Following [9], we perform an empirical comparison of different notations. Simi-
lar studies do exist, and, by necessity, are task specific. In [10] Euler diagrams,
Venn diagrams and linear diagrams were compared in the context of syllogistic
reasoning (i.e. the interactions between three sets). In a more general reasoning
context, a study between Euler and Venn diagrams was undertaken in [11]. In
both studies, Venn diagrams were least effective, and in [10], linear diagrams
were as effective as Euler diagrams. Our study is the first to assess the effective-
ness of the four diagram types for visualizing sets and the first of its kind to be
conducted on a large and diverse group of participants through crowdsourcing.

The structure of the paper is as follows. In section 2 we describe the experi-
mental design, including drawing criteria for the diagrams and the crowdsourcing
data collection methodology. Further details on maintaining quality of data are
given in section 3, and the results are analyzed in section 4. In section 5 and
section 6, we provide a discussion of the results and their validity, respectively.
Finally, we conclude in section 7. All of the diagrams used in our study, and the
data collected, are available from www.eulerdiagrams.com/set.

2 Experimental Design

We are aiming to establish the relative impact on user comprehension of four
different diagrams types that visualize sets. For the purpose of this study, as
with previous studies, e.g. [12–14], we measure comprehension in terms of task
performance using time and error data. We adopted a between group design
with one participant group for each diagram type to reducing learning effect. A
further advantage of a between groups design was that participants only had to
be trained in one notation. We recorded two dependent variables: the time taken
to answer questions and whether the answer was correct. Each participant group
was shown a set of diagrams about which they were asked a set of questions. If
diagram type impacts on comprehension then we would expect to see significant
differences between time taken to answer questions or error rates.

2.1 Sets to Be Visualized

Each diagram represented a collection of sets with varying relationships between
them. Each such collection involved either three, five, or seven sets, and we had
six collections of each number of sets (thus, 18 in total). This was to ensure that
the questions exhibited a range of difficulties, thus requiring varying levels of
cognitive effort to answer the questions. The study included 18 questions – one
for each collection of sets – and, therefore, 18 diagrams of each of the four types.
Further, we wanted to ensure that, for each question, the Venn diagram, Euler
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Fig. 2. Generating diagrams from real examples

diagram with shading, and the Euler diagram without shading were different
from each other. For diagrams representing three sets, we chose six combinations
of three sets that ensured the diagrams were different.

The choice of diagrams representing five sets and seven sets, respectively, was
not significantly limited. Rather than generate random combinations of sets,
which might be unlikely to arise in real situations, we turned to Google images
to choose diagrams for the five and seven set cases. We searched for examples
of all diagram types that people had drawn to visualize data; we could not
find any actual examples of linear diagrams and we excluded any diagrams that
had been drawn by the authors of this paper. Some of the diagrams returned
in this search represented more than five or seven sets. In these cases, some
sets were removed, to yield the required number, in such a way as to keep the
diagram connected (the curves formed a connected component) whilst ensur-
ing that the number of zones remained as high as possible. This set removal
method meant that the diagram was, roughly speaking, close in complexity to
the original. An example of a diagram found through Google images can be
seen on the left of Fig. 2 (re-drawn here for copyright reasons, approximating
the colours used and adding shading to the zones representing empty sets; see
http://govwild.hpi-web.de/images/govwild/overlapLegalEntity.png). It
represents ten sets. Three sets were identified for removal, to yield a 7-set dia-
gram, shown on the right. The reduced 7-set diagram corresponds to the four
diagrams shown in Fig. 1 that were used in the study.

Since displaying real data can lead to bias (through the potential for prior
knowledge), the names of the sets were changed to a pseudo-real context, focused
on three domains: film collections, subjects studied, and languages spoken. It was
anticipated that participants would have a reasonable preconception of this kind
of information, but no prior knowledge of the (fictional) information visualized.

2.2 Study Questions

As this study aims to establish which of the four notations is most effective
for accessing information about sets, statements made about the diagrams were
chosen to adhere to the following templates :

1. Simple question templates:
(a) Intersection: Some 〈elements in X are〉 also 〈in Y 〉.
(b) Subset: Every 〈element in X is〉 also 〈in Y 〉.
(c) Disjointness: No 〈element in X is〉 also 〈in Y 〉.
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2. Complex question templates:
(a) Intersection: Some 〈elements in X and Y are〉 also 〈in Z〉.
(b) Subset: Every 〈element in both X and Y are〉 also 〈in Z〉.
(c) Disjointness: No 〈elements in both X and Y are〉 also 〈in Y 〉.

Every statement was prefixed with “This diagram shows 〈some contextual text
goes here〉. Is the following statement true?” and participants were asked to
choose the answer ‘yes’ or ‘no’. The statement templates were populated with
context-specific text by randomly choosing the sets for X , Y and, where neces-
sary, Z. The actual phrasing of the individual statements was far less mathemat-
ical in style than the templates just given. One of each type of complex question
is given here, one from each domain. The four diagrams associated with question
3 are in Fig. 1:

1. Intersection: This diagram shows the subjects studied by Mrs Robinson’s
students. Is the following statement true? Some of those studying both Ge-
ology and History are also studying Music.

2. Subset: This diagram shows the classifications of films owned by Grace.
Is the following statement true? Every film classified as both Action and
Thriller is also classified as Period.

3. Disjointness: This diagram shows the languages spoken by employees at
Interpro Translators. Is the following statement true? No one who speaks
both Welsh and Italian also speaks Turkish.

2.3 Diagram Specification and Layout Characteristics

All of the diagrams were drawn sensitive to various layout guides, used to mini-
mize variability across types. These guides also helped ensure that each diagram
type was not compromised by bad layouts, but to-date only some of these guides
have been verified by empirical testing. The following conventions were adopted:

1. Curves/lines were drawn with a 6 pixel stroke width.
2. Diagrams were drawn in an area of 810 by 765 pixels.
3. Curves/lines representing a particular set were given the same colour. No

two sets, appearing in the same diagram, had same colour.
4. Set names had an using upper case first letter in Sans font, 24 point size.
5. Set names were positioned closest to their corresponding curve/line and took

the same colour.
6. The set names used in any one diagram started with a different first letter.
7. The same colour (grey) shading was used across diagrams where relevant.

A palette of seven colours was generated using colorbrewer2.org (accessed Novem-
ber 2013), in a similar fashion to [15]. Colour generation using the Brewer colour
palette is recognized as a valid approach for empirical studies, such as in the con-
text of maps [16]. So that the colours were distinguishable, but not sequential or
suggestive (e.g. increasingly vivid shades of red used to denote heat), they were
generated using the ‘qualitative’ option, based on work by Ihaka [17].
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In Fig. 1 the diagrams exhibit all of these layout choices (although they are
scaled). Further layout conventions were adopted for each diagram type, using
results from the literature that guide us toward effective layouts [2],[7],[8],[18].
The conventions were as follows:

Venn Diagrams:
1. The curves were drawn smoothly.
2. The overlaps were drawn so that the zone areas are similar.
3. The diagrams were drawn well-formed; see [19].
4. The diagrams had rotational symmetry, using layouts given in [20].

Euler Diagrams with Shading:
1. The curves were circles where possible, otherwise ellipses were used.
2. The diagrams were drawn well-formed.
3. The number of shaded zones was kept minimal.

Euler Diagrams without Shading:
1. The curves were drawn smoothly, with recognizable geometric shapes (such

as circles, ellipses or semi-circles), or with rectilinear shapes.
2. The diagrams were drawn as well-formed as possible, aiming to minimize (in

this order of priority, based on [2]): concurrency between curves, non-simple
curves, triple points, and brushing points (points were two curves meet but
do not cross).

Linear Diagrams
1. The number of line segments representing each set was kept small.
2. Favour layouts where, when reading from left to right, the number of over-

lapping line segments changes minimally.

In order reduce the number of line segments, the set with the largest number of
intersections with the other sets was drawn using a single line segment.

2.4 Data Collection Methods

For this study, we adopted a crowdsourcing approach and we used Amazon
Mechanical Turk (MTurk) [21, 22] to automatically out-source tasks to partici-
pants. In MTurk, the tasks are called HITs (Human Intelligence Tasks) which are
completed by anonymous participants (called workers) who are paid if they suc-
cessfully complete the HIT. The use of crowdsourcing platforms for conducting
research-oriented studies is becoming more popular, as this method for collecting
data has now gained recognition within the scientific community. In particular,
there is evidence that it is a valid approach, where [22] compared lab-based
experiments with MTurk, showing that no significant differences arise in the re-
sults. Moreover, MTurk has been specifically used to collect performance data
in other scientific studies in the visualization field, such as [23].
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The MTurk HITs were based on the templates provided by Micallef et al.[24],
at http://www.aviz.fr/bayes. Every question, in both the training and the
main study, was displayed on a separate page of the HIT. Previous pages could
not be viewed and subsequent pages were not revealed until the question on
the current page was answered. The questions in the main study were randomly
ordered to reduce ordering effects.

After every five study questions, participants were asked to answer a question
designed to identify inattentive workers (spammers) and those that had difficul-
ties with the language. In MTurk there is little control over who participates
in the study and, so, some workers may fail to give questions their full atten-
tion [21]. A recognized technique for identifying workers who cannot understand
the language used is to include questions that require careful reading, yet are
very simple to answer (e.g, [25]). In our study, these questions asked participants
to click on a specific area in the diagram, whilst still presenting the participants
with (redundant) radio buttons for the ‘yes’ and ‘no’ answers seen for the 18
main study questions. Participants were classified as spammers if they clicked a
radio button on more than one of the four spammer-catching questions included
in the study. All data obtained from spammers were removed before analysis.

3 Experiment Execution

Initially 20 participants took part in the pilot study (1 spammer). The pilot
study proved the experimental design to be robust, with a few minor changes
made to the wording of the questions (mostly due to typographical errors). A
further 440 participants were recruited for the main study. Of note is that we only
allowed MTurk workers with a HIT approval rate of at least 95% to participate.
All participants were randomly allocated to one of the four diagram types in
equal numbers. There were 16 participants identified as spammers, leaving each
participant group with the following number of participants: Venn diagrams
107, Euler diagrams with shading 109, Euler diagrams without shading 106, and
linear diagrams 102. The ID of all the workers that either completed one of
our HITs or started and returned the HIT before completion was recorded. A
worker whose ID was previously recorded was not assigned a HIT, so preventing
multiple participation. The participants performed the experiment at a time of
their choosing, in a setting of their choosing. They were told that the experiment
would take approximately 20 minutes, based on participants’ performance in the
pilot study, and were paid $1 to take part (this was reduced from $1.50 for the
pilot study, as all 20 HITs were completed within 30 minutes). For the main
study, the data were collected within 24 hours, with HITs made available in
sequential batches of 100, and a final batch of 40. We also note that $1 for
approximately 20 minutes work is higher than is typical for MTurk workers, for
example [22].

At the beginning of the study, each participant was told that they could only
participate once in the study and instructed to read the questions carefully. They
were further advised that they had to answer 75% of “key questions” correctly
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in order to be paid (i.e. not classified as a spammer). They were further advised
that the first five pages of the HIT were training, which was the first phase of
the experiment. During this phase, participants attempted questions and were
told whether they had answered correctly, with the answer was explained to
them. An example of a training page can be seen in Fig. 3. The super-imposed
rectangles highlight the two radio buttons and show the text displayed after the
participant had clicked ‘reveal answer’.

The participants then entered the data collection phase. This began with
three questions, in addition to the 18 main questions. The data relating to these
first three questions was not included in the analysis, in order to reduce the
impact of any learning effect. Consequently, the following results are based on 424
participants each answering 18 questions, giving 18× 424 = 7632 observations.

4 Statistical Analysis and Results

We now proceed to analyze the data collected by considering time taken and error
rate. The raw data are available from www.eulerdiagrams.com/set, allowing
the computation of non-essential basic statistics omitted for space reasons.

4.1 Time Data

The grand mean was 20.452 seconds (standard deviation: 23.620) and the mean
times taken to answer questions by diagram type are: Venn diagrams 24.477
(sd: 24.158); Euler diagrams with shading 20.532 (sd: 26.996); Euler diagrams
without shading 19.810 (sd: 20.121); and linear diagrams 16.813 (sd: 21.843). In
many tables below, we abbreviate the diagrams types’ names to Venn, shaded
ED, unshaded ED and linear respectively. In order to establish if there is sig-
nificant variation across diagram types, we conducted an ANOVA. The results
of the ANOVA are summarized in table 1, which uses log (base 10) of time.
Although the data are not normal, even after taking logs, the skewness of the
logged data is 0.39 and the sample size is 7632, making the ANOVA test robust;
the raw data have a skewness of 12.08, which is outside the permissable range

Fig. 3. The first training page for the Venn diagram group
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of ±2 for the ANOVA to be valid. We regarded p-values of less than 0.05 as
significant, unless stated otherwise.

The row labelled question, with a p-value of 0.000, tells us that there are
significant differences between the mean times of at least one pair of questions.
This shows robustness, in that the questions are sufficiently varied in that they
required different amounts of user effort to answer.

The row for diagram, with a p-value of 0.000, tells us that there are signif-
icant differences between the mean times taken to answer questions across the
diagram types. That is, diagram type significantly impacts on task performance.
Next, we performed a Tukey test to compare pairs of diagram types, thus es-
tablishing whether one mean is significantly greater than the other, in order
to rank the diagram types. Any p-values of less than 0.01 were regarded to be
significant, given multiple comparisons being made on the same data. Table 2
presents the rankings of diagram type by mean time taken. We see that linear
diagrams allow participants to perform significantly faster on tasks than
all other diagram types. There is no significant difference between shaded Euler
diagrams and Euler diagrams without shading, whereas Venn diagrams cause
participants to perform significantly slower on tasks. Thus, we conclude
that linear diagrams are the most effective diagram type, with respect to time
taken, followed by both unshaded Euler diagrams and shaded Euler diagrams
and, lastly, Venn diagrams.

The magnitude of the significant differences is reflected in the effect sizes
given in table 3. For example, the largest effect size tells us that 62% to 66%
of participants were faster interpreting linear diagrams than the average person
using Venn diagrams. The effect sizes all suggest that not only are the differences
in mean time taken significant but, taken with the mean times, real differences
in task performance will manifest through their use in practice.

Continuing now with our interpretation of the ANOVA table, the row for
diagram*question, with a p-value of 0.000, tells us that there is a significant
interaction between diagram type and question: the diagram type used impacts
user performance for at least one question. We further investigated this mani-
festation by running another ANOVA, looking for an effect of question type and
an interaction between diagram type and question type. This would establish
whether there was any obvious systemmatic way of describing the interaction

Table 1. ANOVA for the log of time

Source DF MS F P

question 17 4.3966 108.32 0.000

diagram 3 7.5847 13.52 0.000

diagram*question 51 0.2155 5.31 0.000

participant(diagram) 420 0.5584 13.76 0.000

Error 7140 0.0406 – –

Total 7631

Table 2. Pairwise comparisons

Diagram Mean Rank

Venn 24.477 C

Shaded ED 20.532 B

Unshaded ED 19.810 B

Linear 16.813 A
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between diagram type and question. The ANOVA showed no significant effect
of question type (p = 0.201) and no interaction between diagram and question
type (p = 0.171). This implies that task performance is not affected by
question type.

4.2 Error Data

Regarding errors, of the 7632 observations there were a total of 1221 errors (error
rate: 16%). The errors were distributed across the diagram types as follows: Venn
diagrams 391 out of 1926 observations; Euler diagrams with shading 377 out of
1962; Euler diagrams without shading 258 out of 1908; and linear diagrams 195
out of 1836. We performed a χ2 goodness-of-fit test to establish whether diagram
type had a significant impact on the distribution of errors. The test yielded a
p-value of 0.000. Thus, the number of errors accrued is significantly affected by
diagram type. Investigating further, table 4 summarizes where significant differ-
ences exist. We conclude that linear diagrams accrued significantly fewer
errors than all other diagram types. Moreover, significantly more errors
were accrued using Venn diagrams and shaded Euler diagrams than
the other two diagram types.

It is natural to ask whether question type impacts error rate by diagram type.
Table 5 summarizes the raw data for error counts for each diagram type, bro-
ken down by question type. Statistically analyzing these data, by question type,
reveals significant differences in all cases. In particular, our analysis revealed
that, for all question types, linear diagrams lead to significantly fewer errors.
For intersection and subset questions, Venn diagrams make a large contribution
to the χ2 statistic, indicating that they account for a significantly large number
of errors. Lastly, for disjointness questions, Euler diagrams with shading make a
large contribution to the χ2 statistic, indicating that they account for a signif-
icantly large number of errors. In summary, our analysis of the errors suggests
that linear diagrams are the most effective diagram type, with Venn diagrams
being the worst, except for questions on disjointness where Euler diagrams with
shading are worst.

4.3 Summary of Results

Linear diagrams allow users to perform most effectively in terms of both comple-
tion time and correctness: the mean time taken was significantly faster than for
all other diagram types and the number of errors was significantly lower. By con-
trast, Venn diagrams were ranked bottom for both time taken and, jointly with

Table 3. Effect sizes

Diagram Unshaded Shaded Venn

Linear 54%-58% 54%-58% 62%-66%

Shaded – – 54%-58%

Unshaded – – 54%-58%

Table 4. Error differences

Diagram Unshaded Shaded Venn

Linear Y Y Y

Unshaded – Y Y

Shaded – – N
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Table 5. Error counts and significance

Intersection Subset Disjointness

Diagram Error Correct Error Correct Error Correct

Venn 152 490 107 535 132 510

Shaded 122 532 96 558 159 495

Unshaded 100 536 70 566 88 548

Linear 70 542 51 561 74 538

p-values 0.000 0.000 0.000

shaded Euler diagrams, error rate. Thus, the error analysis allows us to distin-
guish Euler diagrams with shading from Euler diagrams without shading, which
were not significantly different in terms of time taken. We can therefore give a
ranking of diagram types using both time and errors, in order of effectiveness:

1. linear diagrams,
2. Euler diagrams without shading,
3. Euler diagrams with shading,
4. Venn diagrams.

5 Subjective Discussion

We now seek to explain our results in the context of theories about diagrams,
cognition and perception. One feature of diagrams that is thought to correlate
with their effectiveness is well-matchedness, introduced by Gurr [18]. A dia-
gram is well-matched if its syntax directly reflects its semantics. Euler diagrams
without shading are well-matched because the spatial relationships between the
curves directly mirror the relationships between the sets they represent. Lin-
ear diagrams are also well-matched because the spatial relationships between
the lines also directly mirror the relationships between the sets. For example,
in Fig. 1, the lines representing German and Italian do not overlap, and the
represented sets are disjoint. By contrast, Euler diagrams with shading are not
well-matched because of the additional zones used to represent empty sets. Like-
wise, Venn diagrams that include shading are not well-matched. That is, the
spatial relationships between their curves does not directly mirror the relation-
ships between the represented sets. Thus, our results - with linear diagrams and
Euler diagrams without shading being more effective than Euler diagrams with
shading and Venn diagrams, support Gurr’s theory.

An interesting point is that the Euler diagrams with shading and the Venn
diagrams used in the study were all well-formed, whereas those that did not use
shading were all non-well-formed (see e.g. [2]). Rodgers et al., in [2], established
that well-formed diagrams are more effective than equivalent diagrams that are
not well-formed (the diagrams in [2] did not use shading). Thus, our results
indicate that being well-matched is more important than being well-formed.

Another way of examining differences between diagram types is through vi-
sual complexity. For the Venn and Euler family, one measure of visual complexity
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Fig. 4. Diagram complexity

arises through the number of crossings between curves. In our study, Venn di-
agram exhibited more crossings than Euler diagrams with shading which, in
turn, had more than Euler diagrams without shading. By contrast, linear di-
agrams have no line crossings. For example, in Fig. 4, the Venn diagram has
121 crossings between curves, the Euler diagram with shading has 20, the Euler
diagram without shading has 9 (and a further 4 points where curves meet but do
not cross), and the linear diagram has none. The results of our study lead us to
hypothesize that this measure of visual complexity, at least for the diagrams in
this study, correlates with diagram effectiveness and, moreover, helps to explain
why linear diagrams are the most effective.

We can further explain why linear diagrams are interpreted more quickly, and
with fewer errors than all other diagram types and, in particular, Euler diagrams
without shading. With regard to linear diagrams, we quote Wagemans et al.
“[the] comparison of features lying on pairs of line segments is significantly faster
if the segments are parallel or mirror symmetric, suggesting a fast grouping of
the segments based on these cues [26]”, who reference Feldman [27] as the source
of this insight. As we have seen, linear diagrams use parallel line segments and
so are thought to be effective for this reason. However, as Wagemans et al.
consider the relative effectiveness of diagrams drawn with lines, this alone does
not explain why linear diagrams are more effective than the other diagram types.

To gain more insight into our observations, we consider the work of Bertin who
describes graphical features consisting of elements and properties [28]. Closed
curves and lines can be regarded as elements. Properties include shape and size.
Bertin, recognizing our visual sensitivity to graphical properties, proposes eight
visual variables. Two of these, called planar variables, are the x and y coordinates
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in the plane. Venn and Euler diagrams are not constrained by planar variables:
drawing their closed curves is not constrained by x or y coordinates. Therefore,
each closed curve’s position in the plane is arbitrary other than topological con-
straints imposed by the sets being visualized. Conversely, linear diagrams are
constrained by planar variables. Lines are ordered vertically and run horizon-
tally, in parallel. In the context of this study, a top down hierarchy is imposed,
along the y axis, based upon the alphabetical order of set names, and this layout
feature is thought to aid reading the diagram. There is no such prescribed order
in the Euler and Venn family. Moreover, relationships between combinations of
sets can be ‘read off’ along the x axis. Consequently, the prescriptive planar
layout of linear diagrams, as opposed to the ‘free’ (disordered) positioning of
curves in the other diagram types, is thought to aid comprehension.

6 Threats to Validity

Threats to validity are categorized as internal, construct and external [29]. The
following discusses threats to validity, focusing primarily on those arising from
using a crowdsourcing approach, that were considered and addressed to ensure
the study is robust and fit for purpose. With regard to internal validity, the
following factor was among a number that were considered in our study design:
Laboratory: ideally, all participants undertake the study in the same environ-
ment, ensuring each participant was exposed to the same hardware, free from
noise and interruption. By adopting a crowdsourcing approach, we had no control
over the environment in which each participant took part. To reduce the effect
of this compromise, a large data set was collected, with over 400 participants.

Now we consider construct validity, examining the rigour of our dependent
variables and independent variables for measuring comprehension:
Time: to ensure the rigour of time measurements, consideration was paid to the
precise duration elapsed interpreting a diagram as well as the units employed to
measure time. As we used a crowdsourcing approach, there was little control over
any distractions impacting the time taken by each participant on each question.
To manage this, a large sample size was used.
Question: it was considered a threat if participants did not spend time reading
and understanding the questions and diagrams. To manage this threat diversity
was introduced in the diagrams so that participants had to read and understand
each diagram before being able to answer the posed question. It was also consid-
ered a threat if the diagrams were regarded as trivial; having only a few sets was
deemed insufficient to yield noticeable differences in response times, should they
exist. To manage this, diagrams represented three, five or seven sets in order to
demand cognitive effort. Lastly, the study included questions to allow spammers
to be identified, catching those who did not read questions carefully.

The following factor considers the limitations of the results and the extent to
which the they can be generalized, thus examining their external validity:
Participant : participants were representative of the wider population, being
MTurk workers. They were predominately from the USA or India. Thus, the
results should be taken to be valid within these constraints.
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7 Conclusion

In this paper we have examined four diagram types that are used for visualizing
sets. By conducting an empirical study, we have established that task perfor-
mance is significantly better when using linear diagrams over the Euler diagram
family, comprising Venn diagrams, Euler diagrams with shading and Euler dia-
grams without shading. Furthermore, the Euler diagrams variants that we tested
can be ordered: Euler diagrams without shading were most effective, Euler di-
agrams with shading were next and, finally, Venn diagrams proved to be least
effective, having both poor time and accuracy performance. Given the prevalent
use of Euler and Venn diagrams for visualizing sets, and the relative lack of use of
linear diagrams, these results have implications for the use of diagrams in prac-
tice. Our results suggest that linear diagrams should be more widely adopted,
at least for use by the general population. It would be interesting to establish
whether these results manifest for expert users also.

Looking to the future, we plan to conduct further studies that augment the
syntax of these diagrams with data items (i.e. set elements). Many diagram-
matic systems, such as spider diagrams and Euler/Venn diagrams, exploit Euler
diagrams with graphs to represent sets and their elements. It will be interesting
to establish whether linear diagrams should instead be adopted for representing
this more complex data. Moreover, the result suggest that the number of shaded
zones, in the Euler and Venn diagram family, could impact on performance.
However, the current study did not control this variable and further study will
be needed to gain insight into their effect.
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Abstract. This paper provides an overview of information processing
accounts of pictures of objects and of non-picture visuals (NPVs) such as
graphs and diagrams, including theories of graph comprehension. Com-
pared to the study of objects, there appear to be rather few information
processing studies of NPVs. An NPV corpus was developed and items
were used as visual stimuli in four cognitive tasks. The tasks assessed
perceptual level processing (NPV recognition), semantic knowledge and
lexical production (naming). The results are discussed in relation to sev-
eral questions: How well do models of object picture processing accom-
modate the findings from this study of NPV processing? To what extent
can NPVs be considered to be another class of object pictures? Are well-
established phenomena in the visual object domain such as frequency and
age of acquisition effects observed for NPVs? How do patterns of perfor-
mance on the perceptual, semantic and naming tasks differ across NPV
item sub-classes? The results show that performance patterns across a
range of cognitive tasks utilizing NPV stimuli are - to some degree -
similar to those seen in object picture processing. Age of acquisition
effects were also observed. It is concluded that the use of experimen-
tal paradigms from studies of object picture processing are useful for
understanding how people understand and use non-pictorial graphical
representations such as diagrams.

Keywords: information processing, cognitive processing, diagrams, ex-
ternal representations, graph comprehension, object recognition, picture
naming, age of acquisition.

1 Introduction

Diagrams and pictures of objects are both forms of graphical external repre-
sentation and both have been studied from cognitive information processing
perspectives. A large body of research has shown that people can accurately
categorise and name a wide variety of pictures of living things (animals, fruits,
body parts, marine creatures,...) and non-living things (furniture, tools, vehi-
cles,...). Object recognition researchers have developed comprehensive cognitive
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processing models informed by experimental studies (e.g. [1]). They describe
basic discrimination and feature analysis (perceptual level), various types of se-
mantic processing through to the levels of processing required for naming the
depicted item (e.g. lexical access).

Information processing accounts of ‘non-picture’ stimuli such as diagrams,
graphs, charts, and maps have also been developed (e.g. [2, 3]). These theories
tend to focus on either bottom-up early feature analyses such as graph feature
extraction or top-down processes (template or schema invocation). In [2], Shah
et al. (2005) state, “...there are two major classes of models of graph interpreta-
tion. First, ...models provide detailed descriptions of simple graph..tasks.., such
as the ability to retrieve simple facts.....or the ability to discriminate between two
proportions....A second class of models ...focuses on more general process analy-
ses...but is less precise in its predictions about specific processes...” (p. 429).

Compared to the study of objects, there appear to be rather few studies about
semantic and lexical processing of non-object picture visual (NPV)1 stimuli such
as graphs, charts, network, tree, set diagrams, notations, lists, tables and text.
Little is known about people’s ability to accurately categorise and name NPV
stimuli. How is an individual’s ability to recognise diagrams related to their abil-
ity to name the diagrams or related to their knowledge or understanding of the
diagram and its purpose? Are these processes similar or different to their coun-
terparts in object knowledge? The answers to these questions have implications
for how we understand NPVs as images and how we comprehend diagrams as a
language of spatial relationships. At one level diagrams can be argued to be just
another exemplar of pictorial images, yet at another level the rule constraints of
diagrams, maps and tables (required for their comprehension) make them more
akin to domains such as reading where decoding knowledge has to be brought
to the comprehension process.

In the next sections, the literature on object recognition models will be briefly
summarised followed by a review of cognitive approaches to processing non-
picture visuals (e.g. models of graph comprehension).

1.1 Information Processing Models of Object Pictures

A widely-cited model of object picture recognition [1] includes linked perceptual
and cognitive subsystems for processing visual input, controlling attention, al-
locating processing resources and controlling responses or output. The model is
hierarchical and includes visual and verbal processing modalities. Object picture
processing begins with sensory feature registration allowing ‘figure’ to be distin-
guished from ‘ground’ and the processing of basic object features such as size,
colour, length, orientation and location. Next, the visual features are integrated
and grouped on the basis of similarity, facilitating perception.

Objects are recognised even if viewed from unusual angles. This is achieved
by mapping perceptual descriptions built up in visuospatial working memory

1 The term ‘non-picture visual’ is due to Cripwell [4]. It is a useful term because
it includes linguistic forms of external representation (text, tables, notations) in
addition to non-picture graphical forms such as diagrams, graphs, charts and maps.
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[5] to structural descriptions retrieved from LTM (picturecon). At still higher
levels of processing, semantic information is also retrieved (e.g. is the object a
tool, an animal?) to allow for comprehension of what is perceived. A naming
(production) response is possible when lexical access occurs.

Information processing models of object picture representations are evolved
on the basis of empirical evidence provided by experimentation. A common
paradigm in this research is to develop a large pool of normed stimuli such
as pictures of objects like the Snodgrass & Vanderwart corpus [6]2 to enable ex-
periments to test the independence of different types of knowledge about these
objects.

Information processing models allow us to investigate the independence of
discrete cognitive processes and make fairly accurate predictions of performance
based on our knowledge about how earlier or later processes operate. A process
model of object picture analysis - such as the one presented in Figure 1 (right) -
provides testable hypotheses concerning whether or not being able to recognise
an object is a necessary precursor to comprehending what it is and how it is
used. According to that model, one cannot describe how a saucepan is used
unless one recognises a saucepan in the first place. Similarly the model predicts
that being able to name a saucepan is contingent upon having some knowledge
of what the saucepan is for. The model also predicts that we might observe
phenomena such as frequency effects or age of acquisition effects. Frequency of
experience is correlated with the age at which the object was first encountered,
hence effects such as ‘age of acquisition’ are known to significantly influence
naming performance. Objects that have names learned early in life are responded
to more quickly (e.g. [8]). The age of acquisition effect is specific to picture
naming - object recognition does not show this effect (see [9] for a review).

An interesting question concerns whether similar effects are found for NPV
naming. The UK National Curriculum was analysed by Garcia Garcia & Cox [10]
for all subjects taught in schooling years 1 to 9 (ages 5 to 14 years). The forms
of representation that are introduced to students aged between 5 and 9 years
old include illustrations, tables, lists, bar charts, maps, flow charts and Venn
diagrams. Forms introduced later (9-14 years) include entity-relation diagrams,
network diagrams, tree diagrams, pie charts and Cartesian coordinate forms such
as line graphs. Responses to these two classes of item will be examined in this
study in order to examine whether age of acquisition effects are observed for
NPVs.

1.2 Cognitive Models of Non-Picture Visuals Processing

Cognitive models of NPVs such as graphs and diagrams are less completely
specified than object picture processing models. In the NPV area, studies tend
to focus on cartesian (X-Y axis) charts and various kinds of graph [3, 11–18].

2 See [7] for a review of sets of object-naming stimuli.
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Fig. 1. Four examples of pseudo-diagrams (left) used in the recognition task. Cognitive
model of visual object processing (right).

In general, the NPV models propose that bottom-up and top-down processes
occur to some extent in parallel and involve three major cognitive subsystems
- perceptual, short-term memory (STM) and long-term memory (LTM). First,
low level visual features of, say, a bar chart are discriminated and encoded (X-
Y axes, number of bars, their relative heights). These have been referred to
as ‘elementary perceptual tasks’ [11] and as ‘visual primitives’ [15]. Examples
include perceiving line lengths, areas, shading, curvature, position relative to a
scale on an axis, angles, etc. Performance varies across these perceptual tasks.
For example, position along a common scale is judged more accurately than the
size of an enclosed area [19]. The relative lengths of bars in a bar chart are
generally more accurately discerned than the relative areas of two circles in a set
diagram or a comparison of ‘slice’ sizes in a pie chart. Features are believed to be
chunked according to Gestalt perceptual features such as continuity, proximity
and form [3]. Some features can be perceived in parallel but some require serial
scanning. Cycles of scanning and rescanning build up a ‘visual description of
the graph’ in STM, which has an approximately 7 second capacity for retention
[15]. Visuospatial working memory is where visual descriptions in STM invoke
schemas from LTM and where rehearsal and attentional resource allocation is
managed via a central executive [5].

Trickett & Trafton [20] call for models of graph comprehension to incorporate
more spatial processing in addition to visual feature processing. They argue that
spatial processing occurs particularly when implicit information in a graph re-
quires inferential processing in order for the required information to be extracted.
They also observe gestures during communication of graph-derived information
and they argue that this provides further evidence of the importance of spatial
cognition.
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Schemas are ‘standard, learned procedures for locating and decoding infor-
mation presented in the graph’ ([15], p. 357). Schemas are used as the basis for
mapping graph features to meaning (e.g. [12, 13]). They result from prior expe-
rience and contain domain knowledge, knowledge of representations and knowl-
edge about which representations to use for particular tasks (i.e. ‘applicability
conditions’ [17]; ‘decomposition’ [21]). Schema and semantic representations in
LTM reflect an individual’s level of expertise. Cox & Grawemeyer [28] used an
NPV card-sorting paradigm and cluster analyses to assess the mental organi-
sation of semantic information. It was shown that people who performed well3

on diagrammatic tasks tended to sort graphs, charts, diagrams, etc into fewer,
more cohesive and accurately-named categories than people who performed less
well on diagrammatic reasoning tasks.

Novices lack schema knowledge and are familiar only with a narrow range
of graphical and diagrammatic forms. Errors such as the ‘graph-as-picture mis-
conception’ (GAPm) have been observed in students [22, 23]. For example, a
line graph of a quadratic function or relationship between two variables might
be interpreted as as a picture of a mountain or a distance-time travel graph
is interpreted as a map of an actual journey. Garcia Garcia & Cox [23] found
that approximately 25% of children in a sample of 48 elementary school students
manifested such misconceptions. Network graphs, pie charts and set diagrams
were associated with higher rates of GAPm than bar charts, line graphs or tables.
Leinhardt et al. [22] review GAPm phenomena but do not speculate on their ori-
gin in cognitive information processing terms. Information processing accounts
offer a way of characterising graphical misconceptions such as the GAPm more
theoretically. In terms of the model, a GAPm arises from visual errors at the
recognition level - it is not a semantic error.

1.3 Ecological Validity of Information Processing Tasks Using
NPVs

Previous work has established that NPV tasks such as those used in the present
study are useful for investigating perceptual, semantic and naming processes
and that they correlate with real-world reasoning tasks, including diagrammatic
reasoning. They therefore have a degree of criterion validity. Some of the tasks
employed in this study were used in studies that also collected data on reason-
ing with external representations. Cox et al. [24] showed that computer science
students’ functional knowledge of, and ability to name representations relevant
to the software engineering domain4 correlated more highly with program de-
bugging performance than years of previous programming experience (the next
highest correlate). Garcia Garcia & Cox [23] developed a simplified version of

3 i.e. who could assign an effective diagram to particular forms of information, or who
could draw diagrams that were effective in aiding their problem solving.

4 These were: lists, node and arrow (network) diagrams, tables, textual/linguistic rep-
resentations (e.g. handwriting, typed text), trees and notations and formulae such
as program code
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the NPV recognition task for use with young students. It was administered to 45
students in grades 4,5 and 6 using an interactive, touch surface computer. The
task identified students who had a ‘graph-as-picture’ misconception (validated
against an independent external assessment). It was further shown that the so-
called ‘graph as picture’ misconception should perhaps be renamed the ‘diagram
as picture’ misconception since students were observed to misclassify as pictures
NPVs other than graphs. Grawemeyer & Cox [25] administered the NPV tasks
to subjects who also performed a demanding representation-selection task which
required them to select data displays that matched both the information-to-be-
displayed and the requirements of the response task. The semantic NPV tasks
were shown to be good predictors of display selection accuracy and reasoning
performance.

1.4 Aims

At a theoretical level, questions about non-picture visuals include ‘are they just
another category of picture visuals?’ and, if not, how are they represented and
processed as a class of objects? This paper explores the extent to which NPVs
function as a class of object pictures. Is accuracy greater on perceptual level
tasks than on tasks involving more cognitive subsystems - i.e. ‘higher level’ se-
mantic and naming tasks? To what extent do forms of NPV (graphical, linguis-
tic) differ in terms of perceptual, semantic and naming task performance? How
does performance differ at perceptual, semantic and naming levels of processing?
Does performance on classifying NPVs correlate more highly with naming per-
formance or with functional knowledge? Are ‘age of acquisition’ effects observed
on NPV naming tasks? Answers to these questions will inform a model of NPV
processing that would have potential practical use - e.g. as a basis for developing
educational instruments for assessing graphical literacy and detecting represen-
tational misconceptions. To address these issues, a corpus of NPV images was
used in four tasks.

2 Method

2.1 Participants

Fifty-four participants took part in the study. They were recruited from a UK
university and consisted of undergraduate and postgraduate students, research
assistants and their friends. There were 38 males and 16 females. Nine males
and two females were aged between 16-20 years, 9 males and 1 female were
aged between 21-25 years, 8 males and 5 females were aged between 26 and 30
years, 4 males and 3 females were aged between 31 and 35 years, 4 males and
2 females were aged 36-40 years and 4 males and 3 females were aged over 40
years. Twenty-eight had undergraduate degrees (computer science, psychology,
theology, or arts), 12 had masters degrees and 14 were qualified at PhD level.
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2.2 The NPV Corpus

The corpus consisted of 90 graphical representations of a wide variety of forms:
Maps (street, topographic, weather, strip map (6 items)); Set diagrams (Venn,
Euler (5 items)); Text items (newsprint, handwriting, email message, com-
puter program,poem, telephone directory extract, questionnaire (8 items)); Lists
(shopping, medical, recipe,telephone directory (5 items)); Tables (timetables,
bi-directional matrix, truth table, contingency matrix (8 items)); Graphs &
charts (lattice, X/Y function, scatter plot, pie chart, bar chart, box plot, bub-
ble chart, candlestick. frequency histogram, PERT (16 items)); Tree diagrams
(organisation chart, decision tree, genealogical, dendrogram (4 items)); Node
& arrow (probability diagram, flow chart, Gantt, control, electrical circuit,
entity-relation, UML, London underground (8 items)); Plans (building floor,
house floor, dressmaking pattern, blueprint, seating (8 items)); Notations &
symbols (logic notation, pictographic sequences, maths formulae, geometry, mu-
sic, choreograpy (5 items)); Scientific Illustrations (exploded mechanical dia-
grams, engineering drawing,laboratory apparatus, physics, mechanics, geometry
anatomy (7 items)); Icons (sport activity logos, commercial logos, packaging
logos, road signs, audiovisual logos, Chinese logograph (10 items)). The cate-
gories and item examples within categories were derived from various taxonomic
studies of external representations [26–29]) and from information visualisation
sourcebooks [30, 31].

Examples from each of the major categories are shown in Figure 2. In addition
to the 90 NPVs, there were 22 ‘pseudo’ NPVs. These were designed for use as
‘fake’ items in the decision task (described below). Four examples are shown on
the left side of Figure 1. There were also ‘fake’ non-graphical NPVs - a graph with
tick marks and axis labels on the function curve instead of on the axes, invented
math-like notations, an ill-formed syllogism, a ‘scrambled’ recipe (textual), etc.
These items were designed to be analogous to pictures of ‘unreal’ or ‘chimeric’
objects used in experimental neuropsychology (e.g. [32]).

Fig. 2. Examples from the NPV corpus used in recognition, categorisation, functional
knowledge & naming tasks
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Care was taken to ensure that the fake items were not discriminable on the
basis of spurious perceptual factors such as font or color.

2.3 The Perceptual, Semantic and Lexical Tasks

Assessing recognition knowledge via a decision task Decision tasks are used as
a paradigm for establishing an individual’s recognition knowledge in a domain
(e.g. picture decision). The task required respondents to indicate whether or not
the non-picture visual stimulus was a valid and authentic example. The response
mode was forced-choice, with response options ‘real’ or ‘fake’.

Semantic knowledge tested via categorisation task A single NPV image was pre-
sented on each trial (presentation order randomised across tasks and subjects).
Subjects were prompted How would you categorise this representation? Twelve
response options were provided: 1. Graph or Chart; 2. Icon/Logo; 3. List; 4.
Map; 5. Node & arc/network; 6. Notation system/formula; 7. Plan; 8. Maths or
scientific figure/illustration; 9. Set diagram; 10. Table; 11. Text/linguistic and
12. Tree.

Second Semantic task (knowledge of NPVs’ function) This task assessed sub-
jects’ functional knowledge of each non-picture visual in the corpus. Each item
was displayed and the subject instructed: “... What is its function? (select one).
Note: if you think it may have more than one function, decide which is the most
important or primary function.” The 12 response options were: 1. Shows pat-
terns and/or relationships of data at a point in time; 2. Shows patterns and/or
relationships of data over time; 3. Shows how/where things are distributed or lo-
cated; 4. Relates time and activities; 5. Shows how things are organised, arranged,
interconnected or interrelated; 6. Represents a procedure or algorithm; 7. Shows
how things proceed, evolve or work; 8. Shows how to do things, instructions; 9.
Language-based (linguistic) communication; 10. Formally expresses a mathemat-
ical, logical or scientific concept; 11. Aid to memory, and, 12. Symbolizes an idea
or concept. The functional categories were derived from a sourcebook [30] and
literature on the functional roles of diagrams [17, 33].

Production - assessed via a naming task One NPV item per trial was presented.
Subjects were prompted “What is it?”. Participants responded by choosing one
name from 77 specific names for each of the 90 NPV items. The names were or-
ganised by category (maps, plans, notations, set diagrams, etc) in the response
interface. Participants were instructed to select one name by clicking a response
button adjacent to it. Examples of names provided include: ‘Venn diagram’, ‘mu-
sic’, ‘simple list’, ‘timetable’, ‘truth table’, ‘box plot’, ‘scatterplot’, ‘Gantt chart’,
‘entity relation (ER) diagram’, ‘decision tree’, ‘syllogism’, ‘logo’, ‘anatomical il-
lustration’, ‘logic’, ‘pictogram’, ‘engineering drawing’, ‘assembly instructions’,
‘floor plan’...etc. Participants were provided with 90 specific names and were
constrained to one selection per trial.
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The tasks were administered online and the order of presentation of NPVs
was randomised across subjects. The first session (decision task) was of approx-
imately 30 minutes duration. Participants performed the categorisation, func-
tional knowledge and naming tasks in a second session of approximately 90
minutes duration. In each task, subjects were presented with the NPVs sequen-
tially, one at a time. Each participant performed the four tasks in the order 1.
decision, 2. categorisation, 3. functional knowledge, and 4. naming. The decision
responses were scored by assigning 1 for correctly identified items (maximum
score 112). For the categorisation, functional knowledge and naming tasks each
correct response scored 1 (maximum 90). Proportion correct scores for each sub-
ject on each item on each task were computed. Mean proportion correct (mpc)
across all NPV items within each task (recognition, semantic categorisation, se-
mantic functional knowledge and naming) were computed for each subject (4
task mpc’s per subject, n=54).

3 Results and Discussion

Models of picture processing predict that to name an object an individual re-
quires some conceptual understanding of the object - i.e. its category mem-
bership and meaning. To test this prediction with respect to NPVs, an initial
analysis was conducted to determine the number of items correct in naming and
in semantic categorisation of the NPVs. Table 1 presents the mpc scores for all
subjects on each task. It was determined that the proportion scores were nor-
mally distributed with skewness within acceptable limits (+/- 2). Means rather
than medians were therefore used.

Table 1. Mean proportion correct
(mpc) scores for each task (n=54)

Task min max mpc sd skewness

Recognition .36 .93 .77 .10 -1.856
SemCat .42 .82 .66 .09 -.175
SemFunc .32 .74 .50 .10 .202
Naming .30 .78 .57 .09 -.371

Table 2. Between-task correlations,
(n=54, ** = p < 0.01, 2-tailed)

Task SemCat SemFunc Naming

Recognition .25 .38** .14
SemCat .53** .74**
SemFunc .55**

The mpc was greater for semantic categorisation than for naming (.66 vs .57,
Table 1). This difference was statistically significant (t(related)=9.40, df=53,
p<.001). The correlation between naming and semantic categorisation was pos-
itive and significant (ρ = .74, Table 2). Analyses of individual subjects’ scores
revealed that 50 out of 54 achieved scores higher in category knowledge rela-
tive to their knowledge of NPV names. This very consistent pattern provided
good support for the model’s prediction of a strong association between seman-
tic knowledge representation and naming ability. It should be noted too that in
the case of the four exceptions - although they failed to show the predicted pat-
tern, their category semantic scores were nevertheless very close to their naming
performance scores (differences were small - range 0.01 to 0.03).
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A second analysis addressed whether semantic functional knowledge showed
a similar relationship with naming performance. In this case the relationship
of mpc scores for semantic knowledge and naming were reversed with naming
performance being superior to functional knowledge (.57 vs .50, Table 1). This
difference was also significant (t(related)=5.55, df=53, p<.001). The correlation
between functional knowledge and naming was positive and moderate (ρ = .55).

The finding that naming performance was superior to functional knowledge
occurred in 48 out of 54 subjects and demonstrated that NPV naming can occur
in the absence of functional knowledge.

A third analysis examined the relationship between semantic knowledge and
perceptual recognition of the NPVs. The mpc for the decision (recognition) task
was .77. NPV recognition was not highly correlated with either semantic (cat-
egory) knowledge (ρ = .25) or functional knowledge (ρ = .38). This finding is
aligned with the process model’s prediction that individuals can be proficient
in recognising NPVs despite the absence of semantic knowledge about NPVs.
The correlation of naming with categorisation (ρ = .74) was much larger than
between naming and functional knowledge (ρ = .55, Table 2), the relationship
between the two types of semantic knowledge was modestly positive (ρ = .53).
The mpc on the semantic categorisation task was also significantly greater than
semantic functional knowledge (.66 vs .50; t(related)=12.00, df=53, p<.001, Ta-
ble 1). This supports the claim that people can categorise NPVs without neces-
sarily knowing their function and suggests that the two semantic processes are
less tightly coupled in the NPV domain than in the object picture domain. Profi-
ciency in NPV recognition can be present in the absence of semantic knowledge
of category or function. Analyses of individuals’ data showed that a majority
of subjects achieved higher recognition (decision) scores in recognising NPVs
relative to their comprehension of these forms. Subjects who show proficiency
in semantic and functional knowledge of NPVs showed comparable or better
recognition performance.

3.1 Age of Acquisition Effects Upon NPV Naming

As mentioned in the introduction, Garcia Garcia & Cox [10] used the UK Na-
tional Curriculum to identify the forms of representation that are introduced to
students at ages 5 to 9 years and forms that are introduced later (9-14 years).
The earlier forms include illustrations, tables, lists, bar charts, maps, flow charts
andVenn diagrams. Later-introduced forms include entity-relation diagrams, net-
work diagrams, tree diagrams, pie charts and Cartesian coordinate forms such
as line graphs. The NPV corpus was therefore partitioned into ‘early’ and ‘late’
representations. The mpc for the naming task for early items was .64 and for
late items it was .50. A related samples t-test showed that the difference was sig-
nificant (t=7.48, df=53, p<.001). Age of acquisition effects are therefore seen in
NPV naming. In fact, there were significant differences between performance on
‘early’ acquired and ‘late’ acquired items for all 4 tasks. Recognition task means
were: early NPV items=.86, late=.76; categorisation task, early=.66, late=.58;
functional knowledge, early=.52, late=.39. Taken together, these results provide



Recognising, Knowing and Naming 171

support for the idea that the processing of NPVs shares characteristics and
processes similar to those observed in object picture processing studies.

3.2 Functional Knowledge and Naming of NPV Item Categories

The NPV corpus contained 12 categories of item. Figure 3 shows the mpc scores
for each category of NPV item, ordered by naming score. In general the pattern
reflects the ubiquity of the representations in school subjects, the media and
everyday life (text, lists, notational systems such as music, maps, scientific illus-
tration, plans, graphs and charts). These representations are somewhat generic
and are used in a wide variety of contexts. Maps, for example, are topographically
isomorphic with the real-world and commonly used for navigation in everyday
life. More specialist, domain-specific forms (network or node & arrow diagrams,
set diagrams) seem to be less well understood and named. The representations
on the right-hand side of Figure 3 tend to be less pictorial and textual and more
purely diagrammatic in that they relate two or more dimensions by segmenta-
tion (tables) or metric axes (graphs). Functional knowledge of tables, trees, and
node and arrow (network) diagrams (matrices, networks and hierarchies) are
related to each other as forms of representation but they differ subtly in terms
of global structure, their basic features (cells, nodes/edges and constraints on
mappings between representation and domain represented [17]. For example, un-
derstanding set diagrams requires an understanding of their metaphor i.e. that
container-contained, overlap, spatial disjunction, shading conventions and so on
graphically represent the relationships between sets.

Respondents’ functional knowledge of tables and naming accuracy for tables
was rather low despite their ubiquity in everyday life. Examining individual
items, 96% of respondents correctly named a timetable and a logic truth table
was correctly named by 70% of respondents. A bidirectional table was correctly
named by 50% and a feature table (e.g. a table with ticks in cells showing features
present/absent) by 54%, a multi-way table was only correctly named by 13% of
respondents.

Fig. 3. mpc scores for NPV item categories, ordered by naming score
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The general pattern of results reflect the age of acquisition effects mentioned
in the previous section with the exception perhaps of set diagrams for which
naming mpc was lowest and functional knowledge was also low. However, the
category of set diagrams in the NPV corpus also contained Euler’s circles and
a figure of the Gergonne relations. Two of the NPV items were Venn diagrams
and they were correctly named by 67% and 54% of respondents, respectively. On
the Venn diagram items the erroneous responses were most frequently “Euler
diagram” and (to a lesser extent) “geometry figure”. For the two Euler’s circle
items the error rate was high (74% and 78%) with “Venn diagram” accounting for
66% of the errors. This suggests that “Venn diagram” is synonymous with “set
diagram” for many respondents. In the case of tree diagrams the best-named was
a grammar parse tree (76%) followed by a decision tree (54%). A dendrogram
and a branching probability tree were not accurately named (26%, 17%). The
table and tree diagram items in the corpus were therefore quite heterogeneous,
with subjects naming common examples relatively well but performing less well
on more esoteric forms.

The largest difference between functional knowledge and naming scores was
observed for lists and scientific illustration (functional < naming). Participants
easily and correctly named most of the examples of lists (a shopping list, a recipe,
medication times, a directory,..). In terms of functional knowledge of lists 44% of
respondents correctly nominated “memory aid” as the function of a shopping list.
44% correctly gave “how to do things/instructions” as the function of a list of
medications and when to take them (the most frequent error was “memory aid”).
78% stated that a recipe’s function is to show “how to do things, instructions”5.

Scientific illustrations were relatively accurately named (geometry figures,
anatomical illustration, a physics illustration, a mechanical diagram (pulley sys-
tem)). Perhaps subjects readily recognised the domain from which the represen-
tation originated and that gave them an indication of its name (e.g. anatomical
diagram)? However for functional knowledge, subjects found it difficult to dis-
criminate between NPVs that ‘show where objects are distributed or located’,
‘show patterns or relationships in data at a single point in time’, and ‘show pat-
terns or relationships in data over time’. Assigning the correct function for this
class of NPVs requires quite specialised knowledge and knowledge of domain-
specific graphical conventions.

The iconic NPVs showed greater functional knowledge scores than naming
scores. This may have been because for 9 of the 10 examples the function was
simply “symbolise a concept”. An exception was an example of a Chinese char-
acter for which the correct name (“pictogram”) was only given by 9% of respon-
dents (the most frequent error was “handwriting”). However 57% respondents
correctly gave “communication” as the character’s function, with 43% opting for
“symbolise a concept”.

5 Though two subjects nominated “algorithm” which perhaps should have been scored
as correct. . .
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Conclusions NPVs are processed similarly to object pictures in that recognition
performance can be observed in the absence of semantic and naming knowledge.
Effects akin to the age of acquisition effect were observed on recognition, cat-
egorisation, naming, and functional knowledge tasks. NPVs differ from visual
objects in that functional knowledge is frequently seen to be lower than naming
accuracy. However, the relationship between semantic and naming performance
varies across sub-categories of NPV. Response patterns like those seen for object
pictures (naming > semantic knowledge) are observed for more textual forms,
maps and illustrations. For more purely ‘diagrammatic’ NPV forms (network
diagrams, tree diagrams, set diagrams) semantic knowledge tends to be greater
than naming accuracy. This difference between the more textual and graphical
information representation modalities probably reflects the interaction of several
factors - familiarity, ubiquity in the real-world, and age-of-acquisition effects. In
the case of network, tree and set diagrams there is a tendency for them to be
known by different names across different domain contexts - computer scientists
tend to refer to network diagrams as ‘graphs’, for example. In everyday contexts,
‘Venn diagrams’ tends to be used as the category term for set diagrams, tree
diagrams can be referred to as directed acyclic graphs or hierarchies and column
graphs are routinely termed ‘bar charts’. In this study, correct NPV responses of-
ten required specific and precise naming whereas in object naming studies using
the Snodgrass stimuli, category names are often accepted in lieu of precise names
(e.g. ‘saw’ for a depiction of what is actually a panel saw, ‘hat’ for trilby hat).
Another difference between the NPV study reported here and typical picture
recognition/naming studies is that in the latter the dependent measure tends to
be response latency rather than response accuracy because many people perform
at ceiling on naming accuracy tasks when pictorial items such as those in the
Snodgrass and Vanderwart corpus are used. It would be useful to investigate
response latency in addition to accuracy in future NPV studies. In this study
non-pictorial images such as diagrams appear to be processed similarly to pic-
tures of objects in that people tend to be able to recognise and categorise them
better than they can name them or identify their function. Non-pictures such
as diagrams differ from pictures of objects in that the age at which knowledge
of them was acquired, or their commonplaceness, affects performance not just
on naming task but also on recognition and functional knowledge. To conclude,
examining NPVs from an information processing perspective has the potential
to inform how we teach people to use diagrams and provides a basis for under-
standing data on human performance with external representations. Information
processing approaches that are commonly used in studies of picture recognition
and naming provide a useful theoretical framework for understanding how graphs
and diagrams are cognitively processed.
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Abstract. Colour is one of the primary aesthetic elements of a visualization. It 
is often used successfully to encode information such as the importance of a 
particular part of the diagram or the relationship between two parts. Even so, 
there are few investigations into the human reading of colour coding on dia-
grams from the scientific community. In this paper we report on an experiment 
with graph diagrams comparing a black and white composition with two other 
colour treatments. We drew our subjects from engineering, art, visual design, 
physical education, tourism, psychology and social science disciplines. We 
found that colouring the nodes of interest reduced the time taken to find the 
shortest path between the two nodes for all subjects. Engineers, tourism and so-
cial scientists proved significantly faster with artist/designers just below the 
overall average speed. From this study, we contribute that adding particular 
colour treatments to diagrams increases legibility. In addition, preliminary work 
investigating colour treatments and schemes indicates potential for future gains.  

Keywords: Colour encoding of diagrams, Graph diagram aesthetics, Subjects 
Disciplines’ Effects.  

1 Introduction 

The aesthetics of a diagram is acknowledged as an important factor in the ease to 
which a person can read and reason with the diagram. There has been considerable 
research into diagram layout and there are now well understood principles as to what 
layout strategies make a graph diagram easy (or hard) for people to interpret. These 
layout principles can be encoded into automatic layout algorithms so that the  
algorithms produce optimum layouts for human understanding.  

There are many other elements of a diagram where aesthetic treatments can auto-
matically be applied such as colour, fonts, line treatments, node shapes and sizes and 
iconic representations. There are bodies of knowledge about these aesthetic elements 
which could also inform diagram aesthetics. Attending to such aesthetics has been 
shown to be useful for user interface design [1, 2] reporting increased tolerance to-
wards errors of ‘beautiful’ websites [2], and a strong correlation between the user's 
perception of a website’s visual aesthetics and their perception of its credibility [3, 4] 
and trustworthiness [5]. 
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Colour is a major component of aesthetics. It is often used in graph diagrams to en-
code information (e.g. Fig. 1) or simply to make the diagram look more pleasing. Yet, 
to our knowledge, there have been no experiments on the effects on human interpreta-
tion of different colour treatments of graph diagrams.   

In this paper we report on an empirical shortest path experiment with three colour 
treatments applied to nodes of non-directional graphs. We selected people from a 
broad mix of disciplines as the subjects to investigate whether prior training or 
knowledge impacted on the experience. For example, we sought to determine if engi-
neers would make the same errors, draw the same paths and/or prefer similar colour 
schemes as artist/designers, or people who specialise in physical education. 

 

Fig. 1. Diagram used by [6] to explore effects of path straightness 

Important, as background for this study, we note that Gestalt theory and psychology 
argues that we visually identify features and complete shapes rather than seeing an ad-
hoc assortment of simple lines, edges and bends as part of the laws of perceptual organ-
ization [7]. This ‘seeing the whole’ enables faster decision-making and uses less cogni-
tive load by calling up information and understandings already gained as prior know-
ledge [8 ,9]. Furthering this work, Hatfield & Epstein [10] argue the perceptual system 
reduces its processing to the lowest possible effort by describing the outer world we 
encounter in the simplest means. Pomerantz [11], adds that colour perception acts in a 
similar holistic manner to shape perception as understood by Gestalt philosophy. This 
theory is well-placed to help us identify the role of colour in visual search tasks.  

While Art and Design disciplines are clear in their use of colour [12], operating 
from a strong set of established design and colour guidelines that evolve as the for-
mats change with time, artist/designers do not work from studies that ‘prove’ their 
theorems. Rather, they work from established conventions that derive from practice. 
While there are clearly successful results, this ‘experience evidence’ and the language 
that supports it, does not translate easily for more scientific disciplines who require 
contributions in the form of testing for evidence, findings and conclusions. There is 
considerable work to be done in the passing on of this knowledge from the art and 
design communities’ perspectives to the diagrams community, with no easy way for 
direct translation of the accumulated knowledge.  
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In this paper we explore effects of both colour treatments and colour schemes. We 
use the term treatments as the semantic of the colour application – for example, col-
our to particular types of nodes. And colour schemes to be the colours applied – for 
example Fig. 1 the treatment is to colour the nodes for their shortest path task differ-
ently to all the other nodes on the diagram, the scheme is red/cyan.  

The structure of this paper is as follows. In section 2 we review the work on diagram 
aesthetics and colouring of visualizations. Section 3 describes the experimental stimulus 
used including our design choices. Section 4 describes the methodology for the experi-
ments followed by the analysis and results in Sections 5 and 6. Finally in Section 7 we 
discuss our findings, the implications of these findings and suggest future research.  

2 Related Work 

The work of Purchase [13] on the aesthetics of diagram layout has been the basis of 
many investigations into the aesthetics of graph diagrams. Purchase showed that there 
are a number of layout principles that can be systematically applied to a diagram that 
make the diagram easier for people to understand. The most important of these prin-
ciples is to decrease edge crossings. Purchase and others have expanded on these 
findings in various contexts and with dynamic graphs [e.g. 14, 15]. Purchase reported 
that the most significant layout aesthetics are to minimise edge crossings and edge 
bends and maximise symmetry. These findings have stood the test of time and are 
now regularly prioritised in layout algorithms [e.g. 16]. Without exception these stud-
ies have been conducted without regard to colour. Most studies have used black  
diagrams (nodes, edges and text) on a white background. 

Colour is another fundamental aspect of aesthetics and visualizations. The percep-
tual and cognitive effects of colour have been studied for over 100 years. For more 
information we refer the reader to [17] that provides an excellent recent survey on the 
use of colour in visualizations and an overview of colour theory. It is notable that [17] 
has no human studies examples on the effectiveness of various colouring strategies 
from the field of abstract diagrams using graphs or set diagrams.  

There have been numerous studies and algorithms proposed for automatic com-
puter generation of colour schemes for particular contexts. These include [18] early 
work on contrasting and harmonious colour schemes for maps, and [19] for graph 
diagrams. These colouring generators are based on the theories of colour perception 
(see [20] as an example). However human experiments on the interpretation of the 
resultant colouring schemes are not reported. Others [21, 6] suggest that human ex-
periments are necessary to validate such automated application of aesthetic elements, 
such as Ware’s experiments for geographical map colouring [22].  

Tsonos & Kouroupetroglou [23] investigate font size and styles and 
font/background colour combinations and found that in terms of colour combinations, 
black text on white background, white on blue, and green on yellow combinations 
were rated as the most pleasant.  

Art and Design disciplines offer a variety of perspectives on the use of colour  
that fall beyond the scope of this study, however practical concepts such as colour 
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relativity, intensity and temperature impact directly on the design considerations [24], 
with placement of colours to cause vibrations and the illusion of depth set up as back-
ground considerations.  

Many abstract diagrams such as variants of graph diagrams and set diagrams use 
colour. There are a variety of ways colour is employed. Some use colour as a part of 
the syntax, for example [25, 6] use colour to differentiate nodes of interest. Others use 
colour as an extra level of information, for example [26] suggests the use of colour for 
alerting readers to important aspects of a diagram and [27] uses colour to indicate the 
degree of constraint satisfaction. In other cases, colour is used as eye-candy rather 
than for information for example [28]. None of these papers discuss the colour 
choices or reasons for them. So far as we are aware the only empirical studies into the 
effects of different colouring strategies are on concrete diagrams such as geospatial 
maps. We make an attempt with this initial study, to see if design understandings of 
colour can be translated into scientific evidence. 

3 Experiment Design 

Clearly there is unlimited space for experimentation when applying colour to graph 
diagrams, with an infinite number of colours and colour combinations– at the extreme 
every node, edge and character could be a different colour. Choices must be made in 
order to produce empirical results. In this section we describe the experimental stimu-
lus that we designed together with our reasoning for particular decisions.  

Given that there is no prior work with abstract diagrams we chose to limit the ex-
periment to fundamentals. We selected to experiment on fundamental graph diagrams 
– those with just nodes and edges. Based on Purchase’s [13] graphs we devised three 
diagrams with equal numbers of nodes (16) and edges (28) and a similar distribution 
of edges per node, in addition each has an identifiable sub graph (see Fig. 2). We 
applied Purchase’s [13] layout principles to the graphs so that there were no crossing 
edges, all edges were straight and that the diagrams were generally symmetric. This 
was a manual process as the layout algorithms in the software we used gave unsatis-
factory results. We then flipped each diagram horizontally, vertically and horizontally 
and vertically resulting in 12 variants of the diagrams.  

We then chose 3 different node pairs on each diagram for our shortest path ques-
tions. The paths varied in length from 2-5 edges. We visually identified these nodes in 
each diagram by allocating the Font Arial Rounded MT Bold, 18pt to the nodes that 
needed to be easily identified for answering the questions, whereas all other nodes 
were Helvetica Regular 10. We did this for all graphs regardless of colour treatments 
and schemes. The flipped graphs also had their label’s font correspondingly flipped 
for easy legibility, that is, so the font was the correct way up. 

We ran an informal experiment with 6 subjects and black & white rendering of the 
flipped diagrams to check whether people would recognize that there were only 3 
diagrams. None of the subjects noticed this and all were surprised when we pointed it 
out to them.  
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Graph 1 Graph 2 Graph 3 

 
(cardinality 
6x1,5x2,4x5,3x4,2x4) 

 
 (cardinality 
6x1,5x1,4x6,3x5,2x5) 

 
 (cardinality 
7x1,5x1,4x5,3x6,2x3) 

Fig. 2. Three graphs used in experiment with black and white treatment. Nodes of interest have 
larger font and bolded labels. Cardinality refers to number of joining lines to one node.  
We refer to the black and white treatment as Set 1. 

A major decision was on which colour treatments and schemes to apply. Black and 
white with the nodes of interest bolded as described above is retained as the default 
case. We considered a wide range of colouring treatments including: colouring all 
nodes the same, colouring nodes depending on their degree of connectiveness (cardi-
nality), colouring nodes of interest as a highlighting strategy (design), colouring to 
highlight sub-regions differently (gestalt). From these we chose the two later treat-
ments: nodes of interest (Set 2) and gestalt (Set 3).  

The next decision was the colour schemes – that is what colours to use. We devised 
3 colour schemes each consisting of two web safe colours. The colours we chose can 
be easily differentiated by the majority of the sighted public (taking into account vari-
ous colour blindness conditions). The colours also largely cover the red-green-blue, 
red-yellow-blue primary colours spectrum. The colours for each graph were: Graph 1: 
D2FFFF (Pale Blue) and A5D5D5 (Grey_Green); Graph 2: FF0000 (Red) and 
FF6600 (Orange); and Graph 3: FF2425 (Scarlet) and A9ACD2 (Lilac) (see Fig. 3). A 
different colour scheme was applied to each graph. 

We chose the colour combinations to create distinctions [12, 24] so information 
would sit on different levels, and to use primary (basic, pure), secondary (mix of two 
primaries) and tertiary (mix of primary and secondary) colours from intense saturated 
hues to luminance light-reflecting tints across the entire colour spectrum (designing 
around colour blindness). In the choices we made, we layered and separated out the 
nodes from the white background and the black text by using:  

• Graph 1: Grey_Green/Pale Blue - cold, dull-hue, analogous (close to each other in 
the colour wheel) passive (visually receding) tints (colour added to white) with a 
high luminance (light reflective) value. We refer to this scheme as calm. 

• Graph 2: Red/Orange – warm, active (visually appearing to advance to the fore-
ground), highly-saturated (pure, undiluted by white), bright, intense analogous  
colours. We refer to this scheme as bright. 
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• Graph 3: Scarlet/Lilac - contrast between a warm, active, intense, saturated secon-
dary colour (scarlet) and a cold, passive, dull, high luminance tertiary tint (lilac). 
We refer to this scheme as contrast.  
 

 Set 2 coloured nodes of interest Set 3 all nodes coloured with 
subgraph differentiated 

Graph 1 
Calm 

  
Graph 2 
Bright 

 
Graph 3 
Contrast  

  

Fig. 3. Two sets of colouring treatments with three colour schemes 

4 Methodology 

The task selected was shortest path where the subjects were asked to mark the path that 
traversed the least number of edges between the two marked nodes. From the graph sets 
described in section 3 we randomly selected 9 graphs from each set (B&W, coloured 
nodes, coloured subgroups). For sets 2 and 3 the random selection was to randomly take 
3 from each colour scheme. The selected graphs were added to a set of Powerpoint 
slides. Before these experimental graphs there were 3 training sections. The first was to 
familiarize the subjects with drawing on Powerpoint with a stylus. They were asked to 
draw a house and then on the following slide a person and any other object. This was 
followed by an explanation with examples of how to identify a shortest path. There 
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were then 6 simple black and white graphs with a pair of bolded nodes that they com-
pleted with the facilitator. Following this they were told that the real experiment was 
beginning, however there were a further 6 training slides with increasingly complex 
graphs. The experimental graphs were then presented in the order black and white, col-
oured nodes and coloured subgroups. We chose not to counterbalance the sets to sim-
plify the experiment, reasoning that with sufficient training (12 puzzle slides plus learn-
ing drawing with 3 slides before the experiment began), there should be no learning 
effect, and indeed the analysis of results indicated that this was true. In addition, based 
on pre-tests of fully randomized presentation in which the subjects found it difficult to 
identify the different colour schemes and even colour treatments, we created separate 
sets for each colour treatment, where for set 2 and 3 the colour schemes were in a fixed 
random order. Usually we would counterbalance the sets for order effects but it was 
more important that our subjects were able to reliably identify their preferences which 
they were not able to achieve in our randomized pilot study.  

The subjects were asked to mark the shortest path on the Powerpoint slide and 
were given a maximum of 10 seconds per diagram to complete the task.  The ses-
sions were videoed and the time spent on each diagram and errors were later extracted 
from the video footage. After finishing all the tasks, the subjects completed a ques-
tionnaire on their perception of the effect of colouring the graphs and ended with a 
verbal debrief with the facilitator to elicit more qualitative information.  

In selecting subjects we aimed for a range of disciplines from more visual (artistic) 
to more engineering styles of thinkers with a mix in between this polarized spectrum. 
To this end, we purposefully recruited a broad mix of 48 subjects. This mix was com-
prised of subjects with ages ranging from 20-38 and approximately even gender mix 
with 19 females and 29 males. Of these their background was: 18 artist/designers  
(8 female, 10 male); 8 male engineers; 8 mixed skill set of (2 more visually oriented 
females and 3 female and 3 males from engineering psychology); 6 physical educa-
tion students (1 female and 5 male); and 8 tourism or social science students (5 female 
and 3 male). The individual sessions were facilitated by 28 students from a Masters 
User Experience Design class as part of their course work.  

5 Analysis 

From our 48 subjects, each solving 3x9 diagrams, we ended up with a total of 1296 
solved diagrams. We investigated completion time and errors as dependent variables. 
Completion time was measured from the point at which the diagram appeared on  
the screen until the subjects had completed drawing the path from start to finish.  
This could include repairs in case a subject discovered having drawn a path that was 
too long and then drew another that was the shortest. Completion time was recorded 
with an accuracy of one second derived from the start and end time readings as identi-
fied and extracted from the video recordings. An error was scored when the subjects 
drew and settled on a path that was not the shortest.  
 
Our independent variable was the 
• Three different sets (black and white, coloured nodes and coloured subgroups) and 
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For control variables we had 
• The three different diagrams (graphs 1, 2 and 3) paired with three colour schemes 

(calm, bright and contrast) and black and white 
• The number of times the subjects had seen the diagram before during the experi-

ment (diagram repetition),  
• The number of times the subjects had seen the diagram with the same start and end 

points (puzzle repetition ), 
• Length of the solution counted in nodes between the start and the end node exclud-

ing these terminal nodes (solution length), 
• The five different disciplines (artist/designers, engineers, mixed skill set, physical 

education, tourism/social science). 
• Age and 
• Gender. 

 
Before introducing the control variables as predictors of completion time in a mul-

tiple regression we tested them individually. We checked for effects of gender (t-test), 
discipline (ANOVA) and age (single factor regression) on the subjects’ averaged 
completion time and for effects of diagrams, diagram repetition, puzzle repetition and 
solution length (single factor regressions) on completion time. Discipline 
(F(4,43)=4.25, p<.01) and solution length (b=1.33, t(1)=19.5, p<.0001), were signifi-
cant in predicting completion time as single factors and included in the subsequent 
analysis. We found no significant differences for gender t(1)=-0.78, p=.439, age 
t(1)=3.94, p=.763, diagrams t(2)=0.32, p=.725, puzzle repetition (b=0.35, t(1)=3.94, 
p=.763) or diagram repetition t(1)=0.6, p=.549 and excluded these from the subse-
quent multiple regression analysis. 

We introduced sets, demographics and solution length as predictors for completion 
time into a multiple regression. Since we had this range of potential explanatory va-
riables and could not refer to existing theory on which to base the model selection we 
carried out a stepwise linear regression. At each step the variable with the largest 
predictive power from the set with at least .05 significance was chosen and included 
in the model. Previously chosen predictors were removed from this set if their  
significance level went above a .10 cutoff. 

In total our 48 subjects made 51 errors solving the diagrams. We used a logistic  
regression to analyze the independent and control variables as predictors for error. 

6 Results 

6.1 Completion Time 

Controlling for all significant variables the regression showed that the subjects com-
pleted Set 2 with the coloured nodes of interest faster than the other two sets (b=-.32, 
t(2)=-3.60, p<.001) on average it took them 0.5 seconds less. Solution length signifi-
cantly predicted completion time (b=1.29, t(1)=378.2, p<.0001) - the longer the solu-
tion path was the more time it took the subjects to complete the diagram (this is  
consistent with [6]). Our Set 2 had on average shorter solutions (2.9) than Set 1 (3) 
and Set 3 (3.4) but this was controlled for in the regression and the result that Set 2 
was faster than Set 1 and 3 as described above still holds true.  
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disciplines as variables alongside diagrams. All three variables were significant in 
predicting completion time. We then introduced the obtained values as a new variable 
diagram difficulty into our analysis and ran two regressions that compared Set 2 and 
Set 3 separately with Set 1 with solution length, disciplines, diagram difficulty and 
colour scheme as predictor variables. The first comparison (Set 1 vs. 2) looked at the 
advantage of colour schemes marking start and end nodes distinctly from the other 
nodes and the second (Set 1 vs. 3) tested how different colour schemes aided parti-
tioning the Graph visually into sub-graphs. We did not include sets as a predictor 
since it could be expressed as linear combinations from colour schemes. In both re-
gressions all the predictor variables that had been significant before (solution length, 
disciplines, and diagram difficulty) remained significant predictors.  

In the Set 1 vs. 2 comparison we found a significant effect for colour combination 
(p=.004) as a whole. The brighter the intensity and the stronger the saturation of the 
colours between the background (white) and the colour scheme, the faster the subjects 
were: with black and white being significantly slower than all other colour schemes 
(b=.32, t(1)=2.91, p=.004), then calm (b=.22, t(1)=1.42, p=.15), contrast (b=-.27, 
t(1)=-1.92, p=.19) and bright – the fastest (b=-.28, t(1)=2.91, p=.13). However, the 
differences between the three colour schemes were not significant. For the second 
comparison of Set 3 and Set 1 we did not find a significant overall effect for colour 
scheme (F(3,847)=1.73, p=.16) despite two of the categorical levels being significant 
– specifically the bright condition being slowest (b=.39, t(1)=2.07, p=.039) and the 
contrast condition fastest (b=-.44, t(1)=-2.05, p=.04).  

6.2 Error Rate 

Whether or not our subjects made errors in the whole experiment was influenced by 
gender, age and solution length - they all contributed significantly to the variance of 
the data in the logistic regression. Errors were more likely to occur for women than 
for men (χ²(1)=13.81, p<.001), for younger than for older subjects (χ²(1)=18.5, 
p<.0001) and the longer the solution was (χ²(1)=11.3, p<.001). However, taken to-
gether these three variables only explained 13% of the variance of the data and we 
therefore do not report changes in odd ratios. Errors did not depend on the diagram 
repetition, puzzle repetition, diagrams or sets. 

6.3 Self-reported Results 

The subjects were asked questions about the colour treatments and experience. They 
were asked to rank the colour treatments by preference (Fig. 5). The majority preferred 
Set 2 with Set 1 second favourite and just 5 subjects (4f, 1m) preferred Set 3. Interest-
ingly, these 5 were significantly faster in finishing Set 3 than the other subjects and 
solved both Set 3 and Set 1 faster than Set 2. Secondly, the subjects ranked the colour 
treatments according to the confidence they had in completing a graph correctly in that 
condition. These results were almost identical to the preference ranking.  
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chose to fix the order of presentation of the diagrams. The diagrams were clustered 
into treatments, as pilot studies suggested that randomizing the treatments confused 
subjects. Likewise we found that fixing the order sets were presented in, assisted sub-
jects to identify the colour treatments and to counter this we included sufficient  
pre-training examples to negate learning effects.  

Of the colour treatments trialled, Set 2 with Highlighted Nodes of Interest, is an 
undeniable winner for the task tested. Subjects performed significantly better and 
most preferred it. There are many variations on this theme, such as Fig. 1, that could 
be further investigated. Certainly it would be straight forward to apply this treatment 
to interactive diagrams. It could be applied automatically to indicate, for example, 
faulty nodes in a network. Or as a response to user interaction, for example the user 
could colour a node of interest to mark it while searching the graph for other nodes.  

Set 3, with the sub-graphs differentiated (gestalt), scored similarly to Set 1 (black 
& white) in performance but Set 1 was preferred by more. There was an interesting 
effect with 10% (5) subjects preferring Set 3 (gestalt) and preforming better with it: 
there is an obvious correlation between performance and preference. Why these  
subjects were different in preference and performance requires more data and investi-
gation. The gestalt colour treatment enables subjects to more easily identify the con-
nection paths between the sub-graphs. This set is interesting from another perspective. 
As the treatment does not directly relate to the task, the treatment could confound 
rather than assist subjects: however the visual grouping (seeing the whole gestalt) 
makes it easier to navigate.  

Our colour schemes were based on design theory and visual perception. Using 
these theories, colour is used to effectively separate and layer information in a manner 
that results in intuitive correct interpretation of the data. We trialled three schemes 
each of which was designed to generate a layered effect on the 2-dimensional plane 
and create some kind of visual impact for the subjects. The calm colours pull the eyes 
into the background, we wanted to see if these colours would even be noticeable. The 
bright colours stood out from the background as we wanted to make sure people no-
ticed there was colour. The contrast set created a 3-dimensionsal effect on the 2D 
plane with the soft cold colour drawing the eye back and the strong bright colour 
standing out from the background. While the number of data-points we have in each 
treatment/scheme is quite small, there are statistically significant results. When this is 
combined with subjects’ comments on the effectiveness of different colour schemes it 
is a clear indication that colour choice matters. Interestingly, the bright colours that 
stood strongly out from the background were most helpful for Highlighted Nodes of 
Interest.  

We have just scratched the surface of colour application to graph diagrams - we 
have applied two colour treatments and three schemes to only the nodes. Graph dia-
grams consist of nodes (that have borders and fill), edges which can also be coloured 
and have line treatments applied to them (heavier, lighter, dashed etc) and labels 
which have fonts, colours and weight.  

There is an interesting dichotomy in the literature when one reviews the use of col-
ours in graph interpretation studies. Most have been conducted on black and white 
diagrams similar to our Set 1. Those that have used colour, such as [25, 6] have done so 



188 B. Plimmer, A. Morrison, and H. Knoche 

without detailing the reasoning of their choices. Our results show that colour treatment 
and schemes effect subject performance, so careful consideration for colour choices 
should be taken.  It would be interesting to test whether there are colour treatments that 
hinder interpretation. For example, if some nodes on a graph are highlighted with  
colour but these are not the nodes of interest for a particular problem, does this  
slow interpretation? Or do the coloured nodes provide spatial points of reference  
regardless?  

Performance varied significantly in the different disciplines. However, we found 
colour treatments and schemes had a similar effect across the disciplines. Colours 
have cultural connotations, but whether these connotations affect the legibility of 
diagrams remains an open question.  

Outside the diagrams community it is unusual to see a plain black and white dia-
gram. General use, together with our results, suggest that colouring of the nodes of 
interest improves the legibility of the diagram for path-finding. Furthermore our 
model indicates a trend towards more efficiency with bright and/or contrasting colour 
schemes in comparsion to duller (calm) colours. Partitioning a diagram using colour, 
means the colour treatments heighten the underlying graph structure rather than high-
lighting the start and end points. The results for this treatment are mixed, suggesting 
further investigation is required. This first investigation into the effects of colouring 
graphs provides foundational evidence that colouring does effect legibility. More 
material from design knowledge needs to be translated and tested before a compre-
hensive set of colour guidelines could be defined and converted to algorithms for 
automatic application to diagrams.  
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Abstract. In this study, we investigate how people manipulate diagrams
in logical reasoning, especially no valid conclusion (NVC) tasks. In NVC
tasks, premises are given and people are asked to judge whether “no
consequence can be drawn from the premises.” Here, we introduce a
method of asking participants to directly manipulate instances of dia-
grammatic objects as a component of inferential processes. We observed
how participants move Euler diagrams, presented on a PC monitor, to
solve syllogisms with universally quantified sentences. In the NVC tasks,
88.6% of our participants chose to use an enumeration strategy with mul-
tiple configurations of conclusion diagrams and/or a partial-overlapping
strategy of placing two circles. Our results provide evidence that NVC
judgment for tasks with diagrams can be reached using an efficient way
of counter-example construction.

Keywords: inference process, NVC task, Euler diagram.

1 Introduction

The efficacy of diagrammatic representations in logical reasoning has been dis-
cussed in a number of theoretical studies (e.g., [9]). An important assumption
among the literatures is that diagrammatic inference is achieved by manipulat-
ing diagrams; namely, diagrams are syntactic objects that are manipulated along
with inference processes. However, the empirical plausibility of this assumption
is unclear.

To provide evidence for the above assumption, Sato et al. [5] compared the
performance of three groups: a Linguistic group using linguistic syllogistic tasks,
a Venn group using syllogistic tasks with Venn diagrams, and a Euler group using
syllogistic tasks with Euler diagrams. The Venn and Euler groups received infor-
mation regarding the meaning of the diagrams, but were not given instructions
about how to manipulate the diagrams. The study reported that the performance
accuracy of the Euler group was significantly higher than that of the Venn group,
and the performance of the Venn group was significantly higher than that of the
Linguistic group. In the experimental setting, the participants in the Venn and
Euler groups both had access to semantic information regarding diagrammatic
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Fig. 1. Euler diagrams for syllogistic reasoning

representations. Therefore, the differences between the Venn and Euler groups
appear to be related to additional factors, such as those related to the effect of
diagram manipulation for each type of diagram. It can be explained that Euler
diagrams are manipulated to solve syllogisms but Venn diagrams are not [6,7].

Based on the above findings, we investigated how diagrams are manipulated
during logical reasoning, particularly in no valid conclusion (NVC) tasks. In
NVC tasks, premises are given and participants are asked to judge whether “no
valid conclusion or no consequence can be drawn from the premises.” Take a
non-problematic task: i.e., a non-NVC task. Consider a valid syllogism No B are
A, All C are B ; therefore, No C are A. The first premise is represented by D1 in
Fig. 1, and the second premise is represented by D2. By unifying diagrams D1

and D2, one can obtain diagram D3. Here, circle C is excluded from circle A,
corresponding to the correct conclusionNo C are A. Thus, the process of unifying
premise diagrams resulted in a single determinate configuration of circles.

Conversely, NVC tasks are relatively complex [4]. Consider a syllogism with
the premises No B are A and All B are C. The first premise is represented by
D1 in Fig. 1, and the second premise is represented by D4. Here the process
of unifying premise diagrams gives rise to indeterminacy, i.e., there are three
possible configurations of circles C and A (C excludes A; C includes A; C and A
partially overlap each other). A possible strategy for making judgments in NVC
tasks is to enumerate possible configurations of conclusion diagrams. Eventually,
this will result in the realization that there is no relationship between C and A
holding in all the conclusion diagrams. An alternative strategy is to place circles
C and A such that they partially overlap. If such a circle configuration holds,
then both No C are A and All C are A are invalid conclusions. Additionally,
when (1) a syllogisms consists of universally quantified sentences or (2) Euler
diagrams do not hold the existential assumption for minimal regions, one can
answer NVC using the partial-overlapping strategy.

Thus, there are two strategies for making judgments in NVC tasks: the enu-
meration strategy and the partial-overlapping strategy. However, previous
empirical studies have not provided positive support for either strategy. Sev-
eral investigations of protocol analysis have focused on the cognitive processes
involved in logical reasoning with diagrams. For instance, Ford [2] collected par-
ticipants’ verbal and written protocols for solving (sentential) syllogistic tasks.
They found that half the participants independently constructed Euler diagrams
and used them to solve the tasks. However, NVC tasks, which are the focus of
the current study, were not assessed in Ford’s experiment. A subsequent study
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by Bucciarelli and Johnson-Laird [1] conducted the syllogistic tasks including
NVC tasks by means of a similar protocol experiment. They reported that “they
[participants] tended to construct just a single diagram, even for premises that
could in principle be represented by several distinct diagrams (p. 265).” This sug-
gests that few participants actually use the enumeration strategy with multiple
configurations of conclusion diagrams when completing the NVC tasks.

To improve the situation revealed in the above protocol studies, our experi-
ment controlled for the following factors: (i) We used the logical reasoning tasks
with externally provided diagrams, since we focus on the inference (manipula-
tion) processes rather than self-construction processes of diagrams1 (ii) We asked
participants to manipulate instances of diagrammatic objects2. We expected
that if the participants directly moved the diagrams they would be less likely to
consider information that was external to relative positional relationships when
making judgments. In these settings, we examined whether participants used the
enumeration strategy and/or the partial-overlapping strategy of diagrammatic
inference during NVC tasks.

2 Experiment

We observed the way in which participants moved Euler diagrams presented on
a PC monitor when solving syllogisms with universally quantified sentences. In
our task, the Euler diagrams had specific sizes (dimensions), and the participants
were not able to change the circle size from the default. The default size was
determined such that the participants would be able to construct each of the
three circle-configurations of conclusion diagrams (i.e., inclusion, exclusion, and
partial-overlap) during the NVC tasks.

2.1 Methods

Participants. Twenty-four undergraduate and graduate students from the Uni-
versity of Tokyo (mean age 20.17 ± 1.20 SD) were recruited by means of a poster
placed on the campus. All participants provided informed consent and were paid
for their participation. All procedures in this experiment were approved by the
Ethics Committee of the University of Tokyo. The participants were Japanese-
speaking students, and the sentences and instructions were given in Japanese.
Two participants were excluded–one for a computer malfunction, and one for
response times more than two SD from the mean.

1 As emphasized in [11], cognitive studies of logical reasoning should distinguish be-
tween two types of reasoning: reasoning toward an interpretation of premises (i.e.,
interpretation) and reasoning from a fixed interpretation of premises (inference). In
reasoning tasks with diagrams, externally provided diagrams strongly impose a par-
ticular interpretation of premise sentences, and can selectively contribute to revealing
psychologically plausible processes of inferences under the controlled conditions.

2 For a discussion of diagram instances or tokens, see [3].
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Fig. 2. An example of syllogistic reasoning task with direct manipulation of Euler
diagram; the correct answer is All A are C

Materials. We displayed syllogisms with Euler diagrams (such as the one in
Fig. 2) on a PC monitor. The participants were given two premises and asked
to choose the sentence corresponding to the correct conclusion, from a list of
three possibilities. The list consisted of the following: All C are A, No C are A,
and None of them. Only in the case of task example, as shown in Fig. 2, the
term order was presented as AC. During the task, participants were also asked
to use diagrams, which were shown at the center of the monitor (the lower side
of the premise sentences), and to move circle C to the left side diagram by drag
operation using a mouse (the left side diagram cannot be moved). Based on the
coordinate values of the images, we defined a configuration that remained for
more than 0.3 seconds in the conclusion diagram as a unit of circle-configuration.
The following cases were not considered to be units of circle configuration: (1)
the default configuration, and (2) unintentional configurations produced by the
mouse movements that were too fast to correctly drag the pictures (screencasts
were used to identify these exceptional cases). The task was first displayed such
that the premise sentences and diagrams were surrounded by frames, as shown
in Fig. 2. These frames were removed after five seconds, and the participants
were instructed to start changing the position of circle C to solve the syllogistic
reasoning tasks. There was no time limit for solving the reasoning tasks.

For simplicity, the premises and conclusions of the syllogisms used in this
experiment were universally quantified sentences either of the form All A are B
or No A are B. All the syllogisms used in this experiment are shown in Table 1.

Table 1. Syllogisms used in the experiment

Syllogisms having no-valid conclusion Syllogisms having valid conclusion

AE1 All B are A, No C are B. AE2 All A are B, No C are B.
AE3 All B are A, No B are C. AE4 All A are B, No B are C.
EA3 No B are A, All B are C. EA1 No B are A, All C are B.
EA4 No A are B, All B are C. EA2 No A are B, All C are B.

AA1 All B are A, All C are B.
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We used nine different types of syllogisms in total, out of which 4 syllogisms had
no-valid conclusion (“NVC”) and 5 syllogisms had a valid conclusion. The valid
conclusion of AE2, AE4, EA1, and EA2 syllogisms was No C are A (“VC-no”),
and that of AA1 is All C are A (“VC-all”).

Procedure. The experiment was conducted individually. First, the participants
were provided with a one-page document outlining the meaning of Euler di-
agrams. We then conducted a pretest to determine whether the participants
understood the instructions, which focused on the correspondence between uni-
versally quantified (affirmative and negative) sentences and Euler diagrams.

Before attempting the reasoning tasks, the participants were given oral
instructions regarding the reasoning task and familiarized with the mouse op-
erations required for circle manipulation. Note that the experimenter did not
provide any specific instructions about how to manipulate the circle C. One task
example was displayed on the PC monitor (Fig. 2). The nine different reasoning
tasks were then presented in random order (one of three patterns).

2.2 Predictions

In the syllogisms with NVC, we expected the participants to choose either the
enumeration strategy with multiple configurations of conclusion diagrams (in-
clusion & exclusion & overlap; inclusion & exclusion), or the partial-overlapping
strategy of placing the two circles (overlap) (the two strategies were considered
to be confounded in inclusion & overlap and exclusion & overlap). In the syllo-
gisms with VC-all and VC-no, we did not expect the participants to choose the
enumeration strategy or the partial-overlapping strategy.

2.3 Result and Discussion

In the Euler diagram pretest, all of the participants chose the correct answer for
each item. In the syllogistic reasoning tasks with direct manipulation of Euler
diagrams, the accuracy rates for the three task types were substantially high:
92.0% for NVC, 100% for VC-all, and 96.6% for VC-no. There was no significant
difference among them.

Table 2 shows the appearance frequencies of (combinations of) configurations
of circles C and A in diagram manipulation for solving syllogisms. The bold
numbers refer to the frequencies of circle-configurations, which were consistent
with our predictions. The subscript c denotes the correctly answered items. In
the NVC tasks, 88.6% of the participants chose the expected strategies (the sum
of 3, 4, 5, 6, and 7): 35.2% of the participants chose the partial-overlapping strat-
egy (3), 26.1% of the participants chose the enumeration strategy (the sum of
4 and 7), and 27.3% of the participants chose a confounding strategy (the sum
of 5 and 6). When we excluded incorrectly answered items, we obtained simi-
lar results: 91.1% for the expected strategies (36.6% for the partial-overlapping
strategy; 25.2% for the enumeration strategy; 29.3% for a confounding strategy).
Furthermore, in the VC-all tasks, 100% of the participants constructed a circle
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Table 2. The appearance frequencies of circle-configurations in direct manipulation of
Euler diagrams for solving syllogistic tasks

NVC VC-all VC-no NVCc VC-noc

1. inclusion 4.5 100.0 0.0 3.6 0.0
2. exclusion 6.8 0.0 96.6 5.3 97.7
3. overlap 35.2 0.0 0.0 36.6 0.0
4. inclusion & exclusion 15.9 0.0 2.3 13.6 1.1
5. inclusion & overlap 11.4 0.0 0.0 12.5 0.0
6. exclusion & overlap 15.9 0.0 1.1 16.8 1.1
7. inclusion & exclusion & overlap 10.2 0.0 0.0 11.5 0.0

The sum of 3, 4, 5, 6, and 7 88.6 0.0 3.4 91.1 2.2
The sum of 4 and 7 26.1 0.0 2.3 25.2 1.1
The sum of 5 and 6 27.3 0.0 1.1 29.3 1.1

configuration such that C is included in A. In the VC-no tasks, 96.6% of the
participants constructed a circle configuration such that C is excluded from A.

The average response time was significantly longer for the NVC tasks (13.098
sec) than for the other two task types: 7.448 sec for VC-all tasks and 8.229 sec for
VC-no tasks. The comparison tests (Bonferroni, Analysis of variance) revealed
significant differences of p < 0.01 between NVC and VC-all (F (1, 21) = 7.070)
and between NVC and VC-no (F (1, 21) = 6.093). Note that when we exclude
the incorrectly answered items, we obtained similar results for each comparison
(12.960 sec for NVC; 7.448 sec for VC-all ; 8.070 sec for VC-no). The response
time distribution suggests that NVC judgment involves complex processes such
as enumeration and partial-overlapping strategies.

3 General Discussion

In this experiment we observed processes of diagram manipulation in NVC tasks.
We found evidence for (i) the enumeration strategy with multiple configurations
of conclusion diagrams and (ii) the partial-overlapping strategy of placing two
circles. In contrast, for syllogisms with a valid conclusion, the participants chose
neither the enumeration strategy nor the partial-overlapping strategy. From a
theoretical viewpoint, there appears to be a commonality underlying the use of
the two strategies observed in this study. Generally, the judgment of NVC or non-
consequence in reasoning is thought to be performed by showing the existence
of counter-examples to an argument. This process requires not only object-level
information in which argument is expressed, but also meta-level information
concerning semantic (truth) values. Such meta-level processes involve a high de-
gree of effort. Thus, it may be relatively difficult for untrained users to reason
by counter-example construction. In fact, in one cognitive theory (i.e., mental
model theory [1,12]), tendencies of human performance errors in (sentential)
reasoning tasks are explained by the difficulties encountered when construct-
ing counter-example. In diagrammatic inference, abstract processes involved in
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counter-example construction can be replaced by concrete manipulation of dia-
grams to show the indeterminacy on circle-configuration. More specifically, the
manipulation of diagrams is performed mainly as processes associated with exter-
nal (visible) objects in the enumeration strategy, and relative internal processes
in the partial-overlapping strategy.

Thus, based on our findings, we propose a role for the cognitive processes im-
plicated in indeterminacy or indefiniteness in integrating diagrams, especially
for NVC tasks. Clarifying these processes has been difficult using the tradi-
tional protocol analysis method, as mentioned before, but also in terms of recent
developments produced by an eye-tracking study. Indeed, Shimojima and Kata-
giri [10] studied the exploitations of spatial constraints of position diagrams in
relational inference tasks by analyzing participants’ eye-movements. In their ex-
perimental setting, a diagram (of two terms) corresponding to a first premise
was prepared and then supplemented with audio information regarding further
premises. The position of a new term (object) in a diagrammatic representation
can be set such that it is not uniquely determined in the case of indefiniteness
(when solving four-term relational inference tasks). The authors found that the
participants’ gaze points were varied in location, supporting the exploitations of
the spatial constraints. However, the following questions, which were examined
in this study, were left unanswered: how are indefinite objects integrated to other
diagrams? Do participants construct multiple configurations of such diagrams?

A potential limitation of our experiment is that the sizes (instances) of the
diagrams were specified in spite of “Euler diagrammatic reasoning”; the configu-
ration of the circles should not be a geometrical relationship but be a topological
relationship. To address this concern, we [8] plan to conduct an experiment with
diagrams that have less-specific sizes (instances) by adding the condition that
participants change the circle sizes.
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Abstract. The neural mechanisms underlying global reading on tabular repre-
sentations were investigated using the task-switching paradigm in event-related
functional magnetic resonance imaging. Participants were required to make an
appropriate response based on the latest task cue using stimuli tabulated in five
rows and five columns with labels. The task was either local or global, and criti-
cal events included both cue and target events, which enabled separate analyses of
the preparation and execution stages of each type of reading process. Neuroimag-
ing results revealed differential activations between local and global tasks in both
preparation and execution stages. For the preparation stage, global cues led to
larger activation in the extrastriate cortex, which has been shown as the neural
basis of selective attention in the literature. For the execution stage, the left mid-
dle temporal gyrus and inferior parietal lobule were more activated in the local
task. These areas comprise an object-based attentional selection network, which
serves to attend to a particular element in the table that changed with each event.
For the global task, the left inferior frontal junction showed high activation, sug-
gesting that the task demanded more cognitive control. The implications of these
findings are discussed with respect to the characteristics of global reading.

Keywords: global reading, fMRI, cognitive control.

1 Introduction

1.1 Global Reading of Diagrams

Reading a diagram is a mundane activity in daily life. For example, nutrition labels are
often in bar graph format, and we can easily determine whether vitamin C is contained
in a packaged leafy vegetable. In some situations, we might want to know whether the
nutritional balance is appropriate for a meal that we are considering. In that case, we
need to figure out how the lengths of the bar elements in the graph compare to each
other. In order to accomplish this task, we must organize the elements into a perceptual
whole, and then make a decision as to whether this global shape is balanced or not.

In the case of a table, we may experience something similar. From a timetable at a
bus stop, we can obtain information about the times that buses to the city will come.
At the same time, we can also see whether there are fewer buses on that route in the
morning compared to those in the afternoon. Putting it all together, we not only allocate
our attention to a particular element in the graph or table, but also integrate multiple
elements and make various types of judgments on the integrated whole [1]. Such dia-
gram reading is termed “global reading”, and may be the basis for the flexibility of the
human information acquisition process.

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 198–212, 2014.
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In order to read a certain diagram globally, we must first determine the hierarchical
structure of information units of the diagram. The hierarchical structure can be revealed
via perceptual organization, and surface characteristics such as the homogeneity of the
properties of closed regions play a functional role in the success of such processes [2].
Watson and Kramer found that both surface and geometric characteristics define the
candidate objects available for attentional selection [3]. Such psychological evidence
suggests that our ability to selectively attend to a particular region within a diagram
lies in how the diagram is perceptually organized. For example, coloring cells within
the same row of a table may well facilitate the acquisition of information on the global
properties of the colored row.

However, such explicit cues to grouping perceptual elements in a diagram might dis-
tract the flexibility of the reading process in some situations. Diagrams that we normally
see in daily life can be read in many different ways in accordance with our behavioral
goals. We can determine whether there are fewer buses to the city than to the airport, or
whether there are more buses available from 07:00 to 08:00 in the morning than from
08:00 to 09:00. Using a spatial cueing paradigm, Sugio and colleagues found that we
can mentally segregate a table into information units without any perceptually defined
boundaries [4].

1.2 Global Reading and Cognitive Control

Such processes of mental segregation call for a high-load cognitive operation that relies
on working memory, as we need to maintain the virtual boundaries of a diagram without
the help of any salient visual features. To cope with such a difficult situation, cognitive
control is necessary. The key aspects of cognitive control are how the task is represented
and how such representation directs subsequent processing to accomplish the goal [5].
To read a table globally in an effective manner, we need to keep in mind how we select
elements (cells) and integrate them as an information unit. The purpose of this study
was to reveal differences in the involvement of cognitive control between two different
types of table reading processes.

There are some other processes that modulate subsequent processing to achieve a
particular goal in global reading. For example, switching attention from one informa-
tion unit to another involves cognitive control and is essential to obtain information
from the entire table. In some cases, we might need to ignore or inhibit information that
has already been attended, particularly when the information leads to conflict or inap-
propriate responses. Scheduling a sequence of selective attention processes might also
be necessary. Shomstein and Yantis suggested that object-based selection may reflect an
object-specific attentional prioritization strategy [6]. Such strategies can be influenced
by various factors, including cultural (e.g., attending from left to right when reading a
text written with an alphabet) and perceptual factors (e.g., attending to the most salient
information unit first, then to the next and so forth). Besides these processes, monitoring
performance is undertaken to evaluate the current reading strategy.

Psychological processes involved in cognitive control have been studied using var-
ious experimental paradigms. A typical experiment proceeds as follows: participants
perform a task on the first trial, and another task on the next trial based on the type
of a cue presented between trials. In some trials, participants continue to perform the
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same task on consecutive trials, and switch between two different tasks in other trials.
Rogers and Monsell has employed digit and letter decision tasks to explore the cost
of this alternation of tasks [7]. All trials contained a digit and a letter, and participants
had to decide whether the digit was above or below five for digit decision trials, while
they had to decide whether the letter was a vowel or consonant for letter decision trials.
Two types of blocks were used: alternating blocks, in which the task was switched; and
pure blocks, in which only a single task was applied. Participants were found to require
more time to respond on alternating blocks, referred to as the switching cost. In order to
accomplish the switching task effectively, participants had to keep in mind the current
requirement of the reading task and at the same time attend to information that signalled
the task switch.

1.3 The Need for Neuroimaging Studies

Although a task-switching paradigm is potent in investigating the nature of the cog-
nitive control process, psychological experiments are often insufficient to differentiate
between two cognitive processes, because response times and error rates are not sen-
sitive enough to identify the difference in strategies that lead to similar levels of per-
formance. Meanwhile, recent advances in neuroimaging studies have revealed different
neural systems engaged in seemingly similar cognitive tasks.

Chiu and Yantis used rapid event-related functional magnetic resonance imaging
(fMRI) to reveal whether different domains of cognitive control are associated with
separate mechanisms or a common source of control initiates switching in all domains
[8]. In their experiment, eight letters (including one digit in a target event trial) were
displayed at each trial, and participants were asked to maintain fixation at a central fix-
ation point. At the beginning of the session, an instruction was presented on the screen
and specified the initial task (either to attend at the left or right of the fixation point
and which of the two categorization rules was to be performed). Two categorization
rules were applied to a digit presented at the attended location (either left or right). One
was a magnitude categorization, and the other was a parity judgment. Sustained and
transient effects were modeled separately. Increased activation in the extrastriate cor-
tex and posterior intraparietal sulcus contralateral to the locus of spatial attention were
found for the sustained effect. As for the transient effect, median superior parietal lob-
ule showed activation for two different domains of control, suggesting the existence of
a single domain-independent control mechanism. However, Osaka and his colleagues
found that differences in working memory capacity result in the differential activation
in regions related to executive function [9]. Whether the differences in cognitive con-
trol are reflected in distinct neural mechanisms for a specific task (e.g. table reading)
remains to be elucidated.

The neuroimaging literature on the neural mechanisms underlying subitizing and
counting also suggests the differential activation between local and global reading.
Demeyere and her colleagues have shown that separate attentional mechanisms are
involved in subitizing and counting [10][11][12]. Counting requires more focused at-
tention compared to subitizing, which leads to the activation in the parietal areas while
subitizing relys on the visual processing at the posterior occipital cortex. The result from
the MEG-recordings also supports this distinction [13]. For successful global reading,
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spatially distributed attention is required to gather necessary information from the entire
stimuli. From these evidences, it can be presumed that the underlying neural mechanism
of global reading may also reflect a difference in attentional strategies.

In the present study, the neural mechanism engaged in global reading was investi-
gated by rapid event-related fMRI. The sort of cognitive control undertaken in global
reading can be inferred from the regions showing larger activation in global event trials.
The task-switching paradigm was employed across eight blocks, and cue trials within
each block directed the task of the subsequent target trials that participants were asked
to read and respond to appropriately.

2 fMRI Experiment

2.1 Method

Participants. Fifteen right-handed neurologically healthy adults (four females; 20-27
years old) participated in the study. The study protocol was approved by the Doshisha
University Institutional Review Board, and informed consent was obtained from all
participants before experiment. Data from two participants were not included in the
following analysis due to performance (percentage correct was under <90%).

Stimuli and apparatus. All stimuli were rendered in white on a black background, with
the exception of colored row and column labels (red and green). The software package
Presentation (Neurobehavioral Systems, Inc.) was used for stimulus presentation, image
pulse acquisition, and recordings of participant responses during tasks. Stimuli were
projected onto a screen mounted to the top of the magnet bore behind the head of the
participant. Participants viewed the screen reflected from a mirror at a distance of 70
cm. The size of the screen was 37 cm in width and 28 cm in height (resolution: 1024
pixels × 768 pixels). The size of a table-like stimulus including labels was 250 pixels in
both width and height (approximately 7.33 ◦ × 7.33 ◦ in visual angle). Table-like stimuli
consists of five rows and five columns, with both rows and columns labeled (from “1”
to “5” for rows and from “A” to “E” for columns). One of the row labels was colored
red, and one of the column labels was colored green. The selection was pseudo-random
in that when both the selected row and column labels were the center ones, the selection
process was redone. The element of a cell was either “O”, “X”, or blank (Figure 1). The
cell at the center of the table-like stimuli (central row and central column) was centered
with respect to the screen. Participants held an MR-compatible response box with their
right index and middle fingers places on one of two buttons.

Procedure. Participants were instructed to maintain fixation at a fixation cross at the
beginning of each run. For each run, after the presentation of a fixation cross for 10
s, event trials began. The first trial for each run was always a cue event. At the cue
event, either “L,” red “G,” or green “G” appeared at the center of the table-like stimulus
(Figure 2). Participants were required to press an assigned button as fast as possible to
indicate that they had seen the cue. They had to maintain the current task designated
by the preceding cue and when the target stimuli was presented, they performed the
corresponding task.
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Fig. 1. An example of the table stimuli used in the experiment

When the cue was “L”, participants were required to identify the element of the
cell at the intersection between the colored row and column in the subsequent target
trials. When the element was either “O” or “X”, they pressed the assigned button as fast
as possible without error. When the element was blank, participants had to withhold
the response until the next trial began. The response assignments of the buttons were
counterbalanced across participants.

When the cue “G” was presented, participants were required to perform a global read-
ing task with the subsequent table-like stimuli. Participants had to judge whether there
are more than two identical elements in the colored row or column. The color of the cue
“G” was either red or green, determining the direction to attend (row for the red cue and
column for the green cue). There were five cells in either row or column direction and
participants pressed the assigned button as fast as possible without error. Response was
one of the following: “O”, “X”, both “O” and “X”, and none. When both “O” and “X”
was less than two in the assigned direction, participants had to withhold the response
until the next trial. Response assignments of buttons were also counterbalanced across
participants. Figure 3 illustrates the virtual path that attention is assumed to follow.

One of the advantages of such global task was the use of the same stimulus set
throughout the experiment. Participants had to maintain the current task in the working
memory because it was impossible to determine which task was to be performed from a
target stimuli. This was intended to facilitate task preparation at the cue event. Another
feature of the global task was that the part of the response set was identical between the
tasks. This was also important in that it reduced the cognitive load of reestablishing the
relation between the stimulus and the response. Furthermore, the difficulty of the task
was comparable between the two tasks, which was confirmed in a pilot study.

On target events, the table-like stimuli were presented for 2 s, and participants had to
make an appropriate response to the stimuli based on the current task. Cue and tar-
get events were separated in time by 1-3 s, with an average of 2 s between them.
During the interval, a fixation cross was presented and participants were required to
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Fig. 2. Cue and target events in the experiment

maintain their fixation. Forty-eight events were randomly intermixed and one-half of
the events were cues and the other half were targets. As for cue events, the number of
local cues and global cues were equal. There were eight runs in total, and participants
took a brief rest between the fourth and fifth runs. Participants made a practice outside
the scanner for a single run to ensure that participants understood the task.

For both cue and target events, response time and accuracy were recorded. When
the participant did not make a response within 2 s, the trial was coded as an error. No
feedback was given to the participant. In cases where a participant missed a cue, they
were told to wait for the next cue. When the overall accuracy was below 90%, the data
were not included in subsequent analyses. Each run in the scanner lasted for 212 s with
an additional 10 s for dummy scans.

Image acquisition and processing. MRI was performed using a 3-T Siemens Trio scan-
ner in the Kokoro Research Center at Kyoto University. Anatomical images were ac-
quired using an MP-RAGE T1-weighted sequence that yielded images with a 1-mm
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Fig. 3. Virtual attentional paths and boundaries formed by participants in the experiment for local
and global tasks

isotropic voxel resolution [repetition time (TR), 2250 ms; echo time (TE), 3.51 ms; flip
angle, 9 deg; inversion time, 900 ms]. Such high-resolution anatomical images can be
used to compensate for the loss of spatial information due to the maximization of tem-
poral resolution [14]. Whole-brain echo planar functional images (EPIs) were acquired
with a twelve channel parallel-imaging (GRAPPA) head coil in 39 transverse slices
(TR, 2000 ms; TE, 25 ms; flip angle, 75 ◦; matrix, 64 × 64; field of view, 224 mm; slice
thickness, 3.5 mm, no gap), yielding 3.5 mm isotropic voxel resolution. Among these
parameters, the repetition time (TR) and voxel size are important for the analysis of
fMRI data [14]. The TR is the time between successive whole-brain scans and affects
temporal resolution. On the other hand, voxel size determines the spatial resolution of
the data. 3.5 mm isotropic voxel resolution was within a typical range [14].

Imaging data were analyzed using SPM8 software (Wellcome Department of Imag-
ing Neuroscience, London, UK [15]). First, slice timings of images were corrected with
reference to the middle slice. Images were then realigned to correct for movement and
anatomical images were coregistered to the mean functional image. After realignment,
images were normalized to the MNI (Montreal Neurological Institute) EPI template
available in SPM8 and smoothed with a FWHM (full width at half maximum) of 8 mm.
The FWHM values represent the amount of smoothing, which was widely used in the
analysis of fMRI data [14].

The data were modeled for each voxel using a general linear model (GLM) that in-
cluded regressors obtained by convolving each event-related unit impulse with a canon-
ical hemodynamic function. Duration was set zero for each function. This first-level
analysis included four types of events (local cue, global cue, local target, and global
target) with correct responses. By such modeling, two cue regressors are presumed
to account for two possible preparatory states while two target regressors account for
execution-dependent aspects of the table reading task.
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Fig. 4. The regions activated in the conunction analysis

Mean images from the first-level analysis were entered into a random effects analysis
accounting for the between participant variance. The significance threshold was set at
a voxel-level inference of p < 0.001 (uncorrected). Anatomical locations of the peak
voxels were labelled using the SPM Anatomy Toolbox version 1.8 [16] and xjView 8
(http://www.alivelearn.net/xjview/).

2.2 Results

Average overall accuracy across participants was 96.6%. The change in accuracy levels
across eight runs showed that accuracy for the first run was 92.3%, and above 95% from
the second to the eighth runs.

Activated regions were quite similar between different event types. A conjunction
analysis was performed to determine the brain regions that were activated in the same
manner across these event types. Figure 4 shows the regions that showed activation
across the four event types. These included bilateral posterior occipital cortex (includ-
ing middle occipital gyrus, fusiform gyrus, and primary visual cortex), right superior
parietal lobule, and left precental and postcentral gyri. These commonly activated re-
gions were assumed to be the elements of the current task. The visual processing of the
stimuli was an essential component of the task, and it has been claimed that the superior
parietal lobule plays an important role in the top-down attentional orienting [17][18].
Participants were asked to press an appropriate button with their right hand, which lead
to the activation in the left motor-related area (including precentral gyrus).

Differences in activation were revealed when contrasted between event types for both
cue and target events. Each of the eight runs in the experiment was treated as a sequence
of variable-length epochs during which participants were prepared for either local or
global reading task. Contrasts between these two preparatory states revealed larger ac-
tivation in extrastriate cortex for global cue (Table 1). The MNI coordinates, which is a
standard stereotaxic space that are widely used in the neuroimaging studies, of the peak
were reported for each activated cluster. Figure 5 shows the regions exhibiting a higher
activation for global cue events. The preparatory state for local task showed larger
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Table 1. Brain regions involved in the preparation of local and global reading

Area Side MNI (mm)
Local Cue > Global Cue
Cerebellum Right 12 -43 -38
Middle frontal gyrus Right 36 50 13

Global Cue > Local Cue
Fusiform gyrus Right 36 -67 -17
hOC4v (V4) Right 33 -70 -14
Fusiform gyrus Left -36 -58 -17
Area 17 Right 12 -67 10
hOC4v (V4) Left -33 -82 -17

activation in right cerebellum and middle frontal gyrus, although the sizes of clusters
were rather small (less than 10 voxels).

Contrasts between two execution states also showed differential activations (Table
2). The left middle temporal gyrus and inferior parietal lobule (supramarginal gyrus
and angular gyrus) showed activations larger for local target events, while frontal re-
gions including the superior precentral gyrus, supplementary motor area (SMA), and
inferior frontal junction were more activated for global target events. Lateral views of
activations for both contrasts are shown in Figure 6.

Table 2. Brain regions involved in the execution of local and global reading

Area Side MNI (mm)
Local Target > Global Target
Middle temporal gyrus Left -63 -10 -11
Supramarginal gyrus (PGa) Left -48 -49 25
Angular gyrus Left -45 -61 25
Cerebellum Right 30 -76 -38

Global Target > Local Target
Postcentral gyrus (Area 3b) Left -39 -28 52
Precentral gyrus (Area 6) Left -39 -4 64
Inferior frontal gyrus Left -39 11 28
Putamen Left -18 8 4
Thalamus Left -9 -13 7
Cerebellum Right 9 -46 -11
SMA (Area 6) Left -3 20 58
Middle frontal gyrus Right 45 38 19
Inferior frontal gyrus Right 42 5 22
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Fig. 5. The region in the extrastriate cortex that showed higher activation in the global cue event

Fig. 6. Differential activations between execution stages of local and global events
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2.3 Discussion

There is consistent evidence that the extrastriate cortex modulates attention by filter-
ing out irrelevant information in visual scenes. When multiple stimuli are presented
in the visual field, activation in the extrastriate cortex is reduced in general due to in-
teractions among the stimuli. Spatial attention is assumed to reduce these interactions
at its directed region [19][20]. The result of larger activation in the extrastriate cor-
tex for global cue events compared to local cue events suggests that the preparation for
global reading involves an enhancement of particular region within the table by partially
canceling out suppressive effects from surrounding irrelevant regions. Interestingly, no
significant differences in activation in the extrastriate cortex were seen between execu-
tion stages of local and global reading. This might suggest that once the information
unit necessary for global reading is fixed, the fixed region is temporarily stored in the
working memory. The larger activation in the right middle frontal gyrus (Brodmann
area 46) shown in the global target events supports this hypothesis [21]. However, the
possibility remains that the diversity of color in the global task cues evoked activation
of the extrastriate cortex. Multiple functional regions including V4 are encompassed
in the extrastriate cortex. Many studies have revealed the essential role of V4 in color
processing [22]. The current global task required the discrimination of the cue color in
order to determine the reading direction of the stimuli. Further research is required to
clarify the exact role of the extrastriate cortex in the task preparation.

During the execution stage, the left middle temporal gyrus and inferior parietal re-
gions showed larger activations in the local reading task. Arrington and colleagues had
shown a left-lateralized network for attentional selection to a region bounded by an ob-
ject [23]. In the current local reading task, participants had to detect the colored row
and column labels and then identify the crossed element (cell) in the table. To iden-
tify a single cell in the table, attentional selection based on an object is necessary. The
right temporo-parietal junction has been claimed to represent a critical part of the at-
tentional control network [17]. Its primary role is purportedly to reorient attention to-
ward an unexpected, task-relevant object. However, Geng and Vossel raised questions
about lateralization and the perceptual role of this region [24]. They concluded that
substantial evidence supports the idea that the signal from this temporo-parietal region
is involved in contextual updating and is not necessarily right-lateralized. Participants
in the present study had to spatially attend to a different element (cell) on each local
target event, which demands updating of internal task-dependent representation of the
table for the purpose of making appropriate responses. In essence, both the left middle
temporal gyrus and inferior parietal lobule (supramarginal and angular gyri) serve to
maintain the optimal representation of the table in order to locally identify its content.

The superior precentral gyrus has been implicated as the human homolog of the
frontal eye field [25]. Several studies has revealed that this region is involved in covert
shifts of spatial attention [26][27]. However, because we did not measure eye move-
ments, the possibility remains that differential activation in the superior precentral gyrus
is due to differences in the amount of eye movements.

The inferior frontal junction, located in the region near the junction of the inferior
frontal sulcus and the inferior precentral gyrus, showed larger activation in the global
target events. The functional role of the inferior frontal junction was studied mainly
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by those tasks that required cognitive control. Derrfuss and colleagues claimed that
the region is involved in the updating of task representations [28]. For example, in the
Stroop task, participants have to enforce the relevant but nondominant action against
a dominant one. In the present global reading task, participants may need to inhibit
the dominant response resulting from the local reading of the cells within the attended
region. Evidently, such a task requires a high degree of cognitive control, which resulted
in larger activation in the inferior frontal junction. Prior research has suggested that
the global feature of an image is identified more readily than the local features [29].
Although present findings may seem to contradict with this global precedence effect, it
is possible that both behavioral goals and the association between stimuli and response
might effect the occurrence of this effect. These conditions should be studied further.

3 Conclusion

The main purpose of this study was to examine whether the global reading process
for tables involved higher cognitive control in comparison to local reading. Using a
task-switching paradigm, the neural mechanisms of both preparing and executing the
table-reading task were investigated in event-related fMRI.

The main findings of the study showed differential activations between local and
global tasks in both preparation and execution stages. For the preparation stage, global
cues led to a larger activation in the extrastriate cortex, which has been shown as the
neural basis of selective attention in the literature. For the execution stage, the left mid-
dle temporal gyrus and inferior parietal lobule were more activated in the local task.
These areas comprise an object-based attentional selection network, which serves to
attend to a particular element in a table that changed with each event. For the global
task, the left inferior frontal junction showed high activation, suggesting that the task
demanded more cognitive control. For example, to accomplish the global task, partic-
ipants had to inhibit an irrelevant but dominant response based on a local element of
the table. Figure 7 shows the proposed cognitive mechanism of diagram reading. The
perceptual organization process operated on a diagram enables the reader to access the
hierarchical structure of information in the diagram [2]. Local reading can be achieved
through the access to the appropriate element in the structure. The attentional con-
trol network including the temporo-parietal junction is assumed to serve this purpose.
Cognitive control, such as attentional switching and response inhibition, is exerted to
perform global reading in an appropriate manner.

For both local and global reading tasks, it was necessary to update the current task
representation to make an appropriate response. While selection based on a localized
and meaningful unit is necessary for local tasks, interactive suppressions among units
must be reduced and an irrelevant but dominant responses need to be inhibited for the
global task. Future research may need to focus on the more detailed conditions that af-
fect the degree of cognitive control. These conditions might be useful for determining
the layout of diagrams that are suitable for global reading. One of the advantages of
global reading is that we can set an object on a diagram in a flexible manner. By re-
ducing the degree of congitive control due to inappropriate responses evoked by local
elements, we might be able to design a diagram that permit the efficient usage of such
process.
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Fig. 7. Cognitive mechanism of diagram reading

Furthermore, it might be possible that some types of perceptual grouping cues are
more efficient for global reading than others in terms of generating more dominant
responses. For example, it might be helpful to avoid using local elements with low as-
sociative value. The association between elements might not be limited to the same
modality. Recent psychological studies have shown that crossmodal correspondences
exist between all possible pairings of modalities [30]. If a certain local element leads to
automatic perceptual experiences in the different modalities, such “strong” element can
intercept the global reading process. The shape congruence between the local element
and the global object might also lead to the cognitive conflict that need to be reduced.
Becker and her colleagues found that the perceptual intensity of the element and con-
gruence among elements of the package design may impact product evaluations [31].
Such result might suggest that how we construct and evaluate a global object depends
on the perceptual and cognitive properties of local elements. There are certainly some
other possibilties and how such cognitive mechanims contribute to designing the layout
of diagrams needs to be investigated much more throughly.
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Abstract. The aim of this paper is to study the relationship between
two important families of diagrams that are used in logic, viz. Aris-
totelian diagrams (such as the well-known ‘square of oppositions’) and
Hasse diagrams. We discuss some obvious similarities and dissimilarities
between both types of diagrams, and argue that they are in line with gen-
eral cognitive principles of diagram design. Next, we show that a much
deeper connection can be established for Aristotelian/Hasse diagrams
that are closed under the Boolean operators. We consider the Boolean
algebra Bn with 2n elements, whose Hasse diagram can be drawn as an
n-dimensional hypercube. Both the Aristotelian and the Hasse diagram
for Bn can be seen as (n− 1)-dimensional vertex-first projections of this
hypercube; whether the diagram is Aristotelian or Hasse depends on the
projection axis. We show how this account provides a unified explanation
of the (dis)similarities between both types of diagrams, and illustrate it
with some well-known Aristotelian/Hasse diagrams for B3 and B4.

Keywords: Aristotelian diagram, Hasse diagram, square of oppositions,
logical geometry, hexagon, rhombic dodecahedron, hypercube.

1 Introduction

Logicians make use of several kinds of diagrams for a variety of purposes, such
as obtaining new results and communicating their findings more effectively.
Roughly, the diagrams used in logic can be divided into two broad classes. On
the one hand, there are diagrams that visualize formulas from some given log-
ical system; typical examples include Euler diagrams, Venn diagrams, spider
diagrams, Peirce’s existential graphs, etc. [1–5]. In these cases, one diagram vi-
sualizes a single formula, and visual operations on the diagram correspond to
logical operations on that formula. Diagrammatic reasoning thus consists in a
sequence of operations that gradually transforms an initial diagram into another
diagram. On the other hand, logicians also use diagrams to visualize certain
relations between formulas from some given logical system. Typical examples
include Aristotelian diagrams, Hasse diagrams and duality diagrams [6–13]. In
these cases, one diagram contains several formulas, and diagrammatic reasoning
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consists in ‘traversing’ the diagram by making use of the relations between the
formulas.1 Since the focus is on the relations between the formulas, the formu-
las themselves are usually simply visualized as symbolic labels attached to the
vertices in the diagram.2

The aim of this paper is to study the relationship between two main types of
diagrams of the second class, viz. Aristotelian and Hasse diagrams. On the one
hand, there are some obvious similarities between these two types; for example,
the relation of logical implication (also called subalternation or entailment) is
visualized in Aristotelian as well as Hasse diagrams. On the other hand, there
are also some equally obvious dissimilarities; for example, in Hasse diagrams,
the implications all go in the same general direction (viz. upwards), but in Aris-
totelian diagrams, they tend to go in a wide variety of directions. Because of this
equivocal evidence, the overall picture of the relationship between Aristotelian
and Hasse diagrams has remained unclear up till now.

However, in this paper, we show that there exists a deep connection between
these two types of diagrams. On a visual-cognitive level, we argue that their
dissimilarities can perfectly be explained in terms of general principles of diagram
design and information visualization. Next, on a more abstract geometrical level,
we show that if we restrict ourselves to Boolean closed diagrams, Aristotelian and
Hasse diagrams can be seen as different vertex-first projections of one and the
same hypercube (whether the resulting diagram is Aristotelian or Hasse depends
on the projection axis). This account naturally yields a unified explanation of
the obvious similarities and dissimilarities mentioned above. Finally, these results
are illustrated by means of some well-known Aristotelian and Hasse diagrams,
such as the hexagon and the rhombic dodecahedron (RDH).

The paper is organized as follows. Section 2 formally introduces Aristotelian
and Hasse diagrams, and briefly discusses their importance and usage in logic.
Next, Section 3 examines some obvious similarities and dissimilarities between
both kinds of diagrams, and relates them to general principles of diagram design.
Section 4 contains the more technical results of this paper: it shows how Aris-
totelian and Hasse diagrams can be seen as vertex-first projections of hypercubes,
and discusses how this leads to a unified explanation of the (dis)similarities be-
tween both types of diagrams. The next two sections illustrate these results by
applying them to some well-known Aristotelian and Hasse diagrams, viz. the
hexagon (Section 5) and the RDH (Section 6). Finally, Section 7 wraps things
up, and mentions some questions that are left for further research.

1 For example, most readers will be familiar with the reasoning task in which one is
presented with a square of oppositions and the truth value of (the formula in) one
of the square’s corners, and is then asked to determine the truth values of the other
corners by making use of the Aristotelian relations [14, Exercise 4.5.I].

2 However, there also exist Aristotelian/Hasse diagrams in which the formulas them-
selves are visualized as diagrams as well. For example, Bernhard [15] discusses a
multi-layered square of opposition in which the four formulas are visualized as small
Euler/Venn diagrams that are embedded inside a large Aristotelian diagram.
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Fig. 1. Aristotelian (a) square, (b) hexagon and (c) octagon for the modal logic S5

2 Aristotelian and Hasse Diagrams

An Aristotelian diagram visualizes a set of logical formulas and the Aristotelian
relations between them. These relations are defined as follows (relative to some
given logical system S, which is supposed to have the usual Boolean connectives):
the formulas ϕ and ψ are said to be

contradictory iff S |= ¬(ϕ ∧ ψ) and S |= ¬(¬ϕ ∧ ¬ψ),
contrary iff S |= ¬(ϕ ∧ ψ) and S �|= ¬(¬ϕ ∧ ¬ψ),
subcontrary iff S �|= ¬(ϕ ∧ ψ) and S |= ¬(¬ϕ ∧ ¬ψ),
in subalternation iff S |= ϕ→ ψ and S �|= ψ → ϕ.

Furthermore, almost all Aristotelian diagrams that have appeared in the liter-
ature impose the following additional constraints on the formulas that are vi-
sualized: these formulas are (i) contingent and (ii) pairwise non-equivalent, and
(iii) they come in contradictory pairs (i.e. for a given formula ϕ, the diagram
contains both ϕ and ¬ϕ). Finally, almost all Aristotelian diagrams are centrally
symmetric, with all contradictory pairs ordered around the center of symmetry
(so that ϕ is diametrically opposed to ¬ϕ).

The most widely known Aristotelian diagram is of course the so-called ‘square
of oppositions’. This diagram has a rich tradition [16, Chapter 5], but it is
also widely used by contemporary logicians to visualize interesting fragments of
systems such as modal logic [17], (dynamic) epistemic logic [8, 18] and deontic
logic [19, 20]. There is also a vast literature on Aristotelian diagrams other than
the traditional square. The most widely known among these is probably the
hexagon proposed by Jacoby, Sesmat and Blanché [21–23], but several other
hexagons, octagons, etc. have been studied in detail [10, 16, 24]. Figure 1 shows
an Aristotelian square, hexagon and octagon for the modal logic S5.3

We now turn to the second type of diagrams, viz. Hasse diagrams. In general,
these are used to visualize partially ordered sets (posets). A poset consists of

3 There is no universally accepted way of visualizing the Aristotelian relations. We here
follow the convention introduced in [12], and visualize the relations of contradiction,
contrariety, subcontrariety and subalternation by means of a full line (—), a dashed
line (- - -), a dotted line (· · · ) and an arrow (−→), respectively.
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Fig. 2. Hasse diagrams for (a) the divisors of 12, (b) the Boolean algebra ℘({1, 2, 3}),
and (c) a Boolean algebra of formulas from the modal logic S5

a set P and a partial ordering ≤, i.e. a binary relation on P that is reflexive,
transitive, and antisymmetric. If x ≤ y and not y ≤ x, we say that x < y. If x < y
and there is no z ∈ P such that x < z < y, we say that x  y. A Hasse diagram
visualizes the poset (P,≤) in such a way that if x y, the point representing x is
connected by a line segment to the point representing y (furthermore, y should
be ‘above’ x, so that the line segment from x to y runs upwards) [6].

Hasse diagrams have a wide variety of applications. Typical examples from
mathematics include divisibility posets (in which x ≤ y iff x divides y) and sub-
group lattices [6]; more practical applications come from formal concept analysis
[25]. In this paper, however, we will focus on their applications in logic, and thus
assume that the underlying poset (with ≤ being logical entailment) is a Boolean
algebra, i.e. has top and bottom elements, and meet, join and complementation
operations. It is well-known that a Boolean algebra can always be visualized by
means of a Hasse diagram that is centrally symmetric (with all complementary
pairs of elements ordered around the center of symmetry) [6]. Furthermore, a
finite Boolean algebra can be partitioned into ‘levels’ L0, L1, L2, . . . , which are re-
cursively defined as follows: L0 = {⊥}, and Lk+1 = {x | ∃y ∈ Lk : yx}. Figure 2
shows Hasse diagrams for the divisors of 12, the Boolean algebra ℘({1, 2, 3}), and
a Boolean algebra of formulas from the modal logic S5.

To fully appreciate the results that will be presented in Section 4, it should be
realized that althoughmost Aristotelian andHasse diagrams are two-dimensional,
this restriction is certainly not essential. In recent years, several three-dimensional
Aristotelian diagrams have been studied, such as octahedrons, cubes, RDHs, etc.
[8, 9, 26–28]. Similarly, there have also been studies on three-dimensional Hasse
diagrams, such as (hyper)cubes and RDHs [13, 29–31].4 Figure 3 shows an

4 Recalling the typology of logic diagrams presented in Section 1, it should be noted
that the trend towards three-dimensional diagrams includes not only Aristotelian and
Hasse diagrams, but also other diagrams that visualize relations between formulas
(e.g. duality diagrams [7]), and even diagrams that visualize single formulas (e.g. Euler
and Venn diagrams [32]).
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Fig. 3. (a) Aristotelian and (b) Hasse rhombic dodecahedron for CPL

Aristotelian and a Hasse RDH for the binary, truth-functional connectives of clas-
sical propositional logic (CPL); each connective is identified with its truth table
(for example, conjunction is written as 1000, disjunction as 1110, etc.).

3 Similarities, Dissimilarities, and Diagram Design

We now discuss some obvious similarities and dissimilarities between Aristotelian
and Hasse diagrams, and explain how they relate to general cognitive principles
of diagram design and information visualization.

Let’s start with the similarities between Aristotelian and Hasse diagrams.
First of all, it should be noted that both types of diagrams represent the formulas
up to logical equivalence, i.e. if ϕ and ψ are logically equivalent, then they cannot
appear as distinct formulas in either type of diagram. In the case of a Hasse
diagram for some Boolean logical system S, this is very clear: the poset that is
visualized by the Hasse diagram is the Lindenbaum-Tarski algebra of S, whose
elements are not individual formulas, but rather equivalence classes of formulas
[6, p. 254ff.]. The literature on Aristotelian diagrams is less explicit about this
logical equivalence condition (although there are exceptions [8, 12]), but nearly
all Aristotelian diagrams that have been studied so far do indeed satisfy it.

A second, more important observation is that there is a large overlap in the
relations visualized by the two types of diagrams. The Aristotelian relation of
subalternation is identical to the notion of ‘one-way entailment’ < (recall that
x < y iff x ≤ y and not y ≤ x), which is itself the transitive closure of the
covering relation  visualized by Hasse diagrams. Hence, if ϕ and ψ occur in an
Aristotelian diagram D1 and a Hasse diagram D2, then there is a subalternation
arrow from ϕ to ψ in D1 iff there is an upward path (i.e. a sequence of  -edges)
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from ϕ to ψ in D2. Since all Aristotelian relations can be reduced to subalterna-
tion and contradiction,5 and Hasse diagrams can represent these two relations
(subalternation: just discussed; contradiction: by means of central symmetry),
it follows that Hasse diagrams can represent all Aristotelian relations.

We now turn to the dissimilarities between Aristotelian and Hasse diagrams.
The first difference concerns the non-contingent formulas ⊥ and �. These con-
stitute the natural begin- and endpoints of the entailment ordering of a given
Boolean logic S, and are thus visualized as resp. the lowest and the highest
point of the Hasse diagram for S. This is the case regardless of whether this
Hasse diagram happens to be two- or three-dimensional; for example, see the
Hasse hexagon for S5 in Fig. 2c and the Hasse RDH for CPL in Fig. 3b. In
contrast, almost all Aristotelian diagrams that have appeared in the literature
so far contain only contingent formulas. One possible explanation for this re-
striction is that ⊥ and � enter into many ‘vacuous’ Aristotelian relations with
contingent formulas,6 which would only clutter the diagrams [8]. Although most
Aristotelian diagrams do not represent the non-contingent formulas at all, some
authors [27, 33] prefer to think of them as coinciding in the center of the di-
agram. From this perspective, ⊥ and � still do not occupy any ‘real’ vertices
of the diagram, but they are ‘hidden’ in its center of symmetry (which is itself
not a separate vertex of the diagram); for example, see the Aristotelian RDH in
Fig. 3a, and the formulas ⊥ = 0000 and � = 1111 coinciding in its center.

A second difference concerns the general direction of the entailments. We
have seen above that entailment is visualized in both Aristotelian and Hasse
diagrams (resp. as subalternation and as the transitive closure of the covering
relation ). By definition, all individual -edges in a Hasse diagram are directed
upwards, and hence, all paths of such edges are also directed upwards. In Hasse
diagrams, all entailments thus have the same general direction (viz. upwards).
By contrast, in Aristotelian diagrams the subalternation arrows generally do
not share a single direction.7 Consider, for example, the Aristotelian hexagon in
Fig. 1b: the subalternations starting in ♦p∧♦¬p and those ending in �p∨�¬p
all have the same general direction (viz. upwards), but the subalternations from
�(¬)p to ♦(¬)p run in the exact opposite direction (viz. downwards).

The third difference is related to the visualization of the levels of the Boolean
algebra that the formulas are taken from. In a Hasse diagram, the levels Lk are
visualized as hyperplanes that are orthogonal to the general entailment direction.
Since this entailment direction is vertically upwards (cf. supra), the levels are
horizontal hyperplanes. In Aristotelian diagrams, by contrast, there is generally
a complete ‘mixing’ of levels. For example, compare the Aristotelian and Hasse
hexagons for S5 in Fig. 1b and 2c, and focus on the L1-formulas �p, ♦p ∧ ♦¬p

5 Writing CD and SA for contradiction and subalternation, respectively, we have that
ϕ and ψ are contrary iff SA(ϕ,¬ψ) iff ∃θ(CD(ψ, θ) and SA(ϕ, θ)

)
, and similarly, ϕ

and ψ are subcontrary iff SA(¬ϕ,ψ) iff ∃θ(CD(ϕ, θ) and SA(θ, ψ)
)
[12, § 3.3.3].

6 E.g. ⊥ is contrary to every contingency, and 	 is subcontrary to every contingency.
7 The main exception to this claim is, of course, the Aristotelian square, in which all
subalternations are directed downwards; see Fig. 1a.
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and �¬p. In the Hasse hexagon, these formulas constitute a horizontal line,
whereas in the Aristotelian hexagon, they constitute a triangle. Similarly, when
comparing the RDHs for CPL, we see that the L1-formulas 1000, 0100, 0010 and
0001 constitute a horizontal plane in the Hasse RDH in Fig. 3b (visualized in
transparent grey), but a tetrahedron in the Aristotelian RDH in Fig. 3a.

The similarities and dissimilarities between Aristotelian and Hasse diagrams
discussed above are fully in line with general principles about diagram design,
such as congruity, apprehension and information selection [34, 35]. Both types of
diagrams are used to visualize certain logical relations between formulas. Hasse
diagrams primarily focus on the structure of the entailment ordering <, and try
to establish a strong congruence between this logical structure and the visual
structure of the diagram. For example, the Hasse hexagon in Fig. 2c visualizes
the fact that �p entails ♦p by putting �p lower than ♦p; similarly, it visualizes
the fact that the L1-formulas �p, ♦p ∧ ♦¬p and �¬p do not entail each other
(and are thus independent with respect to the entailment ordering) by putting
them on a line that is orthogonal to the direction of the entailment ordering.

From an Aristotelian perspective, however, �p, ♦p ∧ ♦¬p and �¬p are all
contrary to each other. Since these formulas lie on a single line in the Hasse
hexagon in Fig. 2c, the contrariety edges between them would overlap and would
thus not be visually discernible from each other; this is a grave violation of the
apprehension principle. The Aristotelian hexagon in Fig. 1c solves this problem
by moving ♦p ∧ ♦¬p away from the horizontal line between �p and �¬p: the
three contrariety edges now form a triangle and are thus clearly discernible.
Of course, the price that has to be paid for achieving this is that the resulting
diagrammixes the levels and no longer has a clear entailment direction. However,
these properties correspond to the structure of the entailment ordering, so by the
principle of information selection, it is no problem for an Aristotelian diagram
to distort them in order to better visualize the Aristotelian relations.

4 A Unified Account: Projections of Hypercubes

We now begin with the development of a unified perspective on Aristotelian and
Hasse diagrams, by showing how both types of diagrams can be seen as vertex-
first projections of n-dimensional hypercubes. This development will be carried
out in full generality (for arbitrary n), using some basic tools from linear algebra
[36]. Concrete applications to the Aristotelian/Hasse hexagons (n = 3) and the
Aristotelian/Hasse RDHs (n = 4) will be discussed in the next sections.

We will restrict ourselves to Aristotelian diagrams that represent all formulas
of a given finite Boolean algebra (except for ⊥ and �, of course; cf. supra). This
restriction is harmless, since every Aristotelian diagram that is not Boolean
closed can be embedded inside one that is.8 It is well-known that every finite
Boolean algebra Bn can be represented as the powerset of a finite set {1, . . . , n},
8 For example, the Aristotelian square in Fig. 1a can be embedded inside the Aris-
totelian hexagon in Fig. 1b, and the Aristotelian octagon in Fig. 1c can be embedded
inside the Aristotelian RDH in Fig. 3a.
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or equivalently, as the set {0, 1}n of all bitstrings of length n [37, 38]. The latter
representation is the most convenient for our purposes, and will thus be used.

It is well-known that the Boolean algebra Bn can be represented as a hy-
percube Cn in n-dimensional Euclidean space Rn [29, 30]. We now argue that
this hypercube is a Hasse diagram for Bn.

9 Consider a coordinate mapping
c : {0, 1}n → R

n, which maps each bitstring ϕ ∈ {0, 1}n onto its coordinates
c(ϕ) ∈ Rn.10 It will be convenient to assume that c maps the bits 1 and 0 to
the coordinates 1 and −1, respectively—e.g. c(11010) = (1, 1,−1, 1,−1). The
resulting hypercube is centered around the origin (0, . . . , 0) of Rn, with central
symmetry representing logical negation: c(¬ϕ) = −1 · c(ϕ), i.e. ¬ϕ is diamet-
rically opposed to ϕ. The general direction of entailment runs from ⊥ to �,
and thus corresponds to the vector c(�)− c(⊥) = (2, . . . , 2) ∼ (1, . . . , 1).11 Any
(n − 1)-dimensional hyperplane orthogonal to this direction has an equation of
the form x1 + · · ·+ xn = a. For any bitstring ϕ ∈ Lk (0 ≤ k ≤ n), it holds that

ϕ consists of k 1-bits and n− k 0-bits, and hence
∑i=n

i=1 c(ϕ)i = 2k− n; i.e. c(ϕ)
lies on the hyperplane with equation x1 + · · · + xn = 2k − n. The level Lk of
Bn thus corresponds to a hyperplane in Rn that is orthogonal to the entailment
direction vector (1, . . . , 1).

The Boolean algebra Bn has 2n bitstrings, or equivalently, 2n

2 = 2n−1 pairs
of contradictory bitstrings (ϕ,¬ϕ). Hence, its hypercube representation Cn has
2n−1 pairs of diametrically opposed vertices (c(ϕ), c(¬ϕ)). Each of these pairs de-
fines a direction vector dϕ,¬ϕ := c(ϕ)− c(¬ϕ) = c(ϕ)− (−c(ϕ)) = 2c(ϕ) ∼ c(ϕ).
The vector dϕ,¬ϕ can be taken as the projection axis for a vertex-first projection
Πϕ,¬ϕ. We will focus on two such projections. The first one is Π�,⊥. The second
one is harder to describe in general: it is of the form Πγ,¬γ for some γ near the
‘middle’ of Bn (i.e. in the level Lk where k = �n2 �); this will become clearer
in the concrete case studies. We will also make use of a linear transformation
T : Rn → Rn that maps c(�) onto c(γ); the matrix representation of T is a di-
agonal matrix that has the components of c(γ) on its diagonal (i.e. Mi,i = c(γ)i
and Mi,j = 0 for 1 ≤ i �= j ≤ n). Note that T · T = In, and thus T−1 = T .

The projection axis of Π�,⊥ is d�,⊥ = (1, . . . , 1). This is a projection onto the
(n − 1)-dimensional hyperplane that goes through the origin and is orthogonal
to d�,⊥, which has the equation x1 + · · ·+ xn = 0. It is possible to choose n− 1

9 Since Hasse diagrams can represent all Aristotelian relations, the hypercube is not
only a Hasse diagram, but also an Aristotelian diagram. This dual perspective cor-
responds exactly to the two projections Π�,⊥ and Πγ,¬γ introduced below.

10 We thus identify the hypercube Cn with its vertices, and ‘ignore’ its edges, faces, etc.
This is unproblematic, since the latter are linearly generated by the vertices, and
all transformations that will be applied to the hypercube are linear transformations.
For example, the edge between vertices x and y is E = {x + λ(y − x) | λ ∈ [0, 1]};
for any linear transformation L, it holds that L[E] = {L(z) | z ∈ E} = {L(x) +
λ(L(y)− L(x)) | λ ∈ [0, 1]}, i.e. L[E] is exactly the edge between L(x) and L(y).

11 For direction vectors x,y ∈ R
n, we write x ∼ y iff x and y are identical up to a

scalar λ (i.e. x = λy). After all, we are only interested in the direction of these
vectors, not in their particular magnitude.
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pairwise orthogonal vectors ρ1, . . . , ρn−1 in this hyperplane.12 The matrix that
contains these vectors as rows is the matrix representation of Π�,⊥. It is easy to
show that for the matrix representation of Πγ,¬γ , we can take Πγ,¬γ := Π�,⊥ ·T .
Since T = T−1, it immediately follows that Π�,⊥ = Πγ,¬γ · T .

We now study the result of applying the vertex-first projection Π�,⊥ to the
hypercube Cn. Since c(¬ϕ) = −c(ϕ) and Π�,⊥ is a linear transformation, it
follows that Π�,⊥(c(¬ϕ)) = Π�,⊥(−c(ϕ)) = −Π�,⊥(c(ϕ)), i.e. Π�,⊥[Cn] is cen-
tered around the origin of Rn−1, with central symmetry representing negation.
Furthermore, since c(�) and c(⊥) lie along the direction d�,⊥ of the projection
axis, it follows that Π�,⊥(c(�)) = Π�,⊥(c(⊥)) = (0, . . . , 0) ∈ Rn−1. Note that
this observation perfectly explains the claim that in an Aristotelian diagram, �
and ⊥ coincide in the diagram’s center of symmetry [27, 33]. Next, recall that
the hypercube Cn is a Hasse diagram, with general entailment direction from
c(⊥) to c(�), i.e. d�,⊥. Since this direction is exactly the projection axis of
Π�,⊥, it follows that in Π�,⊥[Cn] the edges no longer share a common entail-
ment direction: the component of the direction vector that they shared has been
‘projected away’. To make this more concrete, Fig. 4a provides an example for
a projection π : R2 → R1. Note that the vectors a,b ∈ R2 have more or less
the same direction, viz. vertically upwards. However, if we define π to be the
projection along exactly this vertical direction, then we see that π(a) and π(b)
do not share the same direction at all (the vertical component that they shared
has been projected away). Finally, also recall that Cn represents the levels Lk of
Bn by means of hyperplanes that are orthogonal to d�,⊥. However, in Π�,⊥[Cn],
the levels will be ‘mixed’, since the distance (along d�,⊥) that separated them
has been ‘projected away’. As an illustration, consider Fig. 4b: the points a and
b belong to some level Lk, and the points c and d belong to a different (‘higher’)
level Lm; thus, a and b are both ‘below’ c and d. However, when we consider
their projections, we see that the levels have been completely ‘mixed’: π(a) lies
between π(c) and π(d), while π(d) lies between π(a) and π(b).

We now consider the other vertex-first projection of the hypercube: Πγ,¬γ [Cn].
Since the direction of the projection axis dγ,¬γ does not coincide with the gen-
eral entailment direction d�,⊥ of Cn, matters are much simpler in this case.
Since Cn is a Hasse diagram and thus all its edges share a general entailment
direction d�,⊥, it follows that Πγ,¬γ [Cn] also has a general entailment direction,
viz. Πγ,¬γ(d�,⊥), which runs from Πγ,¬γ(c(⊥)) to Πγ,¬γ(c(�)). However, one
problem seems to remain: Πγ,¬γ maps the formulas γ and ¬γ to the origin of
Rn−1. This problem can easily be solved, but the details are highly dependent
on the concrete case (e.g. it matters whether n is odd or even), and will thus be
postponed to the concrete case studies in the next sections.

In sum, the discussion above shows that Π�,⊥[Cn] and Πγ,¬γ[Cn] are resp. an
Aristotelian diagram and a Hasse diagram of the Boolean algebra Bn. There is
thus a deep connection between Aristotelian and Hasse diagrams: both can be
seen as vertex-first projections of one and the same hypercube Cn. Additionally,
12 In the case studies in the next sections, we will show that it is often possible to

choose these vectors in particularly elegant ways.
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Fig. 4. The effects of projecting along the entailment direction: (a) loss of a shared
entailment direction and (b) ‘mixing’ of levels. Part (c) is a commutative diagram
containing the various linear transformations studied in this section.

this viewpoint yields a unified explanation of the various dissimilarities between
both types of diagrams (as discussed in Section 3), by showing how they are
merely different manifestations of the same underlying process, viz. projecting
the Hasse diagram Cn along its own general entailment direction. Finally, re-
calling that Πγ,¬γ = Π�,⊥ · T and Π�,⊥ = Πγ,¬γ · T , we also have a way to
move back and forth between the Aristotelian diagram Π�,⊥[Cn] and the Hasse
diagram Πγ,¬γ [Cn], which is summarized by the commutative diagram in Fig. 4c.

5 Case Study I: Hexagons as Projections of the Cube

We will now illustrate the unified account of Aristotelian and Hasse diagrams
that was introduced in the previous section, by applying it to some small Boolean
algebras. In this section we consider B3, in Section 6 we will look at B4.

The Boolean algebra B3 is represented as a cube C3 in three-dimensional
Euclidean space R3. This is done by the ‘conventional’ coordinate mapping
c : {0, 1}3 → R

3; see Fig. 5a and the c(ϕ)-row in Table 1 at the end of this
section. The general entailment direction goes from c(⊥) to c(�), and is thus
c(�) − (⊥) = (1, 1, 1) − (−1,−1,−1) = (2, 2, 2) ∼ (1, 1, 1). We will consider
two vertex-first projections of C3. The first one, Π�,⊥, is along the direction
d�,⊥ = (1, 1, 1), and onto the projection plane x+y+z = 0 (which is orthogonal
to d�,⊥). For the second one, Πγ,¬γ, we choose γ := 101; this projection is thus
along dγ,¬γ = c(γ) − c(¬γ) = (1,−1, 1)− (−1, 1,−1) = (2,−2, 2) ∼ (1,−1, 1),
and onto the projection plane x− y+ z = 0 (which is orthogonal to dγ,¬γ). The
projection axes and projection planes of Π�,⊥ and Πγ,¬γ are shown in Fig. 5b and
Fig. 5c, respectively. The linear transformation T which maps c(�) = (1, 1, 1)
onto c(γ) = (1,−1, 1) corresponds to a reflection over the (x−z)-plane (compare
Fig. 5b and Fig. 5c); it is described by a 3×3 diagonal matrix with 1, −1 and 1 on
its diagonal. (The effect of T on all points of C3 is described in the T (c(ϕ))-row
of Table 1.) The matrix representations of the vertex-first projections are
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Fig. 5. (a) The cube C3 with its bitstring decoration; (b) the projection axis and
projection plane of Π�,⊥; (c) the projection axis and projection plane of Πγ,¬γ

Π�,⊥ =

(
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3
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4
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4
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)
and Πγ,¬γ =

(
−√

3
4 0
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4

1
2

1
4

)
.

Note that the rows of Π�,⊥ are two orthogonal vectors that lie in the plane
x+ y+ z = 0, i.e. the projection plane of Π�,⊥. Similarly, the rows of Πγ,¬γ are
two orthogonal vectors that lie in the plane x−y+z = 0, i.e. the projection plane
of Πγ,¬γ . Finally, note that the rows of Πγ,¬γ are the result of applying the linear
transformation T to the corresponding rows of Π�,⊥, and thus Πγ,¬γ = Π�,⊥ ·T .

When the vertex-first projection Π�,⊥ is applied to (all points of) the cube
C3, the result is a regular hexagon that is centered around the origin (0, 0); this
hexagon is shown in Fig. 6a and its concrete coordinates can be found in the
Π�,⊥(c(ϕ))-row of Table 1. Although the hexagon does not by itself contain any
logical relation, it is clear that it is essentially an Aristotelian diagram (compare
with Fig. 1b). First of all, the non-contingent formulas � = 111 and ⊥ = 000
coincide in the hexagon’s center of symmetry. Secondly, the hexagon does not
have a single direction of entailment (in contrast, C3 does have such a direction,
viz. d�,⊥). Finally, the levels Lk have been ‘mixed’; for example, the bitstrings
of L1 and those of L2 form two interlocking triangles (in contrast, in C3 the
levels L1 and L2 are represented by means of the planes x + y + z = −1 and
x+ y + z = 1, respectively).

We now turn to the second projection, viz. Πγ,¬γ . The result is again a regular
hexagon that is centered around the origin; this hexagon is shown in Fig. 6b and
its concrete coordinates can be found in the Πγ,¬γ(c(ϕ))-row of Table 1. Although
this hexagon has ⊥ = 000 at its lowest vertex and � = 111 at its highest, and
also has a general direction of entailment—viz. vertically upwards—, it is not a
true Hasse diagram, since the bitstrings 101 and 010 coincide in the center, and
thus the levels L1 and L2 are not represented uniformly.
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Fig. 6. (a) Π�,⊥[C3], (b) Πγ,¬γ [C3], (c) Π
1/3
γ,¬γ [C3]

Table 1. The elements of B3, C3, Π�,⊥[C3], Πγ,¬γ [C3] and Π
1/3
γ,¬γ [C3]

ϕ 111 110 101 011 100 010 001 000

c(ϕ) (1,1,1) (1,1,-1) (1,-1,1) (-1,1,1) (1,-1,-1) (-1,1,-1) (-1,-1,1) (-1,-1,-1)

T (c(ϕ)) (1,-1,1) (1,-1,-1) (1,1,1) (-1,-1,1) (1,1,-1) (-1,-1,-1) (-1,1,1) (-1,1,-1)

Π�,⊥(c(ϕ)) (0,0) (-
√
3

2
,- 1

2
) (0,1) (

√
3

2
,- 1

2
) (-

√
3
2
, 1
2
) (0,-1) (

√
3

2
, 1
2
) (0,0)

Πγ,¬γ(c(ϕ)) (0,1) (-
√
3

2
, 1
2
) (0,0) (

√
3

2
, 1
2
) (-

√
3

2
,- 1

2
) (0,0) (

√
3
2
,- 1

2
) (0,-1)

Π
1/3
γ,¬γ(c(ϕ)) (0,1) (-

√
3

2
, 1
3
) (0, 1

3
) (

√
3

2
, 1
3
) (-

√
3

2
,- 1

3
) (0,- 1

3
) (

√
3
2
,- 1

3
) (0,-1)

However, this problem can be solved if we introduce a small perturbation ε
to the vertex-first projection Πγ,¬γ , thus obtaining the ‘quasi-projection’ Πε

γ,¬γ .
This quasi-projection is defined in such a way that if ε = 0, then Πε

γ,¬γ = Πγ,¬γ .
For our current purposes, however, we will particularly be interested in the case
ε = 1

3 . Here is the general definition, and the special case ε = 1
3 :

Πε
γ,¬γ =

(
−√

3
4 0

√
3
4

1+ε
4

1−ε
2

1+ε
4

)
, Π1/3

γ,¬γ =

(
−√

3
4 0

√
3
4

1
3

1
3

1
3

)
.

Fig. 6c shows the hexagon that results from applying this quasi-projection to the

cube C3; its coordinates can be found in the Π
1/3
γ,¬γ(c(ϕ))-row of Table 1. Although

the hexagon is no longer regular, it can properly be called a Hasse diagram
(compare with Fig. 2c). It represents ⊥ = 000 and � = 111 at resp. its lowest and
highest point. Furthermore, it has a general entailment direction, viz. vertically
upward. Finally, the levels are represented by lines that are horizontal (and
thus orthogonal to the general entailment direction); for example, L1 and L2

correspond to the horizontal lines y = − 1
3 and y = 1

3 , respectively.

6 Case Study II: RDHs as Projections of the Hypercube

As a second illustration of the unified account described in Section 4, we will
now apply it to B4. This Boolean algebra is represented as a four-dimensional



The Relationship between Aristotelian and Hasse Diagrams 225

Table 2. The elements of B4, C4, Π�,⊥[C4], Πγ,¬γ [C4] and Π
1/10
γ,¬γ [C4]. For reasons of

space, the table lists only 8 of the 16 bitstrings of B4; it can be completed by adding their
8 negations, and recalling that c(¬ϕ) = −c(ϕ), T (c(¬ϕ)) = −T (c(ϕ)), Π�,⊥(c(¬ϕ)) =
−Π�,⊥(c(ϕ)), Πγ,¬γ(c(¬ϕ)) = −Πγ,¬γ(c(ϕ)) and Π

1/10
γ,¬γ(c(¬ϕ)) = −Π

1/10
γ,¬γ(c(ϕ)).

ϕ 1111 1110 1101 1011 0111 1100 1010 1001

c(ϕ) (1,1,1,1) (1,1,1,-1) (1,1,-1,1) (1,-1,1,1) (-1,1,1,1) (1,1,-1,-1) (1,-1,1,-1) (1,-1,-1,1)

T (c(ϕ)) (1,-1,-1,1) (1,-1,-1,-1) (1,-1,1,1) (1,1,-1,1) (-1,-1,-1,1) (1,-1,1,-1) (1,1,-1,-1) (1,1,1,1)

Π�,⊥(c(ϕ)) (0,0,0) (-1,-1,1) (-1,1,-1) (1,1,1) (1,-1,-1) (-2,0,0) (0,0,2) (0,2,0)

Πγ,¬γ(c(ϕ)) (0,2,0) (-1,1,1) (1,1,1) (-1,1,-1) (1,1,-1) (0,0,2) (-2,0,0) (0,0,0)

Π
1/10
γ,¬γ(c(ϕ)) (0.2,2,0) (-0.8,1,1) (1,1,1) (-1,1,-1) (1.2,1,-1) (0,0,2) (-2,0,0) (-0.2,0,0)

hypercube C4 ⊂ R4. We again employ the ‘conventional’ coordinate mapping
c : {0, 1}4 → R4; see the c(ϕ)-row in Table 2. The general entailment direction in
this hypercube is (1, 1, 1, 1). We consider two vertex-first projections of C4. The
first one, Π�,⊥, is along the direction d�,⊥ = (1, 1, 1, 1), and onto the projection
plane x+y+z+u = 0 (which is orthogonal to d�,⊥). For the second one, Πγ,¬γ ,
we choose γ := 1001; this projection is thus along dγ,¬γ = (1,−1,−1, 1), and
onto the projection plane x− y− z + u = 0 (which is orthogonal to dγ,¬γ). The
linear transformation T which maps c(�) = (1, 1, 1, 1) onto c(γ) = (1,−1,−1, 1)
is described by a 4× 4 diagonal matrix with 1, −1, −1 and 1 on its diagonal; see
the T (c(ϕ))-row of Table 2. The matrix representations of the projections are

Π�,⊥ =

⎛
⎝−0.5 −0.5 0.5 0.5

0.5 −0.5 −0.5 0.5
0.5 −0.5 0.5 −0.5

⎞
⎠ and Πγ,¬γ =

⎛
⎝−0.5 0.5 −0.5 0.5

0.5 0.5 0.5 0.5
0.5 0.5 −0.5 −0.5

⎞
⎠ .

The rows of Π�,⊥ are pairwise orthogonal vectors that lie in the plane x + y +
z + u = 0, i.e. the projection plane of Π�,⊥; similar remarks apply to Πγ,¬γ .

When the vertex-first projection Π�,⊥ is applied to the hypercube C4, the re-
sult is an RDH that is centered around the origin (0, 0, 0). This RDH was already
shown in Fig. 3a; its concrete coordinates can be found in the Π�,⊥(c(ϕ))-row
of Table 2. This RDH is essentially an Aristotelian diagram: the non-contingent
formulas � = 1111 and ⊥ = 0000 coincide in the RDH’s center of symmetry, the
RDH does not have a single direction of entailment, and the levels of B4 have
been ‘mixed’; e.g. the bitstrings of L1 and L3 form two interlocking tetrahedrons.

We now turn to the second projection, viz. Πγ,¬γ . The result is again an
RDH that is centered around the origin; its concrete coordinates can be found
in the Πγ,¬γ(c(ϕ))-row of Table 2. This RDH is not a true Hasse diagram, since
the bitstrings 1001 and 0110 coincide. However, this problem can be solved by
introducing a small perturbation ε to Πγ,¬γ. The resulting ‘quasi-projection’
Πε

γ,¬γ is defined in such a way that if ε = 0, then Πε
γ,¬γ = Πγ,¬γ . Here is the

general definition, and the special case ε = 1
10 = 0.1:



226 L. Demey and H. Smessaert

Πε
γ,¬γ =

⎛
⎝−0.5 0.5 + ε −0.5 + ε 0.5

0.5 0.5 0.5 0.5
0.5 0.5 −0.5 −0.5

⎞
⎠ , Π1/10

γ,¬γ =

⎛
⎝−0.5 0.6 −0.4 0.5

0.5 0.5 0.5 0.5
0.5 0.5 −0.5 −0.5

⎞
⎠ .

Fig. 3b shows the RDH that results from applying this quasi-projection to the

hypercube C4; its coordinates are in the Π
1/10
γ,¬γ(c(ϕ))-row of Table 2. This RDH is

a proper Hasse diagram: it represents ⊥ = 0000 and � = 1111 at resp. its lowest
and highest point, it has a general entailment direction (viz. vertically upward),
and finally, the levels are represented by planes that are horizontal (and thus
orthogonal to the general entailment direction); for example, L1, L2 and L3

correspond to the horizontal planes y = −1, y = 0 and y = 1, respectively.

7 Conclusion

In this paper we have explored the relationship between two important types
of diagrams for representing logical relations between formulas, viz. Aristotelian
and Hasse diagrams. After briefly discussing some obvious similarities and dis-
similarities, we argued that there exists a deep connection between both types
of diagrams. On a visual-cognitive level, we showed that their dissimilarities can
perfectly be explained in terms of general principles of diagram design, such
as congruity, apprehension and information selection. On a more abstract geo-
metrical level, we showed that pairs of Boolean closed Aristotelian and Hasse
diagrams can be seen as different vertex-first projections of one and the same
hypercube, thereby obtaining a unified explanation of their dissimilarities.

In future work, we plan to use this geometrical account in the search for
adequate Aristotelian/Hasse diagrams for larger Boolean algebras. For example,
although there are currently no satisfactory diagrams for B5 in 3D, we know that
they certainly exist in 4D, viz. as vertex-first projections of the 5D hypercube.
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Abstract. A new graphical representation/model of Boolean logic is
presented. We use horizontal and vertical lines to represent the logical
constants, serial and parallel circuits for conjunction and disjunction.
For negation of a (sub)formula, we use a turn of the circuit by π

2
. A

web-based system that is built on the model is also presented.

Keywords: Boolean Logic, visual representation, educational tool.

1 A Diagrammatic Theory of Boolean Algebra

In set theory, there are well-known graphical representation techniques, e.g.,
Euler-Venn diagrams, intervals [1]. For Boolean logic, there are also various
techniques used, e.g., logic gates, pipe systems, but it is not straightforward
to understand them; students may have problems, specially with negation. A
technique is presented here based on a new idea.

Boolean constants (true and false) are usually denoted by 1, 0, by T and F, or
by � and ⊥. In our approach we use the notation | and − for the true and false,
respectively. We use | for true because it is somehow similar to 1 or I (note that
the word true is starting with an ‘I’ in Hungarian, it is ‘Igaz’). The notation −
for the false (it is ‘Hamis’ in Hungarian) also seems to be a good choice, since
both the negative sign and the complement can be connected to this sign, and
both of them are somehow connected to negativity, falsity. We may also use
variables, each of them with its own color different from the others’ color. A
variable may be represented by a sign † and its rotated form, depending on its
actual value at the evaluation of the formula.

As one can build up a Boolean formula (a complex statement) from atomic
statements (true and false statements allowing variables and constants), we build
our representation analogously in iterative way. We use “intelligent wiring” tech-
nique at the base circuits. We define the three basic Boolean operations in our
system in the following way (see also Fig. 1):

- Negation: the figure of the subformula is turned by π
2 (clockwise direction),

- Conjunction: we put the two subformulae one under the other and connect
them in a serial way (series circuit);

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 228–230, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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- Disjunction: we put the two subformulae next to each other and connect them
in a parallel way (parallel circuit).

One can prove by induction (using De Morgan’s laws for negation) that our
representation is correct. Moreover it is complete.

Fig. 1. Representation of the constant truth values, variables and the basic connectives;
at negation the wiring automatically changes from serial to parallel and vice versa

Logic is not trivial therefore visual information could be a key point in teaching
it. We believe that visual capture is the most important, which gate is next
to/under the other, and then, the wiring comes in an easy way. This is the main
advantage of this visual/graphical representation, and makes it applicable in,
e.g., teaching. We have designed an interactive web-presentation system based
on PHP technology (dynamic pages) with CSS3 animations (Web Kit):

2 The Program

The system works well under Chrome, Opera, Safari, Firefox, Maxthon and sim-
ilar browsers; and that was one of the most important aspects: the presentation
is available anywhere for the students, not only in the classroom, but in their
home, in their mobile/tablet as well. For sake of a good design we made the
blocks with Google Blockly Block Factory tool [2]. A picture about these blocks
(that are used through the presentation tool) is shown in Fig. 2. The classic
appearance of block languages as MIT Scratch, MIT App Inventor, as well as
our newly developed system have a ‘puzzle-design’. The connected blocks (ele-
ments of the programming language) are similar to the elements of the jigsaw
games. The other design element is influenced by the basic evaluation method
of variables in Computer Science. In assignment statements we usually declare
the variable in the left side of the formula and we give them a value from the
expression of the right side. We follow this order in the visual representation,
when we put the light to the left side of the circuit we put the circuit representa-
tion of the Boolean formula to the right side. The light is on when the evaluated
formula has a true value, and off when it has a false value.
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2.1 The Elements of the Circuits

In electrical engineering 0 and 1 represent the two different states of one bit in
a digital circuit; they are typically high and low voltage, electricity is flowing
in the power line or not. The declared (logical) variable is represented by the
bulb. The value of this variable could be either 1 or 0 (usually the task is to
determine it). Identity (true) and zero (false) elements, as constants of the cir-
cuit are represented by the full or empty battery. The value of the full battery is
always 1 (true) and the value of the empty battery is always 0 (false). They are
useful in teaching of Mathematics and Computer Science, especially in solving
logical equations as we have seen in our experiment [3]. The logical variables of
the formula, i.e., the parameters are represented by switches (having horizontal
or vertical value). See Figure 2. Our BooleImpress system works in user friendly
way, and it can be used to teach Boolean logic. We think that the prospective
mathematics teachers should know the importance of the applications and inter-
disciplinary connection of Boolean logic. In the University of Debrecen we did
some promising teaching experiment with our tool [3].

Fig. 2. The basic elements of our system (http://takacs-viktor.info/booleimpress/)
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Abstract. As an application of their channel theory, Barwise & Selig-
man sketched a set-theoretic model of representation systems. Their
model has the attraction of capturing many important logical proper-
ties of diagrams, but few attempts have been made to apply it to actual
diagrammatic systems. We attribute this to a lack of precision in their ex-
planation of what their model is about—what a “representation system”
is. In this paper, we propose a concept of representation system on the
basis of Barwise & Seligman’s original ideas, supplemented by Millikan’s
theory of reproduction. On this conception, a representation system is
a family of individual representational acts formed through a repetitive
reproduction process that preserves a set of syntactic and semantic con-
straints. We will show that this concept lets us identify a piece of reality
that the Barwise-Seligman model is concerned with, making the model
ready for use in the logical analysis of real-world representation systems.

Keywords: representation systems, diagrams, channel theory.

1 Introduction

Channel theory is an attempt to characterize information flows in our envi-
ronment from a logical point of view. In their book that develops this theory,
Barwise and Seligman outlined a general model of representation systems as one
of the theory’s principal applications [1, Chapter 20]. This model, which we will
call “the B&S model,” proposes a general framework in which we can investigate
logical-semantical properties of a wide range of representation systems, including
the systems of spoken language, written language, physical models, and, most
importantly for our purpose, diagrammatic representations.

The B&S model is an abstract model of representation systems, and as such
it can be used to describe classes of representation systems by characterizing ab-
stract properties common to their members. Results proven in the B&S model
concerning representation systems with particular properties will apply to all
such representation systems, and consequently, verifying that a new representa-
tion system has the desired property can be achieved simply by matching the

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 231–245, 2014.
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system to the model. Barwise and Seligman have shown, for instance, that their
model lets us formally characterize some of the fundamental properties of dia-
grammatic systems, such as free rides, over-specificity, and auto-consistency, that
have direct implications on their cognitive efficacy [2,3]. Thus, the B&S model
has significant potential as a formal framework for logical study of diagrammatic
representations, and when fully developed, will complement the proof-theoretic
and model-theoretic framework that have been productively applied to diagram-
matic systems [4,5,6, for example].

To our knowledge, however, few attempts have been made to apply the B&S
model to actual diagrammatic systems, not even to reveal those fundamental
properties it is known to handle well. The mathematical foundation for the B&S
model is laid out explicitly by Barwise and Seligman throughout their book,
with all its main components derived from standard set theory. We believe that
the model has failed to obtain traction, not because of vagueness in the explica-
tion of the model, but rather in the lack of specificity concerning the question
of how that model is supposed to fit into reality. What aspects of reality are the
individual components of the model supposed to capture? Why are those partic-
ular mathematical structures required for that purpose? As to these conceptual
issues, Barwise and Seligman give only very general clues, leaving some impor-
tant questions unanswered. In this paper, we lay a conceptual foundation for the
avenue of logical study of diagrams that Barwise and Seligman have pointed to.

The first two thirds of this paper are devoted to these specific mathematical
questions. After presenting an overview of the structure of the B&S model (Sec-
tion 2), we will explain the aspects of the B&S model that are relatively easy to
interpret (Section 3). We then attack the parts that are less straightforward—the
part that develops a rather unusual “two-tier” semantic theory (Section 4).

As the details are filled in, however, it becomes clear that a most fundamental
question is yet to be answered. That is, what the B&S model is a model of.
Well, it is a model of representation systems, but what is a representation system
anyway? Not knowing what the model is about implies not being confident about
what the model applies to, and this presents a block to applying the model.

Drawing on the rather scarce clues provided by Barwise and Seligman, we will
reconstruct the notion of a representation system that the B&S model appar-
ently presupposes (Section 5). We propose to understand Barwise and Seligman’s
notion of representation system on the basis of Millikan’s theory of reproduction
[7,8]. According to this view, a representation system is a family of individual
representational acts formed through repetitive reproduction of new representa-
tional acts from temporally preceding representational acts. The syntactic and
semantic rules associated with a representation system are then explained as the
constraints that these individual acts inherit over the reproduction process.

2 The Structure of the B&S Model

In this section, we will present the B&S model in its bare structure. Our purpose
here is not to illustrate or explain the model, but to clearly present the mathe-
matical structure posited in the model as preparation for subsequent exposition.
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Fig. 1. The Barwise-Seligman Model of Representation Systems

Figure 1 shows the general structure of the model. It is composed of the three
classifications, three local logics on them, and two infomorphisms connecting the
three classifications. Let us define each component more exactly.

Definition 1 (Classification). A classification A = 〈tok(A), typ(A), |=A〉 con-
sists of

1. a set, tok(A), of objects to be classified, called the tokens of A,
2. a set, typ(A), of objects to classify the tokens, called the types of A, and
3. a binary relation, |=A, between tok(A) and typ(A).

Thus, the three classifications involved in the structure in Figure 1 are:

– S = 〈tok(S), typ(S), |=S〉 (depicted in left),
– C = 〈tok(C), typ(C), |=C〉 (center), and
– T = 〈tok(T), typ(T), |=T〉 (right).
We use lowercase Greek letters to refer to types of a classification, and upper-

case Greek letters to refer to sets of types. When a |=A α, we say “a is of type
α,” “a supports α,” or “α holds of a.”

Given any classification A, we often talk about a pair 〈Γ,Δ〉 of subsets of
typ(A). We call such a pair a sequent in A. A token a in tok(A) is said to
satisfy a sequent 〈Γ,Δ〉 if a supports some member of Δ provided a supports all
members of Γ . Thus, we are reading Γ conjunctively and Δ disjunctively when
we talk about the satisfaction of a sequent.

We use a (subscripted) turnstile � to denote a set of sequents, and write Γ � Δ
to mean that 〈Γ,Δ〉 belongs to �. In such a context, we adopt a common abuse
of notation for Gentzen sequents. In particular, we omit braces in denoting a
unit set (e.g., “γ � δ” instead of “{γ} � {δ}”) and use a comma to denote the
union of sets (e.g., “Γ1, Γ2 � Δ1, Δ2” instead of “Γ1 ∪ Γ2 � Δ1 ∪Δ2”).

With this preparation, local logics can be defined in the following way:

Definition 2 (Local Logic). A local logic L = 〈A,�L, NL〉 on a classification
A consists of
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1. a set �L of sequents in A satisfying the following closure conditions:
Identity : α �L α for every α ∈ typ(A),
Weakening : If Γ �L Δ, then Γ,Σ1 �L Δ,Σ2 for any Σ1, Σ2 ⊆ typ(A),
Global Cut : If there is a set Σ ⊆ typ(A) such that Σ1, Γ �L Δ,Σ2 for

each partition 〈Σ1, Σ2〉 of Σ, then Γ �L Δ.1

2. a subset NL ⊆ tok(A), called the normal tokens of L, which satisfy all the
sequents of �L.

A local logic L = 〈A,�L, NL〉 is designed to specify a system of constraints
governing the classification A. It does the job by specifying a set �L of sequents
in A that all normal tokens in tok(A) are supposed to satisfy. Just what token is
normal or abnormal is specified by NL, which carves out the members of tok(A)
that are normal as far as the local logic L is concerned.2 We call a sequent in
�L a constraint in the local logic L.

The closure conditions in clause 1 of Definition 2 are required if we are to be
able to read the sequents in �L as the constraints satisfied by any set of tokens
whatsoever. For example, if the sequent 〈Γ,Δ〉 belongs to �L, 〈Γ ∪Σ1, Δ ∪Σ2〉
necessarily belongs to �L, for if every token supporting all members of Γ supports
at least one member of Δ, then every token supporting all members of the
superset Γ ∪ Σ1 of Γ supports at least one member of the superset Δ ∪ Σ2 of
Δ. This means that the set �L of sequents must satisfy Weakening. Identity and
Global Cut are required for similar reasons. 3

The local logics involved in the structure in Figure 1 are the following:

– LS = 〈S,�LS , NLS 〉 (placed in upper left)
– LC = 〈C,�LC , NLC 〉 (upper center)
– LT = 〈T,�LT , NLT 〉 (upper right)

Definition 3 (Infomorphism). Given classifications A and B, an infomor-
phism f : A � B from A to B is a pair of functions f = 〈f ,̂ f 〉̌ such that:

1. fˆ : typ(A)→ typ(B),
2. fˇ : tok(B)→ tok(A), and
3. f (̌b) |=A α iff b |=B f (̂α) for each token b ∈ tok(B) and each type α ∈

typ(A).

Thus, the structure in Figure 1 involves two infomorphisms, fS : S � C and
fT : T � C. One, fS , consists of a function fSˆ from typ(S) to typ(C) and a

1 〈Σ1, Σ2〉 is a partition of Σ iff Σ1∪Σ2 = Σ and Σ1∩Σ2 = ∅. Note that this definition
allows Σ1 or Σ2 in a partition 〈Σ1, Σ2〉 to an empty set, unlike the definition of
partition adopted in certain contexts.

2 Just because you specify a subset NL of tok(A), it does not mean that you have
specified the reason why some members of tok(A) are in NL while others out. We
will come back to this issue later.

3 In fact, it has been shown that the satisfaction of these closure conditions is also
a sufficient condition for a set of sequents to be the set of the constraints on a
classification. See Section 9.5 of [1] for the more precise formulation of this idea.
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function fSˇ from tok(C) to tok(S), and the other, fT , consists of a function fTˆ
from typ(T) to typ(C) and a function fTˇ from tok(C) to tok(T). The symbol �
suggests the reversed directions of the two functions involved in an infomorphism.
Since the two infomorphisms are both connected to the classification C, Barwise
and Seligman call it the core of this structure.

Now, a representation system is just a pair of infomorphisms with a common
core, coupled with a local logic on each of the three classifications involved.

Definition 4 (Representation System). A representation system R is a
quintuple 〈fS : S � C, fT : T � C,LS ,LC ,LT 〉 where fS and fT are info-
morphisms and LS , LC , and LT are local logics on the classifications S, C, and
T, respectively.

3 Easy Part: The Source and Target Logics

Now that we have laid out a mathematical structure, we start our explication
of how it is supposed to capture something in real world. Barwise and Selig-
man intend an individual representation system R = 〈fS : S � C, fT : T �
C,LS ,LC ,LT 〉 to capture a practice of producing representations of a particular
kind. Such practices include that of producing maps, drawing diagrams, paint-
ing pictures, writing sentences, and uttering sentences. How are the individual
components of the structure R fitted to the components of such a practice? We
start with the components of R that are relatively easy to interpret.

3.1 Source

The classification S = 〈tok(S), typ(S), |=S〉 depicted in the left side of Figure
1 is called the source of the representation system, and the members of tok(S)
are called representations. Here, a representation a ∈ tok(S) is intended to be
such things as an individual diagram drawn on a particular sheet of paper, a
map printed on a particular page of a brochure, and a sentence displayed on a
particular computer display. As a token, a representation is distinguished from
its appearance. So, when one draws exactly the same arrangement of symbols
on two different occasions, the result is two different diagram tokens (represen-
tations) although they have exactly the same appearance. Similarly, two prints
of Downtown Chicago Map published by the same map publisher are different
representations—map tokens—even though they usually have exactly the same
arrangement of symbols and colors.

In contrast, typ(S) consist of syntactic properties that classify the representa-
tions in tok(S) according to what symbols appear in what arrangements. Thus,
if tok(S) consists of the individual map prints of Downtown Chicago Map, typ(S)
may contain syntactic properties such as the following:

(σ1) There is a unique street line labeled “E Ontario,” drawn left-right.

(σ2) There are unique street lines labeled “N Rush” and “N Saint Claire,”
drawn up-down.
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(σ3) A hotel symbol is at the upper-left corner of the intersection of street
lines labeled “N Rush” and “E Ontario.”

(σ4) A hotel symbol is at the lower-right corner of the intersection of street
lines labeled “N Saint Claire” and “E Ontario.”

These are types, or properties, in the sense that they can hold of many different
map tokens. In fact, they hold of all prints of Downtown Chicago Map, with the
exception of defective or degenerated copies (changed colors, unprinted symbols,
spilled coffee, etc.) These types hold of even revised maps of downtown Chicago,
as long as they have street lines with appropriate labeling, have a certain line
straight and certain lines in parallel, and have hotel symbols in certain positions.
In this way, given the sets tok(S) and typ(S), the relation |=S is determined by
which tokens support which types in reality.

3.2 Target

The classification T = 〈tok(T), typ(T), |=T〉 depicted in the right side of Figure
1 is called the target of the system. Intuitively, a member b of tok(T) is something
that is actually represented in a representational practice, so in the case of the
mapmaking practice for Downtown Chicago Map, it is a particular region in
Chicago in some period of time. If the company produces revised maps, the
same region in a subsequent time period gets represented in this mapmaking
practice, so it makes another member of tok(T).

Naturally, typ(T) consists of types, or properties, that classify these repre-
sented objects. In our case of the mapmaking practice, the set consist of types
that classify the region of Chicago in different periods of time. It may contain:

(θ1) There is a unique streets named “E Ontario,” running east-west.

(θ2) There are unique streets named “N Rush” and “N Saint Claire,” running
north-south.

(θ3) A hotel building is at the north-west corner of the crossing of streets
named “North Rush” and “East Ontario.”

(θ4) A hotel building is at the south-east corner of the crossing of streets
named “North Saint Claire” and “East Ontario.”

Note the difference from the types σ1–σ4. The types θ1–θ4 refer to possible
arrangements of streets and buildings on a region in Chicago, rather than possible
arrangements of lines and symbols on a sheet of paper.

3.3 Local Logic on the Source

The local logic LS shown in the upper left part of Figure 1 is designed to cap-
ture a system of constraints governing the source classification S. It is the triple
〈S,�LS , NLS〉, and as with every local logic, it does its job by having the sec-
ond coordinate �LS specify a set of sequents that every normal token in tok(S)
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satisfies. In our case of mapmaking practice, an example of such a sequent can
be 〈{σ1, σ2, σ3, σ4}, {σ5}〉, where σ1–σ4 are as above and σ5 is:

(σ5) There are at least two hotel symbols on a street line labeled “E Ontario.”

This particular constraint {σ1, σ2, σ3, σ4} �LS σ5 is due to a geometrical
constraint governing lines and symbols on a plane. The set �LS may also contain
physical constraints on the coloring of symbols. In addition to these natural
constraints, the set typically contains constraints due to the syntactic stipulations
adopted in the mapmaking practice, regulating such things as what types of
building symbols can appear, how labels are placed on them, and what varieties
of colors can color regions of a map.

3.4 Local Logic on the Target

The local logic LT shown in the upper right part of Figure 1 captures a sys-
tem of constraints governing the target classification T. It is the triple 〈T,�LT

, NLT 〉, and it works just as the local logic LS works on the source classifica-
tion S. Thus, in our case of mapmaking practice, �LT contains such sequents as
〈{θ1, θ2, θ3, θ4}, {θ5}〉, where σ1–σ4 are as above and σ5 is:

(θ5) There are at least two hotel buildings on a street named “East Ontario.”

The correspondence between this constraint {θ1, θ2, θ3, θ4} �LS θ5 on the
target classification and the constraint {σ1, σ2, σ3, σ4} �LS σ5 on the source
classification is not an accident. Both constraints are based on the same topo-
logical law that regulate buildings and streets on a geographical region, as well
symbols and lines on a map.

4 Difficult Part: The Core Logic

So far, we have been concerned with the components of the B&S model that
are depicted on the left and the right side of Figure 1, and their interpreta-
tion was relatively straightforward. What about the components in the middle?
What is the center classification C supposed to model? What role do the two
infomorphisms fS = 〈fS ,̂ fS 〉̌ and fT = 〈fT ,̂ fT 〉̌ play by having C as its core?

These medial components are there to define what Barwise and Seligman
[1] call the representation relation and the indication relation supported by the
representation system.

Definition 5 (Representation and Indication). Let R = 〈fS : S � C, fT :
T � C,LS ,LC ,LT 〉 be a representation system.

1. A token a in tok(S) represents a token b in tok(T), written a �R b, if there
is a token c in tok(C) such that fS (̌c) = a and fT (̌c) = b.

2. A type α in typ(S) indicates a type β in typ(T), written α⇒R β, if fS (̂α) �LC

fT (̂β).

In this section, we first explicate the two relations�R and⇒R defined above,
to explain the framework of “two-tier” semantics central to the B&S model.
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4.1 Representation Relation

Intuitively, Clause 1 of Definition 5 says that a token in tok(S) represents a
token in tok(T) if they are mediated by a token c in tok(C). Barwise & Seligman
[1] characterize this c as “the particular spatial-temporal process whereby the
representation comes to represent what it does” (p. 236). When a is a map, c
is also characterized a “causal link” between a map and what it is a map of (p.
237). In such a case, the classification C is said to model the “actual practice”
of mapmaking (p. 236), so it is natural to interpret this causal link c as an
individual act that belongs to this practice of mapmaking.

Thus, in our case of mapmaking practice for downtown Chicago, a token c1
in tok(C) can be an act, conducted mainly by the map publisher, that consists
of the sub-acts of assembling relevant information about a particular region
in Chicago in a certain period of time, editing the information in the form
expressible in a map, and printing it on a particular sheet of paper. When another
map is printed, this new printing act is combined with the first two sub-acts of
c1 to make another token c2 in tok(C).

To see this situation more clearly, let e1 and e2 be the sub-acts of information
collection and information editing, respectively, and p1 and p2 be the first and
the second printing acts mentioned above. Then, the representational act c1 is
the sequence e1 ◦ e2 ◦ p1 of sub-acts, while the representational act c2 is the
sequence e1 ◦ e2 ◦ p2. Generally, every act pi of printing a new map based on the
information collected and edited in e1 and e2 gives rise to a new representational
act ci = e1 ◦ e2 ◦ pi, a new token in tok(C).

Conceived in this way, every individual mapmaking act c has a unique map
as its product, and a unique region of Chicago in a particular period of time as
the object about which information is assembled and edited. We call the former
the representing object and the latter the represented object of the act c.4

The function fSˇ can be interpreted as the assignment of a unique object to
the role of representing object in every mapmaking act in tok(C). Similarly the
function fTˇ can be interpreted as the assignment of a unique object to the role
of represented object in every such mapmaking act.

Combined, the mapmaking act c connects the particular map fS (̌c) to the
particular region fT (̌c) in the particular period of time. This is the situation
described by Clause 1 of Definition 5. It is a representational act that connects
a token in tok(S) to a token in tok(T), making the former stand in the repre-
sentation relation �R to the latter.

4 When considering the production of representations via acts, the source of the in-
formation used in the act is a token in the target classification, and the result of
the act is a token in the source classification. It may appear, then, that they have
misnamed our classifications. However the names that we have chosen derive from
the more common situation where a diagram is the source of information about a
target – utilization, rather than production, of the diagram.
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4.2 Indication Relation

The notion of role that we have just introduced to explain the functions fSˇ and
fTˇ also helps us to interpret the other functions fS (̂c) and fT (̂c), which are
depicted in the upper middle part of Figure 1. Given a type α in typ(S), we can
think of fS (̂α) as the type that classifies an act in tok(C) on the basis of the
property of the object playing the role of represented object in it. For example, if
a mapmaking act c has produced a map in which there is a unique street labeled
“E Ontario,” we can classify c as being of the following type:

(ω1) The object playing the role of representing object is such that there is a
unique street line labeled “E Ontario.”

Earlier, we considered the following type as a member of typ(S):

(σ1) There is a unique street line labeled “E Ontario.”

The types ω1 and θ1 are different, but they are closely related in the way the
following equivalence holds:

(1) A mapmaking act c is of type ω1 if and only if the object playing the role
of the representing object in c is of type σ1.

Thus, ω1 is the property that classifies a mapmaking act c according to whether
the object playing the role of representing object in c is of type σ1.

Generally, for every type σ in typ(S), there is a unique type ω in typ(C) that
classifies a member of tok(C) according to whether the object playing the role
of representing object in it is of type σi. The model uses the function fS (̂c) to
capture this functional relation from typ(S) to typ(C). In the case of the types
ω1 and σ1 above, fSˆ assigns ω1 to σ1. So, we can paraphrase (1) as:

(2) A mapmaking act c is of type fS (̂σ1) if and only if the object playing the
role of representing object in c is of type σ1.

Recalling that the object playing the role of the representing object in c is
assigned by fSˇ to c, this amounts to saying:

(3) A mapmaking act c is of type fS (̂σ1) if and only if fS (̌c) is of type σ1.

Here, we see an instance of the equivalence condition stated in the definition of
infomorphism (Definition 3). The condition lets us generalize (3) to every token c
in tok(C) and every type σ in typ(S). This way, the infomorphism f = 〈fS ,̂ fS 〉̌
captures the partial type-equivalence between an act c and the object that plays
the role of representing object in c.

A similar consideration applies to the infomorphism f = 〈fT ,̂ fT 〉̌: it captures
the partial type-equivalence between an act c and the object that plays the role
of represented object in c. For example, consider the type θ1 in typ(T) and the
type ω2 in typ(C):

(θ1) There is a unique street named “E Ontario.”
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(ω2) The object playing the role of represented object is such that there is a
unique street named “E Ontario.”

Here, fTˆ assigns ω2 to θ1, so the following equivalence holds:

(4) A mapmaking act c is of type fT (̂θ1) if and only if fT (̌c) is of type θ1.

Again, the equivalence condition in Definition 3 lets us generalize (4) to every
token in c in tok(C) and every type θ in typ(T).

Now, by the definitions of fSˆ and fT ,̂ both the image fS (̂typ(S)) and the
image fT (̂typ(T)) are subsets of typ(C). The B&S model uses this fact to define
the indication relation from types in typ(S) to types in typ(T). Take the type
σ1 in typ(S) and the type θ1 in typ(T) for example. Intuitively, if there is a
unique street line labeled “E Ontario” drawn right-left in a downtown Chicago
map, it indicates that there is a unique street named “E Ontario” running east-
west in the mapped region. That is, the type σ1 indicates the type θ1 in this
mapmaking practice. Barwise and Seligman models this indication relation as
a constraint in the local logic LC . For them, σ1 indicates θ1 just in case there
holds the constraint fS (̂σ1) �LC fT (̂θ1).

Remember that �LC lists the constraints governing the classification C of a
set of representational acts. In particular, the constraint fS (̂σ1) �LC fT (̂θ1)
states the following:

(5) A representational act in tok(C) is such that the representing object (a map,
in the present example) is of the type σ1 only if the represented object (a
city region) is of the type θ1.

This makes it clear that the constraint fS (̂σ1) �LC fT (̂θ1) is something main-
tained by the effort of people who are involved in the mapmaking acts in tok(C).
The constraint is essentially arbitrary in its origin, but once people start conform-
ing to it and believe that everybody conforms to it, it satisfies significant mutual
benefit for them to keep conforming to it. It thus becomes a “self-perpetuating”
constraint over the representational acts of a group of people. Lewis [9] has de-
veloped a general theory of how such a constraint becomes a stabilized character
of human conducts.

The condition fS (̂σ1) �LC fT (̂θ1) is the way Barwise and Seligman capture
one of such constraints. Clause 2 of Definition 5 is then a generalization of
this strategy of capturing a semantic constraint stabilized in a representational
practice: it characterizes the indication relation ⇒R as the relation that holds
between a type α in typ(S) and a type β in typ(T) whenever the constraint of
the form fS (̂α) �LC fT (̂β) holds.

Note: Other Constraints on Representational Acts. Typically, our repre-
sentational acts are constrained not only by these semantic constraints, but also
by syntactic stipulations, concerning what arrangements of symbols and colors
are allowed in representing objects. These stipulations combined with natural
(geometrical, topological, and physical) constraints to produce a larger set of
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constraints on the arrangements of symbols and colors. The B&S model cap-
tures their effects as constraints in the local logic LS on the source classification,
not as constraints in the local logic LC on the core classification.

Moreover, our representational acts are typically constrained by target re-
strictions, namely, restrictions on the choice of objects to be represented. For
example, only a region of Chicago in some period is chosen as the represented
object in the representational practice for Downtown Chicago Map. In fact, this
is an assumption on which the syntactic stipulations and semantic conventions
of this mapmaking practice are stabilized. Totally different stipulations and con-
ventions would be adopted if a region of the Rocky Mountains were the main
target of the representational practice. The kind of objects that come in the set
tok(T) is thus restricted due to target restrictions on our representational acts,
and for this reason, a substantial set of constraints hold on the classification T
and get captured in the local logic LT on the target classification. The constraint
{θ1, θ2, θ3, θ4} �LS θ5 cited in Section 3.4 is an example of such constraints.

4.3 Two-Tier Semantics

This pair of relations �R and ⇒R that we have just explained lets us charac-
terize the informational relation between a representation and the represented
object in a natural way.

Definition 6 (Representing As). Let R = 〈fS : S � C, fT : T � C,LS ,LC ,
LT 〉 be a representation system. Given a token a in tok(S), a token b in tok(T),
and a type β in typ(T), a represents b as being of type β if

1. a �R b and
2. there is a type α in typ(S) such that

– a |=S α, and
– α⇒R β.

For example, recall that a map publisher takes an act whose representing object is
a particular complete print a of Downtown Chicago Map and whose represented
object is a particular region b of Chicago in a particular period of time (i.e.,
a �R b), that there is a unique street line labeled “E Ontario” drawn right-left
in this particular print a (i.e., a |=S σ1), and that it is a constraint on this
mapmaking practice that one tries to produce a map with a unique road line
labeled “E Ontario” drawn right-left only if the represented object has a unique
street named “E Ontario” running east-west (i.e., fS (̂σ1) �LC fT (̂θ1) and hence
σ1 ⇒R θ1). Under these conditions, the particular print a of Downtown Chicago
Map is said to represent the region b of Chicago in the particular period of time
as having a unique road named “E Ontario.”

The semantic theory outlined by Definitions 5 and 6 is “two-tier” in that it is
formulated with reference to two relations �R and⇒R. Historically, we can see
it as a formal realization of some key ideas of situation semantics [10,11]: (1) It
takes the primary carrier of meaning to be a particular object in the world (the
token a in Definition 5 and 6) rather than a representation type, (2) it takes a
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representation as carrying meaning about some particular object in the world
(the token b in Definition 5 and 6) rather than an entire (possible) world, and (3)
it takes meaning as a special case of information-carrying regularities holding in
the environment (Clause 2, Definition 5).

5 Notion of Representational Practice

Our explanations so far have clarified what kinds of objects constitute each
of these sets tok(C), tok(S), and tok(T). The set tok(C) consists of represen-
tational acts that collect information about unique objects to produce unique
representations, while tok(S) representations produced by the representational
acts in tok(C) and tok(T) represented objects in the representational acts in
tok(C). As this description makes clear, tok(S) and tok(T) are defined on the
basis of tok(C), so they can be defined once tok(C) is defined.

The remaining problem is that it is by no means trivial to define tok(C). We
have seen that Barwise and Seligman conceptualize a representation system R
as a model of a representational practice, so that the members of tok(C) are
individual acts that constitute a representational practice. So the question is
what makes an individual act a member of a particular representational practice
rather than another. What distinguishes a representational practice from an
arbitrarily chosen set of individual acts?

This question is of utmost importance, because what exactly tok(C) is deter-
mines what constraints hold on the members of tok(C), that is, what semantic
conventions the relevant representational practice conform to. Furthermore, as
tok(S) and tok(S) are determined on the basis of tok(C), the question has ramifi-
cations on the set of constraints that the representations in the practice conform
to, as well the set of constraints that the objects represented in the practice
conform to. All these profoundly affect the effectiveness of the representational
practice in question.

Unfortunately, Barwise and Seligman provide no positive clue about this issue.
However, it is clear that the satisfaction of all constraints listed in �LC cannot be
the defining character of the set tok(C). The definition of a local logic requires
all constraints to be satisfied by all members of NLC , but it does not require
them to be satisfied by all members of tok(C).

Our proposal is to adopt Millikan’s idea of reproduction [7,8] and define
tok(C) as the class of objects “having been produced from one another or from
the same models” [8, p. 20]. A typical example of such a reproductive class is
the handshakes occurring in a single culture. Except for a small number of early
instances in the history of this culture, individual acts of handshake are not prod-
ucts of somebody’s creation, but reproductions of some previous handshakes.

Generally, the members of a reproductive class share certain characters, pre-
cisely because they are copies of one another. Thus, handshakes share various
physical characters in their movements, and that is because they are reproduc-
tions of some previous handshakes or some model handshakes. Following Millikan
[7], let us call such a character preserved in a repeated reproduction process a
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reproductively established character. Thanks to humans’ ability to copy or repeat
previous acts of handshakes, the reproduction process is relatively stable, pro-
ducing faithful copies over a period of time. However, it does go awry sometimes,
resulting in an anomalous handshake that lacks the relevant reproductively es-
tablished character.

To apply these ideas to characterize the set tok(C), let C be the character
of “satisfying a set of syntactic stipulations, semantic constraints, and target
restrictions.” Then we can see tok(C) as a reproductive class having C as its
reproductively established character. On this conception, each representational
act in tok(C) is a reproduction of previous representational acts in tok(C), and
precisely because it is a reproduction, it tends to share the character C with
other members of tok(C). Again, the process of reproduction is generally stable,
but it can go awry, and when it does, there is no guarantee that the resulting
act has the character C, that is, it can violate some of the syntactic stipulations,
semantic constraints, and target restrictions. We can then interpretNLC as those
acts for which the reproduction process goes normally and tok(C)−NLC as those
for which the reproduction process goes awry.

Examples

Example 1: System of Downtown Chicago Maps. In the case of the mapmaking
practice for downtown Chicago, some people collect information about a region in
Chicago in a particular period of time, some designer for the map publisher uses
that information to design a map, and the technician prints the first print of the
map. This sequence of acts, which we have characterized as c1 = e1◦e2◦p1 before,
is the first token in tok(C). This act satisfies a set of syntactic stipulations,
semantic constraints, and target restrictions, and we call this character C. When
the technician makes another print, this act p2 is sequenced with the previous
acts e1 and e2 to make another representational act, c2 = e1 ◦ e2 ◦ p2, which
is a reproduction of the act c1 = e1 ◦ e2 ◦ p1, and as such shares the character
C with it. Another printing act then gives rise to another representational act
c3 = e1◦e2◦p3, and so on until the final reproductive act, say, c2875 = e1◦e2◦p2875.
This way, multiple representational acts are reproduced, preserving the character
C. The class tok(C) of these acts is a reproductive class, and this makes up a
mapmaking practice for downtown Chicago.

What happens if the map publisher decides to update the maps they publish,
to reflect the recent change in the mapped region? Then a new sequence of
an information-collecting act, a design act, and a map-printing act takes place,
making up a representational act, say c2876. If the reproductive process is of the
kind that normally preserves C, c2876 belongs to the same reproductive class as
c1, c2, . . . , c2875 do. Then all subsequent acts reproducing c2876 are all members
of this class tok(C), extending the map publisher’s mapmaking practice.

Example 2: System of Scheduling Tables. Let us consider a case where represen-
tations are used in more private settings. If the manager of a shop regularly hears
from the part-time workers to decide on who will work on what day of the next
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week, and she puts up a table of the next week’s work schedule on the door of
her office, that will construct a reproductive class of representational acts. The
reproductively established character C is the satisfaction of syntactic stipula-
tions (regulating, for example, what types of symbols can appear in a table cell),
semantic constraints (regulating, for example, what types of symbols indicate
“on” and what types “off”), and target restriction limiting a representational
act only to the weekly work schedules of this particular shop. The manager’s act
of hearing and table-drawing conducted each week makes an individual repre-
sentational act, where the represented object is the shop’s work schedule during
the week about which the manager hears from the workers, and the representing
object is the particular table drawn by the manager. The act is reproduced every
week, accumulating as the tokens in tok(C).

Unlike the case of Downtown Chicago Map, the arrangement of symbols in the
produced table typically changes act by act, but these acts are still members of
the reproductive class they are continuations of the same reproductive process
that normally preserves C. For the same reason, a representational act done by
the sub-manager can be considered a member of the same reproductive class if
he or she has copied the manager’s table-drawing acts with respect to C.

What if the sub-manager keeps using the same table format but makes a small
change in syntactic and semantic constraints, such as using a check mark rather
than a circle to indicate “on”? On the one hand, this act can be considered
a member of a new reproductive class, which itself can grow if it is copied by
further acts. The new class has a slightly different reproductively established
character C′ than the class tok(C) of the manager’s original representational
acts. On the other hand, this act is a partial reproduction of the manager’s acts,
which preserves most of the constraints on them. Thus, this act, as well as any
further acts that copies it, can be considered members of a larger reproductive
class that extends tok(C). This larger reproductive class can be modeled by a
B&S model just as well, and since it still preserves a significant set of constraints,
it probably merits a serious logical investigation. This reproductive class makes
a higher taxon of representational acts, whose lower taxa tok(C) and the newly
started reproductive class.

6 Conclusion

Thanks to all this philosophical discussion, we now have a better conceptual
foundation on which we apply the B&S model. It was not clear from Barwise
and Seligman’s sketch what exactly their model is a model of—what exactly
they conceive as a representation system. Our study reveals that it is, roughly,
a reproductive class of individual representational acts that inherits a set of
representational rules. Our initial test shows that this concept does a pretty
good job in carving out a piece of reality that a B&S model is to capture.

Now, the B&S model features three local logics LC , LS , and LT as its main in-
gredients. It lets us characterize various interesting properties of representation
systems as conditions on LC , LS , and LT , and investigate the logical conse-
quences of these properties. For example, Barwise and Seligman have shown
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that the properties such as free ride, over-specificity, and auto-consistency of di-
agrammatic representations can be captured and studied in this way. We believe
that the triple of LC , LS , and LT embeds many more interesting properties, but
speculation aside, that work of defining such properties and investigating their
consequences is mathematical in nature, since it is exclusively concerned with
the model itself and the model in this case is a mathematical structure.

This entails that whatever result it obtains is fundamentally hypothetical—it
states that a representation system has such and such properties assuming it
has such and such LC , LS , and LT as its core logic, source logic, and target
logic. We do not have to be concerned with which system in the world has such
a combination of logics, and for that matter, if there is such a system at all. In
fact, it was not possible to be concerned with these matters, since we did not
know exactly what a representation system is that a B&S model is a model of.

The philosophical explication in the present paper changes this situation. Now
that we know what piece of reality a B&S model is to capture, the specifications
of LC , LS , and LT in a B&S model can be put in empirical test. We have an in-
dependent grasp of what the model is about, so we can put the model and the
modeled object side by side and evaluate their fit. And when the fit is good, we
can say, categorically, that this representation system has such and such proper-
ties, with a clear understanding of what “this system” refers to. As examples in
Section 5 suggest, reproductive classes of representational acts inheriting a set of
representational rules are abundant in both private and public media. The B&S
model now seems ready for use in the exploration of their logical properties.
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Abstract. This paper concerns the Aristotelian relations of contradic-
tion, contrariety, subcontrariety and subalternation between 14 contin-
gent formulae, which can get a 2D or 3D visual representation by means
of Aristotelian diagrams. The overall 3D diagram representing these Aris-
totelian relations is the rhombic dodecahedron (RDH), a polyhedron con-
sisting of 14 vertices and 12 rhombic faces (Section 2). The ultimate aim
is to study the various complementarities between Aristotelian diagrams
inside the RDH. The crucial notions are therefore those of subdiagram
and of nesting or embedding smaller diagrams into bigger ones. Three
types of Aristotelian squares are characterised in terms of which types
of contradictory diagonals they contain (Section 3). Secondly, any Aris-
totelian hexagon contains 3 squares (Section 4), and any Aristotelian
octagon contains 4 hexagons (Section 5), so that different types of big-
ger diagrams can be distinguished in terms of which types of subdiagrams
they contain. In a final part, the logical complementarities between 6 and
8 formulae are related to the geometrical complementarities between the
3D embeddings of hexagons and octagons inside the RDH (Section 6).

Keywords: Aristotelian relations, square of oppositions, hexagon of op-
positions, logical geometry, 3D visualisation, subdiagrams, complemen-
tarity, embedding.

1 Introduction

Aims of the Paper. In addition to using diagrams for the visual representation
of individual formulae or propositions, logicians also use diagrams to visualize
certain relations between formulae from some given logical system. For exam-
ple, the relations of contradiction, contrariety, subcontrariety and subalternation
which hold between a set of logical formulae, are standardly visualised by means
of Aristotelian diagrams, such as the well-known square of oppositions. The lat-
ter has a rich tradition, originating in Aristotle’s work on syllogistics, but it is
also widely used by contemporary logicians to visualize interesting fragments of
systems such as modal logic, (dynamic) epistemic logic and deontic logic. Fur-
thermore, other Aristotelian diagrams beyond the traditional square have been
studied in detail, the most widely known probably being the hexagon described
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by Jacoby, Sesmat and Blanché [1,2,3]. In recent years, several three-dimensional
Aristotelian diagrams have been proposed, such as the octahedron, cube or tetra-
hexahedron. One such 3D representation, namely the rhombic dodecahedron
[4,5,6], henceforth referred to as RDH, visualises the Aristotelian relations be-
tween 14 contingent formulae and serves as the general frame of reference for the
present paper. Our central aim is twofold, namely (i) to develop strategies for
systematically charting the internal structure of the RDH and (ii) to study vari-
ous complementarities between Aristotelian diagrams inside the RDH. In doing
so, we provide a more unified account of a whole range of diagrams which have
so far mostly been treated independently of one another in the literature.

The Embedding of Subdiagrams. The description of the internal structure
of the RDH, and more in particular of the various types of complementarities,
crucially relies on the idea that smaller diagrams occur inside bigger diagrams.
These notions of subdiagram or diagram embedding/nesting have been studied
for other types of diagrams as well, more in particular Euler diagrams [7], Venn
diagrams [8], spider diagrams [9] or algebra diagrams [10]. The analysis proposed
in the present paper is very much in line with the visual grammar or visual syn-
tax approach developed by Engelhardt [11, p. 104] in that “various syntactic
principles can be identified in graphics of different types, and the nature of vi-
sual representation allows for visual nesting and recursion [...] any object may
contain a set of (sub-)objects within the space that it occupies. When this prin-
ciple is repeated recursively, the spatial arrangement of (sub-)objects is, at each
level, determined by the specific nature of the containing space at that level”.
Furthermore, the central role of the RDH as the overall Aristotelian diagram
in this paper resembles that of the so-called ‘top state’ in work on the syntax
and semantics of UML statecharts [12, pp. 327–328] which describes “the set of
transitively nested substates of a composite state” and assumes that “in every
statechart there is an inherent composite state called the top state which covers
all the (pseudo) states and is the container of the states”.

The Structure of the Paper. In Section 2 we first introduce the Aristotelian
relations and the partitioning of logical formulae into ‘pairs of contradictories’
(PCDs). We then present the rhombic dodecahedron for the 3D visualisation of
Aristotelian relations between 14 formulae. In the central part of the paper, i.e.
Sections 3, 4 and 5, different types of (bigger) diagrams are distinguished on
the basis of which types of subdiagrams they contain. In Section 3, three types
of Aristotelian squares are characterised in terms of which types of PCDs they
contain. In a next step, Section 4 defines different types of hexagons depending on
which types of squares are embedded in them. Similarly, the distinction between
the two sorts of octagons in Section 5 is based on differences in the nested
hexagons. Section 6 then moves from the level of 2D visual representations to
that of 3D visualisation: the different ways in which the 14 formulae can be
partitioned into a hexagon (6 formulae) and an octagon (8 formulae) are related
to the geometrical complementarities between the 3D embeddings of hexagons
and octagons inside the RDH.
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2 Aristotelian Relations in the Rhombic Dodecahedron

Aristotelian Relations. The traditional Aristotelian relations are defined as
follows:

ϕ and ψ are contradictory iff S |= ¬(ϕ ∧ ψ) and S |= ¬(¬ϕ ∧ ¬ψ),
ϕ and ψ are contrary iff S |= ¬(ϕ ∧ ψ) and S �|= ¬(¬ϕ ∧ ¬ψ),
ϕ and ψ are subcontrary iff S �|= ¬(ϕ ∧ ψ) and S |= ¬(¬ϕ ∧ ¬ψ),
ϕ and ψ are in subalternation iff S |= ϕ→ ψ and S �|= ψ → ϕ.

Informally, two formulae are contradictory when they cannot be true together
and cannot be false together. They are contrary when they cannot be true
together but may be false together and subcontrary when they cannot be false
together but may be true together. Finally, notice that subalternation is not
defined in terms of the formulae being true together or being false together, but
in terms of truth propagation: there is a subalternation from ϕ to ψ when ϕ
entails ψ but not vice versa.

Pairs of Contradictories. The 16 formulae (up to logical equivalence) from
Classical Propositional Logic which can be built by means of unary or binary
connectives and two propositional variables p and q, can be partitioned into the
following 8 pairs of contradictories (PCDs), namely 4 PCDs of type C and
4 PCDs of type O:1

PCDs of type C: a. (p ∧ q) b. ¬(p→ q) c. ¬(p← q) d. ¬(p ∨ q)
a’. ¬(p ∧ q) b’. (p→ q) c’. (p← q) d’. (p ∨ q)

PCDs of type O: e. p f. q g. (p↔ q) h. p ∧ ¬p
e’. ¬p f’. ¬q g’. ¬(p↔ q) h’. p ∨ ¬p

Furthermore, any two formulae taken from the top row (a-d) in the PCDs
of type C are contrary to one another, whereas any two formulae taken from
the bottom row (a’-d’) are subcontrary to one another. Notice that we will
henceforth disregard the PCD containing the two non-contingent formulae in
(h-h’), and focus on the 7 PCDs containing the 14 contingent formulae in (a-a’)
to (g-g’).

The Rhombic Dodecahedron. Various isomorphic 3D visualisations have
been proposed for the logical relations between the 14 contingent formulae above.
Both the tetra-hexahedral representation of Sauriol [13] and the tetra-icosahedral
representation of Moretti [14] take as their starting point the cube to which six
pyramids are added, one on each face of the cube2. Sauriol makes use of ‘ob-
tuse’ pyramids (whose angle between the base and each of the triangular faces is
less than 45◦), thus obtaining the convex polyhedron in Figure 1a. Moretti, on
the other hand, makes use of ‘acute’ pyramids (whose angle between the base
and each of the triangular faces is greater than 45◦), thus obtaining the concave

1 The rationale behind these abbreviations is explained in the next subsection.
2 A radically different 3D representation, although fundamentally still isomorphic to
the ones in Figure 1, is the ‘double’ tetrahedron of Dubois and Prade [15].
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Fig. 1. (a) Sauriol’s tetrahexahedron (b) the RDH (c) Moretti’s tetraicosahedron

polyhedron in Figure 1c. The result in both cases is a polyhedron consisting of
24 triangular faces and 14 vertices (corresponding to the 14 formulae), namely
the 8 vertices of the cube and the six pyramids’ apices. The polyhedron pro-
posed in Smessaert [5,6] and adopted in Demey [4], by contrast, is the rhombic
dodecahedron (RDH) in Figure 1b. It can be considered as lying exactly in
between the Sauriol structure in Figure 1a and the Moretti structure in Fig-
ure 1c, in the sense that the six pyramids added onto the faces of the cube are
‘right’ (i.e. having an angle between their base and each of their triangular faces
of exactly 45◦). As a consequence, each pair of triangular faces of adjacent pyra-
mids falls in the same plane and constitutes a single rhombic face; an RDH thus
consists of 14 vertices, but has 12 rhombic faces instead of 24 triangular faces.

Since the RDH is the polyhedral dual of the cuboctahedron (an Archimedean
solid combining the properties of a cube and an octahedron [16]), it inherits this
double connection, both with the cube and the octahedron. In particular the
latter connection is absent from the Sauriol and Moretti structures, and can be
seen as the major advantage of the RDH.

The crucial property of the visualisation in Figure 2 is that the Aristotelian
relation of contradiction corresponds to central symmetry. In other words, each
PCD corresponds to a diagonal through the center of the RDH. Two sets of
diagonals can be distinguished: first of all, each formula from the contrariety
set in (a-d), with a black label in Figure 2, constitutes a PCD diagonal with a
formula from the subcontrary set in (a’-d’), with a grey label. In other words,
the 8 vertices with the black and grey labels constitute the cube inside the RDH,
and its diagonals represent the 4 PCDs of type C. Secondly, each of the three
formulae in (e-g) constitutes a PCD diagonal with its negative counterpart in
(e’-g’). Hence, the 6 vertices with a white label constitute the octahedron inside
the RDH, the diagonals of which represent the 3 (contingent) PCDs of type O.

Notice that a similar rhombic dodecahedron is used in the visualisation of
Zellweger [17]. In comparison to the Aristotelian RDH in Figure 2, however,
Zellweger puts the two contingent formulae in (g-g’) in the center of his RDH
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Fig. 2. The 3D visualisation of propositional connectives in the RDH

and the two non-contingent formulae in (h-h’) at its top and bottom vertices3.
Furthermore, in the Zellweger RDH, all 4 contrary formulae with the black label
fall in one plane, all 4 subcontrary formulae with the grey label fall in one
plane, and so do all 6 of the white label formulae. We argue elsewhere [18]
that, although the Zellweger representation reflects the layered structure of the
underlying Hasse diagram more directly, it is less suited for representing the
Aristotelian relations.

3 Aristotelian Squares of Opposition

Three types of Aristotelian squares are distinguished in Figure 3. First of all,
there are the classical squares in Figure 3a-b which have the diagonals for con-
tradiction, the arrows going down for subalternation, the dashed line at the top
connecting the contraries and the dotted line at the bottom connecting the sub-
contraries. There is a crucial difference between these squares in terms of which
types of PCDs are involved. The balanced classical square in Figure 3a consists
of two PCDs that are of the same type, i.e. of type C. The unbalanced classical
square in Figure 3b, by contrast, consists of one PCD of type C (the diagonal
from top left to bottom right) and one PCD of type O (the diagonal from bottom

3 Although the non-contingent formulae in (h-h’) are not explicitly represented in our
RDH, they can be taken to coincide in its center.
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Fig. 3. Aristotelian Squares of Oppositions: (a) balanced classical (b) unbalanced clas-
sical (c) degenerate

Fig. 4. Aristotelian Hexagons of Oppositions: (a) Jacoby-Sesmat-Blanché = JSB (b)
Sherwood-Czezowski = SC (c) Unconnected-4 = U4

left to top right). The third square, in Figure 3c, is degenerate in terms of the
Aristotelian relations holding between the 4 formulae. Only the diagonals for
contradiction remain, whereas the 4 outer edges of the square do not represent
any Aristotelian relation whatsoever: the 4 formulae are pairwise ‘unconnected’,
i.e. logically independent [19]. Furthermore, the resulting configuration turns out
to be balanced again: it consists of two PCDs of the O type4.

4 Aristotelian Hexagons of Opposition

In this section, we first distinguish three types of Aristotelian hexagons in terms of
which types of PCDs they consist of, namely the Jacoby-Sesmat-Blanché hexagon
(JSB hexagon for short), the Sherwood-Czezowski hexagon (SC hexagon) and the
Unconnected-4 hexagon (U4 hexagon). Secondly, each of these 3 types of hexagons
is further characterized in terms of which types of squares it contains.

Three Types of Aristotelian Hexagons. The first two hexagons in Figure 4a-
b illustrate the two by now standard ways in which a classical Aristotelian square
can be extended or generalized to a hexagon [6]. The starting point in both cases
is the balanced classical square of Figure 3a in the grey shaded area, consisting of
two PCD diagonals of type C. Furthermore, in both cases the third PCD which is

4 Another balanced degenerate square can be constructed using the four single-variable
formulas p, ¬p, q and ¬q (this square is embedded inside the Buridan octagon shown
in Figure 8b). Next to these balanced degenerate squares, there also exist unbalanced
degenerate squares. However, the latter play no role in the present paper.
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Fig. 5. The Aristotelian squares in the Jacoby-Sesmat-Blanché hexagon JSB

Fig. 6. The Aristotelian squares in the Sherwood-Czezowski hexagon SC

added is of type O. In the JSB hexagon of Jacoby [1], Sesmat [2] and Blanché [3]
in Figure 4a the additional PCD consists of the disjunction of the square’s upper
two vertices and the conjunction of its lower two vertices, and is therefore added
to the square ‘vertically’. By contrast, in the SC hexagon of Sherwood [20,21]
and Czezowski [22] in Figure 4b, the additional PCD consists of two formulae
that are intermediate with respect to subalternation between the square’s left
two and right two vertices, and is therefore added to the square ‘horizontally’.
These different ways of inserting the third diagonal into the square result in two
fundamentally distinct hexagonal constellations of Aristotelian relations. In the
JSB hexagon in Figure 4a, the relations of contrariety and subcontrariety yield
two triangles interlocking into a star-like shape inside the hexagon, whereas the
arrows of subalternation constitute the outer edges of the hexagon and point
from each vertex on the triangle of contraries to the two adjecent ones on the
triangle of subcontraries. In the SC hexagon in Figure 4b, by contrast, the arrows
of subalternation, which are all pointing downwards, constitute two triangles (of
transitivity), whereas the contraries and subcontraries yield two� shapes instead
of two triangles. With the third hexagon in Figure 4c, the starting point is also
a balanced square in grey, but this time it is the degenerate square of Figure 3c,
consisting of two PCD diagonals of type O. Adding a PCD of type C as the
third diagonal in vertical position yields yet another Aristotelian configuration.
Because of the presence of the 4 unconnectedness relations in the central square,
this hexagon will be referred to as the Unconnected-4 or U4 hexagon5. In contrast

5 At least two more types of hexagons can be defined: (i) the so-called ‘weak’ JSB
hexagon in Moretti [14] and Pellissier [23] consists of 3 PCDs of type C but is
isomorphic to the JSB hexagon in Figure 4a, (ii) the so-called Unconnected-12 or
U12 hexagon consists of 3 PCDs of type O and, apart from the three diagonals of
contradiction, exclusively contains 12 relations of unconnectedness.
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Fig. 7. The Aristotelian squares in the Unconnected-4 hexagon U4

to the JSB and SC hexagons in Figures 4a-b, U4 only contains 4 subalternation
arrows instead of 6, and has V-shaped (instead of triangular) constellations for
its contraries and subcontraries.

Squares Inside the Aristotelian Hexagons. We have just distinguished
three types of Aristotelian hexagons in terms of which types of PCD diagonals
they consist of. A second, closely related strategy for establishing a typology of
hexagons is that of considering (i) which types of subdiagrams are embedded
inside the bigger hexagonal diagram and (ii) in which way they are embedded.
More in particular: any hexagon can be shown to contain 3 squares: since a
hexagon consists of three diagonals, each of them can be left out in turn to yield
a distinct square (consisting of 2 out of the 3 original diagonals). Looking at
the overall constellations in Figures 5 to 7, we observe that all three types of
hexagons contain one balanced square in the (a) diagram and two unbalanced
classical squares in the (b-c) diagrams. A first difference, of course, is that with
the JSB hexagon in Figure 5a and the SC-hexagon in Figure 6a the balanced
square is the classical one, whereas with the U4 hexagon in Figure 7a it is the
degenerate one. Secondly, although the JSB hexagon and the SC hexagon resem-
ble one another as to which types of squares are embedded, they crucially differ
as to the way in which the two unbalanced classical squares are embedded. In
Figure 5b-c the embedding involves a rotation of 120◦ clockwise or counterclock-
wise (because of the triangular shape of the (sub)contraries), whereas in Figure
6b-c the embedding involves a rotation of only 30◦ (because of the � shape of
the (sub)contraries). In Smessaert [6] this difference is argued to be due to the
fact that the JSB hexagon is closed under the Boolean operations, whereas the
SC hexagon is not. In the former case, the hexagon contains the meet and join
of any of its pairs of formulae: each vertex on the triangle of contraries is the
conjunction or meet of its two neighbours on the triangle of subcontraries, and
vice versa, each vertex on the triangle of subcontraries is the disjunction or join
of its two neighbours on the triangle of contraries. In the latter case, however,
quite a number of pairs of vertices have a meet or join which does not belong to
the hexagon (although their negation is always there due to the PCDs). Notice,
by the way, that the U4 hexagon resembles the SC hexagon in not being closed
under the Boolean operations either.
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Fig. 8. Aristotelian octagons: (a) Béziau (b) Buridan

5 Aristotelian Octagons of Opposition

In this section two well-known types of Aristotelian octagons will be distin-
guished, namely the Béziau octagon [24] and the Buridan octagon [25,26]. They
will be shown to differ from one another in terms of the types of hexagons that
can be embedded into them as subdiagrams.

The Béziau Octagon versus the Buridan Octagon. If we adopt the original
strategy for distinguishing diagrams, namely on the basis of the types of PCDs
they consist of, the two octagons in Figure 8 turn out to be of the same type,
since they both contain 2 PCDs of type C as well as 2 PCDs of type O. As a
consequence, they can both be seen as combinations of one classical square (with
the type C PCDs) in the lighter shade of grey and a degenerate square (with the
type O PCDs) in the darker shade of grey. The crucial difference between the
two octagons thus concerns the way in which these two squares are embedded
into them. With the Béziau octagon in Figure 8a, the vertices of the two squares
are strictly alternating on the outer edge, whereas with the Buridan octagon
in Figure 8b, they are pairwise alternating. This results in two fundamentally
distinct constellations of Aristotelian relations. If we focus on the ‘triangular’
components, the Béziau octagon on the left has two triangles of subalternation as
well as an interlocking pair of triangles for contraries and subcontraries. Although
the Buridan octagon on the right also contains 4 triangular shapes, they are all
of the same type, namely two pairs of subalternation triangles.

Hexagons Inside the Aristotelian Octagons. So far, the two types of
octagons were distinguished in terms of (i) different ways of interlocking the
classical and the degenerate squares and (ii) different sets of triangular constel-
lations of Aristotelian relations. The latter strategy for establishing a typology
of octagons naturally leads to that of considering which types of hexagonal sub-
diagrams are embedded inside the bigger octagonal diagram. Any octagon can
be shown to contain 4 hexagons: since an octagon consists of four diagonals,
each of these can be left out in turn to yield a distinct hexagon (consisting of 3
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Fig. 9. The Aristotelian hexagons in the Béziau octagon: (a) JSB (b) SC (c-d) U4

out of the 4 original diagonals). Thus the Béziau octagon can first and foremost
be considered as a combination of the JSB hexagon in Figure 9a and the SC
hexagon in Figure 9b, with the outer edges completely defined by subalterna-
tion arrows. The Buridan octagon, by contrast, is fundamentally a combination
of the two SC hexagons in Figure 10a-b, with all the subalternation arrows going
downward and two pairs of interlacing � shapes for the contraries and the sub-
contraries. Notice that both with the Béziau octagon and the Buridan octagon
the two remaining hexagons that can be embedded are of the U4 type. How-
ever, with the former in Figures 9c-d the U4 hexagons show up in their standard
shape of Figure 4c, i.e. with the subalternation arrows along the edges and the
(sub)contrary V-shapes on the inside, whereas with the latter in Figures 10c-d
an alternative shape emerges for the U4 hexagons with more acute angles for
the subalternation arrows and the (sub)contrary V-shapes.

6 Complementarities in the Rhombic Dodecahedron

Although in the previous three sections the Aristotelian diagrams have gradually
become more complex, their visual representation remained two-dimensional,
viz. from square to hexagon to octagon. In this section, however, we return to
the complete set of 14 contingent formulae from Classical Propositional Logic
(with the 7 PCDs introduced in Section 2) and their 3D visualisation inside
the RDH. More in particular, we distinguish two different ways in which the
14 formulae can be partitioned into a hexagon (6 formulae) and an octagon (8
formulae) and relate them to the geometrical complementarities between the 3D
embeddings of hexagons and octagons inside the RDH.

Complementarity between the JSBHexagon and the Buridan Octagon.
The two diagrams in Figure 11 reveal a first type of logical complementarity: if we
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Fig. 10. The Aristotelian hexagons in the Buridan octagon: (a-b) SC (c-d) U4

Fig. 11. Logical complementarity between a Jacoby-Sesmat-Blanché hexagon (left)
and a Buridan octagon (right)

take 6 formulae whose Aristotelian relations constitute a JSB hexagon, the 8 re-
maining formulae yield an Aristotelian octagon of the Buridan type6. A number
of authors [4,5,6,13,14] have demonstrated that there are exactly six different JSB
hexagons embedded inside the RDH. On the left in Figure 12 we see that the em-
bedding of a JSB hexagon constitutes a 2D plane which slices the 3D RDH solid
in two equal parts. It can easily be shown that there are indeed exactly six planes
that contain 6 out of the 14 vertices (i.e. 3 PCDs) of the RDH. One important re-
sult of the present paper is that, for each JSB hexagon in the RDH, the remaining
8 vertices yield a Buridan octagon, whose 3D embedding in the RDH is the solid
visualised on the right in Figure 12. This object, which has no standard name in
the literature on polyhedra, will be referred to as a rhombicube, the idea being

6 Since a Buridan octagon is fundamentally a combination of two SC hexagons (see
Figure 10a-b), this first logical complementarity can also be seen as holding between
a JSB hexagon on the one hand and a pair of SC hexagons on the other.
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Fig. 12. 3D geometrical complementarity (middle) between a Jacoby-Sesmat-Blanché
hexagon (left) and a rhombicube (right)

Fig. 13. Logical complementarity between a Sherwood-Czezowski hexagon (left) and
a Béziau octagon (right)

that a cube is put on one of its edges and is squeezed at the top (edge) to the effect
that its front and back faces turn from a square into a rhombic shape7. The logical
complementarity between the JSB hexagon and the Buridan octagon in Figure 11
thus gets a very elegant counterpart in the 3D geometrical complementarity of the
hexagon and the rhombicube in the middle of Figure 12.

Complementarity between the SC Hexagon and the Béziau Octagon.
The operation of creating a partition of the 14 formulae can also be performed
on the basis of the SC hexagon instead of the JSB hexagon. The two diagrams
in Figure 13 thus reveal a second type of logical complementarity: if we take
6 formulae whose Aristotelian relations constitute an SC hexagon, the 8 re-
maining formulae yield an Aristotelian octagon of the Béziau type. As far as
the embedding of an SC hexagon in a 3D polyhedron is concerned, the only
proposal, to our knowledge, is that of Sauriol [13, p. 388], who embeds it into
his tetrahexahedron. The left diagram in Figure 14 shows the 3D embedding
of an SC hexagon in the RDH. This solid is a skew octahedron, i.e. it has 6
vertices and 8 triangular faces. Given that an SC hexagon can be seen as a

7 The term does show up occasionally, either as an abbreviation for ‘rhombicuboctahe-
dron’, which is a different, Archimedian solid, or else as a (less felicitous) alternative
for the RDH itself.
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Fig. 14. 3D geometrical complementarity (middle) between a Sherwood-Czezowski
hexagon (left) and a Béziau octagon (right)

Buridan octagon with one PCD diagonal left out (see Figure 10a-b), the skew
octahedron in Figure 14 can be seen as a rhombicube with 2 vertices (or 1
PCD) ‘sliced off’. Since there are exactly six rhombicubes embedded in the
RDH (namely the complements of the six JSB hexagons), and each rhombicube
contains two SC octahedra, it follows that there are twelve SC octahedrons in-
side the RDH. As for its complement, namely the 3D embedding of a Béziau
octagon in the RDH, the result on the right in Figure 14 is a squeezed hexago-
nal bipyramid, which is a solid obtained by sticking together (base to base) two
pyramids with a hexagonal base. As a consequence, the logical complementarity
between the SC hexagon and the Béziau octagon in Figure 13 has as its counter-
part the 3D geometrical complementarity of the octahedron and the hexagonal
bipyramid in the middle of Figure 14. Although, from a strictly logical point
of view, the complementarities in Figures 11 and 13 are on a par, there is a
considerable difference, as far as the visual appeal is concerned, between the 3D
geometrical complementarities in Figures 12 and 14. For example, the former
has one central symmetry and three reflection symmetries, whereas the latter
only has the central symmetry and one reflection symmetry. The main reason
for this geometrical difference is that SC hexagons naturally come in pairs (as
rhombicubes); the first complementarity respects this pairing, but the second
cuts across it.

7 Conclusions and Prospects

The main aim of this paper has been to provide a more unified account of a
range of Aristotelian diagrams, which are in general treated independently of
one another in the literature. The central part was devoted to a general strategy
for systematically charting the internal structure of the rhombic dodecahedron,
which represents the Aristotelian relations in a Boolean closed set of 14 con-
tingent formulae. Three families of squares are distinguished depending on the
types of PCDs they consist of, 3 families of hexagons in terms of the types of
embedded squares, and 2 families of octagons on the basis of the types of nested
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hexagons. In a final part two types of logical complementarities have been ob-
served, namely (i) between a JSB hexagon and a Buridan octagon, and (ii)
between an SC hexagon and a Béziau octagon. The difference in visual appeal of
the corresponding 3D geometrical complementarities supports the claim that the
former partition is more natural than the latter. The next step in this research
project will be to provide an exhaustive typology (by means of combinatorial
analysis) of the Aristotelian subdiagrams of the RDH. Central questions will
be (i) how many families of octagons, decagons and dodecagons can be distin-
guished, and (ii) how many members does each family have (e.g. there are 6
strong JSB hexagons, but 12 SC hexagons inside the RDH).
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In: Béziau, J.Y., Jacquette, D. (eds.) Around and Beyond the Square of Opposition,
pp. 93–110. Springer, Basel (2012)



Logical Investigation of Reasoning with Tables

Ryo Takemura1, Atsushi Shimojima2, and Yasuhiro Katagiri3

1 Nihon Univeristy, Japan
takemura.ryo@nihon-u.ac.jp
2 Doshisha University, Japan

ashimoji@mail.doshisha.ac.jp
3 Future University Hakodate, Japan

katagiri@fun.ac.jp

Abstract. In graphical or diagrammatic representations, not only the
basic component of a diagram, but also a collection of multiple compo-
nents can form a unit with semantic significance. We call such a collection
a “global object”, and we consider how this can assist in reasoning us-
ing diagrammatic representation. In this paper, we investigate reasoning
with correspondence tables as a case study. Correspondence tables are a
basic, yet widely applied graphical/diagrammatical representation sys-
tem. Although there may be various types of global objects in a table,
here we concentrate on global objects consisting of rows or columns taken
as a whole. We investigate reasoning with tables by exploiting not only
local conditions, specifying the values in individual table entries, but also
global conditions, which specify constraints on rows and columns in the
table. This type of reasoning with tables would typically be employed
in a task solving simple scheduling problems, such as assigning workers
to work on different days of the week, given global conditions such as
the number of people to be assigned to each day, as well as local condi-
tions such as the days of the week on which certain people cannot work.
We investigate logical properties of reasoning with tables, and conclude,
from the perspective of free ride, that the application of global objects
makes such reasoning more efficient.

Keywords: mathematical logic, correspondence table, free ride.

1 Introduction

By “global objects,” we mean those patterns or structures in diagrams that allow
the extraction of higher-level information about the represented domain. Typical
examples are a “cloud” consisting of multiple dots in a scatter plot that allows
an estimation of the correlation strength of two variables [12], an “ascending
staircase” made of multiple columns in a vertical bar graph that allows the ob-
servation of an increasing trend [13], and a group of adjacent contours lines in a
topographical map that allows the identification of a characteristic landform of
the terrain [11,9]. The extraction of such higher-level information has been vari-
ously called “macro reading” [20], “pattern perception” [7], “direct translation”
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[13], and “cognitive integration” [14], and contrasted to the extraction of more
concrete information from local objects, such as individual dots (scatter plot),
bars (bar charts), and passing points of a contour line (geographical maps).

Given that the utilization of global objects significantly contribute to compre-
hension of graphical representations [5,6,20,13,21,10,7,14], it is natural to suspect
its inferential advantage. That is, applying inferential operations on global com-
ponents of a diagram may lead to a simplification or other positive change of
inferential processes. Despite this prospect, few logical investigations have been
conducted on what exact inferential advantages might be obtained by the uti-
lization of global objects.

In our view, the paucity of logicians’ interests in global objects is attributed to
the difficulty of formally characterizing global objects—patterns and structures—
that have been investigated in the graphics comprehension research cited above.
The present paper tries to break the impasse and takes a few initial steps toward
the logical explication of inferential advantages of utilizing global objects. For
this purpose, we scale down the problem to the case of simple tabular represen-
tations. Simple as they may appear, rows and columns, as opposed to individual
cells, can play the role of global objects and bring about a definite inferential
advantage in certain natural inferential tasks. Also, rows and columns are sim-
ple enough to formally characterize, and we can define a heterogeneous logical
system with tables, where the distinctive roles played by rows and columns are
pinned down in the form of specific inference rules in the system. This allows us
to compare logical systems with and without these inference rules, and to quan-
tize the advantage of utilizing rows and columns on the basis of the complexity
of proofs in the relevant logical system.

As it turns out, the inference rules in question involve “free rides” in the sense
of Shimojima [15], and that is directly reflected in our results on computational
complexity. Thus, the present work can be thought of as a quantitative analysis
of the inferential advantage of free rides that nicely complements Shimojima’s
qualitative analysis.

In Section 2, we specify our reasoning with tables through an example. In
Section 3, we define the syntax, semantics, and inference rules of our logic with
tables (LT). We then investigate some logical properties, i.e., translation into
a usual sentential system, soundness, and completeness of LT. In Section 4, we
further discuss that our inference rules have multiple free rides, which make infer-
ence with tables more effective in a fragment characterized by our completeness
theorem.

2 A Reasoning with Tables

Correspondence tables are one of the most basic graphical/diagrammatical rep-
resentations, and have been applied in a variety of scenarios. Shimojima [17]
studied the semantic mechanism of extracting information from a given table,
and discussed the mechanism of derivative meaning. In addition to the extrac-
tion of information from given tables, we can use tables more dynamically to
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solve a given problem. This involves constructing a table and adding pieces of
information, before manipulating, and finally reading the table as illustrated in
the following example.

Example 1. Consider four people a, b, c, d who are scheduled to work separately
on one of Monday, Tuesday, Wednesday, and Friday. The following constraints
are known: (1) a works on Wednesday; (2) Neither b nor c can work on Monday;
(3) On Friday, either c or d should work. Under these conditions, how we can
arrange who works on which day?

Let us first consider this problem without using tables. Note that, in addition
to conditions (1), (2), and (3), we know that:

(4) There is a one-to-one correspondence between the persons and the days.

First, condition (1) states that “a works on Wednesday.” Thus, by (4), we find
that “a does not work on Monday.” Then, by combining this with (2) and (4),
we find that “d works on Monday.”

In the given situation, (3) is equivalent to the following (5) under (4):

(5) “a does not work on Friday, and b does not work on Friday.”

Because we have already determined that “d works on Monday,” (4) implies that
“d does not work on Friday.” As the above facts can be combined to give that
“Neither a nor b nor d works on Friday,” we find by (4) that “c works on Friday.”

As for b, because we already know that “a works on Wednesday,” “c works on
Friday,” and “d works on Monday,” we have from (4) that “b works on Tuesday.”

In this way, we are able to determine the working day of a, b, c, d.
Note that in the above reasoning, the condition (4) is necessary to derive any

piece of information. Further note that there are various ways to solve the above
problem. For example, in the above solution, we converted condition (3) with
disjunction into (5) without disjunction. Alternatively, we could have divided
(3) into two cases, and examined each case individually.

Next, let us solve the same problem using a correspondence table. We con-
struct a table in which the rows are labeled according to the workers a, b, c, d,
and the columns are labeled by days, M (for Monday), T (for Tuesday), W (for
Wednesday), and F (for Friday). Based on the given conditions (1), (2), and (3),
we insert © into each entry (x, Y ) for which “x works on Y ” holds, and insert
× when “x does not work on Y ” holds. Thus, we obtain the table T0 in Fig. 1.
Note that we applied condition (5) instead of the given condition (3).

In terms of tables, condition (4) is divided into the following two conditions:

(6) In each row, exactly one entry should be marked as ©, and the other entries
should be ×;

(7) In each column, exactly one entry should be marked as ©, and the other
entries should be ×.

Thus, from the fact that the (a,W )-entry is © and (6), we find that the (a,M),
(a, T ) entries are ×, as illustrated in T1. Similarly, because the (a,M), (b,M),
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(c,M) entries are all ×, we find that (d,M) must be © by (7), as illustrated in
T2.

Hence, by successively applying (6) and (7), we finally get the determined
table T7. From this, we can read off any information about the working day of
a, b, c, d.

M T W F

a © ×
b × ×
c ×
d

T0

M T W F

a × × © ×�

�

�

�

b × ×
c ×
d

T1

M T W F

a × × © ×
b × ×
c ×
d ©

�

�

�

�

T2

M T W F

a × × © ×
b × × ×
c × ×
d © ×

�

�

�

�

T3

M T W F

a × × © ×
b × © × ×�

�

�

�

c × ×
d © ×

T4

M T W F

a × × © ×
b × © × ×
c × ×
d © × × ×�

�

�

�

T5

M T W F

a × × © ×
b × © × ×
c × × ×
d © × × ×

�

�

�

�

T6

M T W F

a × × © ×
b × © × ×
c × × × ©
d © × × ×

�

�

�

�

T7

Fig. 1. Reasoning with a table in Example 1

Although all entries are either © or × in the above example, in general, some
entries may not be determined. For example, if we remove condition (3), we
obtain a partial table in which (b, T ), (b, F ), (c, T ), (c, F ) remain indeterminate.
Furthermore, although the number of © is fixed to be the same in every row and
column, this is not necessarily the case. We do not assume such a restriction in
our formalization of reasoning with tables. (See [19] for another example.)

By investigating the above example, we find that there are two types of condi-
tion in our problems. One is a “constraint over the framework of a given problem”
(e.g., condition (4) above), and we call these global conditions. In view of tables,
our global conditions are constraints over the number of © and × in every row
and column. (Although there may be various types of global conditions, we here
discuss a particular kind of them, which is formally defined in Definition 3 be-
low.) The other type is a “specific condition for each object” (e.g., (1) above),
and we call these local conditions. In view of tables, local conditions specify
only particular entries. Our reasoning with tables is essentially conducted by
combining global conditions and local conditions.

One of the remarkable facts is that, even if the given local and global condi-
tions change, we are able to apply essentially the same strategy:

(I) We decompose, if necessary, the given conditions into local conditions (i.e.,
atomic sentences or their negation, such as “a does not work on Friday” and
“b does not work on Friday”) by applying logical laws (e.g., (3) ∧ (4)→ (5)).
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(II) We construct a correspondence table using these local conditions (e.g., T0).
(III) By applying global conditions, i.e., by exploiting constraints over the num-

ber of© or × in a row or column, we further insert © and × into the table.
(IV) Finally, we extract information from the table.

Although most of the given conditions in the above example are already local,
more complex conditions may generally be given. In such cases, we frequently
apply item (I) in the above procedure. Furthermore, a given condition, such as
an implicational sentence, may be decomposed using basic information obtained
after item (III). In these complex cases, we must repeat the whole procedure
several times. Thus, a natural system of formalizing our reasoning with tables is
a heterogeneous logical system combining tables and first-order formulas.

Reasoning tasks, such as that specified above, occur in simple scheduling
problems, civil servant examinations in Japan, and in so-called logic puzzles,
among others. Barker-Plummer and Swoboda [2] discussed similar problems.
They formalized correspondence tables and their manipulations. Their system,
consisting mainly of rules for case dividing and reduction to absurdity, is defined
to be simple and have as few rules as possible. Conversely, we formalize our
system based on each row and column as a global object so that they work
effectively to solve a given problem.

3 Logic with Tables LT

In Section 3.1, we roughly review our HLT [19], while in Section 3.2, we define the
syntax and semantics of LT, which is the table fragment of HLT. We introduce
the inference rules of LT in Section 3.3 and then investigate logical properties
of LT, that is, the translation of tables into formulas in Section 3.4, and the
completeness theorem in Section 3.5.

3.1 A Heterogeneous Logic with Tables HLT

To formalize our heterogeneous reasoning with tables, we adopt many-sorted
first-order logic, in which constants and variables of the usual first-order lan-
guage are divided into two sorts: sorts of row and column. A row-label or
row-constant (resp. variable) is denoted by a small letter a (resp. x), while a
col-label (resp. variable) is denoted by a capital letter A (resp. X). (See, for
example, [8] for many-sorted logic.) Then, by an atomic formula B(a), or more
formally ©(a,B), we denote that “a and B are in a certain positive relation.”
Thus, sentences such as “a is B,” “a matches B,” and “a corresponds to B” are
all expressed as B(a). Atomic formulas and their negation without free variables
are collectively called (closed) literals. Based on the atomic formulas, complex
formulas are defined inductively as usual by using connectives ∧,∨,→,¬, ∀, ∃.
Among such complex formulas, we distinguish “global formulas”, as defined in
Definition 3 below. Our correspondence tables are defined in Definition 1.

Semantics is defined as a particular case of the semantics of many-sorted logic,
which is a natural generalization of the usual first-order set-theoretical semantics.
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Since we are mainly concerned with the table fragment LT (Logic with Ta-
bles) of our Heterogeneous Logic with Tables HLT in this paper, we present
definitions of the tables and global formulas without going into the detail for the
heterogeneous system. See [19] for a formal description of the full HLT.

Although both HLT and LT are heterogeneous systems, on the one hand, in
HLT, as well as manipulations of tables (modification of a table based on a given
formula, see Section 3.3), the usual natural deduction rules for formulas and
transfer rules between formulas and tables are defined. On the other hand, in
the table fragment LT, only manipulations of tables are defined, and the other
rules of HLT, in particular rules for formulas, are excluded. Thus, we here refer
to only HLT as a heterogeneous system.

3.2 Syntax and Semantics of LT

First we define our tables.

Definition 1. A table T is an m× n-matrix over symbols {©,×, b}; that is, a
rectangular arrangement of the symbols, in which rows are labeled by distinct
row-labels a1, . . . , am and columns are labeled by distinct col-labels A1, . . . , An.
In a specific representation of a table, we usually omit the symbol “b” and leave
the entry blank. A table is said to be determined if there are no blank entries.
Tables T1 and T2 are of the same type if their labels are the same.

According to the definition, no entry can be marked as ©,×, b at the same time.

Remark 1. A table T is abstractly defined as the function T : R× C −→ {©,×, b},
where R (resp. C) is some finite set of row-labels (resp. col-labels) of T .

As usual, any pair of tables, say T1 and T2, are identical if they have the same
type, and if the ©, × marks of all entries in T1 and T2 are also identical. This is
formally defined as follows.

Definition 2. Table T1 is a subtable of T2, written as T1 ⊆ T2, if:

– all row- and col-labels of T1 are also those of T2;
– for any (ai, Aj)-entry in T1: if it is © in T1, it is also © in T2, and if it is ×

in T1, it is also × in T2.

T1 and T2 are (syntactically) equivalent if T1 ⊆ T2 and T2 ⊆ T1 hold.

Note that, two specific tables that differ only in the order of their labels of
rows and columns are equivalent.

Next, we define global formulas. To express sentences of the form “among n
objects, there are exactly i objects that are A,” we introduce a kind of counting
quantifier, and write the sentence as ∃i/nx.A(x).
Definition 3. For fixed sets of row-labels R = {a1, . . . , am} and of col-labels
C = {A1, . . . , An}, the following forms of formulas are called global formulas:
For any A and a,

∃i/mx ∈ R.A(x), ∃i/mx ∈ R.¬A(x), ∃i/nX ∈ C.X(a), ∃i/nX ∈ C.¬X(a).

If a set of labels is clear from the context, it is abbreviated as ∃i/mx.A(x).
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Global formulas are simply abbreviations of the appropriate first-order formulas.
For example, for some row-label a and col-labels C = {A1, A2, A3}, the global
formula ∃2/3X ∈ C.X(a) is an abbreviation of the following formula:(
A1(a)∧A2(a)∧¬A3(a)

)
∨
(
A1(a)∧A3(a)∧¬A2(a)

)
∨
(
A2(a)∧A3(a)∧¬A1(a)

)
.

By G, we denote a set of global formulas, and by label sets of G, we mean
the set consisting of label sets of every global formula of G.

As for the semantics, informally speaking, (a,B) = © in a table T means that
“a certain relation exists between a and B,” or more specifically, B(a) holds. In
the same way, (a,B) = × in T means that B(a) does not hold, i.e., the negation
¬B(a) holds. (a,B) = b in T means that it is not determined whether or not
B(a) hold. Although such an informal reading of a table can be formalized in
an appropriate set-theoretical domain by applying the semantics of many-sorted
logic, here we informally introduce the notion of models by avoiding technical
details. See [19] for the details.

Let M be a set-theoretical domain. First-order formulas are interpreted as
usual, and we write M |= ϕ if formula ϕ has a model M , i.e., ϕ holds in M .
Table T has a model M (written as M |= T ) if the following holds:

– if (a,B) = © in T , then B(a) holds in M ;
– if (a,B) = × in T , then B(a) does not hold, i.e., ¬B(a) holds, in M .

Let G be a set of global formulas. We write M |= G, T if M |= G and M |= T ,
i.e., T has a model M in which G holds.

Since our tables and global formulas do not contain any variables, LT is es-
sentially the propositional logic. Thus, our model M can be considered to be a
set of literals, which hold in M .

Alternatively, a determined table T can also be regarded as a model in its own
right, because we can define a model M from T as follows: B(a) holds in M if
(a,B) = © in T ; and B(a) does not hold in M if (a,B) = × in T (and either one
is fine if (a,B) is blank or if there is no such entry in T ). Conversely, if we have a
model M of T , we are able to construct the determined instance TM by applying
the above definition in the opposite direction. Thus, the following are equivalent:

– T has a model;
– T can be extended to a determined table by consistently inserting©,×marks

into the blank entries of T .

The semantic consequence relation in our LT is defined as follows.

Definition 4. Let T1 and T2 be tables of the same type, and G be a set of
global formulas whose label sets are those of T1. T2 is said to be a semantic
consequence of G, T1, written as G, T1 |= T2, if any model of G, T1 is also a
model of T2.
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3.3 Inference Rules of LT

According to Plummer-Etchemendy [1], inference rules characteristic of hetero-
geneous systems are generally called transfer rules, and they allow the transfer
of information from one form of representation to another. Typical rules in Hy-
perproof [3,4] are the Apply rule (from sentences to a diagram) and the Observe
rule (from a diagram to sentences). Our inference rules, corresponding to the
Apply rule, generally have the following form:

T ϕ

T ′

where T and T ′ are our tables, and ϕ is a formula (more specifically, a literal
or global formula). Following [3,4], we read this rule as: “we apply ϕ to amplify
T to T ′,” “we extend T to T ′ by adding the new information of ϕ to T ,” or “ϕ
justifies the specific modification of T to T ′.” More concretely, our heterogeneous
HLT has the following rules, for example:

in rule: By applying A(b), we extend table T in which the (b, A)-entry is blank,
to table T ′ in which the (b, A)-entry is ©. Similarly for ¬A(b).

row rule: By applying global formula ∃i/nX.X(a), we extend T in which exactly
i entries of row a are ©, to T ′ in which the other entries of row a are ×.
Similarly for a global formula of the form ∃i/nX.¬X(a).

col rule: By applying global formula ∃i/nx.A(x), we extend T in which exactly
i entries of column A are ©, to T ′ in which the other entries of A are ×.
Similarly for a global formula of the form ∃i/nx.¬A(x).

ext rule: This rule corresponds to the Observe rule in Hyperproof, and we ex-
tract information in a sentential form from a given table.

In addition to these transfer rules, our heterogeneous HLT has the usual nat-
ural deduction rules for first-order formulas. See [19]. Thus, the table fragment
LT consists of the above row and col rules, which are formally defined below.
Our rules are defined by specifying premises (a global formula and a table) and
a conclusion (a table) for each rule.

Definition 5. Inference rules row and col of LT are defined as follows.

row× rules Premises: A global formula of the form ∃i/nX.X(a) (resp. ∃i/nX.
¬X(a)), and a table T in which exactly i entries of row a are © (resp. b or
×) and the other entries of row a are b or × (resp. ©).

Conclusion: A table T ′ that is exactly the same as T except for the blank entries
of row a, which are now ×.

row© rules Premises: A global formula of the form ∃i/nX.X(a) (resp. ∃i/nX.

¬X(a)), and a table T in which exactly i entries of row a are b or © (resp.
×) and the other entries of row a are × (resp. b or ©).

Conclusion: A table T ′ that is exactly the same as T except for the blank entries
of row a, which are now ©.
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col× rules Premises: A global formula of the form ∃j/mx.A(x) (resp. ∃j/mx.¬
A(x)), and a table T in which exactly j entries of column A are © (resp. b
or ×) and the other entries of column A are b or × (resp. ©).

Conclusion: A table T ′ that is exactly the same as T except for the blank entries
of column A, which are now ×.

col© rules Premises: A global formula of the form ∃j/mx.A(x) (resp. ∃j/mX.¬
A(x)), and a table T in which exactly j entries of column A are b or © (resp.
×) and the other entries of column A are × (resp. b or ©).

Conclusion: A table T ′ that is exactly the same as T except for the blank entries
of column A, which are now ©.

The notion of proof in LT is defined inductively as usual in natural deduction.

Definition 6 (Provability in LT). Let T1 and T2 be tables, and G be a set
of global formulas whose label sets are those of T1. T2 is provable from G, T1,
written as G, T1 � T2, if there exists a proof of T2 from the premises of G, T1.

Example 2. A proof in LT of Example 1 is given in Fig. 2.

M T W F

a ©
b ×
c × ×
d ∃1/4X.X(a)

M T W F

a × × © ×
b ×
c × ×
d

row×

∃1/4x.M(x)

M T W F

a × × © ×
b ×
c × ×
d ©

col©

∃1/4x.W (x)

M T W F

a × × © ×
b × ×
c × × ×
d © ×

col×

. . . . . . . . .

M T W F

a × × © ×
b × © × ×
c × × × ©
d © × × ×

Fig. 2. A proof in LT of Example 1

3.4 Translation of LT

We investigate our tables in terms of the usual first-order language through logic
translation of tables. Our tables are translated as follows.
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Definition 7. A table T is translated into a conjunction of literals T ◦ as
follows:

T ◦ =
∧
{Ai(aj) | (aj , Ai) = © in T } ∧

∧
{¬Ai(aj) | (aj , Ai) = × in T }

Conversely, it is easily seen that, for any consistent conjunction of literals
(without free variables), there exists a corresponding table. Thus, a table T and
a consistent conjunction L of literals can be regarded as being interchangeable.
Thus, by slightly abusing our notation, we sometimes write as L ⊆ T .

Based on the translation of tables, row and col rules of LT are translated into
combinations of natural deduction rules; see [19] for the details. The translation
of an application of the row× rule is illustrated as follows.

Example 3. Let us consider the following application of the row×-rule:
A1 A2 A3

a © © ∃2/3X.X(a)

A1 A2 A3

a © © ×
row×

The premise table is translated into the formula A1 ∧ A2, while the conclusion
table is translated into A1 ∧ A2 ∧ ¬A3, where we abbreviate Ai(a) as Ai. Note
that ∃2/3X.X(a) := (A1 ∧A2 ∧¬A3)∨ (A1 ∧A3 ∧¬A2)∨ (A2 ∧A3 ∧¬A1). This
application of the row×-rule is translated into the following proof:

∃2/3X.X(a)

[A1 ∧ A2 ∧ ¬A3]1

¬A3

[A1 ∧ A3 ∧ ¬A2]1

¬A2

A1 ∧ A2

A2

⊥
¬A3

[A2 ∧ A3 ∧ ¬A1]1

¬A1

A1 ∧ A2

A1

⊥
¬A3

¬A3
1

A1 ∧ A2

A1 ∧ A2 ∧ ¬A3

Proposition 1 (Translation). If G, T1 � T2 in LT, then G, T ◦
1 � T ◦

2 in the
natural deduction (without tables).

By the above theorem of translation, soundness of LT is obtained through
soundness of the usual natural deduction without tables.

Proposition 2 (Soundness of LT). If G, T1 � T2 in LT, then G, T1 |= T2.

3.5 Completeness of LT

Let us now investigate the completeness theorem of LT. Unfortunately, LT is
not complete with respect to our semantics; that is, for a given table T1 and
global formulas G, there exists a table T2 such that G, T1 |= T2 but it cannot be
obtained from T1 with only row and col rules. Thus, by retaining our rules, we
restrict our tables and global formulas as follows.

Informally speaking, a table T is uniquely determinable under G, if every
entry of T is uniquely determined semantically to either © or ×, without leaving
any entry blank, regardless of any model M in which G holds.
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Definition 8. Let TM be the determined table defined by a table T and a model
M . Let G be a set of global formulas whose label sets are those of T . T is said
to be uniquely determinable under G, if the following hold:

– G and T have a model M , i.e., M |= G, T , and
– for any model N , if N |= G, T then TM = TN .

We further restrict our global formulas. We call a set G1 of global formulas
all-one-global formulas, consisting of global formulas of the following forms:
∃1/nx.Y (x) for every Y and ∃1/nX.X(y) for every y, which implies, in terms of
tables, that “for every row and column, exactly one entry should be ©.”

The following is the main lemma used to prove our completeness.

Lemma 1 (Main lemma). Let G1 be a set of all-one-global formulas. Let T
be a table uniquely determinable under G1. Then, we have G1, T � T ′ in LT for
some determined table T ′.

Proof (sketch). Let T ′ be a table obtained by applying as many row and col
rules to G1, T as possible. To show that this T ′ is the required determined table,
assume to the contrary that T ′ contains some blank entries.

Let M be a model such that M |= G1, T . Then, by the soundness (Proposition
2) of LT, we have M |= T ′. The determined table defined by T ′ and M is
the same as that of T , which is denoted by TM . Using this TM , we construct
another determined table TN of T that is different from TM . This contradicts
the assumption that T is uniquely determinable under G1.

We illustrate our strategy for rewriting the given TM in Fig. 3. We refer to
each blank entry of T ′ using � notation, and denote the entry in the determined
TM as © or × . In each row and column of TM , there are at least two boxed
entries, because, if there were not, we would be able to apply a row or col rule to
T ′. In particular, there is another boxed entry other than (a,A) = © in column

A of TM , i.e., (b, A) = × in Fig. 3. Then, we replace the entire row a by row b.
Note that, by the replacement, the positions of � remains as before. After the
replacement, if a ©-entry of row b, say (b, B), which appeared as the first row,
becomes boxed, we terminate our rewriting process. Otherwise, we continue by
replacing row b with another row, say c, which has not yet been replaced and
(c, B) = × . We continue the replacement until all ©-entries become boxed.

A B C

a ×
b ×
c ×

T ′

A B C

a © × ×
b × © ×
c × × ©

TM

A B C

b × © ×
a © × ×
c × × ©

TM [a ↔ b]

A B C

c × × ©

a © × ×
b × © ×

TM [a ↔ b; b ↔ c]

A B C

a × × ©

b © × ×
c × © ×

TN

Fig. 3. Rewriting strategy
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When the above rewriting process is complete, we obtain TN by renaming
labels of the resulting table so that the 1st, 2nd, 3rd, . . . rows are labeled as
a, b, c, . . . , respectively. Then, it is clear that TN and TM are different only with
respect to their boxed entries.

By the above main lemma, we obtain our completeness of LT.

Theorem 1 (Completeness of LT). Let T1, T2 be tables of the same type, and
G1 be a set of all-one-global formulas. Let T1 be uniquely determinable under
G1. If G1, T1 |= T2, then G1, T1 � T3 in LT for some table T3 such that T2 ⊆ T3.

Proof. Let T3 be a table obtained by applying as many row and col rules to G1, T1

as possible. We show that T2 ⊆ T3. Assume to the contrary that (a,B) = © in T2

and (a,B) �= © in T3 for some entry (a,B). (The same applies to the other case.)
Since T2 and T3 are of the same type, and since T3 is determined by Lemma 1,
we have (a,B) = × in T3. Then, for any model M such that M |= G1, T1, we
have M |= B(a) and M |= ¬B(a), which is a contradiction.

4 Effectiveness of Tables from a Free Ride Perspective

In Section 4.1, we introduce the notion of “free rides” of inference rules, and ex-
plain that our rules have multiple free rides. In Section 4.2, we further investigate
the effectiveness of our rules in terms of the complexity of inference.

4.1 Free Rides of Inference Rules

The free ride property is one of the most basic properties of diagrammatic sys-
tems that provides an account of the inferential efficacy of diagrams. By adding a
certain piece of information to a diagram, the resulting diagram somehow comes
to present pieces of information not contained in the given premise diagrams.
Shimojima [15] called this phenomenon free ride, and analyzed its semantic con-
ditions within the framework of channel theory.

By slightly extending the notion of free ride, let us call diagrammatic objects,
or translated formulas thereof, free rides if they do not appear in the given
premise diagrams or sentences, but (automatically) appear in the conclusion
after adding pieces of information to the given premise diagrams. The notion of
free rides enables us to analyse the effectiveness of each inference rule. (Cf. [18].)
Let us illustrate free rides of the row× rule by the following example.

Example 4. Let us consider the following application of the row× rule and its
translation: By applying a global formula ∃1/4X.X(a), we extend table T1 in
which exactly one entry of row a is ©, to T2 in which the other entries of row a are
×. In the translation, the double line represents the application of various rules.

T1

A1 A2 A3 A4

a © ∃1/4X.X(a)

A1 A2 A3 A4

a © × × ×
T2

row× transl.
=⇒

A1(a) ∃1/4X.X(a)

A1(a),¬A2(a),¬A3(a),¬A4(a)︸ ︷︷ ︸
free rides
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Note that pieces of information, ¬A2(a),¬A3(a),¬A4(a) in the conclusion do not
appear in premise table T1, which is translated into A1(a). Furthermore, they
do not appear explicitly, or they are indeterminate, in the given global formula
∃1/4X.X(a) := (A1 ∧ ¬A2 ∧ ¬A3 ∧ ¬A4) ∨ (¬A1 ∧ A2 ∧ ¬A3 ∧ ¬A4) ∨ (¬A1 ∧
¬A2 ∧A3 ∧ ¬A4) ∨ (¬A1 ∧ ¬A2 ∧ ¬A3 ∧A4). Note that the global formula does
not imply any definite information about which entries are © and which are ×.
If we extend T1 to T2 so that ∃1/4X.X(a) holds, all blank entries in row a have
to be × in T2 since there already exists one © in row a of T1. Note that, in the
extension of T1 to T2, we do not care about the location of © in T1, because the
same applies even if (a,A2) = © and the other entries are blank in T1. The only
thing that matters is the number of © in row a in T1, which corresponds to the
number 1/4 of the given global formula ∃1/4X.X(a). Then, we freely find that
all blank entries of T1 are × without checking each entry one by one. In other
words, the pieces of information, ¬A2(a),¬A3(a),¬A4(a), are free rides of this
row× as they do not appear explicitly in the premises.

As seen in Example 4, the row× rule has multiple free rides. By checking each
rule of LT, we obtain the following proposition.

Proposition 3 (Free rides). row and col rules of LT have multiple free rides.

4.2 Complexity of Inference

We further investigate the multiple free rides of our inference rules in terms of
complexity of inference. To this end, we consider the framework of the full het-
erogeneous HLT, which contains our LT as a subsystem. In the heterogeneous
HLT, in addition to the rules for tables, we have usual natural deduction rules for
first-order formulas. Furthermore, as shown by the translation (Proposition 1),
everything provable by using tables in LT is also provable in HLT by using formu-
las instead of tables. Thus, we compare, in the framework of the heterogeneous
HLT, complexities of inference both with and without the use of tables.

As usual, we formally define the complexity as the length, i.e., the number
of formulas and tables, of a given heterogeneous proof in HLT. We consider the
restricted logical consequence relation G1, T1 � T2 (and its translation G1, T ◦

1 �
T ◦
2 ), where T1, T2 are n×m-tables, and T1 is uniquely determinable under G1.
Let us first examine inference without using tables. In order to state each

formula (literal) of T ◦
2 corresponding to an entry in T2, we need n×m formulas.

Although we need zero steps to derive such a formula when it is given in the
premise T ◦

1 , it is difficult to estimate how many steps (definitely more than
one) we need to derive the formula generally. (Cf. the natural deduction proof
in Example 3.) Thus, we assume we need at least one step to derive all the
formulas of T ◦

2 . Then, we need n×m formulas to derive T ◦
2 . Hence, we estimate

the following number of steps, i.e., formulas, to prove G1, T ◦
1 � T ◦

2 :

(n×m) + (n×m).

Next, we examine inference using tables. Our completeness (Theorem 1) im-
plies the following theorem, which states that we are able to set an upper bound
on the length of inference with tables.
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Theorem 2 (Upper bound). Let G1 be a set of all-one-global formulas, and T
be an n×m-table that is uniquely determinable under G1. Let L be a conjunction
of literals whose labels (constants) are those of T . If G1, T � L in the heteroge-
neous HLT, then, with a proof of at most n+m length, we have G1, T � T ′ for
some T ′ such that L ⊆ T ′.

Proof. Let G1, T � L in HLT. Then, by the soundness of HLT, we have G1, T |= L.
Also, by the completeness of LT (Theorem 1), we have, with only rules for tables,
G1, T � T ′ for some T ′ such that L ⊆ T ′. Note that the rules applicable to T are
only row and col rules, and, by an application of one of these rules, one of the
rows and columns is filled with © and × symbols. Since there are only n + m
rows and columns in T , we obtain T ′ within at most n+m steps (tables).

In order to state each formula of the entries in T2, i.e., to read table T2, we need
n × m formulas. Furthermore, by the above theorem, in order to derive such
formulas using tables, we need at most n + m tables. Hence, we estimate the
following number of formulas and tables to prove G1, T1 � T2:

(n×m) + (n+m).

Since the number of steps to state each formula is the same, the above compar-
ison between inference with and without tables is summarized as the difference
between n+m and n×m, or between 2n and n2 more concisely.

The effectiveness of our system stems from the multiple free rides of our
inference rules. In contrast to the rules for deriving each entry in a table one by
one, our rules, having multiple free rides, derive multiple entries at once. The
bigger a given table is, the more significant the difference between 2n and n2

becomes. However, note that the above result is obtained in a restricted fragment,
where global formulas are restricted to all-one-global formulas G1, and where T1

is uniquely determinable under G1. In contrast, there is no such restriction on
inference using natural deduction rules without tables, although we need n2 steps
to infer. In other words, the above theorem characterizes a fragment in which
our tables work effectively. Thus, in practical applications, we can divide the
solution to a given problem into two phases. The first phase consists of applying
our row and col rules to a given table; while the other consists of applications
of the usual natural deduction rules.

5 Conclusion and Future Work

We studied reasoning with tables in which local and global conditions are ex-
ploited. By regarding each row and column as a global object, we formalized our
logic with tables LT, which is a subsystem of the heterogeneous logic with tables
HLT. LT is shown to be complete with respect to the usual set-theoretical seman-
tics (Theorem 1). Our inference rules, row and col rules, are designed to take
full advantage of the global objects. Thus an inferential advantage of our tables
is captured as multiple free rides of our rules (Proposition 3 and Theorem 2).
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Our basic research can be extended in a variety of ways. Our correspondence
tables and global objects (rows and columns) can be generalized, respectively.
We here discuss the following among others.
• Our completeness of LT is restricted to the fragment in which only all-one-
global formulas and uniquely determinable tables are considered. The theorem
can be generalized by weakening this restriction or by introducing other inference
rules. We intend investigating a more general completeness in the future.
• In addition to the free ride discussed in Section 4.1, there may be another kind
of free ride in our system. From a local point of view, any addition of a symbol
in an entry is just that—the addition of a symbol in that entry. From a global
point of view, however, it means something additional, namely, the addition of
a symbol in the row and column comprising the entry. As our inference rules
act upon the number of symbols in a row or in a column, such an additional
global effect can add up to trigger them and advance our reasoning. In fact, such
effects can be seen abundantly in the example discussed in Section 2. We leave
the formalization and analysis of this type of free ride to future work.
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A Framework for Heterogeneous Reasoning

in Formal and Informal Domains
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Abstract. Heterogeneous reasoning refers to theorem proving with
mixed diagrammatic and sentential languages and inference steps. We
introduce a heterogeneous logic that enables a simple and flexible way
to extend logics of existing general-purpose theorem provers with repre-
sentations from entirely different and possibly not formalised domains.
We use our heterogeneous logic in a framework that enables integrat-
ing different reasoning tools into new heterogeneous reasoning systems.
Our implementation of this framework is MixR – we demonstrate its
flexibility and extensibility with a few examples.

Keywords: interactive, heterogeneous, diagrammatic, theorem proving.

1 Introduction

Theorem provers generally use a sentential logical language with which they
express formulae and construct proofs. However, human mathematicians typi-
cally use not only multiple but also informal representations such as diagrams
or images within the same problem for different parts of the solution. Often,
there may be parts of the problem that can be better (more intuitively or more
efficiently) solved in one representation, language or theorem prover, and other
parts in another. However, existing general-purpose theorem provers currently
use sentential logics only and do not provide support for diagrammatic and het-
erogeneous reasoning. Moreover, tools for combining systems (e.g., OpenBox [1],
Sledgehammer [2], Omega [6], HETS [9], Chiron [4]) do not allow augmenta-
tions to theorem provers that would enable flexible and heterogeneous mixing of
formal as well as informal representations and reasoning steps within the same
proof attempt. They also do not have the ability to integrate foreign or non
formalised data into formulae of theorem provers, and reason with it natively.
We analyse related work in more detail in Sec. 5.

Our goal is to enable heterogeneous reasoning (HR) [11], that is, reasoning
with mixed representations and also with inference steps from different existing
sentential reasoners (SR) as well as diagrammatic reasoners (DR). Further-
more, when logical formalisation of a particular representation (e.g., diagrams,
images, or audio) is not tractable, we want to allow the embedding of such data
in existing provers and still enable informal heterogeneous reasoning with these
opaque objects within an otherwise formal proof. Our aim is to provide an HR

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 277–292, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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Fig. 1. A heterogeneous proof: it consists of three proof steps. The ComputeArea
inference step is heterogeneous. It takes a bitmap image and extracts some information
(the area of the square) which is expressed in the sentential language. The ArithSimp
inference step is sentential. The ComputeShape is also a heterogeneous inference step.
It extracts that the bitmap shape is a square and thus resolves the implication.

framework that enables the construction of heterogeneous proofs. Fig. 1 shows
a simple example of a heterogeneous proof that we want to construct in an
HR system. The idea is that the user can choose the most appropriate senten-
tial and diagrammatic reasoners and representations, integrate them using our
framework, and produce proofs where they can readily choose which parts of the
proof they want to represent with which language, and which parts they want
to prove with which reasoner.

Our work aims to model human flexible and informal reasoning with their
plethora of representations and reasoning techniques. The applications of our
work are targeted at tool developers whose sentential or diagrammatic theorem
provers’ power could be enhanced by bringing to them new and possibly infor-
mal representations and reasoning tools. Moreover, domain specific tools like, for
example, those for image processing, circuit design, natural language processing,
Venn and spider diagrams, which typically do not have access to reasoning en-
gines, can utilize our framework to gain formal reasoning capabilities. Thus, the
main contributions of our work are:

– A generic infrastructure for extending existing general-purpose theorem pro-
vers (TP) with heterogeneous reasoning – we call this heterogeneous logic
and describe it in more detail in Sec. 2;

– A mechanism, called placeholders, for embedding foreign data into formulae
of existing theorem provers: it is a crucial part of our heterogeneous logic;

– The MixR framework, which is an implementation of the heterogeneous logic
and placeholders. It is a generic infrastructure for creating new HR systems.
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MixR can integrate arbitrary existing TPs of any modality with each other
into new HR systems – we describe the architecture of MixR in Sec. 3.

A tool developer can plug their chosen reasoners into MixR by writing MixR
drivers for them. MixR, in turn, integrates them with each other into a new
HR system. For example, we plugged Speedith [13] for spider diagrams and
Isabelle [10] for sentential higher-order logic into MixR to create the Diabelli [12]
HR system (see Sec. 4.1). MixR provides a user interface as well as an application
programming interface (API) for drivers. Using the API, the drivers can share,
translate and visualise formulae of various modalities. They may also apply
foreign inference steps and query other drivers to invoke foreign reasoning tools.

MixR provides placeholders which store foreign data that is dealt with by
external tools. This data is directly embedded into formulae of a prover which
treats them as primitive objects that can be reasoned with its standard inference
engine. When required, the reasoner can invoke external tools on this data to
obtain new knowledge as the result. Our approach using placeholders removes
the need for translations between representations which is particularly useful
when no such translation is available or even possible (e.g., diagrammatic rep-
resentations from CAD tools, images, and signal processing).

We demonstrate the generality and extensibility of MixR in Sec. 4 by present-
ing three examples: Diabelli for mixing spider diagrams and sentential higher-
order logic, and two new prototype drivers: one for image processing, and another
for natural languages. These show how to integrate tools and languages of differ-
ent modalities with existing TPs. We also show that HR is achievable by merely
extending general purpose TPs rather than creating entirely new ones.

2 Heterogeneous Logic

Our heterogeneous logic provides a generic infrastructure to formally or infor-
mally connect multiple logics as well as representations with each other. It serves
as the foundation for building HR frameworks – MixR is its example implemen-
tation (see Sec. 3). We first define the basic concepts and then the logic of HR.

� Participating logics and reasoners are integrated by our heterogeneous
logic into a single system. Participating logics may either be diagrammatic, sen-
tential, or of another modality. Participating reasoners provide languages, infer-
ence rules, theories, and proof structure. Goal-providing reasoners are master
reasoners, and others are slave reasoners. Master reasoners must provide a lan-
guage, proof obligations (goals) expressed in that language, inference steps, and
a concept of a proof. Slave reasoners must only provide inference rules.

Reasoners may be formal and logical (e.g., a sentential general-purpose the-
orem prover, a formal diagrammatic prover), or informal (e.g., CAD software,
image processing, or signal processing tools whose procedures for knowledge ex-
traction have not been formally verified).

� Participating languages and inference rules are provided by participat-
ing reasoners and can be diagrammatic, sentential, or of other modality. We de-
note the set of all participating languages with L, and the set of all participating
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inference rules with I. Our heterogeneous logic does not impose any restrictions
on the syntax and semantic interpretations of these languages – they are left for
the reasoner to provide. The languages can be formal or informal. For example,
general-purpose TPs typically use formal logical languages and inference rules.
Image processing software, however, uses informal images and informal image
processing algorithms as its inference rules for extracting knowledge (e.g., a trend
in a chart). Thus, the languages express and store data, while the inference rules
(algorithms) extract knowledge.

� Heterogeneous formula is a family of representations of the same original
expression but possibly in different languages. A single representation is denoted
with φa and is expressed in a particular language La ∈ L.

Definition 1. A heterogeneous formula is a pair (φm, R), where φm is the
main representation and R is a set of derived representations: R = {φa, φb, . . .}.
Every heterogeneous formula has a specific main representation φm from which
others can be derived. These derived representations in the set R are in some
semantic relation to the main representation φm which must be specified either
by the translation procedure or by the inference rule that produced the represen-
tation. Our heterogeneous logic does not impose any restrictions on how these
translations or inferences are defined (see below).

The languages of representations may be sentential, diagrammatic, or can
contain multiple embedded foreign expressions. Representations must be asser-
tions that can be evaluated to establish their truthfulness. The reasoner that
provides the language defines and manages this notion of truth. Some languages
(such as formal logics) have a clear definition of truth, while others (such as
natural languages) lack formality. Nonetheless, many of these informal domains
have notions of assertions that are compatible with the ones in formal TPs and
can still be partly defined. We exploit this via placeholders, described below.

� Heterogeneous goal, Γ , is a heterogeneous formula consisting of premises
(heterogeneous formulae) and a conclusion (a single heterogeneous formula):

Γ = P1, P2, . . . , Pn =⇒ C

Each premise and the conclusion may be represented in a different language.
Goals provide a standard way to exchange proof obligations and proofs between
participating reasoners. Each reasoner can be invoked on parts of the goal which
can be (re)presented in its language. Goals originate from a master reasoner.
If they are expressed in one language, then they are homogeneous. If they are
expressed in different languages or contain placeholders for non-formalisable or
non-translatable languages, then they are heterogeneous.

� Placeholder (or embedded foreign formula) is our novel concept that allows
sentences of one language to be inserted directly (without translation) into a host
formula of another language. Placeholders support embedding of representations
that are foreign to a participating language (e.g., in Fig. 1 an image is embedded
within a sentential logical formula). This is particularly useful when a translation
of one, possibly informal, representation into another is not available or even
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possible. The novelty of placeholders is that they do not require translation or
changing the syntax of the participating language. Instead, placeholders encode
the foreign formula using the syntax of the host formula (for a concrete example
of a placeholder, see Sec. 4.2). This differs from existing work on logical theories
since they do not admit foreign data, they only use uninterpreted constants for
building theories in their own, single language. We, in contrast, use uninterpreted
constants to carry foreign data expressed in any language. This data becomes
part of a chosen host language and theories can be built using it.

Definition 2. A placeholder π[V ,Lp, φp] is a formula in the language Lc ∈ L,
where φp is a payload formula, V is a set of variables bound implicitly in φp,
and Lp ∈ L is the language in which φp is expressed.

The role of the placeholder π[V ,Lp, φp] in a sentence of the language Lc is the
same as that of a Boolean predicate P (v1, · · · , vn) where {vi | 1 ≤ i ≤ n} = V.

Variables V provide the link between the host and foreign formulae. For exam-
ple: using an external reasoner, we can deduce that for any x and any y the
placeholder π[{x, y} ,Lnl, “x is smaller than y”] implies that x < y in the host
theory. Note that universal quantification cannot be to the right of the impli-
cation, since x and y are bound in the placeholder. If no variables were listed
in V , for example, π[∅,Lnl, “x is smaller than y”], then x and y are independent
universally quantified free variables in the host theory, and now the placeholder
implies that x < y for any x and any y, a clear falsehood.

Placeholders have no defined interpretation in the host reasoner. They only
carry data (i.e., the payload) throughout a proof while being embedded within a
host formula. The data is given to external reasoners for knowledge extraction.
The extracted knowledge is then embedded back into the proof hosted by the
master theorem prover. The external reasoners can themselves be formal, but
the entire step is still informal due to placeholder’s informal embedding of data.

� Inference rules I ∈ I are applied on goals to constitute inference steps. In
general, an inference step takes as input a set of initial HR goals {Γ1, . . . , Γn}
and produces a new, transformed set of {Γ ′

1, . . . , Γ
′
m}. The inference rule I must

guarantee that the new goals logically entail the initial goals (see below).
The general form of an inference step in our heterogeneous logic is:

Γ ′
1, . . . , Γ

′
m

rule: I.
Γ1, . . . , Γn

We use the backward reasoning notation, where transformed goals are on top
and the original ones on the bottom. Inference rules may transform premises as
well as the conclusion of a goal, thus both forward and backward (goal-directed)
reasoning methods are supported in our heterogeneous logic.

Inference rules adhere to typical constraints of goal-directed reasoning: strength-
ening or information-preserving rules can be applied on the conclusion of a goal;
weakening or information-preserving rules can be applied on the premises of a
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goal. Our heterogeneous logic defines weakening, strengthening, and information-
preservation relative to other languages on the basis of translations.

Consistency: Our heterogeneous logic does not impose any restrictions on how
the inference rules are constructed. Consequently, no guarantees can be given
about the consistency and correctness of proofs in general (see heterogeneous
proof below). Nonetheless, our logic can formally guarantee correctness of proofs
under the following conditions: the entire proof must be hosted in a single mas-
ter reasoner, the proof must start in the language of the master reasoner, all
inferences (including external ones) must produce goals in the language of the
master reasoner or the produced goals can be translated into that language.
Under these conditions, the master reasoner can verify the correctness of each
step (this process is called proof reconstruction). On the other hand, proofs that
extract knowledge from placeholders are necessarily informal, as no translation
of their content into the language of a master reasoner exists.

Heterogeneity: An inference rule is heterogeneous if it transforms goals contain-
ing formulae of different languages, otherwise it is homogeneous. Heterogeneous
rules have to be written by the developer of a heterogeneous system (e.g., het-
erogeneous inference rules in Sec. 4.3 take an image and produce a sentential
formula). Heterogeneity is also achieved by translating formulae of different lan-
guages to a target language before passing them to the inference rule.

�Translation procedure takes an existing formula representation of a premise,
conclusion, or entire goal, and produces another one in another language. These
representations must be in a correct logical entailment relation with each other.
Depending on the entailment of translation we distinguish between translations
that are: strengthening (applicable on conclusions), weakening (applicable on
premises) and information-preserving (applicable anywhere). If entire goals are
translated, weakening applications must not be used.

Consistency and validity: Translations are formal when the logic of one language,
say La, has been formalised in the logic of another language, say Lb. If these
translations are used in a proof, then such a proof is formal if hosted and recon-
structed by the master reasoner that uses the language Lb. Our formalisation of
spider diagrams in the sentential logic of Isabelle/HOL is one such formal trans-
lation: proofs are hosted and reconstructed in Isabelle/HOL [12]. Translations
can be left informal when formalisation is not feasible. Clearly, in this case their
soundness cannot be guaranteed.

� Logical entailment between two formulae is heterogeneous if the two formu-
lae are of different languages, and homogeneous otherwise. The heterogeneous
logical entailment is defined for formulae resulting from applying inference steps
or translations procedures as:

Definition 3. Formula φa, expressed in language La ∈ L, entails formula φb

of language Lb ∈ L with respect to language Lc if there exists a direct translation
t1 from φa to φa’ and another translation t2 from φb to φb’, where both φa’ and
φb’ are expressed in language Lc, and φb’ can be deduced from φa’ in a finite
homogeneous proof, or if for any interpretation such that φa’ is true, so is φb’.
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Heterogeneous entailment is formal with respect to language Lc if the transla-
tions t1 and t2 are formalised within the logic of Lc (e.g., our formalisation of
spider diagrams in Isabelle/HOL in [12]). Homogeneous entailment is a special
case of heterogeneous entailment, where the translation is an identity map.

�Heterogeneous proofs are based on discharging proof obligations which take
the form of heterogeneous goals. An HR proof thus consists of initial heteroge-
neous goals, followed by multiple applications of heterogeneous inference rules
which produce new goals. The inference rules are applied until only tautological
goals remain – they are thus discharged and the proof is completed.

Soundness : Proofs in our heterogeneous logic are hosted in a master reasoner.
Foreign inference rules can be used on goals by extracting the goals from the mas-
ter reasoner, passing them to the slave reasoner for inference, and then inserting
the result back into the master reasoner’s proof. Only a formal translation can
provide soundness and completeness guarantees. So, if the new formula is not a
placeholder (i.e., a translation into the host language exists), then the master
reasoner can verify its soundness. Otherwise, the master reasoner can trust that
the new goal is correct using the oracle principle, but clearly the proof cannot
be guaranteed to be sound. Tools such as HETS [9] could be utilised to provide
other existing translations, and thus formal guarantees for them.

3 Architecture and Design of MixR

MixR implements the heterogeneous logic introduced in Sec. 2: it manages formu-
lae, their translations, inference rules and communicates these with participat-
ing reasoners. Tool developers, who are the users of the MixR framework, can
integrate their own representations (formula formats), translation procedures,
inference rules, visualisations, or entire participating reasoners using MixR by
providing drivers which are pluggable components. This results in a new HR
system for end users. We present three examples of drivers in Sec. 4. MixR was
implemented in Java using the NetBeans platform.1

Fig. 2 shows the general architecture of MixR. A MixR-based system adds
HR on top of participating reasoners. Master reasoners host the proof in their
proof management infrastructure. MixR, however, takes proof obligations (goals)
from master reasoners, translates them, visualises them, and lets users interact
and explore them. MixR also facilitates communication of goals with other slave
reasoners. Slave reasoners transform the goals with their inference rules. The
result is communicated back to the originating master reasoner. In summary,
MixR’s role is that of a mediator between multiple master and slave reasoners.

MixR is a small core that implements a set of heterogeneous logic components
(concepts from our heterogeneous logic), driver contracts (that facilitate inte-
gration of reasoners), and general UI components (which display pending proof
obligations, enable user interaction and coordinate formulae visualisation).

1 All MixR sources are available from https://github.com/urbas/mixr .

https://github.com/urbas/mixr
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Driver A
provides goals
accepts goals
proof replay
formula format
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reasoner

MixR
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Driver B
inference
rules
visualisation
formula format

Slave
reasoner

Plug points (contracts):

translation contract

goal provider contract

formula presenter
contract

goal transformer
contract

formula format
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Fig. 2. The outline of MixR’s architecture with hypothetical drivers. The central box
represents MixR’s core. It contains the implementation of heterogeneous logic compo-
nents, general UI components, and driver plug-points. Drivers surround MixR’s core
and plug into it through the plug-points.

3.1 Heterogeneous Logic Concepts

Since heterogeneous proofs are hosted by master reasoners, it is the respon-
sibility of master reasoners (and their drivers – see below) to implement the
concept of heterogeneous proofs. MixR provides implementations for the other
heterogeneous logic concepts: FormulaFormat (participating languages),
FormulaRepresentation, heterogeneous Formula, heterogeneous Goal,
Placeholder, heterogeneous InferenceRule, and FormulaTranslator (trans-
lation procedures). MixR also implements placeholders that provide the infras-
tructure for inserting foreign data into formulae of existing theorem provers (for
examples, see Sec. 4). With these, specialised ad-hoc mixed systems do not have
to repeat implementing or re-inventing placeholders. Instead, MixR allows the
developer to focus on the rules and simply reuse the infrastructure.

3.2 Driver Contracts

MixR makes the functionality of every driver available to every other driver and
also the user interface. To simplify and generalise all inter-driver communication,
MixR defines a standard set of driver contracts: GoalProvider, FormulaFormat-
Provider, FormulaPresenter, TranslationProvider, and GoalTransformer.

The GoalProvider contract must be implemented by drivers that connect
master reasoners to MixR. They communicate pending proof goals of the master
reasoner to MixR. MixR also uses this contract to re-insert transformed goals
back into the master reasoner.

Drivers providing new formula formats to MixR must implement the Formula-
FormatProvider contract. They must provide a unique name of each format, a
description and an API for manipulating the formulae of that format.

MixR gives users the choice of using sentential, diagrammatic as well as het-
erogeneous formulae. These are displayed to the user in a way most suitable for
the given format. For this reason, drivers can implement the FormulaPresenter
contract that facilitates the visualisation of formulae of particular formats.



A Framework for HR in Formal and Informal Domains 285

Fig. 3. The user interface of a MixR-based system that integrates PicProc with Isabelle

Translation procedures are integrated into MixR by drivers implementing the
TranslationProvider contract. These drivers advertise all translations they
contribute. MixR uses them automatically whenever a particular formula format
is requested. The user may also invoke a translation on any formula interactively.

Drivers that transform goals with inference rules must implement the Goal-

Transformer contract. They bring slave reasoner functionality into MixR.

3.3 General UI Components

MixR’s general UI components present and control aspects that are common to
the entire framework. Fig. 3 shows the user interface of a system created using
MixR, which contains the following components (sub-windows):

– Top-left: The list of pending goals of the currently active master reasoner.
– Top-right: The proof script of the master reasoner.
– Pop-up menu under the mouse cursor: Shows how the user interacts with the

list of pending goals (e.g., applying inference rules on the goals, translating
them to a target representation, or selecting the part to be visualised).

– Bottom-centre: Visualises currently active or selected formulae.
– Bottom-left and bottom-right: Lists of all available reasoning languages, reg-

istered drivers, master reasoners, and slave reasoners.

This is how the interaction with inferences is carried out in MixR:

1. The user first selects the part of a goal on which to apply the inference rule.
In Fig. 3 the user selected the first premise of the first goal (see top-left
sub-window).

2. Next, the user chooses an inference rule by left-clicking the selected invoca-
tion target and choosing the desired inference rule (shown under the mouse
cursor in Fig. 3).

3. Now, if the inference rule is an interactive one, the user may be asked for
more input. In the example from Fig. 3 the selected rule Get object area
requires no additional input.
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4. Finally, the inference rule returns its result, which may be a formula foreign
to the target master reasoner. If so, MixR tries to translate it. If no transla-
tion succeeds, the result is placed into a placeholder. MixR constructs a new
goal with the result and passes it to the master reasoner’s driver. The driver
then inserts the goal into the master reasoner’s proof script. In Fig. 3, the
line starting with apply was inserted after the user invoked the inference.

4 Prototype Examples

We now demonstrate MixR’s generality and its facilities to integrate diverse sys-
tems into heterogeneous reasoning tools. To integrate a new reasoner, we have to
create a driver for it. The driver must implement a particular set of driver con-
tracts to integrate the desired features into MixR. In the past, we used MixR to
integrate the general purpose theorem prover Isabelle [10] and our diagrammatic
prover Speedith [13] into an HR system Diabelli [12]. Here we present Diabelli,
and two new drivers:NatLang and PicProc. NatLang integrates a mock sentential
reasoner for informal natural languages. PicProc integrates an image processing
visual reasoning tool. We use MixR to combine each with Isabelle that has the
role of the master reasoner in this demonstration. These prototype drivers work
on domains that are inherently hard to formalise. They showcase how such in-
formal domains may still be integrated with a formal general purpose theorem
prover. To give an idea of their complexity, the Speedith, Isabelle, NatLang and
PicProc drivers each consist of between 400 and 600 lines of Java source code.

4.1 Diabelli

Diabelli is our HR system that allows users to construct heterogeneous proofs
with spider diagrams mixed with the sentential higher-order logic language. It is
a system resulting from plugging the Speedith [13] DR and the Isabelle [10] SR
into the MixR framework. Diabelli does not utilise MixR’s placeholder mecha-
nism since Speedith’s representation can be translated into Isabelle’s, so Speed-
ith’s data is not foreign to Isabelle. Fig. 4 shows Diabelli’s user interface with
Isabelle/HOL sentential formulae mixed with Speedith’s spider diagrams and
spider-diagrammatic inference rules. The implementation details of the drivers
for Speedith and Isabelle can be found in [12]. Diabelli provides a non-hypo-
thetical, fully integrated, and non-trivial experimental evidence for how MixR
contributes and aims to spur innovation within the community using and
studying diagrams.

4.2 NatLang

The NatLang driver implements the contracts FormulaFormatProvider and
GoalTransformer. It provides a single formula format, the NatLangFormat,
which is a plain string with no restrictions or grammar. We use MixR’s
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Fig. 4. Diabelli’s main window. The top-right sub-window contains I3P’s hosting proof
script editor for Isabelle. Users may edit theories in the same way as in standalone I3P.
Diabelli inserts heterogeneous proof steps into this proof script as the user applies them
through Diabelli’s GUI (by right-clicking on the goals in the top-left sub-window).

placeholders to insert NatLang expressions into Isabelle/HOL formulae. Here is
an Isabelle/HOL formula containing one such placeholder:

(MixR [About[Teenager , Human]] "NatLang:Every teenager is a

human.")

∧ (∀p. p ∈ Human −→ p ∈ Mortal)

−→ Teenager ⊆ Mortal.

The predicate MixR is the placeholder. It contains the set of variables (V =
{Teenager, Human}) and a string (payload) which consists of the name of the
foreign language (Lp = NatLang ) and the actual foreign formula (φp = Every

teenager is a human ).
NatLang provides inference rules HomogeneousInference and Heterogene-

ousInference, which rely entirely on user-input. The homogeneous inference
rule takes a NatLang expression and returns a NatLang formula which is re-
embedded into the Isabelle/HOL formula as a placeholder. The heterogeneous
rule takes a NatLang expression and returns an Isabelle/HOL formula, which it
places into the Isabelle formula without a placeholder. Here is an example where
Teenager ⊆ Human has been inferred from the above NatLang sentence:

(Teenager ⊆ Human ∧ (∀p. p ∈ Human −→ p ∈ Mortal)) −→
Teenager ⊆ Mortal

The resulting goal may now be reasoned about with Isabelle’s own theories
and inferences. The homogeneous inference rule shows how a foreign inference
step can be used within an Isabelle proof (i.e., both the input and the output
formulae are foreign to the theorem prover). The heterogeneous inference rule,
on the other hand, demonstrates how knowledge can be transferred between
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the natural language domain and the theorem prover’s domain. Such reasoning
is informal as a whole, but the informal parts are limited to small steps that
link both domains. This mechanism provides more than the oracle principle:
MixR extracts knowledge from the placeholder’s data piecewise (as it’s needed
in the proof); the oracle principle is used to trust each such step of knowledge
extraction, translation, and re-embedding.

4.3 PicProc

The PicProc example demonstrates the integration of images and image process-
ing into sentential theorem provers. This example also utilises placeholders and
the Isabelle master reasoner. Fig. 1 shows a heterogeneous proof that PicProc
contributes to, and Fig. 3 shows the screenshot of the system resulting from
plugging PicProc and Isabelle into MixR.

Similarly to the NatLang driver, PicProc provides a new formula format and
two inference rules. The formula format is called ImgUrl and the provided infer-
ences are ComputeArea and ComputeShape. The ImgUrl formulae are paths to
bitmap images. The rule ComputeArea returns the area of the shape (the tilted
square at the bottom of Fig. 3). The rule ComputeShape infers the type of the
shape. This rule decides whether the shape is a circle, a triangle, or a square
(based on the ratio between the area and the circumference of the shape).

Note that in Fig. 3 (top-right sub-window) the PicProc image is inserted into
a MixR placeholder within the host Isabelle/HOL formula. The About[ShapeA]

clause indicates that the placeholder talks about an object called ShapeA. Place-
holder’s variables V such as ShapeAmust be extracted and listed by the driver (in
this case the driver simply takes the name of the image file), otherwise Isabelle
cannot know that the payload contains knowledge about them.

The PicProc driver also implements the FormulaPresenter contract which
provides MixR with new visualisation capabilities. ImgUrl formulae found by
MixR can now be passed to PicProc, which opens the image and displays it in
MixR’s visualisation panel (see the bottom-centre sub-window of Fig. 3).

5 Related Work and Evaluation

The topic of HR has been explored in a number of different contexts [11,1,12].
Here, we compare our work to existing logics and systems that provide some
level of heterogeneity. We then evaluate its scalability and extensibility.

5.1 Logics

Chiron [4], context logic [3], and multilanguage hierarchical logics (MLHL) [5]
are logics that provide heterogeneity on two levels: multiple reasoning paradigms
with a single sentential language (Chiron and context logic), or single reason-
ing paradigm with multiple first-order sentential languages. In particular, these
logics use purely sentential languages and establish entirely formal connections
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between all their components. For example, Chiron uses a single sentential lan-
guage but allows switching between different reasoning paradigms (e.g., classical
reasoning, set-theoretic reasoning, type-theoretic reasoning). Similarly, context
logic uses a single sentential language, but its semantics are defined with con-
texts and multiple sets of statements. This enables context logic to encompass
intuitionistic, classical, and predicate logic as its special cases. The goal of MLHL
is similar – to enable reasoning in multiple sentential logics. Although MLHL
allows multiple different languages, they are all confined to first-order logics.

Thus, Chiron, context logic, and MLHL have a different notion of heterogene-
ity to ours, and unlike MixR they also do not extend logics of existing theorem
provers with HR, nor facilitate formal and informal HR.

5.2 Frameworks and Systems

� OpenBox is the only other existing implementation of an HR framework [1].
It maintains its own proofs and uses external theorem provers to validate sep-
arate inference steps within its proofs. These provers may be diagrammatic or
sentential, which makes OpenBox a heterogeneous framework. Unlike MixR,
OpenBox does not extend existing reasoners with heterogeneous reasoning but
rather utilises them to make its own proofs heterogeneous. This forces users
of reasoners to abandon their existing work. In contrast, MixR reuses proofs
and proof scripts of existing reasoners which means that users can retain their
existing work and seamlessly extend it with HR. While separate formulae of
OpenBox’s proof can be of different modalities, a single OpenBox formula is of a
single modality. This is in contrast to MixR where a single formula can contain
embedded foreign formulae of different modalities. Furthermore, unlike MixR,
OpenBox cannot embed foreign data into formulae of existing TPs.
� Sledgehammer [2] is a component of the Isabelle [10] SR that passes trans-
lations of Isabelle statements to external reasoners for validation. It replaces
external answers with corresponding Isabelle’s inference steps. This purely sen-
tential process requires formal translations and that obtained answers are fully
expressible with Isabelle. Sledgehammer cannot process heterogeneous nor in-
formal inference steps, and it cannot embedding foreign data into formulae.
� Omega is a proof planning system [6] that uses different sentential reasoners,
and is thus a homogeneous rather than a heterogeneous system. Unlike MixR,
Omega imposes its own proof structure that is maintained by the blackboard
mechanism. An external SR can only be invoked if the translation of the Omega
formula into its representation exists. This is in contrast to MixR which can use
placeholders to embed foreign data from external reasoners into formulae when
no translation exists. Omega also does not extend existing reasoners in any way.
�HETS (or Heterogeneous Tool Set) [9] differs fromMixR in the use of the term
“heterogeneous”. In HETS it is used to refer to formal relations between multiple
sentential logics. Unlike MixR, HETS is thus a purely sentential system, which
produces formal translations between sentential logics. In contrast to MixR,
which does not require translations, a logic cannot be used in HETS if it cannot
be translated into other HETS logics.
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5.3 Scalability and Extensibility

Current benchmark problem sets (such as TPTP) test the efficiency and scope
of theorem provers in first-order or higher-order sentential logic. In contrast, our
heterogeneous logic and framework aim to expand the vocabulary of existing TPs
with foreign data, formulae, diagrams, informal reasoning, and foreign inference –
none of these are included in benchmark sets. Thus, rather than quantitatively we
qualitatively evaluate the extensibility of our heterogeneous logic and framework.

The range of domains that can be integrated using MixR was exemplified in
Sec. 4 where we presented case-studies of Diabelli, NatLang and PicProc. These
embed spider diagrams, natural language and image processing into an existing
theorem prover. We now evaluate the generality of our framework by assessing
if and which other reasoners can be plugged into it. We consider Cinderella [8],
Hyperproof’s Blocksworld [1] and Diamond [7] as representative DRs, and HOL4,
HOL Light, Coq and Twelf as representative SRs.

Cinderella [8] (a reasoner for geometric constructions) and Diamond [7] (a
reasoner for diagrammatic proofs on natural numbers) could both be master
reasoners in MixR. Their drivers would have to implement UI editors for hosting
diagrammatic proof scripts and visualisation procedures. Both, Cinderella and
Diamond use automated sentential TPs to validate and verify their diagram-
matic proof steps. These TPs could be integrated as slave reasoners in MixR.
Cinderella could also be used to integrate the domain of geometry into other
master reasoners such as Isabelle. This would require translation procedures
between Cinderella’s internal representation and Isabelle/HOL formulae.

Blocksworld expresses relations between 3D objects placed on a checkerboard.
The reasoning about these relations is done within Hyperproof [1] using a first-
order logic TP. Thus Blocksworld does not have a notion of a proof state, and
can only be plugged into MixR as a slave reasoner. Its driver would have to
integrate its visualisation, and also implement a translation procedure between
Blocksworld’s models and any existing master reasoner in MixR.

Interactive theorem provers HOL4, HOL Light, Coq, and Twelf all use textual
proof scripts. Master reasoners need these to host proofs. All these provers enable
reasoning with either oracles or axioms (required for informal reasoning). HOL4
and HOL Light provide the mk thm command to introduce informal inferences;
Coq provides the command Axiom; and Twelf supports axiomatic inference rules
as part of its meta-theorem infrastructure. MixR’s placeholders require uninter-
preted constants and functions in the theorem prover’s logic. HOL4 and HOL
Light support uninterpreted functions through the def constant command.
Similarly, Coq provides the command Variable for this purpose. Finally, Twelf’s
fundamental approach to building theories is to start with uninterpreted symbols
and provide inference rules for them later. Therefore HOL4, HOL Light, Coq,
and Twelf could all be extended with our heterogeneous logic and thus plugged
into MixR. This would require the developers to write additional translation pro-
cedures, communication channels between the theorem prover and MixR, and
the integration of the theorem prover’s text editor software with MixR. Theorem
provers that are fully automated, such as Z3, ACL2, Vampire, and Spass lack
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proof scripts (or other theory- and proof-specification documents). Thus they
can be integrated into MixR as slave reasoners but not as master reasoners.

6 Conclusion

In this paper, we presented a heterogeneous logic that marries formal logics
with diverse and possibly informal representations. Our novel concept of place-
holders enables existing logics to formally treat foreign representations within
their own formulae. We implemented this logic in a heterogeneous framework
MixR that facilitates a flexible integration of sentential or diagrammatic the-
orem provers and other formal and informal reasoners, representations and vi-
sualisations. These can be plugged into MixR via drivers to produce integrated
HR systems. With MixR, we can explore in breadth and in depth the interaction
between diagrammatic languages and formal sentential languages which invites
multi-domain collaboration and exploration. Domains traditionally inaccessible
to formal reasoners, can now be integrated and exploited. The developers of HR
systems can be flexible about their system design: their choices may depend on
issues surrounding efficiency, intuitiveness of proofs, or level of expertise of end
users of resulting systems.

We presented three examples of integrated systems from diverse domains of
spider diagrams, natural language and image processing. Plugging them into
MixR alongside a general purpose theorem prover enabled for the first time to
formally use the information from informal reasoners to construct proofs.

Many reasoning tools, representations and visualisation aids in AI exist mostly
in isolation, specialised in their specific domains. Bringing them together in
a simple, flexible and formal way allows them to contribute to the problem
solving/theorem proving tasks. We believe this is desirable for several reasons: it
better models what people do in problem solving, it allows developers to easily
design systems that are flexible according to the needs of the end-users, and it
enables us to take advantage of the existing powerful technology out there in a
novel and sustainable way.

Acknowledgements. This work was supported by EPSRC Doctoral Training
Grant and Computer Laboratory Premium Research Studentship (Urbas).

References

1. Barker-Plummer, D., Etchemendy, J., Liu, A., Murray, M., Swoboda, N.: Open-
proof - A flexible framework for heterogeneous reasoning. In: Stapleton, G., Howse,
J., Lee, J. (eds.) Diagrams 2008. LNCS (LNAI), vol. 5223, pp. 347–349. Springer,
Heidelberg (2008)
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freitas@vm.uff.br, petrucio@cos.ufrj.br

Abstract. We present syntax and semantics of a diagrammatic lan-
guage based on Venn diagrams in which a diagram is not read as a
statement about sets, but as a set itself. We prove that our set of rules is
sound and complete with respect to the intended semantics. Our system
has two slight advantages in relation to the systems we usually encounter
in the literature. First, the drawing of diagrams for terms is made inside
the system, i.e., by a completely mechanical process based just on the
rules of the system. Second, as a consequence, the validity of an inclu-
sion is also verified inside the system and does not depend on any other
means than those afforded by our set of rules. These characteristics are
absent in the majority of the Venn diagrammatic systems.

Keywords: diagrammatic systems,Venndiagrams, soundness, complete-
ness.

1 Two Approaches to Venn Diagrams

To start with, we consider a typical Venn Diagram:

�������	
A

�������	
B���

�������

��������
����� ���� ���

(1)

There are many ways to assign a meaning to this diagram. If we read it like
Hammer [3] and Shin [4] do, then its meaning is a proposition about sets. More
specifically, under this reading, the diagram means that the set A is a subset
of the set B —in the usual symbolic language, A ⊆ B. References [3] and [4]
formalize the syntax and semantics of Venn diagrams read as such and show how
we can use them to prove implications as

A ⊆ B, B ⊆ C =⇒ A ⊆ C (2)

By way of example, Figure 1 contains a proof, constructed in the Hammer and
Shin framework, that statement (2) holds.

But some authors, particularly Stewart [5], have pointed out another tradi-
tional way of reading the diagram (1). In this second reading, its meaning is no
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����� ���� ���� =⇒ �������	

A
�������	

C���
�������

��������
����� ���� ���

Fig. 1. A diagrammatic proof of A ⊆ B, B ⊆ C =⇒ A ⊆ C

more a proposition on sets but instead a set itself. More specifically, according
to this reading the diagram represents the set whose elements belong to A but
not to B —in the usual symbolic language, A \B. Now, instead of proving im-
plications between Boolean inclusions, the natural statements we can use this
diagram to prove are the valid Boolean equalities or identities —i.e., Boolean
equalities that hold for any sets whatsoever— as, for example,

A \B = (A ∪B) \B (3)

The traditional diagrammatic proof that (3) is an identity is just the diagram (1)
itself, according to the remark that both the left hand side and the right hand
side of the equality represent the same set as the diagram does. So, in this
reading, the own diagram is a proof of the equality we are proving!

In the manner it is usually presented, the traditional use of Venn diagrams
sketched above has a drawback: given two terms we want to compare through
diagrams, we must know, in advance, how to draw the diagram representing the
set each term represents. A similar observation also applies to the first approach:
to prove an implication between inclusions, we must know how to draw a diagram
having the same meaning of a given inclusion.

Our aim in this work is to present a diagrammatic formal system in which
Venn diagrams are used to represent sets, instead of propositions about sets,
and that may be applied to prove Boolean inclusions (and, consequently, equal-
ities) from sets of Boolean inclusions (or even equalities) taken as hypotheses.
Our system has two slight advantages in relation to the systems we usually en-
counter in the literature. First, the drawing of diagrams for terms is made inside
the system, i.e., by a completely mechanic process based just in the rules of
the system, without any appeal to the intuitive meaning of symbols. Second,
as a consequence, the validity of an inclusion is also verified inside the system
and does not depend of any other means than those afforded by our set of
rules. These characteristics are absent in the majority of the Venn diagrammatic
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systems, where both the drawing of diagrams and the test for validities are
heavily dependent on some acquaintance of the algebra of sets by the users part.

More specifically, we present a set of rules through which, for any given set of
Boolean inclusions or equalities Σ and Boolean inclusion or equality involving
Boolean algebraic terms X and Y , we are able to: (1) draw the diagrams of X
and Y , (2) put these diagrams into a normal form, (3) compare the diagrams
in normal form in order to decide whether the inclusion or equality is valid or
not, (4) if not, we use the inclusions in Σ to transform the diagrams again and
iterate this procedure to test if the inclusion or equality is a logical consequence
of Σ or not.

In Section 2, we present an example illustrating some of the main charac-
teristics of our system. In Section 3, we present syntax and semantics of the
diagrammatic language. In Section 4, we present the rules of the system to
prove the valid inclusions and show they are weakly sound and complete for
the semantics presented in Section 3. In Section 5, we present an example illus-
trating the extension of the system to deal with reasoning from hypotheses. In
Section 6, after introducing a new rule to the system, we show strong sound-
ness and completeness. Finally, in Section 7, we present some conclusions and
perspectives.

2 Proving an Identity

In this section, we illustrate the use of the system, by proving the identity (3).
In general terms, to test if X = Y is a valid equality, we proceed as follows:

(a) build the diagram of X , (b) put the diagram of X in normal form, (c) build
the diagram of Y , (d) put the diagram of Y in normal form, (e) compare the
normal forms.

We depart from two usual ways of drawing Venn diagrams, by adopting bul-
lets instead of stripes to point to regions and by allowing non-atomic Boolean
algebraic terms as labels of the curves. The way we use bullets to point out
regions in a diagram resembles the way a “generic object” is used in an ordinary
mathematical proof. Such an object x, which does not necessarily exist, usually
appears in a proof of a given set-theoretic proposition, which starts from an as-
sumption “Let x belongs to set A.” In our system, the bullets in a diagram may
be intuitively interpreted in the same way, that is, as pointing to some possible
objects which do not necessarily exist, but whose belongness to some regions
need to be considered to the overall reasoning being performed. In this sense,
our use of bullets is completely different from the way shadows are used in the
usual versions of Venn diagrams, i.e., shading usually expresses the emptiness of
the corresponding region.

Figure 2 (a) shows how we put the diagram of X = A \B in normal form.
The sequence starts with the diagram of A \ B. The second diagram in the

sequence is formed by two Venn diagrams, the upper one representing A, the
lower one representing the complement of B, so that together they also represent
A \B. The third diagram in the sequence is also formed by two Venn diagrams,
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(a)

A\B

• ⇐⇒

A

•

B

•

⇐⇒

A

• •
B

A

•
B

•

⇐⇒

A

•
B

(b)

(A∪B)\B

• ⇐⇒

A∪B

•

B

•

⇐⇒

A

•

B

•

B

•

⇐⇒

A

• •
B A

•
B

•

A

•
B

•

⇐⇒

A

• •
B

•

A

•
B

•

⇐⇒

A

•
B

Fig. 2. (a) Putting the diagram of A \ B in normal form. (b) Putting the diagram of
(A ∪ B) \ B in normal form.
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representing respectively A and the complement of B, now the difference is that
both diagrams have the same set of labeling variables. As previously, the reading
of any diagram in the sequence formed by the juxtaposition of more than one
Venn diagram is as an intersection. So, the last diagram in the sequence is
obtained from the third one by taking the common parts of the Venn diagrams
that form it. This is the normal form of A \B.

Figure 2 (b) shows how we put the diagram of Y = (A ∪ B) \ B in normal
form, performing transformations similar to those displayed in Figure 2 (a). The
main novelty is in the third and the fourth diagrams in the sequence. In both
we have two Venn diagrams linked by a line. These stand for the unions of the
sets represented by the linked Venn diagrams.

Figures 2 (a) and 2 (b) show that the normal form of the diagram of A \ B
and the normal form of the diagram of (A ∪ B) \ B are the same. So, based on
them, we conclude that the equality (3) is, in fact, an identity.

3 Syntax and Semantics

In this section, we define the syntax and the semantics of the system. Since we
are concerned with the basic logical properties of Venn diagrams, we adapt the
approach taken in [1], where similar properties were investigated. We consider
just Boolean inclusions, since equalities may be treated as double inclusions.

Let Var be a set of variables for sets, typically denoted by A, B, C, and Trm
be the set of Boolean terms on Var, typically denoted by X , Y , Z. The elements
of Var are atomic and the elements of Trm are molecular, given by

X ::= U | O | A | X | X ∩X | X ∪X,

where U and O are constant symbols and A is an arbitrary variable. As usual,
set difference X \ Y is used as an abbreviation for X ∩ Y .

Given a finite set of terms L = {X1, . . . , Xn}, we denote by MRL the set of
all 2n sets {s1, . . . , sn}, where si = Xi or si = Xi, for 1 ≤ i ≤ n. In what follows,
a set {s1, . . . , sn} will be denoted by the sequence s1 · · · sn.

A unitary diagram is an ordered pair d = (L,B), where L ⊆ Trm and B ⊆
MRL are finite sets. We call L the set of labels and B the set of bullets of d.
A compound diagram is a set of unitary diagrams. A multi-diagram is a set of
compound diagrams.

Given X ∈ Trm, the diagram of X is ΔX = {{({X}, {X})}}. Given a term X
(set of terms L), we denote by VarX (VarL) the set of variables occurring in X
(in any term belonging to L). Given a multi-diagram Δ, we denote by VarΔ is
the set of variables occurring in the labels of the diagrams in Δ.

An inclusion is an expression of the form Δ1 ⊆ Δ2 where Δ1 and Δ2 are
multi-diagrams. To simplify we refer to multi-diagrams simply as diagrams.

We interpret diagrams on models, according to the following ideas. Multi-
diagrams are a formalization of the juxtaposed diagrams exemplified in Fig-
ures 2 (a) and 2 (b). So, the meaning of a multi-diagram is the intersection of
the meanings of its components. Compound diagrams are a formalization of the
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linked diagrams exemplified in Figure 2 (b). So, the meaning of a compound
diagram is the union of the meanings of its components. Unitary diagrams are a
formalization of Venn diagrams having simple closed curves labeled by Boolean
terms and some regions marked by dots. So, the meaning of a unitary diagram
is the union of the meanings of its marked regions. If M1, . . . ,Mn are the mean-
ings of the labels of the curves of the diagram, each region corresponds to an
intersection ±M1 ∩ · · · ∩ ±Mn, where ±Mi is one of Mi or Mi, for 1 ≤ i ≤ n.

A model is a pair M = (M, I), where M is a set and I : Var → 2M . We
ambiguously denote by I the natural extension of I to Trm, the set of all Boolean
terms on Var, that agrees with I on the variables for sets and commutes with
the Booleans. In particular, IU = M and IO = ∅.

Let d = (L,B) be a unitary diagram and M = (M, I) be a model. The
meaning of d in M is

[[d]]M =
⋃
{Ib : b ∈ B},

where Ib =
⋂{IX : X ∈ b}. Given a compound diagram D and a multi-diagram

Δ, the meanings of D and Δ are defined as follows:

[[D]]M =
⋃
{[[d]]M : d ∈ D}

and
[[Δ]]M =

⋂
{[[D]]M : D ∈ Δ}.

An inclusion Δ1 ⊆ Δ2 is true in a model M when [[Δ1]]M ⊆ [[Δ2]]M. When an
inclusion is true in a model, we also say that the model verifies the inclusion.
Validity, as usual, is defined as truth in all models. Two diagramsΔ1 and Δ2 are
equivalent when [[Δ1]]M = [[Δ2]]M, for every model M. An inclusion Δ1 ⊆ Δ2

is a consequence of a set of inclusions Σ when it is true in every model that
satisfies every inclusion in Σ.

4 Deductive Apparatus

In this section, we present a set of transformation rules to derive a diagram from
another. Our set of rules is partitioned into rules to put diagrams in normal form
and a rule to compare diagrams in normal form. We close the section proving
weak soundness and completeness of our set of rules in relation to the semantics
defined in Section 3.

Let Δ be a diagram and L ⊆ Var. We say that Δ is in normal form w.r.t. L
when Δ = {{(L,B)}}, that is, the curves of the diagram are labeled exactly by
the variables in L. If Δ1 and Δ2 are diagrams in normal form w.r.t. the same
set of variables L, then Δ1 is equivalent to Δ2 iff Δ1 = Δ2. We call NFLΔ the
diagram in normal form w.r.t. L that is equivalent to Δ.

The next set of rules is designed to put a diagram in normal form. Each one
of these rules is presented as an equivalence between diagrams meaning that it
can be applied to transform the diagram on the left hand side into the diagram
on the right hand side, and vice-versa. As we see afterwards, given a diagram Δ
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and a set L of variables containing the variables in Δ, by iterated applications
of the rules, it is always possible to end up with NFLΔ.

We present each rule followed by an example of its application. The examples
illustrate the case when Δ = D = ∅.

4.1 Rules to Put a Diagram in Normal Form

(U in) Δ ∪ {D ∪ {({U}, {U})}} ⇐⇒ Δ ∪ {D ∪ {(∅, {∅})}}

�������	
U

• ⇐⇒
•

(U out) Δ ∪ {D ∪ {({U}, {U})}} ⇐⇒ Δ ∪ {D ∪ {(∅, ∅)}}

�������	
U

•
⇐⇒

(O in) Δ ∪ {D ∪ {({O}, {O})}} ⇐⇒ Δ ∪ {D ∪ {(∅, ∅)}}

�������	
O

• ⇐⇒

(O out) Δ ∪ {D ∪ {({O}, {O})}} ⇐⇒ Δ ∪ {D ∪ {(∅, {∅})}}

�������	
O

•
⇐⇒

•

(∩ in) Δ ∪ {D ∪ {({X ∩ Y }, {X ∩ Y })}} ⇐⇒
Δ ∪ {D ∪ {({X}, {X})}, D ∪ {({Y }, {Y })}}

�������	
A∩B

• ⇐⇒ �������	
A

• �������	
B

•
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(∩ out) Δ∪{D∪{({X∩Y }, {X∩Y })}}⇐⇒Δ∪{D∪{({X}, {X}), ({Y }, {Y })}}

�������	
A∩B

•
⇐⇒

�������	
A

•

�������	
B

•

(∪ in) Δ∪{D∪{({X∪Y }, {X∪Y })}} ⇐⇒ Δ∪{D∪{({X}, {X}), ({Y }, {Y })}}

�������	
A∪B

• ⇐⇒

�������	
A

•

�������	
B

•

(∪ out) Δ ∪ {D ∪ {({X ∪ Y }, {X ∪ Y })}} ⇐⇒
Δ ∪ {D ∪ {({X}, {X})}, D ∪ {({Y }, {Y })}}

�������	
A∪B

•
⇐⇒ �������	

A

•
�������	
B

•

(− in) Δ ∪ {D ∪ {({X}, {X})}} ⇐⇒ Δ ∪ {D ∪ {({X}, {X})}}

�������	
A

• ⇐⇒ �������	
A

•

(− out) Δ ∪ {D ∪ {({X}, {X})}} ⇐⇒ Δ ∪ {D ∪ {({X}, {X})}}

�������	
A

•⇐⇒�������	
A

•
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(Add Curve) Δ∪{D∪{(L,B)}} ⇐⇒ Δ∪{D∪{(L∪{X}, {bX, bX : b ∈ B})}}

�������	
B

�������	
A

• ⇐⇒
�������	

A
•
•
�������	

B

�������	
C

(Unify-c) Δ ∪ {D ∪ {(L,B1), (L,B2)}} ⇐⇒ Δ ∪ {D ∪ {(L,B1 ∪B2)}}

�������	
A

• •�������	
B

�������	
B

•
�������	
A

• ⇐⇒ �������	
B

•
�������	
A

• •

(Unify-m) Δ ∪ {{(L,B1)}, {(L,B2)}} ⇐⇒ Δ ∪ {{(L,B1 ∩B2)}}

�������	
A

• •�������	
B

�������	
B

•
�������	
A

• ⇐⇒ �������	
B

�������	
A

•

The following results justify the choice of the rules above.

Lemma 1. If Δ′ is a diagram obtained from a diagram Δ by some rule to put
a diagram in normal form, then Δ and Δ′ are equivalent.

Theorem 1 (Normal form theorem). For every diagram Δ and set of labels
L′ such that

⋃{VarL : d = (L,B), d ∈ D,D ∈ Δ} ⊆ L′ ⊆ Var, there is a diagram
Δ′ such that Δ and Δ′ are equivalent and Δ′ is in normal form w.r.t. L′.

Proof. Let Δ be a diagram and L′ be a set of labels such that
⋃{VarL : d =

(L,B), d ∈ D,D ∈ Δ} ⊆ L′ ⊆ Var. By induction on the number of bullets in the
unitary diagrams in Δ, applying rules Unify-c and Add Curve, we obtain a
diagram Δ0 such that each unitary diagram in Δ0 has at most one curve, i.e.

d = (L,B) ∈ D ∈ Δ0 =⇒ L is a singleton

By Lemma 1, diagrams Δ and Δ0 are equivalent. By induction on the number
of operators in the labels in Δ0, applying rules in/out, we obtain a diagram Δ1

such that ⋃
{L : d = (L,B), d ∈ D,D ∈ Δ1} ⊆ L′.
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By Lemma 1, diagramsΔ0 andΔ1 are equivalent. By applying RuleAdd curve,
we obtain Δ2 and, for each d = (L,B) ∈ D ∈ Δ2, we have L = L′. By Lemma 1,
diagrams Δ1 and Δ2 are equivalent. Since the set of labels of each unitary
diagram inΔ2 are the same, we can apply RuleUnify-c and obtain a diagramΔ3

such that each compound diagramD ∈ Δ3 is a singleton. By Lemma 1, diagrams
Δ2 and Δ3 are equivalent. Finally, by applying Rule Unify-m, we obtain a
unitary diagram Δ′ = {{(L′, B′)}} in normal form w.r.t. L′. By Lemma 1,
diagrams Δ3 and Δ′ are equivalent. Hence, Δ and Δ′ are equivalent.

4.2 Rule to Compare Diagrams in Normal Form

The next single rule is designed to the comparison of two given diagrams in
normal form. It is presented as an implication between diagrams meaning that
it can be applied to transform the diagram on the left hand side into the diagram
on the right hand side, but not the other way around. As we see afterwards, if
a diagram Δ′ can be obtained from a given diagram Δ by an application of this
rule, it follows that Δ ⊆ Δ′ is valid. We present the rule followed by an example
of its application. As above, the example illustrates a case when Δ = D = ∅.

(Add Bullets) Δ ∪ {D ∪ {(L,B)}} =⇒ Δ ∪ {D ∪ {(L,B ∪B′)}}

�������	
B

•
�������	
A

• =⇒ �������	
B

•
�������	
A

• •

The following result justify the choice of the Rule Add Bullets.

Lemma 2. If Δ′ is a diagram obtained from a diagram Δ by application of the
rule to compare diagrams in normal form, then Δ ⊆ Δ′ is valid.

4.3 (Weak) Soundness and Completeness

We say that an inclusion Δ1 ⊆ Δ2 is a theorem, denoted by � Δ1 ⊆ Δ2, when
Δ2 can be obtained from Δ1 by a finite number (zero or more) of applications
of the rules in Sections 4.1 and 4.2.

Theorem 2. Let Δ1 ⊆ Δ2 be an inclusion. Then � Δ1 ⊆ Δ2 iff Δ1 ⊆ Δ2 is
valid.

Proof. The proof of the sufficiency follows by Lemmas 1 and 2. To prove the
necessity, suppose �� Δ1 ⊆ Δ2. Let NFL′Δ1 = {{(L′, B′

1)}} and NFL′Δ2 =
{{(L′, B′

2)}} where L′ =
⋃{VarL : d = (L,B), d ∈ D,D ∈ Δ1 ∪Δ2}. By Theo-

rem 1, we have � Δ1 ⊆ NFL′Δ1 and � NFL′Δ2 ⊆ Δ2. Now, since �� Δ1 ⊆ Δ2, it
is not possible to obtain NFL′Δ2 from NFL′Δ1 by a finite number (zero or more)
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of applications of Add bullets. So, in particular, there exists some b ∈ L′ such
that b ∈ B′

1 but b �∈ B′
2. Take the model M = (M, I), such that M = {b} and

IA =

{{b}, if A ∈ L′ and A ∈ b
∅, otherwise

It follows that [[Δ1]]M = [[NFL′Δ1]]M = {b} �⊆ ∅ = [[NFL′Δ2]]M = [[Δ2]]M. That
is, Δ1 ⊆ Δ2 is not valid.

As a corollary, we have that the problem of checking whether an inclusion
between diagrams is valid or not is decidable.

Corollary 1. Our set of rules provides an algorithm to decide whether a given
inclusion between diagrams is valid or not.

Proof. Given Δ1 ⊆ Δ2, apply the procedure outlined in the proof of Theorem 1
as follows. First, determine NFL′Δ1 = {{(L′, B′

1)}} and NFL′Δ2 = {{(L′, B′
2)}}.

Second, verify whether B′
1 ⊆ B′

2. If so, stop with yes; otherwise, stop with no.

5 An Extension to Deal with Hypotheses

In this section, we illustrate how the system can be extended to deal with rea-
soning from hypotheses, by solving half of the Exercise raised in [2], page 16,
that is to prove the implication (A ∩B) ∪ C = A ∩ (B ∪ C) =⇒ C ⊆ A.

In general terms, to test if an inclusion X ⊆ Y follows or not from a set of
inclusions Σ, we proceed as follows.

1. Construct NFLΔX and NFLΔY where L = VarX ∪ VarY and call these the
left diagram and the right diagram, respectively.

2. If the right diagram can be obtained from the left one by applications of
Add bullets, then stop with yes.

3. If not, take some hypothesis X ′ ⊆ Y ′ in Σ and modify the left and the right
diagrams as follows:
(a) construct NFL′ΔX′ where L′ = VarX ∪VarY ∪VarX ′ ∪VarY ′ and call it

Δ1 = {{(L′, B1)}};
(b) construct NFL′ΔY ′ and call it Δ2 = {{(L′, B2)}};
(c) calculate B = B1 \B2;
(d) construct the normal forms of the left and the right diagrams w.r.t. L′

and call them Δl = {{(L′, Bl)}} and Δr = {{(L′, Br)}}, respectively;
(e) construct the new (modified) left diagram as being Δ′

l = {{(L′, Bl \B)}}
and the new right diagram as being Δr;

and go back to step 2.

We start the application of the procedure by taking Σ = {(A ∩ B) ∪ C ⊆
A ∩ (B ∪ C), A ∩ (B ∪ C) ⊆ (A ∩B) ∪C}, X = C, and Y = A.
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Steps 1 and 2 are executed by taking L = {A,C}.


������
A

•

#

�������	
A

• •�������	
C

right diagram

⇐ compare ⇒


������
C

•

#

�������	
A

•�������	
C

•

left diagram

Step 3 is executed by taking X ′ = (A ∩B) ∪ C and Y ′ = A ∩ (B ∪ C).

(a)

(A∩B)∪C

• ⇐⇒

A∩B
•

C

•

⇐⇒

A

•

C

•

B

•

C

•

⇐⇒

A

• •
C

A

•
C

•

B

• •
C

B

•
C

•

⇐⇒
A

• •
C

•
B

• •
C

•

⇐⇒

A
• •
•

B

C

• •
•

A •
•

B
•

C

• •
•

⇐⇒

A •
•

B

C

• •
•

Δ1
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(b) The construction of Δ2 is analogous.

(c)
�������	

A •
•

�������	
B

�������	
C

• •
•�� ����

��������

�������
�����

Δ1

�������	
A •

•
�������	

B

�������	
C

•

Δ2

(d)–(e)
�������	

A

•
�������	

B

�������	
C

• •
•

Δl

�������	
A

•
�������	

B

�������	
C

•
�� ����

��������

�������
�����

Δ′
l

�������	
A
• •
•

�������	
B

�������	
C

•

Δr

Go back to Step 2 and stop with yes.

6 Reasoning with Hypotheses

In this section, we complement the system, presenting a transformation rule to
derive a diagram from another one, under a set of inclusions between diagrams
taken as hypotheses. Together with the rules presented in Section 4, this new rule
provides a strong sound and complete set of rules with respect to the semantics
defined in Section 3.

The next single rule can be applied to transform a given diagram into another
one, using one inclusion taken as hypothesis. It is presented as an implication
between diagrams, meaning that it can be applied to transform the diagram on
the left hand side into the diagram on the right hand side, but not the other
way around. As we see afterwards, if a diagram Δ′ can be obtained from a given
diagram Δ by an application of this rule, given a hypothesis, it follows that
Δ ⊆ Δ′ is a consequence of this hypothesis.

An example of application of this rule was already given in Section 5.

(Hyp) Δ ∪ {D ∪ {(L,B)}} =⇒ Δ ∪ {D ∪ {(L,B \B′)}},
if B′ = B1 \B2, where Δ1 ⊆ Δ2 is a hypothesis,
NFLΔ1 = {{(L,B1)}}, and NFLΔ2 = {{(L,B2)}}.

The following result justify the choice of the rule above.

Lemma 3. If Δ′ is a diagram obtained from a diagram Δ by application of
the rule to derive from hypotheses, then Δ ⊆ Δ′ is a consequence of the set of
hypotheses.
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We say that an inclusion between diagrams Δ ⊆ Δ′ is a derivable from a set
of inclusions between diagrams Σ, denoted by Σ � Δ ⊆ Δ′, when Δ′ can be
obtained from Δ by a finite number (zero or more) of applications of the rules
in Sections 4.1, 4.2, and 6.

Theorem 3. Let Δ ⊆ Δ′ be an inclusion and Σ be set of inclusions. Then
Σ � Δ ⊆ Δ′ iff Δ ⊆ Δ′ is a consequence of Σ.

Proof. The proof of the sufficiency follows by Lemmas 1, 2 and 3. To prove
the necessity, suppose Σ �� Δ ⊆ Δ′. Consider an enumeration Δ′

1 ⊆ Δ′′
1 , Δ

′
2 ⊆

Δ′′
2 , . . . , Δ

′
n ⊆ Δ′′

n, . . . of the hypotheses in Σ. Let Δ0, Δ1, . . . , Δn, . . . be a se-
quence of diagrams defined as follows. For Δ0, take NFLΔ, where L = VarΔ ∪
VarΔ′

1 ∪ VarΔ′′
1 . For each i > 0, Δi is obtained from Δi−1 by an application

of rule Hyp using the hypothesis Δ′
i ⊆ Δ′′

i . This can be done since Δi−1 is
in normal form w.r.t. VarΔi−1 ∪ VarΔ′

i ∪ VarΔ′′
i and any diagram obtained by

an application of Hyp to a diagram in normal form w.r.t. a set of variables is
also in normal form w.r.t. this set. To continue the proof, we need the following
constructions. Given the set of variables Var = {A1, A2, . . . , Ai, . . .}, a unitary
diagram d = (L,B), and a bullet b = sj1sj2 · · · sjm ∈ B, we define Cb as the set
of infinite sequences X1X2 · · ·Xn · · ·, where Xi = sjk , in case these is some jk
such that sjk = Ai or Ai, otherwise, Xi = Ai or Ai. Besides, we define CB as⋃{Cb : b ∈ B}. Now, taking B′ as the set of bullets of Δ′ and Bi as the set of
bullets of the Δi, i ∈ ω, we define the chain C as

CB0 \ CB′ ⊇ CB1 \ CB′ ⊇ · · · ⊇ CBn \ CB′ ⊇ · · ·

We have that
⋂
C �= ∅. Otherwise, it would be possible to derive NFLΔ

′, where
L = VarΔ′ ∪VarΔi, from Δi by applying Add bullets. But this is not possible,
since Σ �� Δ ⊆ Δ′. Hence, take some b ∈ ⋂

C and consider the modelM = (M, I)
such that M = {b} and IA = {b} if A ∈ b, otherwise IA = ∅. By construction,
we have that M verifies each hypothesis in Σ, that [[Δ]]M = [[Δ0]]M = {b}, and
that [[Δ′]]M = ∅. That is, Δ ⊆ Δ′ is not a consequence of Σ.

As a corollary, we have a strong form of the Finite Model Property: every
non-consequence of a set of hypotheses has a counter model whose domain is a
singleton set.

Corollary 2. Let Δ ⊆ Δ′ be an inclusion and Σ be set of inclusions such that
Σ �� Δ ⊆ Δ′. Then there is a model M = ({b}, I) verifying every inclusion in
Σ, whereas [[Δ]]M �⊆ [[Δ′]]M.

7 Conclusions and Perspectives

The work reported in this paper is clearly connected to two lines of develop-
ment in the study of diagrammatic logics. The first one, taken by S.-J. Shin, E.
Hammer, J. Howse, G. Stapleton — to mention just a few — explores the use of
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diagrams as propositions, and extends the Venn diagrams into a family of sys-
tems, presumably, up to expressive power of second order logic. In those papers
which are relevant to our discussion, these authors investigated the expressive
and proof powers of the systems considered, obtaining results similar to those
here presented, but that go far beyond what we made, due to the scope of the
systems to which their methods has already been applied. As a further research,
we intend to investigate the extension of our approach to diagrams considered
as terms to the other more expressive Venn diagrammatic logics, mainly spider
diagrams, concept and generalized concept diagrams.

The second line that we want to mention, taken by the authors of this paper
together with P.A.S. Veloso and S.R.M. Veloso, explores the use of diagrams as
terms, and uses oriented graphs having two distinguished nodes and arcs labelled
by variables to denote binary relations on a base set. In a serie of papers, we
extend a system fitted just to express properties lacking negation up to the power
of classical first order logic and, presumably, up to the power of intuitionistic
logic. The ideas used to investigate the expressive and proof powers of these
graphical systems are very similar to those we used to investigate Venn diagrams
as terms. As a further research, we intend to investigate the close relationship it
seems to exist between the Venn Diagrams presented here and those graphical
systems investigated by us elsewhere.

The main idea applied to the completeness proof we presented here, that of
putting the two diagrams in normal form and compare them, has a normal form
to the proofs as a corollary. But as a referee to this paper pointed out, it is
possible to establish some set theoretic identities without necessarily expressing
each side in its normal form. As a further work, we plan to take this suggestion
forward developing proof estrategies for set theoretic identities in our system,
that do not take this normal form in consideration.
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Diagrammatically Explaining Peircean Abduction
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Abstract. By using Euler diagrams, early Peircean abduction is ex-
plained as an inference based on the shrinkage of a class of properties;
this renders it dual to inductive inference, which is based on the en-
largement of a class of subjects. In fact, at a very general level these
inferences can be interpreted as (category-theoretic) dual constructions,
by representing them as commutative diagrams.

Keywords: abduction, induction, duality, Euler diagrams, commuta-
tive diagrams, category theory.

The question about how to characterize abduction, and its relation with induc-
tion, is a much debated one in philosophy and in Artificial Intelligence (cf. e.g. [1]
for a survey).

An inference schema which is often used to represent abduction (for exam-
ple in Abductive Logic Programming) is the following one, together with its
propositional version:

∀x (M(x)→ P (x))

P (s1)

M(s1)
AbdQ

M → P

P

M
Abd

On the other hand, the earliest definition of abduction given by Peirce [2]
(2.424–425, 2.511) involves multiple subjects and predicates, and – as argued
in [3] – characterizes abduction as the dual of induction; the resulting simplified
inference schemata (forgetting terms and quantifiers) are the following:

S1 ∨ · · · ∨ Sj →M

S1 → P

...

Sj → P

M → P
Ind∗

M → P1 ∧ · · · ∧ Pk

S → P1

...

S → Pk

S →M
Abd∗

T. Dwyer et al. (Eds.): Diagrams 2014, LNAI 8578, pp. 308–310, 2014.
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SS1 2

S

M P

(a) Induction

P P1 2

P

S M

(b) Abduction

Fig. 1. Euler diagrams for induction and abduction

Now, the inferences (AbdQ) and (Abd) are but limiting cases of (Abd∗), just
as single-case induction is a limiting case of (Ind∗).

Moreover, the schemata (Ind∗) and (Abd∗) are the dual of each other inas-
much as the first involves an increase in extension, while the second involves an
increase in comprehension;1 which, if we consider just extensional (set-theoreti-
cal) notions, respectively correspond to the enlargement of a (subject) class and
to the shrinkage of a (predicate) class, obtained by adding members to a union
or, respectively, to an intersection of classes. So induction and abduction can be
better represented as inferences between set-theoretical relations: simply replace
→,∨,∧ with ⊆,∪,∩.

The Euler diagrams depicted in Fig. 1(a) and in Fig. 1(b) (where the arrows
indicate the enlargement or shrinkage of the classes S or P ) help to understand
how the increment of the considered subjects or properties (predicates) increases
the degree of confirmation, or more generally the plausibility, of the two respec-
tive types of inferences, as explained in [3].

So, due to the multiplicity of predicate classes, (Abd∗) conveys a a more
general conception of abduction than the one represented by (AbdQ) and (Abd).
Moreover, due to the main property for which it is dual to induction, it better
accounts for a kind of reasoning which is typical, e.g., of clinical diagnosis, where
a single patient (subject) is checked for multiple medical signs (properties) in
order to circumscribe, that is to shrink, the class of possible diseases.

Now, (Ind∗) and (Abd∗) actually denote the same inference schema, if we take
for granted the shifting to contrapositives.2 This fact depends on the “extensional
flattening” assumed here: subjects and properties cannot simply be exchanged
by negation, for they have different roles in our inferential practices (indeed,
Peirce maintained an intensional conception of predicates).

That said, in order to characterize abduction in a very general way, even a
purely extensional one, another possibility is to consider the following commu-
tative diagrams, in which objects are members of the power set P(U) for some

1 Notice that Peirce uses the similar – but not equivalent – terms ‘breadth’ and ‘depth’:
cf. [2] (2.407 ff.).

2 In fact the contrapositive of (Abd∗), with the ¬P ’s and ¬M renamed as S’s and M ,
is classically equivalent just to (Ind∗); the same holds for the set-theoretical versions
of the two schemata, considering the complements w.r.t the universe of discourse.
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universe of discourse U , and arrows are inclusion functions (which map every
element to itself):

S1 ∪ S2 S2

S1 M

P

c

i2

t2

i1

t1

h

Induction

P1 ∩ P2 P2

P1 M

S

c∗

i2
∗

t2
∗

i1
∗

t1
∗

h∗

Abduction

The starred functions in the rightmost diagram are again inclusions (as we
have exchanged the S’s and P ’s), so that we get two dual constructions in the
same lattice (P(U),⊆), in which P1∩P2 and S1∪S2 are (in the category-theoretic
sense) a product and a coproduct. But only some subset of admissible tests, or
inclusions, is considered (e.g., one would test a raven for being black, but not a
non-black thing for being a non-raven); then, once such tests are fixed, induction
and abduction are identified each one by its peculiar (diagrammatic) “geometry”
(i.e., configuration of the arrows, with the appropriate orientations). Conversely,
once established the kind of inference under consideration, the classes involved
are to be regarded as subjects or as predicates in accordance to the “place” they
inhabit in either construction.

Finally, the various inclusion arrows have each a different epistemological sta-
tus: c and c∗ are constraints which have to hold empirically (the S’s are tested in
so far as they are M ’s, and the P ’s are verified in so far as they hold for M); all
the t’s are tests ; h and h∗ are hypotheses (typically, general the former, singular
the latter); while the i’s and i∗’s are just injections and projections.
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