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Foreword

It was about half a century ago when Mandelbrot first formulated a revolutionary
idea in the notion of fractals, and used it to describe irregular geometric objects
and physical phenomena in nature. The importance of this concept was immedi-
ately recognized in many disciplines such as physics, geosciences, and biological
sciences. In mathematics, it emerged as a new area named fractal geometry. Over
the years, rather complete theories on fractal dimensions, multifractals, and ran-
dom fractals have been developed; their connections with dynamical systems,
ergodic theory, and probability theory are apparent. In recent developments, the
close interplay of fractals with harmonic analysis, complex analysis, geometric
measure theory, graph theory, and algebra also enriches the area greatly.

In China, we share with the world the great enthusiasm in the development of
the area. In 2011-2012, we were grateful to have support from the Focused
Investment Scheme of the Chinese University of Hong Kong on a two-year special
program, Advances on Fractals. The program was intended to bring together
interested researchers from China and abroad to discuss and carry out fractal
research. There were seminars and lectures throughout, which culminated in the
International Conference on Advances of Fractals and Related Topics on
December 10-14, 2012. The conference was attended by 150 participants from all
over the world and 90 lectures were presented.

This monograph is the fruit of the conference. It contains 13 polished versions
of lectures from the conference, covering a wide range of current research
directions:

e dimension theory—multifractal analysis—geometric measure theory—har-
monic analysis and spectral analysis—analysis on metric spaces and heat
kernels.

They are in the form of a survey with sufficient introduction to the topics and
with selected proofs. We regret that we are not able to include many of the
interesting lectures because of the limited size of the monograph.



vi Foreword

Dimension theory is classical in fractal geometry. We have four articles on this
topic. The Marstrand’s projection theorem in the setup of Heisenberg groups is
being surveyed by Mattila. Another consideration is due to Rams and Simon on
fractal percolation and random self-similar sets. For self-similar sets of overlap-
ping IFS, Hochman provides a heuristic argument to illustrate his in-depth result
on the comparison of Hausdorff dimension and self-similar dimension. Also,
Shmerkin outlines his joint work with Feng on the self-affinity dimension and its
continuity on self-affine sets.

On multifractal analysis, Falconer extends a potential theoretic method and uses
it to estimate the L”-dimensions of self-affine measures, images of measures under
Brownian-type processes, and moments of random cascade measures. The random
cascade, introduced by Mandelbrot, is intended to give a simple tractable model to
turbulence and is an origin of multifractals. In his survey, Barral gives an expo-
sition of this theory as well as the recent development on branching random walks
and directed polymers on disordered trees. Fan, on the other hand, provides a study
of the multifractals from the point of view of ergodic average, especially on his
recent work on multiple ergodic averages.

On the geometric measure theory, Zihle reviews the fractal extension of the
curvature measures in classical convex geometry and differential geometry, and
investigates the stability problem on different approximations.

Self-similarity plays a special role in harmonic analysis. Dutkay and Jorgensen
give an operator theoretic approach to consider the affine function systems, and
build a Cantor-wavelet analysis as an application. In another direction, Dai, He,
and Lai review some of the recent development concerning the spectral problem of
self-similar measures, namely the existence of exponential orthonormal bases and
Fourier frames.

Analysis on metric spaces generalizes the analysis on manifolds, graphs, as well
as fractals. In this exciting topic, Kigami brings in the quasisymmetric classifi-
cation of metrics on self-similar sets, and applies this to estimate the quasicon-
formal dimension of the Sierpinski carpet. Grigor’yan, Hu, and Lau give an
expository survey on the heat kernel estimates on metric measure spaces, and the
new development on nonlocal Dirichlet forms. Furthermore, Grigor’yan and
Huang give a detailed discussion of a stochastic completeness criterion of a
nonlocal Dirichlet form based on volume growth.

We are grateful to Profs. Chi-Wai Leung, Sze-Man Ngai, Yan-Hui Qu, and
Ms. Annie Wong for their help in preparing the conference, and to the Department
of Mathematics of CUHK for providing the facilities and secretarial support.
Finally, we would like to thank the following organizations for their generous
financial support to the conference: CRS 701 of the German Research Council,
Hong Kong Pei Hua Education Foundation, K. C. Wong Education Foundation,
and the Hong Kong Mathematical Society.

De-Jun Feng
Ka-Sing Lau
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Mandelbrot Cascades and Related Topics

Julien Barral

Abstract This article is an extended version of the talk given by the author at
the conference “Advances in fractals and related topics”, in December 2012 at the
Chinese Hong-Kong University. It gathers recent advances in Mandelbrot cascades
theory and related topics, namely branching random walks, directed polymers on
disordered trees, multifractal analysis, and dynamical systems.

1 Introduction

In the late sixties, motivated by Kolmogorov’s work [Kol62] on turbulence in
which the “lognormal hypothesis” appeared, Mandelbrot introduced lognormal
multiplicative processes (see [Man72]) to build random measures obtained as limit of
martingales, and describing the distribution of the energy dissipation in intermittent
turbulence. As his model turned out to be too difficult to found and study in complete
rigor, Mandelbrot defined (not necessarily log-normal or conservative) multiplica-
tive cascades on homogeneous trees [Man74a, Man74b], now called Mandelbrot
cascades, to provide a mathematically easier to define and, a priori, tractable model
of turbulence. Some of his conjectures on the model behavior were then proved
by Kahane and Peyriére in [Kah74, Pey74, KP76], and some questions remained
open for a long time. In the eighties, Kahane developed multiplicative chaos theory
[Kah85, Kah87a] to give a completely rigorous framework to Mandelbrot origi-
nal lognormal multiplicative processes, and go beyond. This theory (which cov-
ers the case of Mandelbrot cascades) and its applications have been particularly
enriched by the regular introduction of new models of multiplicative cascades [BF05,
BIM10, BJM10a, BM02, BM03, BM04, BM04a, BM09, CRV13, Fan89, Fan97,
LRV00, Pey77, Pey79, RV10, WW69], and during the last five years by the rigorous
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2 J. Barral

connexion between lognormal multiplicative chaos and KPZ relations in quantum
gravity [BJRV13, BS09, DS11, KPZ98, RVO0S8] and the connexion between this
chaos and SLE curves [AJKS11, She00], as well as by fine renormalization results
for degenerate multiplicative chaos [AS14, BRV12, DRSV00a, DRSV00, JW11,
Mad00, Webl11] (the interested reader should consult the recent survey [RV13] on
lognormal multiplicative chaos for more details).

This paper focuses on Mandelbrot cascades, and aims at gathering recent advances
inits theory and related topics, namely branching random walks, directed polymers on
disordered trees, multifractal analysis, and dynamical systems (other surveys dealing
with Mandelbrot cascades, multiplicative chaos and applications are [BFP10, Fan04,
Kah91, Pey00]).

2 Mandelbrot Cascades

Consider the set @/ = {0,...,b — 1}, where b > 2. Set &/* = Un>0 /" where,
by convention, .27 is the singleton {¢} whose the only element is the empty word e.
If w € &/*, we denote by |w| the integer such that w € /™. If n > 1 and
w=w; - -w, € " then for 1 <k < n the word wy - - - wy is denoted by w|k. By
convention, w|0 = e.

Given v and w in /", v A w is defined to be the longest prefix common to both v
and w, i.e., v|ng, where ngp = sup{0 < k <n : vlk = wlk}.

Let o7 stand for the set of infinite sequences w = wjw; - - - of elements of 7.
Also, for x € @/* and n > 0, let x|n stand for the projection of x on 7",

If w € @7*, we consider the cylinder [w] consisting of infinite words in .27“
whose w is a prefix.

We index the closed b-adic subintervals of [0, 1] by .&7*: for w € &/*, we set

I, = Z wib ¥, z web k4 p~ vl

1<k<|w| I<k<|w|

Let W be a non negative random variable such that E(W) = 1 and (W(w))we’ o
a family of independent random variables, identically distributed with W. Denote by
(2, A, P) the probability space over which these random variables are defined.
Then the non negative martingale

Y, =b"" Z Ww|DHW(w]2)--- W(w|n) (2.1)
wea"

converges to a non negative random variable Y, and the sequence of Borel positive
measures ({4,),>1 defined on [0, 1] by
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pn(dx) = W(w|DW(w|2)--- W(w|n)dx ifx € I, we ", 2.2)

weakly converges to a non negative measure ;1 = pwy with total mass |ju|| = Y
almost surely. In the literature, the terminology Mandelbrot cascade, or Mandelbrot
martingale denotes the martingale (Y,,),>1 or the measure-valued sequence (ft,,),>1,
while p is called a Mandelbrot measure.

For each 0 < k < b — 1, substituting (W(kw))wed* to (W(w))we_gﬁ yields a
copy Y (k) of Y, so that the Y (k) are independent, and independent of (W (0), ..., W
(b — 1)). The statistical self-similarity of the construction is summarized in the
fundamental almost sure equation

b—1

Y =b"'> WY (k). (2.3)

k=0

Moreover, defining more generally

Vo) =b"" > Ww - v|DWw-v[2) - Ww-vln), (we ™),
vea/"

and Y(w) = lim,_ Y, (w), Y(w) is a copy of ||u| and one gets the following
multiplicative structure for the the mass of b-adic intervals:

i (Tw) = b1y, ) [T wwlj).

I<j<[w|

which leads

plhy) =bly@) ] wwlj), 24)

1<j<|w]

since b-adic numbers cannot be atoms of y (indeed, fixing xo € [0, 1], and, fore > 0,
fe anon negative function bounded by 1, with compact support in [xg — €, xo + €]
and taking the value 1 over [xg — €/2, xo + €/2], we have E(u({x0})) < E(u(fe)) <
liminf,_ o E(u,(fe)) < Leb(fe) < 2¢, where we used the martingale property of

(Hn)n=1)-
Finally, 1 possesses the statistical self-similar structure:

pr, = (07 TT w@ip)u® o fi' wes, @)

1<j<|w]

where f,, is the direct similitude mapping [0, 1] onto I,, and p*) is the copy of x
built from (W(w - v))yeors-

It turns out that p may vanish almost surely. This had been observed by
Mandelbrot, who considered the function
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0(@) = pw(g) =q —1—1log, E(W?) (¢ e Ry), (2.6)

and conjectured that P(u # 0) > 0 if and only if ¢’(17) > 0. It was Kahane who
proved this result in [Kah74, KP76] (this was also proved independently and a bit
later by Biggins [Big77] in the more general context of the branching random walk,
with a different approach; another approach is presented in [WW69]).

Theorem 1 One has P(u # 0) > 0 if and only if E(WlogW) < log(b), i.e.
<p/W(1_) > 0. Moreover, in this case, (Yy)u>1 is uniformly integrable: E(Y) = 1.

The necessity of ¢’ (17) > 0is easy to see, for otherwise since (1) = 0 one has
@(h) > 0 for h close to 17, so that

EY)) <b™E > WwD"Ww2)" - W) = p®

we"

tends to 0, and ¥ = 0 almost surely by applying Fatou’s lemma. The sufficiency
of ©/(17) > 0 is also quite direct if one assumes ¢(h) > —oo for some & > 1.
Indeed, in this case choosing / close enough to 17 yields w(h) < 0. Then, following
Kahane in [KP76], if we write ¥, = b~' 3220 W(k)Y,_1 (k) and take h € (1, 2],
then ¥} = (b 2026 W) Yo 1 (k)22 < b= (02 W (k) 2Y,_1 ())2, 50
E(Y") < b bE(WHEY" ) +b~"b(b— DHEW"2)2E(Y!/2)2 < beWETY! )+
b~"b(b — 1) since E(W) = E(Y,_1) = 1, and finally E(Y") < (1 — p*™M)~1p="p
(b — 1) after noting that E(Y’f_l) < E(Y,fl) by Jensen’s inequality. Thus (Yy,)n>1 is
bounded in L”, hence uniformly integrable. The sharp result is much more delicate.

When E(W log W) > log(b), i.e. ¢'(17) < 0, Mandelbrot naturally asked in
[Man74a] for the existence of a normalizing positive sequence (A,),>1 so that
(Yy/An)n>1 converges, at least in law, to some non degenerate random variable. He
observed that the convergence in law of Y, /A, to some random variable Z imposes
that A, 1/A, converges to a positive constant c, so that Z must satisfy the equation

b—1
7o %zm, (2.7)

k=0

where £ means equality in distribution, the Z(k) are independent, identically
distributed with Z, and independent of (W (0), ..., W(b — 1)).

The non trivial solutions of this equation and its generalization to the
branching random walk context, also called fixed points of the smoothing trans-
formation, have been studied intensively, starting with the fundamental paper
[DL83] by Durrett and Liggett (their motivation came from interacting particle sys-
tems) and followed by regular notable advances. We will see (Sect. 3.1) that its
general solutions are natural combinations of stable laws and the laws of random
variables of the same nature as || x|, or combinations of stable laws and the laws of
the total mass of critical Mandelbrot measures. These solutions have counterparts in
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terms of statistically self-similar measures, namely derivatives of stable Lévy sub-
ordinators in Mandelbrot time, or critical Mandelbrot time. These statistically self-
similar measures, as well as Mandelbrot and critical Mandelbrot measures provide
fundamental illustrations of the multifractal formalism, a notion that was pointed out
by Frisch and Parisi to provide a fine geometric description of the energy dissipation
in intermittent turbulence, with Mandelbrot measures as main illustration [FP88].
This will be explained in Sect. 5, where we present recent progress in the multifrac-
tal analysis of these objects, as well as in the control of the modulus of continuity of
Mandelbrot and critical Mandelbrot measures. These moduli of continuity controls
are partly based on the remarkable advances achieved in the solution to the original
normalization question (see Sect. 3.2). It turns out that combining these renormal-
ization results with fixed points of the smoothing transformation theory yields, in
the case of a second order phase transition, a precise description of the asymptotic
behavior of the partition functions and the limiting laws of Gibbs measures associated
with polymers on disordered trees expressed in terms of the statistically self-similar
measures mentioned above (Sect. 4).

In fact, in his notes on multiplicative cascades [Man74a], Mandelbrot starts by
raising the following general problem: assume only that W is a random variable
taking values in R, and consider the sequence of functions

Fu(x) = Fwa(x) = / Qn(u)du, (2.8)
0

where Q,(x) = Ww|DHW(w|2)--- W(w|n)dx if x € I,, w € &/"; under which
condition does there exist a normalizing sequence (A,),>1 such that F, (x)/A, con-
verges in law, or in a stronger sense?

We will give some results in this direction in Sect. 6. In Sect. 7 we explain
how Mandelbrot cascades define a natural dynamical system on fixed points of the
smoothing transformation with finite expectation, to which is associated a functional
CTL whose limit process is obtained as the limit of an additive cascade on o7*.

Finally, let us mention that a lot of results presented in this paper are not specific
to multiplicative cascades on regular trees, and have extensions in the context of
branching random walks on Galton-Watson trees. Also, while we consider measures
on the interval [0, 1], the results of Sect. 5 can be extended to Mandelbrot measures
on [0, l]d (d = 2). The only difference in that one must use a different way to define
the Lévy-Mandelbrot measures defined in Sect. 3.1.2; the procedure is explained in
[BJRV13, BRV12].

In Sects. 3-5, to simplify the discussion we assume that W > 0 and the probability
distribution of log(W) is non lattice.
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3 Fixed Points of the Smoothing Transformation and Associated
Statistically Self-similar Measures; Renormalization
of Mandelbrot Cascades

This section gathers old and new information related to the solutions of the functional
equation pointed out by Mandelbrot in connexion with the renormalization of the
martingale (¥;),>1 when ¢'(1) < 0.

3.1 Fixed Points of the Smoothing Transformation

If Z is a non negative random variable, denote by ¢z the Laplace transform of its
probability distribution.

Consider the positive random variable W and do not assume a priori that
E(W) = 1. Then consider the equation

b—1

ZEp' D WHZK), 3.1

k=0

where the random variables W (k), 0 < k < b — 1, are independent copies of W, the
random variables Z (k) are independent copies of the non negative random variable
Z,and (W(0), ..., Wb —1))and (Z(0), ..., Z(b— 1)) are independent. If Z is not
identically equal to O, then it is easily deduced from (3.1) that in fact Z is positive
almost surely; moreover any positive multiple of Z satisfies (3.1).

In terms of Laplace transform, (3.1) means

bz = (E(bz (b~ tW)))”, (3.2)

so that ¢z is a fixed point of the smoothing transformation Ty defined on the space
of Laplace transforms of probability distributions on R as

Tw(9) = (E(p(b~"tW)))P.

As indicated in the previous section, non trivial solutions of Eq. (3.1) have been
studied intensively [DL83, Gui90, BK97, Liu98, Liu00, Liu01, BK04, BKOS5,
AMI12, ABM12] (see also [AM13] for the study of non necessarily positive solutions,
still with W > 0).

Let ¢ be defined as in Sect.5.1.3.

Theorem 2 Equation (3.1) (or equivalently (3.2)) has a non trivial solution if and
only if there exists o € (0, 1] such that ow () = 0 and go/W (a™) = 0. Moreover, if

. . di
Z1 and Z are two such solutions, there exists ¢ > 0 such that Z = cZ>.



Mandelbrot Cascades and Related Topics 7

This was proved by Durrett and Liggett under the assumption ¢(1 + €¢) > —o0
for some € > 0. This assumption has been removed thanks to recent advances due
to Alsmeyer, Biggins, Kyprianou and Meiners works in [ABM12, AM12, BK04,
BKO5]. We do not try to outline the extremely involved proof of this result; we just
mention that renewal theory and fluctuation theory of random walks on R play a
central role here.

It turns out that assuming that ¢”(a™) > —oo whenever ¢’'(a~) = 0 simplifies
the description of the solutions. This is what we will do in the next subsections.

3.1.1 Special Solutions from Mandelbrot and Critical
Mandelbrot Cascades When a = 1

Forg e Ry andn > 1 set

Yy =b"DO"0 " W (w[HIWw|2) - Wwln)?,
we"
and
s dY.,
n — dq

g=1"

Notice that if p(1) = 0, i.e. E(W) = 1, then Y1, = Y, (see (2.1)). If, moreover,
@' (1) = 0, we are in the critical case of degeneracy of Mandelbrot cascades, and Y,
takes the form

Yy =— Z bW (wHW (w[2) --- W(wn) log(d™" W (w| )W (w[2) - - - W(w]n));
wea"

in this case it is a martingale with respect to (c(W(w) : w € g5 1<k < n))p>1
and it is called derivative martingale.

The following result gathers information about the non trivial solutions of (3.1)
when (1) = 0 and /(1) < 0.

Theorem 3 Assume that p(1) = 0.

(1) Suppose that ©'(17) > 0. Let Y be the almost sure limit of (Y,)n>1 given by
Theorem 1.

(a) Forq > 1 one has E(Y?) < oo if and only if p(q) > 0;

(b) If p(qo) = 0 and ©'(qo) > —o0 for some gy > 1 (such a qq is necessar-
ily unique due to the concavity of @), one has P(Y > x) ~o Ax~9° for
some A > 0. (c) For g < 0, p(q/b) > —oo implies EY?) < oo for all
q' € (q,0), and E(Y?) < oo implies p(q/b) > —oc.

o . . . lis
Moreover, any non trivial solution Z of (3.1) satisfies Z = cY for some ¢ > 0.
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(2) Suppose that ©'(17) = 0 and ©"(17) > —o0. Then (?n)nzl is a martingale
which converges almost surely to a positive random variable Y satisfying the
following properties:

(a) forqg > 0one has E(Y)? < ocoifand only ifg < 1;

(b) ¢y(t) ~o+ 1 —ctlog(1/t) for some ¢ > 0;

(c) if p(1 +¢€) > —o0 for some € > 0, P(Y > x) Ax_lfor some A > 0.

(d) Forq < 0, p(q/b) > —oo implies E(Y?) < oofor all ¢' € (q,0), and
E(Y?) < oo implies p(q/b) > —o0.

.. . . di g
Moreover, any non trivial solution Z of (3.1) satisfies Z = cY for some ¢ > 0.

Under the assumption that ¢(1 + €) > —oo for some € > 0, Durrett and Liggett
showed that when (1) = 0and ¢’ (17) = 0, Eq. (3.2) possesses non trivial solutions
satisfying ¢(¢) ~o+ 1 — ct log(1/t) for some ¢ > 0, and unique up to a scaling fac-
tor in their argument. Then Liu [Liu98] used this behavior of ¢ at 07 to identify the
solutions as the Laplace transform of Y by proving that Y, converges to a non trivial
limit (the point is that for any fixed r > 0, [ [, c..yn @CW (w|DHW (w|2) - - - W(w]|n))
is a bounded non negative martingale with expectation in (0, 1), which is asymptot-
ically equivalent to e ~"Y»). The weaker condition used in Theorem 3 is established
in [BK04, BKO5].

The necessary and sufficient condition for the finitness of moments of order greater
than 1 when ¢'(1) > O (conjectured in [Man74a]) was established by Kahane
in [Kah74, KP76] by generalizing the argument presented just after Theorem 1.
The right tail behaviors of solutions when ¢'(1) > 0 and ¢'(1) = 0 are due
Guivarc’h [Gui90] (conjectured in [Man74a]) and Buraczewski [Bur09] respectively.
The proofs strongly rely on random difference equations and renewal theories.

The result on moments of negative orders is first established in [Kah91] (see also
[Liu0O1, Mol96]). Its proof consists in estimating from (3.2) the asymptotic behavior
of ¢y or ¢y at oo.

Associated statistically self-similar measures Under the assumptions of
Theorem 3(1), we already now the Mandelbrot measure .
Under the assumptions of Theorem 3(2), defining

Yn(w) _ Z W(w - v|l) b,, W(w - v|n) log W(w - v|l) bn W(w - vin) (w € %)
ve "
and Y (w) = lim,_ o0 Y, (w), Y (w) is a copy of ||| and
v(w) =b""Yw [ wwlj, (3.3)

1<j<lw|

defines almost surely a measure on <7*. One can show (see [Bar00]) v-amost every
t € &% is normal, so that 7 has no atom in the set of infinite branches of .&7“
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encoding b-adic numbers of [0, 1]. Thus v naturally projects on [0, 1] to a measure
I = w, called critical Mandelbrot measure, such that for any w € </*,

i, = (67 TT Wawlh)i® o fy! wea™. G4

I<j<|w]|

where 71(*) is the copy of 1z built from (W (w - v))yex-

3.1.2 General Form of the Solutions

Theorem 4 Assume that p(«) = 0 and ' (a~) > 0 for some o € (0, 1] (this « is
then unique by concavity of ). Let L, be a stable Lévy subordinator of index « if
a € (0, 1) and the identity map of Ry if a = 1. Assume that L., is independent of
(W(W))yea=. Let Wo = W /E(W®).

(1) Suppose that o' (™) > 0. Then W,, satisfies the assumptions of Theorem 3(1).
Let Y, be the limit of the associated Mandelbrot cascade built from (W, (W)) ye.cr+-
Any non trivial solution Z of (3.1) satisfies Z & cL(Y,) for some ¢ > 0. More-
over, o7 (1) ~o+ 1 — 't* for some ¢’ > 0.

(2) Suppose that ¢'(a™) = 0 and " (o) > —oc. Then W,, satisfies the assump-
tions of Theorem 3(2). Let Y, be the limit of the associated derivative mar-
tingale built from (Wo(w)) e+ Any non trivial solution Z of (3.1) satisfies
A cLa(?a)for some ¢ > 0. Moreover, ¢z (t) ~og+ 1 —c't*log(1/1) for some
¢ >0.

Durrett and Liggett obtained the same sets of solutions under the stronger assump-
tion mentioned above, and the sharp result, without the assumption ¢” (a™) > —o0
when ¢’ (a~) = 0, is obtained in [AB~M12]. Notice that checking that cL,(Y,) is
solution of (3.1) in case (1) and c¢L(Y,,) is solution of (3.1) in case (2) is a simple
exercise using that ¢y () = e~ for some v > 0.

Associated statistically self-similar measures Denote by 4 and i the Mandelbrot
measure and critical Mandelbrot measure considered at the end of Sect. 3.1.1. Let
a € (0, 1) and L, an a-stable Lévy subordinator independent of (W (w)),,c.cy+. Then
let u® (resp. 1) be the positive measure obtained as the derivative of L, (1([0, -]))
(resp. Lo (1e([0, -1))). Letus also call u® a Lévy-Mandelbrot measure and u® a critical
Lévy-Mandelbrot measure. These measures are statistically self-similar in the sense
that we have for any w € &/*

ist — . l/a — *
@, E (7 TT walp) "ot wes, (33

1<j<|w|

where 1) is a copy of 1 independent of Hl<i<|w| W (w|j), and the same holds
for fiq. o
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In the context of Theorem 4, (3.5) reads

o 2 (07 TT Wanlp)ug™ o £t e o),

I=j<[w]|

which is similar to (2.5) and (3.4).

3.2 Renormalization of Mandelbrot Cascades

We now suppose that (1) = 0 and ¢'(17) < 0 and come to the existence of a
sequence (A;)n>1 such that Y, /A, converges in law to a non trivial limit. When
log W is Gaussian, the solution to this question has been conjectured by Derrida and
Spohn [DS88] in the context of directed polymers on disordered trees and rigor-
ously established recently by Webb [Webl1], while in the general result presented
below, the first part has been obtained by Aidekon and Shi [AS14], and the second
one combines a convergence in law result obtained by Madaule [Mad00] with an
identification of the limiting law using Theorem 4.

Theorem 5
(1) Suppose that (1) = 0, ¢'(17) = 0 and ¢"(17) > —o0. Then (\/n Yy)n>1
2
S i bability t Y.
converges in probability to 7 0)

(2) Suppose that (1) = 0 and ©'(17) < 0. Let o be the unique solution of
o' (@) = p(a)/a in (0, 1). The random variable W, = W*/E(W®) satisfies
the assumptions of Theorem 4(2). Let Y, be the associated limit of the derivative
martingale built from (Wa(W)) e+

The sequence ((n3/2p"(P(@—a))l/a Yn)n=1 converges in law to La(?a), where
L, is a stable Lévy subordinator of index o independent of Y,,.

Theorem 5(2) is a special case of a more general renormalization results for Y,
when one assumes only that W > 0 and there exists o € (0, 1) such that ¢/(a) =
p(a)/a (see Sect. 4.2).

The limiting law of 1, /A, is described in the next section.

4 Directed Polymers on .7 *: Partition Functions,
Free Energies and Gibbs Measures

Here we consider the random variables (W (w)),,c..7+ of the previous sections and
we only assume that W > 0. If we define the potential V = log(b) — log W and
set V(w) = log(b) — log W(w) (w € &/*), in the setting of [DS88] the branching
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random walk H (w) = V(w|1) + --- + V(w|n), w € &/, defines foreachn > 1 a
polymer on the tree 7" in the random medium (V(w))yey,.,., o by associating
the energy H (w) to each path of length n; moreover, this model possesses logarithmic
correlations.

Then, of first importance is the asymptotic behavior, as n tends to oo, of thermo-
dynamical objects such as the partition function

Z,® = MW (3=0),

we/"

the free energy

log Z, ()

Pn(ﬂ) = l’l]Og(b) ,

and the Gibbs measures defined on [0, 1] by

o~ PHW)
Zn(B)

where (3 stands for the inverse of the temperature.

Writing e PHW) — (p="W (w]|1) - -- W(w|n))? shows the direct connexion with
Mandelbrot cascades.

The understanding of these asymptotic behaviors has made enormous progress in
the recent years. We still define ¢(/3) as in Sect.5.1.3.

Four different situations can occur; they are described in the Sects. 4.1-4.4 and
depend on the behavior of ¢ at

vgn(dx) =b7" dx ifxel,andw e &",

Be = sup{f > 0: " (B7)B — ¢(B) > 0},

with the convention sup(¥) = 0.
For 3 > 0 and n > 1, we denote by 13 , the measure defined by (2.2) when the
weight W is taken equal to

w/

= W 4.1)

W3

Notice that by construction we have

Zn(P)

lpnll = EZ,3)

and @Wﬁ(l_) = (BB — ().

Section 4.5 presents a unified result for the free energy behavior.
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4.1 No Phase Transition: B, = +00

Theorem 6 With probability 1, for all B € [0, Bc), (4g,n)n=1 weakly converges to
a non degenerate Mandelbrot measure [i3.

Zn(B)
E(Z,(5))

Sfunction —p(-) uniformly on compact subintervals of [0, 3;), and (Vg n)n>1 weakly

Consequently, ( ) | converges to || ugll, P, (-) converges to the analytic
n=

converges to asn — oQ.

sl

That the result holds for each fixed 8 almost surely essentially follows from
Theorem 1 applied when W is taken equal to Wg. The uniform version of this
result essentially follows from [Big92] and [Bar00]. Biggins considers in [Big92] the

n
E(Z,(8))
of {B: ¢ (B7)B — w(B) > 0}. He proves the almost sure uniform convergence of
these extensions on a common domain U of C by combining Cauchy’s formula with
the fact that, for each compact subset of U, %;,(z) — %,—1(z) converges uniformly
exponentially to 0 in L? for some p > 1. It remains to prove that almost surely, for
all 8 such that ' (67)6 — ¢(B) > 0, we have lim,_ oo %,(3) > 0; this is done in
[Bar00] (Fig.1).

analytic extensions of the mappings %, : 3 inacomplex neighborhood

4.2 Second Order Phase Transition: 3. € (0, o0)
and gy (17) = ¢'(B7)Bc — ¢(Bo) = 0

This situation is illustrated by the case where the potential V is Gaussian (Fig.2).

Theorem 7

(1) The same conclusions as in Theorem 6 hold over [0, 3.).

(2) Suppose that E(Wﬁ”| 10g(W)|2) < 00, Le. @’év‘a‘(l_) > —oo0. Let [ig, be the
critical Mandelbrot measure built from (Wg, (w))yew+ in Sect. 3.1.1. Then

Z ~
(«/ﬁ%) 1 converges in probability to c||jig, || for some explicitc > 0,
nPc))/ nz _
M3,

and (vg, n)n>1 weakly converges in probability to i asn — oo.
- Mﬁ(:

(3) Suppose that E(Wﬁ"| 10g(W)|3) < oo. For B > (., let ﬁﬂi be the critical
Lévy-Mandelbrot measure built from [ig. and a stable Lévy subordinator of

index 3./ in Sect. 3.1.2.
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@ (s) , ® s
<p(ﬁc)ﬂ//
# (85
0 / 3 0 /1 ; 8
—1 —1
© o(p) @ o (5)

Fig. 1 The four possible behaviors of ¢ (by design, when 5. > 0, we make the pictures with
©(1) = 0and ¢'(1) > 0 to link these behaviors with multifractal analysis of Mandelbrot measures
in Sect. 5). a No phase transition. b Second order phase transition. ¢ First order phase transition.
d The degenerate case

30 Zy(B) o
Then, for all 8 > [, (n2 Pe —,) 1 weakly converges in distribu-
- >
B (E(Z,(Bc))) % "=
tion to c||ﬁg | for some ¢ > 0, and (v3,,)n>1 weakly converges in distribution

Be Be
~0 =0
10 g /||ugr || as n — oo.
(4) P, (-) converges almost surely, uniformly over the compact subsets of R4 to

—(B) if0 < <p,

PO 1B =~ 19> 5.

Thus P is analytic except at (3. where it is differentiable with a discontinuity of
its second derivative, hence it presents a second order phase transition at [3.

Part (1) is obtained in a similar way as in the previous case.
For parts (2) and (3), the convergences of the renormalized partition functions
are established in [Web11] for the log-normal case (with convergence in law for the
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@ pg) ®) p )
1
\ :
: N
1
04— 1 i g
v -9 (B7)8
+o0
1 Be
0 ::C\*\\\ =) g 0 B
N

Fig.2 The corresponding pressure function. a No phase transition. b Second order phase transition.
¢ First order phase transition. d The degenerate case

part (2)), and [AS14] and [MadO00] for part (2) and (3) respectively. The identification
of the limit in case (3) follows easily from (2.7) and Theorem 4.

In part (3), the exponent % is reminiscent from the asymptotic behavior of M,, =
min{S. H(w) — np(G.) : w € «/"}, for which one has, due to [Webl11] for the
log-normal case, and [Aid13] for the general case.

Theorem 8 Suppose that E(WP| log(W)|?) < oo. Then, there exists ¢ > 0 such
that for all x € R,

lim P(M, > 2 + x) = E(ec¢ IFncly,
n—o00 2

The asymptotic behavior of the Gibbs measures reflects the fact that when the
temperature 1/ becomes lower than 1/, the systems is in its glassy phase: asymp-
totically with n, the energy concentrates around a few local minima of H (x|n), a phe-
nomenon amplified as /3 tends to co, and also called freezing transition (see [CDO1]).

It is out of our scope to describe the techniques developed in [Aid13, AS14,
Mad00, Web11]. The convergence of the Gibbs measures in case (2) and (3) requires
additional arguments provided in [JW11] for the case § = (., and in [BRV12]

for 8 > fc.
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Regarding point (4), this result or its analogue for Mandelbrot measures, has
been obtained by several authors [CK92, Fra95, HW92, Mol96, OW00, WW13].
Due to (1), only the case § > (. must be considered. Due to the convexity of the
functions Py, it is quite direct that liminf, . P,(8) > —¢'(58.)06 for 8 > .
Moreover, for 3 > f, if 0 < 3 < f3., we have Z,(3) = > cyme PHW =
D e (e PHWNBIB < 7 (305 Consequently, since P,(3") converges to

—p(f), we get limsup,_, o, P,(0) < %(—cp(ﬂ’)). Letting 5’ tend to G, yields
the result.

4.3 First Order Phase Transition: 3. € (0, 00)
and gy, (17) = ¢'(B7)8: — ¢(Be) > 0

Notice that in this case one necessarily has ¢(3) = —oo for § > (.. Also, the
measures [, , weakly converge almost surely to the non degenerate Mandelbrot
measure (1,, for which Theorem 1 is optimal in the sense that pw, (3) = —oo for
B > 1, hence in this case (||¢g,,n|l)n>1 is not bounded in any L9, g > 1.

We have the following result.

Theorem 9

(1) The same conclusions as in Theorem 6 hold over [0, (3.].
(2) With probability 1, P,(-) converges almost surely, uniformly over the compact
subsets of Ry to

_50(5) lfo f ﬁ f ﬁc:
P(B) =1 —»(B "B i
@) %;Wg>_gp<ﬂc>ﬂ if8 > Be

Thus P is analytic except at 3, where it is continuous and not differentiable,
hence it presents a first order phase transition at 3.

Remark 1 The expression of P shows that the concave Legendre-Fenchel transform
of —P, i.e. the mapping @ € R — inf{af + P(8) : B > 0} is non negative at
a = w(B.)/ .. This proves that |5, H (w) — ne(3.)| behaves sub-linearly at some
w € /", like in the case of the previous section.

Consequently, this raises the following questions: does min{3, H (w) — np(5;) —
sp © w € &/"} converge in law for some sub-linear sequence (s;,),>1? If so, is there
a freezing phenomenon like in the previous case?

%)Pl weakly con-
. (E(Zy(Bo) "

verges in distribution to c||u ﬁz || for some ¢ > 0, and (v ,),>1 weakly converges in

5
Then, one can wondering if for 3 > g, (e B 5n
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ii(- i( %
distribution to 5. / ||u 3, || as n — oo, where u is the Lévy-Mandelbrot measure
built from p5, and a stable Lévy subordinator of index B¢/ in Sect. 3.1.2.

The upper bound for limsup,,_, o, P.(5) over (5., 0o) is obtained like in the
previous case. The lower bound for liminf,_, o, P,(3) is more involved. It was
obtained by Molchan in [Mol96] only along a deterministic subsequence. However,
we believe that Molchan’s approach can give the convergence along the whole
sequence. Anyway, in [AB14], an alternative approach gives the result in connection
with the multifractal analysis of H (w) (see Sect. 5.1.3).

4.4 The Degenerate Case: 3. = 0, i.e. o = —o0 Over R%.

In this case, we have:
Theorem 10 With probability 1, P, converges pointwise to —p as n — oQ.

This convergence result is shown in [Mo0l96] along a deterministic subsequence,
and in this form in [AB14].

Remark 2 One can wonder if there is a precise superexponential speed of divergence
of Z,(3) to oo when § > 0.

4.5 A Uniform Point of View for the Free Energy

We can deduce from the previous results the following synthetic presentation:

Theorem 11 With probability 1, lim,—c P,(8) = Binf{—p(8)/8 : [/ €
0, B1} = inf{—w(03)/0 : 8 € (0, 1]} for all 3 > 0.

5 Fine Geometric Properties of Statistically Self-similar
Measures

This section presents recent results about the modulus of continuity of Mandelbrot
and critical Mandelbrot measures, as well as recent progress in their multifractal
analysis, with consequences for the multifractal analysis of their discrete companions,
i.e. Lévy-Mandelbrot and critical Lévy-Mandelbrot measures. We also give results
about the dimension of these measures. Finally, we say a word about KPZ formula.
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5.1 Dimension, Modulus of Continuity, and Multifractal Analysis
of Mandelbrot and Critical Mandelbrot Measures

Here we suppose that E(W) = 1.

5.1.1 Dimension

Recall that a positive and finite Borel measure v on [0, 1] is said to be exact
dimensional with dimension D if lim, _, o+ log(u(B(x,r)) _ D, v-almost everywhere,

log(r)
or equivalently lim,,_, o, % = D, v-almost everywhere, where I,,(x) stands

for the closure of the semi-open to the right b-adic interval of generationx which
contains x when x € [0, 1) and [1 — 7", 1] if x = 1.

Theorem 12

(1) Suppose that o' (17) > 0. Then the Mandelbrot measure 11 is exact dimentional
with dimension @' (17); in particular it is continuous.
If. moreover, E(W|log W|3) < oo and —¢"(17) > 0 (i.e. W & 1), then for
p-almost every x we have

lim iogf(resp. lim sup) Log(uln(x))) + nlog(b)p’(17) = —1(resp. —1).

n—oo /21og(b)(—¢" (17))nloglog(n)

(2) Suppose that o' (17) = 0 and ¢""(17) > —o0. Then the critical Mandelbrot
measure [i is exact dimensional with dimension 0. If, moreover, p(1 4+¢€) > —o0
for some € > 0, then 1 is continuous.

Also, if log(W) is Gaussian, for fi-almost every x, for all « > 1/3 and k € N,
for n large enough, we have

exp (—\/6 log(b)y/n (logn + aloglog n)) < i(I,(x)) < n~k. (5.1)

For part (1), the fact that p is exact dimensional, conjectured in [Man74b], was
proved by Peyriere in [KP76, Pey74] under the assumption E(Y log™(Y)) < oo,
which is shown to be equivalent to ¢”(1) > —oo in [Big79]. In [Kah87], Kahane
used a powerful percolation argument combined with Theorem 1 to eliminate the
assumption E(Y log™ (Y)) < oc.

The law of the iterated logarithm is stated in [Liu00] assuming E(W | log W1?) < 0.
To get such a law, consider the now called “Peyriére measure” Q introduced in
[Pey74] and defined on (2 x [0, 1], A ® B([0, 1])) by
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Q4) = E / L, ) p(dn) | |
0,1]

so that “Q-almost everywhere” means “almost surely, p-almost everywhere”. Its
proof first uses the standard law of the iterated logarithm applied to the sequence of
centered i.i.d. random variables log(W (x|k)) —log(b) +1og(b)’(17) with variance
1 2kt log(W (x[k))—log(b)+log(b)¢” (17) _
A/21og(b) (=" (17))n log log(n)
However the control of Y (x|n) as o(y/nloglog(n)) has a gap in [Liu00]. Assuming
E(W|log W|?) < oo, we know from [Big79] that E(Y log(Y)?) < oo. Then, for
€ > 0, a calculation yields

—log(b)¢'(17) with respect to Q, to contro

Q({l1og Y (x})| = vne)) = Q ((¥ (xl) = V™)) + @ ({¥ (xln) < &™)

(¥ Hymm) +E (¥ 1y )

E
<E (Y ' I{Yzeﬁe}) +emV

Applying the elementary inequality > . 1 x=yn =X 2 we get

> oz Y i)l = Vae)) < DB (21 iy ) + e

n>1 n>1 n>1

—F 2-21{M>ﬁ} + > eV
n>1 € n>1
< ¢ PE(Z(log 2)%) + D e V™ < 0.

n>1

Then the Borel-Cantelli lemma yields |log Y (x|n)| = o(/n), p-almost everywhere.

For part (2), the fact that 1z is exact dimensional with dimension 0 is established
in [Bar00] using large deviations estimates to prove that > _; i({x : i(I,(x)) <
b7} < oo for all € > 0. This is refined in [BKNSW14a], u§ing Theorem 3(2, 3),
to get the lower bound in (5.1) (this bound is easy to extend to general distributions
for W). The fact that p is atomless under the assumption ¢(1 + €) > —oo for some
€ > 0 is also established in [BKNSW14a]; this exploits Theorems 3(2, 3) and 5(1)
to prove that n7 max,,cn 1(Iy) converge to O in probability as n — oo for all
~ € [0, 1/2). The upper bound in (5.1) is more involved than the lower one; we refer
to [BKNSW 14a] for the details of (5.1).

Remark 3 The bounds (5.1) are not completely satisfactory since we do not know
whether they are sharp or not; in fact, we believe that at least the second one is not
sharp, and also that the order of magnitude of the sharp upper bound should differ
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from that of the lower bound and reflect the fluctuations of random walks conditioned
to stay positive.

5.1.2 Modulus of Continuity

At first we notice that if x is a non degenerate Mandelbrot measure then 3. > 1 and
Be > 1if WW; (17) = 0, and if p is a critical Mandelbrot measure, then 3. = 1,
where [, is defined in Sect. 4.

Also, it is important to have in mind that for either of these measures, the smallest
pointwise Holder exponent is ¢(5.)/0, which equals ¢'(3,) if ('OWJ 1) =0
(see Sect. 5.1.3). It is natural to complete this information by estimating the modulus
of continuity of these measures.

Theorem 13

(1) Assume that ©'(1) > 0, cp’Wd‘(l’) = 0, and there exists 3 > (3. such that
p(B) > —o0.
With probability 1, for all v € (0, 1/2), there exists C > 0 such that for all
subintervals I C [0, 1], the Mandelbrot measure |1 satisfies

1 7'7//35
w(l) < C|1|P B b (log (1 + m)) ) (5.2)

(2) Assume that p(—f) > —oo and p(1 + 3) > —oo for some § > 0, as well as
¢'(1) =0.
With probability 1, for all v € (0, 1/2), there exists C > 0 such that for all
subintervals I C [0, 1], the critical Mandelbrot measure Ji satisfies

1 -
w(l) <C (log( m)) . (5.3)

Moreover, one cannot take v > 1/2 in the above statement.

This result is proved in [BKNSW14a].

For (1), one needs that E(Y?) < oo for some 3 > 3, to use the fact that i(x) =
P(Y > x) < cx 7 for such a 3; this is the case by Theorem 3(1) since ¢(3.) > 0
and our assumption imply () > 0 near 3. This is combined in a non obvious

38 0
way with the upper bound for ]E( (n7 Be L),) ) provided for 8 € (0, 1) in
. (E(Zn (B))) e
[Mad00] (and used here with 8 = 3./() to prove that

el _ o
IP’( max {p(ly)} = 27" 2 n i) = E( H a- h(eﬁcH(w)*nw(ﬁc)nfw»)
wed/"
< C.n(1-00-3/2)
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forall € > 0 and y € (0, 3/2). This yields (5.2).

Similarly, the upper bound for IE((n 2Z,(1))?) provided for 6 € (0, 1) in [HS09]
is combined with the information P(Y > x) < cx~! provided by Theorem 3(2, 3)
to prove that P(max,c o u(ly) = nY) < Cnl=90~=1/2) for all € > 0 and
v € (0, 1/2). This yields (5.3). The fact that one cannot take v > 1/2 in (5.3) is
proved by using Theorems 5(1) and 8, as well as the information IP’(? >x)>c/x7!
(x > 1) provided by Theorem 3(2, 3) to obtain that P(max,,c o« (ly) < n~7) tends
to O forall v > 1/2.

Remark 4

(1) Itis not known if the choice v < 1/2 in (5.2) can be improved.

(2) Property (5.3) is extended to critical lognormal multiplicative chaos measures
in [BKNSW14+].

(3) Theorem 13 only deals with the second order phase transition case (in the frame of
Sect. 4). To get similar results in the first order phase transition case is desirable.
This is related to Remark 1.

5.1.3 Multifractal Analysis

Recall that given a positive Borel measure v supported on [0, 1], its multifractal
analysis consists in computing the Hausdorff dimension, denoted dim, of the level
sets of the pointwise Holder exponent of v, namely the sets

E) = {xel0. 11190 =7} (= 0),

where

(Z/ x) — hm nf w
-0t log(r)

The L9-spectrum of v is defined as

log sup { > w(B(xi, r))q}
:q € R+ liminf , 5.4)

r—0+ log(r)

where the supremum is taken over all the centered packing of [0, 1] by closed balls
of radius r. Define also

1g € R liminf —— (b) log ;W (), (5.5)

Throughout, we adopt the convention that a set has a negative dimension if and only
if it is empty.
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One always has

dim E,(7) < 755 (7),

and one says that v obeys the multifractal formalism at v if dim E,(y) = 7,5 (7)
(see [O1s95)).
Let us naturally extend ¢ to the real line as

0(@) = pw(g) =g —1—log, E(W?) (q €R),

Given a function ¥ : R — R U {—o00}, define its concave Legendre-Fenchel
conjugate as

Y* iy e R inf{yg —1(q) : ¢ € R}.

Let

e*(y) if*(1) =0
fiv— [ ) .
—o00  otherwise
For non degenerate Mandelbrot measures and critical Mandelbrot measures, one
has the following result (for point (3) we refer the reader to appendix for the definition
of Hausdorff measures).

Theorem 14 Let v be the non degenerate Mandelbrot measure 1 if ¢’ (17) > 0, or
the critical Mandelbrot measure [ if ¢'(17) = 0 and ¢ (17) > —oo0.
Suppose that o(—€) > —oo for some € > 0. Then, with probability 1,

(1) 7,(0) = —1 and for all g € R*, 1,(q) = sup{p(0q)/0 : 0 € (0, 1]}. Moreover,
T, = f* f =7} andin (5.4), liminf can be replaced by lim.

(2) Forally > 0,dimE,(y) = 1:(y) = f(y).

(3) E,(7,(0)) is of full Lebesgue measure;
(0—o0 law) for all v > 0 such that dim 0 < 75 () < 1, for all gauge functions
9. we have HI(E, (7)) = oo if limsup, g+ log(g()/log(t) < 7(y) and
HI(E, (7)) = 0 otherwise.

4) Forn>1,veR; ande > 0 let

log p(1y)

_ =1 n .
f(n,v,e) =n""log, #{w ced": ' loa(h) log(b)

e[v—e,%te]}.

We have

forally >0, lim liminf f(n,~v,¢€) = lim+ limsup f(n,v,€) = f(7).
e—0

e—0t n—>0o0 n—00

Let us sketch the ideas of the proof of this result, and start with a remark.
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(b)
q

7 (h)

1
T'(17)

0 h

' (17)7'(0) 7'(g-)

Fig. 3 Multifractal nature of a Mandelbrot measure with a second order phase transition at g_
and a first order phase transition at g4 = 1, i.e. in the case where Theorem 1 is sharp. a The L4
spectrum of p. b Its Legendre transform

(@) T(0)  T(q)

Fig. 4 Multifractal nature of a Mandelbrot measure with a second phase transition at both g_ and
g+ This situation occurs when W is lognormal. a The L¢ spectrum of x. b Its Legendre transform

Remark 5

ey

2

It turns out that 7,, = 7, so according to Part(1), 7,,(¢) is on R the opposite of
the free energy P(q) of the directed polymer associated with H (w) defined in
Sect. 4, and on R_, 7,,(g) is the opposite of P(—g), where P is the free energy
of the directed polymer associated with —H (w). Thus, there may be two phase
transitions for 7,,: one on Ry according to g4+ = sup{g > 0 : ©'(q)g—¢(q) > 0}
is finite or not, and one on R _ accordingtog_ = inf{g < 0: ¢'(q)g—¢(q) > 0}
is finite or not. This yields nine possible situations under our assumptions in
the case of Mandelbrot measures, and three in the case of critical Mandelbrot
measures, since on R there is automatically a second order phase transition
at 1. Some of these possibilities are illustrated in Figs. 3, 4, 5 and 6.

Due to (2.4) and (3.3), and Parts (2) and (4) of Theorem 14 are geometric and
statistical counterparts in «7* and <7* of Cramer’s theorem and its extension by
Bahadur and Zabell (see [DZ98]), which ensures that for all v € R, over any fixed
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(a) 7(q)
L ®
/’9//11 " T*(h)
1
O 707 h

Fig. 5 Multifractal nature of a Mandelbrot measure with g = —oo and a second order phase

transition at g4. a The L9 spectrum of y. b Its Legendre transform

7'(0) 7'(q-) T(9-)/a-

Fig. 6 Multifractal nature of a critical Mandelbrot measure (one always has g = 1, where a
second order phase transition occurs), with a first order phase transition at g_. a The L? spectrum

of 7z. b Its Legendre transform

infinite branch wy ---w, --- of &%, after setting L(g) = log, E((bW—1)1),
one has

r(y) == inf L(q) —vq
geR

n
= lim limio%fn_1 logy, P(|y — (nlog b)_1 Zlog(b) —log(W(wy ---wp)| <¢€)

e—~0 n—> py

e—~>0 n—o00 =1

n
= lim limsupn ™" log, P(|y — (nlogh) ™' > log(b) — log(W (wy -+ wy)| < €.

Indeed, heuristically, due to the rate of growth of the trees {</}", n > 1, almost
surely, for all v € R such that 1 + r(vy) > 0, one should have the “logarithmic

frequency”
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lim liminf f(n,~v,€¢) = lim limsu n,v,e€
e—0t n—>o0 fln. € e—0t n—>oopf( 7€)

n
lim lim inf n ™! log,, (#(M) Py — (nlogh) ™' > log(b)

n— 00
e—0 =l

— log(W(wy -+ wp)| < 0)

L+r(y) =¢*().
This observation about point (4) was made by Mandelbrot in [Man74a].

We notice that the formula given by Theorem 14 for 7, simplifies to 7, = ¢ over
(q-, q+), and also 75 () = p*(7) for v = ¢'(9), q € (q—, q+)-

The lower bound 7,(q) > T (g) = sup{p(fq)/0 : 6 € (0, 1]} is quite easy. At first
the problem reduces to packings by b-adic intervals, since 7, = 7,,. Then, notice that
for g € (q—, q+), after Theorem 3 we have E(||~|7) < oo, so (using (2.5) or (3.4))

E v(Ly) 10" ™) = E(|lv||9) p b7 < o0
Z ( Z ((q) )) Z

nx1 wea/" nx1

for all ¢ > 0. This yields 7,,(q) > ©(g), but ©(g) = sup{p(fq)/0 : 6 € (0, 1]} if
q € (g—, q+). For the other values of g, the argument giving the lower bound for
T, is similar to that used to obtain the upper bound for lim sup,,_, ., P, in Sect. 4.2
when 8 > (.. Moreover, one can show that T* = f and f = T* (see [AB14] for
the details).

Thus, for all v > 0, dim E, () < 77(7) < f(7) < ¢* ().

Let v > 0 such that ¢*() > 0. When v = p, the sharp lower bound ¢*(v) for
dim E, () is determined in several papers (under different kind of assumptions, and
sometimes for the level sets associated with (v, x) rather than (v, x)) in the case
that v = ¢/(¢) with ¢ € (g—, g+) [Bar00, BBP03, BHJ11, BJ10, Fal94, HW92,
Kah91, Mol96, Ols94] or ¢ € {g—, g4} [Bar00, BJ10]. This fully describes the
range of v for which E,(y) # ¢ in the cases for which ¢g_ and ¢4 correspond
to no phase transition or a second order phase transition: one can prove that, with
probability 1, for all ¢ € (g—, g+), the Mandelbrot measure p, associated with
the weights W, (w) (see (4.1)) is exact dimensional with a Hausdorff dimension
equal to ©*(¢©'(q)) = ¢’ (g)g — v(q) and is carried by E, («) [Bar00] (in [BHJ11,
Fal94, HW92, Kah91, Mol96, Ols94], one finds the weaker version: for each fixed
q € (q—,q+), dim E,(¢'(q)) = »*(¢'(q)) almost surely). For v = ¢'(¢g) with
q € {q—, g4}, if g is finite then one shows that the critical Mandelbrot measure jz, is
carried by E, (¢'(g)) [Bar00], otherwise one builds an inhomogeneous Mandelbrot
measure carried by E,, (¢’ (¢)) and whose Hausdorff dimension is ©o*(¢'(¢g)) [BJ10].

The same approach is used in [Bar00] to achieve the multifractal analysis of 1 in
absence of first order phase transition on R_.

However, in case of first order phase transition at ¢ € {g—,q+}, the
previous method does not make it possible to study E, () for the exponents v in
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[v(@)/q,¥'(q7)) if ¢ = g4 orin (¢ (¢T), w(q)/q] if ¢ = g—. Moreover, in any
situation, they cannot provide the 0—oco law obtained in point (3).

In [AB14], a new approach is developed to treat all the possible types of phase
transition in the multifractal analysis of branching random walks. Moreover, fol-
lowing the approach developed in [BBP03] or [BJ10], one can reduce the study
of the level sets of (v, x) to that of the level sets of liminf,_ %.
Also, the assumption p(—e) > —oo for some € > 0 assures that E(||v||™¢) <
oo, and E(||v]|) < oo for € € (0,1), so that the study of the level sets of
log v(1u(x)) H(x|n)

“nlog(h) reduces to the level sets of lim inf,,_, wTog(h)” by using (2.4).

One can also assume that W ‘;ZI 1 without loss of generality. Then (we still use
the notations of Sect. 4), there exists Ag > O such thatfor A > Ay, P(|]V| < A) > 0.
One considers the random weights

liminf,,_, o

Ly =) W9 (w)
E@qvw)<ay Wi (w))

Wq,A(w) =

and the functions

©alq) = =1+ q —log, E(y ) <a)W9).

One has ¢4 \{ ¢ pointwise as A — 0o, and it can be shown that this implies that
% /' ©* pointwise on the interior of {y : p*(y) > —oo} as A — oo. It follows
that one can find an increasing sequence (Aj)i>1 converging to oo and for each
k > 1 a finite set Dy C {q : cp’;‘k (<p24k (g)) > 0} such that for each ~ such that
©*(y) = 0, there exists (gx)k>1 € szl Dy, such that limg_, o0 go’Ak (gr) = v and
limy—s 00 0%, (P4, (q1)) = ©* ().

Instead of considering Mandelbrot measures like the measures ji4, g € (9—, q+),
one considers the family of inhomogeneous Mandelbrot measures obtained as fol-
lows.

Fix an increasing sequence of integers (Ni)x>0 with No = 0. Set My = fozl N;
and for n > 1 define k,, so that

kn kp+1
Mkn+1=1+ZNk§”§ ZNk.
k=1 k=1

For every sequence B = (gi)k>1 € [ 17— Dk, consider the inhomogeneous branch-
ing random walk

kn  Ni n—Mp,

Hg(w) = nlog(h)— > > log Wy, a, WIMi_1+i)— D log Wy 4, (w| My, +i)
k=1 i=1 i=1
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definedon Ep , = {w € &" : |V(w|My +i)| < Ak, Vk, i such that My +i < n}.
Then define the random measures

pBa(dx) =1g,, (w)e B prdx, if x € I,.

They form a martingale which converges almost surely to a random measure up
supported on Eg = (51 UweEB,,, I,. Moreover, it is possible to choose (Ni)i>1
suitably so that all the measures pp are simultaneously defined and non degenerate
conditionally on Ep # ¢. The sequence (Ni)i>1 can also be fixed so that for all ~y
such that ¢*(y) > 0, each time B = (gx)x>1 is such that limg_ oo ga’Ak (gx) =7y and
limg_s 00 gozk (cp;‘k (gx)) = ¢*(7), then, conditionally on {Ep # @}, up is exact
dimensional with dimension ¢*() and carried both by the set Ey(y) = {x :

. = . log v(I,
limys o ggg;g = ~) and the set E,(y) = {x € [0,1] : llmn%m% =

7} N {x e [0, 1] : lim,_ o+ % = 7}. Moreover, there are uncountably
many such measures for a given 7, and two such measures pp and (g are mututally
singular if B and B’ are not ultimately equal. Since, moreover, P({Ep # @}) tends
to 1 as the first terms A of (Ax)k>1 tends to oo, the measures pp are the main
tool to get parts (2) of the theorem. Part (3) requires additional work, and uses in
an essential way the reach family exhibited above of inhomogeneous measures of
dimension ¢* () supported by E, ().

To get what remains of part (1), it is first not hard to deduce point (4) from the
previous estimations for the Hausdorff dimensions: we have

a.s., forally >0, lim liminf f(n,v,¢) = 1im+ limsup f(n,~v,¢) = f().
e—0

e—~0t n—>00 n—00
Then the conclusion follows from Varadhan’s integral Lemma [DZ98, Theorem 4.3.1].

Remark 6

(1) The measures of type pp can be used to control the Hausdorff and packing
dimensions of the wider family of sets

.. Jlogv(ly(x)) . log v (1, (x))
N " = N _— = _— = /
E,(v;v) = [x e[0,1]: liln_l)lo%f i log(b) Y, 11;1;301(1) i log(b) },
0 <~ <4/, (see [AB14] for the details).
(2) Consider the branching random walk H (w), w € «/*, for itself, and do not
assume any integrability properties for H (or W). Set

n . Hn(w)
" nlog(b)

f(n,fy,e):n_llogb#{we,cf e[’y—e,’y+e]}.

The same approach as above yields that with probability 1,
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forally e R, dim Eg(y) = lim liminf f(n, v, €)

e—0+ n—o0

= lim limsup f(n,7, €) = f(7).

e—~>0F n—ooo

(see [AB14]).

This includes in particular the both sided degenerate case ¢(g) = —oo for all
q # 0 (see Sect. 4.4 for the definiton of the degenerate case), and in this case
one has dim Eg(v) = 1 forall v € R.

5.2 Multifractal Analysis of Lévy-Mandelbrot and Critical
Lévy-Mandelbrot Measures

We now describe the multifractal nature of the discrete statistically self-similar
measures defined in Sect. 3.1.2 (notice that by construction these measures are exact
dimensional with dimension 0) (Fig. 7).

Theorem 15 Let o € (0, 1) and v the non degenerate Mandelbrot measure p if
@' (17) > 0, or the critical Mandelbrot measure 11 if ¢’ (17) = 0and ¢” (17) > —o0.
Let v® be the associated Lévy-Mandelbrot or critical Lévy-Mandelbrot measure in
Sect. 3.1.2.

Suppose that p(—e) > —oo for some € > 0. With probability 1, we have

(1) forallg € R, 1ya(g) = min(7,(q/), 0);
(2) forally € Ry, dim Epa(y) = 7)a (7).

Remark 7 There is a phase transition at g4 = «; it is of first order when v = p and
of second order when v = jz. On R_, we have the same three possibilities as for v.

We are going to see that when v = p, the first order phase transition at g = « also
corresponds to a transition in the geometric properties responsible for the Hausdorff

(o)
@ (b)

T7*(h)

7/(0)

©'(17)/a 7'(q-) m(q-)/q-

Fig. 7 Multifractal nature of a Lévy-Mandelbrot measure, with the necessary first order phase
transition at & = ¢, and another first order phase transition at ¢_. a The L9 spectrum of p“. b Its
Legendre transform
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(b)

; T

h
(a-) 7 (0) (g-)m(a-)/a-

Fig. 8 Multifractal nature of a critical Lévy-Mandelbrot measure, with the necessary second order
phase transition at & = ¢, and a first order phase transition at ¢_. a The LY spectrum of 1. b Its
Legendre transform

dimensions of the sets E,o () fory € [0, ¢'(17)/a]: for these exponents the rate of
approximations of the elements of E,« (y) by the atoms of ¥ come into play, while
for the other exponents, and the same holds when v = [z, the Hausdorff dimension of
Ea(7y) can be captured essentially in the same way as for the sets E,, (ay) (Fig. 8).

We can reduce the study of the L9-spectrum to packings by b-adic intervals. For
ag— < g < a we have, using (3.5)

ZE< Z Vﬂ(]w)qbn(so(q/a)*e)) — E(||l/“||q)2b7"€ < 00

nx1 wea/" n>1

for all € > 0. This yields 7,(q) > ¢(g/a), and with manipulations similar to
those use in the sketch of proof of Theorem 14, we get the lower bound 7,0 (g) >
min(7,(q/c), 0) almost surely. In particular, 7,0 () > 0, so that since 7,0(1) = 0
and 7,0 is non decreasing and concave, we must have 7,0 = 0 over [«, 00). The
upper bound for 7, is a consequence of the lower bound for the Hausdorff dimension
in part (2) of the theorem, as well as the inverse Legendre transform for ¢*.

Part (2) is proven in [Jaff99] when v is the Lebesgue measure restricted to [0, 1]
(W = 1 almost surely), i.e. ¥“ is just the derivative of a Lévy subordinator, in
the following form: dim Eja(y) = av if v € [0, 1/a], and dim Eja(y) = —o0
otherwise.

Fix T > Odand let P = {(yu,rn) : n = 1} be a Poisson point process with

intensity dy ® r—; in [0, T] x R*_H so that the sequence (r,),>1 tendsto 0 as n — oo.

Then take for L, the a-stable Lévy subordinator L,(y) = > 1/ “ so that

niya<y 'n
vt =3 r,}/ “5 vy, := pwhen v is the Lebesgue measure. The multifractal analysis
in this case uses the following facts. At first, it results from quite direct estimates that
for any y € R4 \ {y, : n > 1}, the pointwise exponent y(p, y) equals 1/(as(y)),
where s(y) is the rate of approximation of y by the family {(y,,r,) : n > 1},
defined as
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. log(ly — yal)
s(y) = lim sup ——.
n—00 log(l’n)

By a theorem of Shepp [She72], one has s(y) > 1 forall y € [0, T]\ {y, : n > 1},
hence v(p, y) < 1/a, so E,(y) = @ if v > 1/a. Moreover, as a consequence of
a theorem on the “ubiquitous systems” established independently in [Jaf0Oa] and
[DMPV95] and applied to the family {(y,, r,) : n > 1}, one has dim{y : s(y) : s} =
1/s for all s > 1, hence the Hausdorff dimension of E,(v) = {y € [0, T] : s(y) :
1/(am)} = ay.

The general case is treated in [BSO7] under stronger assumptions on ¢ that only
allow no phase transition or a second order phase transition on R_. Condition-
ally on v, the Lévy subirdinator L, is considered over [0, T], with T = |v|.

The composition by the indefinite integral of ¥ when W L;Zt 1 induces distor-
sions with respect to the situation explained above. For v > ¢'(17)/a such that
©*(ay) > 0, one takes a measure pp of Hausdorff dimension ¢*(ay) > 0 car-
ried by E,(ay) as in the proof of Theorem 14 and proves that for pp-almost
very x, noting F(x) = v([0,x]), we have s(F(x)) = 1, which combined with
lim, _, o+ Ig%'g’# = av and (o, F(x)) = 1/(as(F(x))) yields v/, x) = .
Hence dim Eyo () = ¢ (o) = (min(7y,(q/), 0)* (7).

When v = i, since ¢/(17) = 0, this yields the whole spectrum for v > 0.
Since E,«(0) contains the atoms of v, i.e. {F’l({yn . n > 1}), we also have
dim E,«(0) > 0 = (min(7, (¢ /), 0))*(0), and this is also valid when v = p.

The most delicate sets are the E o () for v € (0, ¢'(17)/a) when v = pu, for
which we must prove dim E,o(y) > «. This requires a non trivial extension of
classical “ubiquitous systems” (which deserve to be called homogeneous) to “het-
erogeneous ubiquitous systems”. This is achieved in [BS07], and applied to the
present situation in [BS07]. The main tool provided by these papers is, for each

s > 1, a Borel probability measure p; on [0, 1] such that for ps-almost every

log(ps (B(x,r)))
log(r)

one has pg(E) = 0if dmE < ”0/(%) and there exists a decreasing sequence
(€j)j>1 and a subsequence (n;) j>1 such that for each j > 1 one has F_l(ynj) €

B(x, r,ij’o (17)76"'). This second property implies that v (B(x, r2§¢ (17)761')) > r,%a,

hence v(v®, x) < ¢'(17)/as. In particular for v = ¢’ (17)/(as), ps(Fpa (7)) = 1,
where Fo(y) = {x € [0, 1] : v(v“, x) <~}.

Now, we notice that for v € (0, ¢©'(17)/a), we have (min(7,(g/), 0))*(y) =
a~y. Moreover, it also comes from the multifractal formalism [Ols95] that dim Fo
(Y) < 1)a (¥ fory" € [0, 7., (07)]. Since 7,0 (¢) > min(7,(¢/), 0) almost surely
for all ¢, we get dim Fya (7)) < 70a (7)) < o/ forall0 <+ < v < ¢'(17)/a).
s Ber) 5 £ _ g,

log(r) =
we get ps(Fra(y))) = 0 forall 0 < ~/ < ~, hence pS(UOSR7 Fya(y)) -0

x, liminf,_ o+ > "9,(; 2 (which implies that for any Borel set E,

Now, setting v = ¢'(17)/as, since liminf,_ o+
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noting that the sets F,a(v’) are non decreasing. Finally, writing E,a (7) = Fya(y) \
U05~/<7 Fya(v), we obtain ps(E,a(y)) > 0 hence dim E,a (7)) > ary.

The construction of the measures pj is rather involved, and uses a combination of
Shepp’s theorem and the statistical self-similarity and exact dimensionality properties
of .

5.3 KPZ Formula

Here we give, in the Mandelbrot cascade context, results related to KPZ formula
[KPZ98] of two dimensional quantum gravity. The KPZ formula was reformulated
and proved by Duplantier and Sheffield [DS09, DS11] as a relation between the
box counting dimensions of sets in the Euclidean geometry and the expecting box
counting dimensions of sets computed using a random measure given by exponential
of the Gaussian Free Field (a fundamental example of log-Gaussian multiplicative
chaos), and reformulated by Benjamini and Schramm [BS09] and Rhodes and Vargas
[RVO8] as a relation between Hausdorff dimensions of sets computed using the
Lebesgue measure to measure the size of balls, and the Hausdorff dimensions of sets
when the Lebesgue measure is replaced by a non degenerate Mandelbrot measure
or the limit of a non degenerate log-infinitely divisible cascade. In dimension 1,
this can be directly interpreted in terms of a change of metric. Then, a rigorous
proof of the “dual” KPZ formula was given in [BJRV13], using discrete random
measures which are the analogue of the measure u® of Sect. 3.1.2 in the log-normal
multiplicative chaos framework (see [RV13] for a review of this). This has been
extended to the cascade case in [BKNSW14a], with similar formulas for critical
Mandelbrot measures 1z and the associated discrete measures 1.

Since we work in dimension 1, it is convenient to present KPZ formulas as a
relation between the Hausdorff dimension of a set and the Hausdorff dimension of
its image by the indefinite integral of a given statistically self-similar measure:

Theorem 16 Let v be the non degenerate Mandelbrot measure i if ' (17) > 0, or
the critical Mandelbrot measure i if ¢’ (17) = 0 and ©"(17) > —o0. Denote also
v by v'. Suppose that p(—q) < —oo forall g € (0, 1/b).

Let o € (0, 1] and define F,(t) = v ([0, t]) fort € [0, 1] (i.e. F, is the a-stable
Lévy process L, in independent multifractal time F : t — v([0, t]). If E is a Borel
subset of [0, 1] of Hausdorff dimension &g, then, with probability 1, the Hausdorff
dimension of F(E) is the unique solution & of the equation

1+ @(€/a) = .

Notice that when « = 1, F| = F. In this case, when v = p, the result is
proved in [BS09], since the authors prove that the dimension £ of E under the met-
ric d(x,y) = p([x, y]) is given by the above formula. The formula is quite easy
to guess using a natural covering argument and the fact that for all x, x" € [0, 1],
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E(d(x, y)*) < 8|x — y|'*¢®) for all s € [0, 1] to find an upper bound of dim E
under the metric d. For the lower bound, one first reduces the situation to E being
compact. If §, = O there is nothing to prove. Otherwise, for each ¢ € [0, &)
px)py) .
|y — xIf
finite, sets s the solution of 1 4+ ¢(s) = ¢, and then shows that the measures
pn(dx) = Wo(w|D)Ws(w]2) - - Wy(wln) p(dx) ifx € I,, w € &/" weakly con-
verge to a non degenerate measure pg supported on E almost surely and such that

d d

/ / ps(d(x)ps)(v y) < oo almost surely, which implies that the Hausdorff dimen-
X,y

sion of E under d is at least s. Since s tends to & as ¢ tends to &p, this is enough to

conclude.

This approach can be adapted to get the result when o« = 1 and v = p (see
[BKNSW14a]). The general case then follows from the fact that a.s. L,(A) =
«adim A for all subsets A of [0, 1] [Ber96, II1.5].

one fixes a Frostman Borel measure p such that the energy /

6 On Signed and Complex Multiplicative Cascades

We give some convergence and renormalization results proved in [BM09, BIM10,
BJM10a] for the continuous function-valued sequence (F,, = Fw ,),>1 defined in
(2.8). The asymptotic behavior of (F},),>1 is far from being completely understood
in general, and deserves to be further explored. An interesting related and earlier
work is [DES93] about the mean field theory of directed polymers with random
complex weights whose modulus is independent of the argument; under this kind of
assumptions, renormalization results in the space of distributions have been obtained
very recently in [LRV00] for complex Gaussian multiplicative chaos on R¢ when
the modulus and argument which are independent.

When (F;),>1 has a non degenerate limit F', the multifractal analysis of F is
similar to that of Mandelbrot measures, but new multifractal phenomena can emerge
when working with conservative complex cascades (see [BJ10]), a situation excluded
in the present setting. This classical multifractal analysis can be completed by the
natural notion of multifractal analysis of the graph roughness, a notion explored for
non degenerate limits of (Fy),>1 in [Jin11].

For simplicity we suppose that |W| > 0 almost surely. Also, we assume that
P(W € C\ R}) > 0 and the normalization E(W) = 1 holds, so that (Fy,),>1 is a
martingale. Then we set

©(q) = pw(g) =g — 1 —log, E(W[?).
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6.1 Some Convergence Theorems

6.1.1 Strong Convergence of Complex Cascades

There are conditions sufficient to imply the convergence of F,, = Fw ,, which in
view of the positive case (Theorems 1 and 3(b)) seem optimal. The following result
is proved in [BIM10a] (see [BJM10] for an extended version to general complex
multiplicative chaos).

Theorem 17 Assume that there exists ¢ > 1 such that ow(q) > 0. Also suppose
g € (1,2] or pw(2) > 0.

(1) (Fn)n=1 uniformly converges, with probability 1, and in LY norm, when n goes

to oo, towards a Holder function F = Fy.
b—1
@) F = Vipasm(FA/D+Wa) Fro f7). where (W), ..., W(b=1),
i=0
Fo, ..., Fp—1 are independent, F; is equidistributed with F, and the equality
holds with probability 1.

With respect to the convergence of (u,),>1 when W > 0, the proof necessitates
an additional compactness argument.

Remark 8

(1) The statistical self-affinity expressed by Theorem 17(2) implies, setting Z =
F(1) — F(0)and Z(i) = F;(1) — F;(0):

b—1

Z=b""D> Wk Z(k),

k=0

which could be considered as an extension of (2.3) to the case of complex weights
W (k).

(2) When the weight W is real and such that |[W| = b!~#  Theorem 17 yields a limit

function F which is a monofractal object obtained by a multiplicative cascade,
which shares lots of properties with the fractional brownian motion of index
H, but its construction is more straightforward. This remarkable fact was one
of Mandelbrot’s first motivations to consider the signed cascades. Nevertheless
there is a constraint on the exponent H: it should lie within the interval (1/2, 1]
(see [BMO9] for a specific study of the monofractal case).
For a pair By = (F1, F>) of two independent copies of such a monofractal
process, Jin has proved in [Jin14] an analogue of Kaufman’s theorem about the
Hausdorff dimension of the image of Borel subsets of R, namely P(VE €
B([0, 1]), dim By (E) = H™'dim E) = 1.

(3) In[BJM10a], when |W| is not constant, the natural question of deciding whether
the limit F can be decomposed as a monofractal process B composed with
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the indefinite integral of a Mandelbrot measure  is discussed. Under stronger
assumptions than that of Theorem 17, denoting by [ the unique solution of
©(g) = 0in [1,2], and setting W5 = |W|*6/]E(|W|ﬂ), such a decomposition
exists, B being of index H = 1/3, and p = pw;.

6.1.2 Weak Convergence Towards a Brownian Motion in Multifractal
Time When W Is Real Valued

‘When one cannot use Theorem 17, it is natural to seek for a suitable normalisation
of the process Fy , in order it be convergent in distribution. We present one result
in this direction.

Assume

(1) W € R almost surely.

(2) pw > —ocoon R,..

3) ew(2) <0 and ¢ is non-decreasing.

It follows from these hypotheses that |W| < b a.s., and the hypotheses of Theorem 17

are not fulfilled. Also, a direct computation shows that the martingale F},(1) is not
bounded in L?. More precisely

b—1 2 2

o2p=19w ) with o2 — E(’ 2.i—0 W(’)’ )b

oy =E(Fa (D) ~ E(X0 0 iwiP) - b2
o?n with o2 =b=2 3, E(W@HOW () if oy (2) =0

if opw(2) <0

Moreover, (3) implies pw,(g) > 0 for all ¢ > 1 (where W, = W2/E(W?). So,
the non decreasing function Fy,, which is nothing but the indefinite integral of the
Mandelbrot measure pw,, is non degenerate, and Fy, (1) is bounded in L9 for all
q > 1 after Theorem 3(1).

Theorem 18 Under the above assumptions, the random continuous function F, /o,
converges in distribution towards B o Fy,«), where B is a standard brownian motion
independent of Fy ).

This is established in [BJM10a]. The assumption (3) is used to identify the law
of the limit process thanks to the moments method and the equation F,(l1) =
Zz;(l) b~'W(k)F,_1., after proving the tightness of the normalized sequence.
However, it is desirable to relax this assumption.

Remark 9 A few additional information about the asymptotic behavior of F, when
the assumptions of Theorems 17 and 18 fail can be found in [BIM10a]. When W /|W|
and |W| are independent, precise information about the convergence in probability
of the free energy n~! log | F,,(1)| can be found in [DES93], with three main possible
phases. The recent related work achieved in [LRV00] leads to believe that in general,
possible limit of F}, /A, when the conditions of Theorem 17 fail are Brownian motion



34 J. Barral

in critical Mandelbrot or critical Lévy-Mandelbrot time when ¢ presents a second
order phase transition at (3.

6.2 Multifractal Analysis of Roughness in the Graph of F

The multifractal analysis of the limit function F in Theorem 17 is a refinement of
that of the Mandelbrot measure p: one considers the Holder exponent associated
with the oscillations of order 1 of F,

logOscp ([t —r,r +1])
logr

hp(t) = lirlgirif
and the corresponding level sets
Erph)y={t€[0,1]: hp(t) =h} (h=>0).
The exponent i (-) should be considered as a measure of the aspect more or less

rough of the graph of F at each point: the smaller / ¢ (¢), the larger roughness at ¢ is.
Let

o (q) = liminf log sup {Zl OscF(Bl)q} 7
r—0 logr

where the supremum is taken over all families of pairwise disjoint closed intervals B;,
of diameter 2r, and centered in supp(F”’), and F’ is the derivative of F in the dis-
tribution sense. The following statement is similar to Theorem 14. It is originally
proved in [BJ10] under much stronger assumptions (also, in [BJ10] a finer multi-
fractal analysis is achieved; also see [BFP10, BSOS, Jaf98, Jaf00, Jaf04] to have a
substantial overview of the multifractal formalism for functions), but the techniques
introduced in [AB 14] makes it possible to relax them, and now cover cases presenting
first order phase transition.

Theorem 19 Under the assumptions of Theorem 17, if p(—e) > —oo for some
€ > 0, then with probability 1, all the conclusions of Theorem 14 hold with v
replaced by F.

The sets Er(h) are only indirectly linked to the apparent roughness of the graph
because they lie in the support of F. This leads to consider the roughness spectrum
which gives the Hausdorff dimension of the sets obtained by lifting on the graph of F
the sets Er(h). In other terms, this spectrum is the Hausdorff dimensions of the sets

Gr(h) ={@, F@)):t€ Ep(h)} (h=0).
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) --- M
s ~ = = Z(h)+1-h

-1 -05 0 0.5 1 1.5 2 25 3 3.5 4

Fig. 9 Example of roughness spectrum dg th+— dim Gp(h)

The following result [Jinl1] is the first of this kind for multifractal stochastic
processes. We present here a stronger version using the assumptions of Theorem 19.

Theorem 20 Under the assumptions of Theorem 19, if W is real valued, with prob-
ability 1, one has
dim Graph(F) =1 — 7(1),

and, for all h > 0 such that Er(h) # 0, one has
dim Ep(h) = 75 (h)

and

dim Er(h)

dim Gy (h) = ( .

A (dim Ep(h) + 1 — h)) v dim Ef(h).

The upper bounds for Hausdorff dimensions follows from quite standard arguments
and is true in general. For the lower bound, the proof uses the auxiliary measures
introduced to find a lower bound for dim E (k). These measures are lifted to the
graph of F, and the lifted measures do have the desired lower Hausdorff dimension.
This dimension is estimated by showing that they have a finite energy with respect
to suitable Riesz kernels. However, while for the calculation of the dimension of the
graph this method works quite straightforward, for the sets G (h) in general the
study is very delicate (see [Jin11] for details) (Fig.9).
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7 Mandelbrot Cascades as a Dynamical System

We present the results obtained in [BPW09], showing that Mandelbrot cascades
define a dynamical system on a subset of the fixed points of the smoothing trans-
formation. The asymptotic behavior of this dynamical systems exhibits a functional
central limit theorem whose Gaussian limit process is, unexpectedly, the limit of an
additive cascade on a tree. Fine properties of this process are also detailed.

7.1 A Dynamical System

Let P the set of Borel probability measures on Ry. If 4 € P and p > 0, we denote
by m, (u) the moment of order p of y, i.e.,

m, (1) = /xp p(dx).

Ry
Then let P; be the set of elements of P whose first moment equals 1:
Pir={peP : m(p) =1}

Using the characterizations of the elements of P by their Laplace transform,
the smoothing transformation S, associated with p € P considered in Sect. 3.1 is
nothing but the mapping from P to itself so defined: If v € P, one considers 2b
independent random variables, Z(0), Z(1), ..., Z(b — 1), whose common proba-
bility distribution is v, and W (0), W(1), ..., W(b — 1) whose common probability
distribution is p; then S,v is the probability distribution of the random variable

-1 . .
b7, WD Z().

Since the measure p is in Py, S, maps P into itself. We have seen (Theorem 1)
that the condition f x log(x) p(dx) < logb is necessary and sufficient for the weak
convergence of the sequence 8251 (where 01 stands for the Dirac mass at point 1)
towards a probability measure v, which therefore is a fixed point of S,. Indeed, under
this assumption SZ(S 1 is the probability distribution of the uniformly integrable non-
negative martingale (Y,),>1 whose limit ¥ has probability distribution v belonging
to P and satisfies S oV = v dueto (2.3). In this case, we denote the measure v by Tp.
It is natural to try and iterate T. But, in general this is not possible because v = Tp
may not inherit the property [ x log(x) v(dx) < logb. So, we have to find a domain
stable under the action of T. This is done by imposing conditions on moments.

Indeed, it is easily seen that the sequence (Y)),>; defined by (2.1) remains
bounded in L? norm if and only if E(W?) = my(p) < b, and that in this case
Formula (2.3) yields
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= 7.1
b—EW? @.1)

(since the random variables W(j) and Y (j) are independent and of expectation 1,
squaring both sides of Formula (2.3) yields b’EY? = BEW2EY? + b(b — 1)). It
follows that if » > 3 and 1 < EW? < b — 1, we have EY? < EW? (the equality
holding only if W = 1). Therefore, since the condition EW? < b is stronger than
E(Wlog W) < logh when EW = 1 (since the function ¢ > log EW' is convex),
T is a transformation on the subset of P; defined by

Py={pePi: 1 <mp) <b-—1}.

If p € &, due to (2.3), we can associate with each n > 0 a random
variable W, ;1 as well as 2b independent random variables W, (0), ..., W, (b — 1)
and W,,41(0), ..., W,41(b — 1) such that

b—1

1
Wast = 5 2 Walk) a1 (), (72)
k=0

T"p is the probability distribution of W, (k) for every k such that 0 < k < b — 1, and
T"+1p is the probability distribution of W, 1 and W,,;1 (k) forevery 0 < k < b — 1.
We advise the reader that if one writes Formula (7.2) with n — 1 instead of n, the
variables W, (k) which then appear are different from the previous ones.

We have seen in Sect. 2 that the random variable Y represents the increment
between 0 and 1 of the non-decreasing continuous function F on [0, 1] obtained as
the almost sure uniform limit of the sequence of non-decreasing continuous functions
F,, defined in (2.8), and F is nothing but the indefinite integral of the Mandelbrot
measure p. Thus, (2.4) rewrites, for w € &7,

ACF. L) =b""ly@w) [ wwlj. (1.3)

1<j<|w|

where for any bounded f : [0, 1] — R, for every sub-interval I = [«, (] of [0, 1],
we denote by A(f, I) the increment f(5) — f(«) of f over the interval I.

Let us denote by ®(p) the probability distribution of the limit F, considered as a
random continuous function.

We can describe the asymptotic behavior of the dynamical system (&%, T), as
well as the asymptotic behavior of (T”p, <I>(T”’],0))n>1 as n goes to 0o.

We need some more definitions. For b > 3, set

bt — 4?2 +12b — 8
wo(b) = min (b —-1,b + )

b* +8b%2 — 12b+4

and, for ¢ such that 1 < 1 < wy(b),
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b2 1 [b(b* —4b2+12b—8) —t(b* +8b%2 —12b + 4
w3(b,t)=?+§\/ b—t( )

One always has w3 (b, t) < b* —1.

Also set

Dy = {p €P :m(p) =1, 1 <my(p) <wb), andm3z(p) < w3(b, mz(p))}-

Theorem 21 Suppose b > 3. Let p € P, and, for n > 0, define o, =

12
(/(x — 1)2 T"u(dx)) . Then

ey

@

Zy

The limit of (b — 1)"/?0,, exists and is positive; so lim,_, oo T"u = 0;.
More generally, the probability distributions ® (T"p) weakly converges towards
O1d-
Suppose that p lies in the domain P, C Pp. Then, if Wy, is a variable whose
-1
On
More generally, if hy, is a random function distributed according to ®(T"!p),

distribution is Ty, converges in distribution towards N'(0, 1).

the distribution of — — weakly converges towards the distribution of the

n
unique continuous Gaussian process (X;):e[o,1}, such that X (0) = 0 and, for
all j > 1, the covariance matrix M; of the vector (A(X, IW))weﬂ./ is given by

b2 (14 (b - Dlwl) ifw=w,
b2 (b —DjwAw| otherwise.

M;(w, w') = [

Part (1) of the theorem follows from an easy calculation. For part (2), setting
= W('fl one first exploits (7.2) to prove that (|W,|),>1, and then (|Z,|);>1,

n

is bounded in L3. This uses a recursion in which the domain of attraction ), is
introduced. Then, using (7.2) again one gets, after setting,

Due to the equivalence o, ~ c(b — 1)

b—1 b1
1 1 (o,—
Ru= 32 Za(NZn1(Dowt + 5 ( Vb1 1) > Zna (i),
Jj=0 ! j=0

m b—1 1 b—1
Zn=Rot+~—— 2> Zua®)+ 3 > Zu(h). (7.4)
k=0 k=0

/2 the situation is essentially reducible to

the relation Z, = Y=L S0 7, (k) + 1 3020 Z, (k). Using the relation (7.4)

dist

recursively n times yields a relation of the form Z,, = o(1) + Z,ivil an k Zn k, Where
the Z,, x are independent centered variables, each of which is distributed like one of
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the Zy, 1 <k <n,lim,sup{a,y =1 <k < N,} =0and Z,&l aﬁyk =1.An
application of Lindeberg theorem (using the boundedness of (| Zx|)x>1 in L3) yields
the convergence in law of (Z,),>1 to N(0, 1).
h, —1Id
For the functional central limit theorem, set 2, = — . From (7.3) one
On

deduces

J
A(Zy, Iy) =b7 o | Wa(w) [ Waca(wlk) — 1
k=1

J
=07 Zy(w) [ T Wamr wlk)

k=1

J -1
ro Y
=1 Tn

Zn—1 ) [T Waer wlh). (7.5)
k=1

From this relation one can both show the tightness of the distributions of the processes
Z,, n > 1, and the convergence in distribution of the increments by simply passing
to the limit and using the independences between the W), (w|k) and W, (w): there
exist (N(U))UEU'Z Lo and (./\/'(w))ww{j two families of A/ (0, 1) random variables

so that all the random variables involved in these families are independent, and

J
. dist , 7
nllg}o(A(Z”’IW))we%f =b/ N(w)+vb—lz./\/(w|k) . (7.6)
k=1 wed/
This is enough to derive the convergence in law of the Z,, to the Gaussian process
X of the statement.

Remark 10 Itis natural to seek for alarger domain of attraction than &, This requires
to be able to keep controls similar to the previous ones in Lt
(if not in L?) rather than in L3.

7.2 The Limit Process X as the Limit of an Additive Cascade

Recall that, if v € o7*, [v] stands for the cylinder in .27 consisting of sequences
beginning by v.

Let (£(w))yer+ be a sequence of independent A/ (0, 1) random variables. For
each w € &*,

Gw)=vb—1> 077 > &),

Jj=1 vedJ
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is a martingale bounded in L? norm, whose limit ¢(w)is a (0, 1) random variable,
independent of the £ (v), |v| < |w|. Moreover, all the {(w), w € 27" are independent.
One can then check that

M(wl) =b"" [ Cw) + Vb =T D &wlk) (7.7)

I1<k<|w|

defines a finitely additive Gaussian random measure defined on the cylinders of «7%
Then, the limit process X of the previous sections can be seen as the primitive of
the projection of M on [0, 1], and the structure of the increment A(X, [,,) given by
(7.7) is an additive counterpart to the multiplicative structure of the increment of F
given by (7.3).

Of course (7.7) makes sense even for b = 2.

7.3 Fine Properties of X

Due to the structure of the increments of X, it is natural to consider for all o € R the
sets

n—00 nb="

E,= Iz e [0, 1):1imsupM =avb — 1],

E,= Ite [0, 1) : timinf 22O _ 5 1],

n—00 nb—"

and o
Ecy = Ea ﬂ Ea,

where I,,(¢) stands for the semi-open to the right b-adic interval of generation n
containing 7. One has

Theorem 22 With probability 1,

(1) the modulus of continuity of X is a 0(5 log(l/é)),

(2) X does not belong to the Zygmund class,

(3) the set Eq contains a set of full Lebesgue measure at each point of which X is
not differentiable,

o?

(4) dim E, =dim E, =dim E, =1 — Tlogh

la] > +/2logb.

The multifractal analysis part (4) is directly deduced from the multifractal analy-
sis of the branching random walk S(w) = 215 i<lw] &(w|j) which follows from
the approach explained in Sect. 5.1.3. Part (3) is a consequence of the law of the

if o] < /21ogh, and Eo = 0 if
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iterated logarithm with respect to P ® Leb. Points (1) and (2) follow from quite
direct calculations.
It would be good to decide whether or not X is nowhere differentiable.

Appendix: Hausdorff Measures and Dimension

Given g : Ry — R, a continuous non-decreasing function near 0 and such that
g(0) = 0, and E a subset of [0, 1], the Hausdorff measure of E with respect to the
gauge function g is defined as

HY(E) = lim inf { > g(diam(Ul-))},
ieN

the infimum being taken over all the countable coverings (U;); N of E by subsets of
K of diameters less than or equal to §.

If s € R and g(u) = u’, then HY(E) is also denoted H’(E) and called the
s-dimensional Hausdorff measure of E. Then, the Hausdorff dimension of E is
defined as

dim E = sup{s > 0: H*(E) = oo} = inf{s > 0: H’(E) = 0},

with the convention sup ¥ = 0 and inf ¢ = oo.
For more information the reader is referred to [Fal03, Mat95].
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Law of Pure Types and Some Exotic Spectra
of Fractal Spectral Measures
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Abstract Let ;1 be a Borel probability measure with compact support in R and
let E(A) = {e=2™% : X\ € A}. We make a review on some recent progress about
spectral measures. We first show that the law of pure types holds for spectral measures,
i.e.if E(A)isaframe for L2 (1), then pis discrete or absolutely continuous or singular
continuous with respect to Lebesgue measure (see [HLL13]). And we discuss the
spectral properties of Cantor measures (see [DaHL13]), where we focus on some
exotic properties of the spectra of some Cantor measures.
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1 Introduction to the General Spectral Measures

Let /1 be a Borel probability measure on R? with compact support. We call a family
E(A) = {ey := e 2™** . X\ € A} (A is a countable set) a Fourier frame for the
Hilbert space L?(y) if there exist A, B > 0 such that

AIFIP = D K foeul? < BIFIR Y f € L2(w). (1.1)

AEA

Here the inner product is defined as usual, x - y = z;izl x;y; for x, y € R? and

(fs e/\>/¢ = / S(x)e_\dp(x).
R4

E(A) is called an (exponential) Riesz basis if it is both a basis and a frame for L2 ().
Fourier frames and exponential Riesz bases are natural generalizations of exponential
orthonromal bases in L?(p). They have fundamental importance in non-harmonic
Fourier analysis and wavelet. When (1.1) is satisfied, f € LZ(,u) can be expressed
as f(x) =2 \ep €)e2™A and the expression is unique if it is a Riesz basis.

When E (A) is an orthonormal basis (Riesz basis, or frame) for L (1), we say that
W 1s a spectral measure (R-spectral measure, or F-spectral measure respectively) and
A is called a spectrum (R-spectrum, or F-spectrum respectively) of . We will also
use the term orthonormal spectrum instead of spectrum when we need to emphasize
the orthonormal property. If E(A) only satisfies the upper bound condition in (1.1),
then it is called a Bessel sequence; for convenience, we also call A a Bessel sequence
of L?(p).

Since Fuglede proposed the spectral set conjecture [Fug74] and Jorgensen and
Pedersen [JP98] discovered the first singular fractal spectral measure, there has been
a lot of interest in understanding which kind of measures are spectral and its delicate
connection with translational tiling. In this short note, we aim at giving a system-
atic survey on the recent progress in this line of research and some more detailed
explanations about our discovery in [HLL13, DaHL13] will be given.

The first fundamental result is about the law of pure type. It was proved by
He et al. [HLL13], which generalized the early investigation of spectral measures
by Laba and Wang [LaW06]. Recall that a o-finite Borel measure o on R? can be
decomposed uniquely as discrete, singularly continuous and absolutely continuous
measures, i.e., it = g + ps + jtq- The measure p is said to be of pure types if
equals only one of the three components.

Theorem 1.1 Let 1w be an F-spectral measure on RE. Then it must be one of the three
pure types: discrete (and finite), singularly continuous or absolutely continuous.

By the law of pure types, we can study spectral measures according to its type.
When . is a discrete counting measure with finite support, it is an R-spectral measure
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[HLL13]; When p is absolutely continuous, Lai proved that y. is an F-spectral measure
if and only if its density function is bounded above and bounded away from 0 almost
everywhere on its support [Laill]. Furthermore, Dutkay and Lai proved that if p
is a spectral measure, then its density function is a constant on its support, that is,
1 is essentially the Lebesgue measure restricted on its support [DLO0O]. However,
classification of spectral measures is far from complete. For the study of R-spectral
absolutely continuous measures, one can refer to the recent work of Lev et al. with
their emphasis on the use of quasicrystals [KNOO, Lev12, GL14].

From now on, we concentrate on orthogonally spectral measures. We call A an
orthogonal set if E(A) is a mutually orthogonal sequence for L?(y1). Define

OA ) = D IIE+ VI,

AEA

where the Fourier transform of y is define as usually by

) = / eI ().

R4

Q 1is crucial in determining whether E(A) is complete. It is well-known that an
orthogonal sequence E (A) is complete in L?(y) if and only if Qo = 1 [JP98]. Here,
we give a slight generalization of this result and also exploit the analytic property of

Ox.

Theorem 1.2 Let 1y be a compactly supported Borel probability measure with com-
pact support in R,

(1) Suppose that spanE(I") = L2(,u) and E(A) is an orthogonal set for L2(,u).
Then A is a spectrum of p if and only if

Oa(y) =1, forvyerl.

(ii) Suppose that E(A) is a Bessel sequence for Lz(u). Then QA (+) is an entire
function in C?.

The entire property is a simple extension of [JP98, Lemma 4.3]. In our proofs,
this property helps us establish the completeness by allowing us to focus on small
values of €.

Our main interest on the spectral measures is when p is singularly continuous.
The one-fourth contraction Cantor measure was the first example of such spectral
measures, which was found by Jorgensen and Pedersen [JP98]in 1998. From that time
on, various properties of singular spectral measures are studied extensively [Dail2,
DHJ09, DHS09, DHSW11, LaWw02, LaWO06]. In particular, many exotic spectra
were discovered and they do not appear in their absolutely continuous counterpart.
Here, we list some of the interesting ones.
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(1) There exists a spectrum A of a singularly continuous measure y such that kA is
also a spectrum of y for some k # 1;

(2) There exists a A so that E'(A) is a maximal orthogonal collection of exponentials
for Lz(u), but not a basis;

(3) There exists a spectrum A of a singularly continuous measure so that its Beurling
dimension is zero.

Property (1) means that we can sort of dilate a spectrum but preserve its com-
pleteness. It was first given by Laba and Wang [LaW02] and some studies are given
in [DJ12].

Property (2) has two types of variants. First, some measures have maximal orthog-
onal collections of infinite cardinality without being spectral [HuLO8, Dail2]. Sec-
ond, even though the measure is spectral, there still exists some incomplete maximal
orthogonal collections. In [DHS09], Dutkay et al. tried to give a classification on
maximal orthogonal collection for one-fourth Cantor measures and tried to study
which of them are complete. This investigation was generalized and improved in
[DaHL13]. Furthermore, we can demonstrate the existence of spectrum satisfying
property (3). Beurling dimension is a concept defined in [DHSW11], who tried to
generalize Beurling density and the elegant result of Landau [Lan67] on Fourier
frame spectra to fractal setting. Their work gave some partial positive results, letting
alone a technical assumption on the spectra. In person communication with Wang
in 2011, we were told that he can construct an example such that a spectral measure
can have a spectrum with zero Beurling dimension. However, he cannot explain why
there can be such phenomenon. Our construction gave a better picture of it.

For the rest of our paper, we will prove Theorem 1.1 and 1.2 in Sect. 2. In Sect. 3,
we will present a simplified content of [DaHL13] and the examples of zero Beurling
dimension spectra will be given. For more results on this issue, reader may refer to
[DaHL13, DHS09].

2 Law of Pure Types

In this section, we will present a self-contained proof for the law of pure types of
F-spectral measures. First, we need the following proposition, which was proved in
[DHSW11]. This can be viewed as the stability of Bessel sequence under a constant
perturbation of a Bessel sequence. It has its origin in the paper of Duffin and Schaeffer
[DS52].

Proposition 2.1 Let {)\,};2, be a Bessel sequence of ji. If there exists C such that
[An — Yl < C forn = 0, then {,};2, is also a Bessel sequence of 1.

Proof Tt is sufficient to show that all v, = (7}"), e 75")) differs \, =
()\Y’), ceey )\El")) only on the first component, and the statement follows by induc-

tion on the number of components.



Law of Pure Types and Some Exotic Spectra of Fractal Spectral Measures 51

Let suppy C [— P, P]? for some P > 0. We have that

- =27y, X 2 < 27 (Y —An)x =2, x 2
Z‘< F(x), e~ 2mm >‘ = Z‘<f(x)e W= A)x | o= 27N >‘
n=0 =

gzg

2o (n) () .
‘< f(x)e27rz('yl - )x17e—2m)\n~x >’

3
Il
=}

o0

(n) (M)\\k
2 - A .
Z ( 7rl(’Y 1 ) < f(x)x{“,e_%“\”'x -

00 o) k e—27ri)\,,‘x - |2

@rC)?k S| < foxf,
522 > o

n=0 k=0 - k=0
B f(0)xF|I?

< e(ZWC)Z Z o

k=0
21C)2 P2 12
< BeCTOHP 1112,

Note that the fourth line above uses Cauchy-Schwarz inequality. Hence, the assertion
follows. U

In the proof of the pure type property of the F-spectral measures, we need to use
the lower Beurling density of an infinite discrete set A C R¢:

#(AN
DA :=liminf inf w,
h—00 xeRd hd

where Qp(x) is the standard cube of side length & centered at x. Intuitively A is
distributed like a lattice if D™ A is positive. In the seminal paper [Lan67], Landau
gave an elegant and useful necessary condition for A to be an F-spectrum on L2(£2):
D™ A > L(2), where L is the Lebesgue measure. The following proposition pro-
vides some relationships between the lower Beurling density and the types of the
measures.

Proposition 2.2 Let ;. be a compactly supported probability measure on R? and let
A be an F-spectrum of . We have

G Ifp= ZCGC pedc is discrete, then #A < 00 and #C < oo;
(i1) If w is singularly continuous, then D~ A = 0;
(iii) If w is absolutely continuous, then D~ A > 0.

Proof (i) By the definition of Fourier frame, we have for all f € Lz(u),

DD F@©ET N p P < B If (@ pe.

AeA ceC ceC
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Taking f = .., Where X, is the indictor function of the set {co} and p., > 0, we
have (#A) - pfo < Bp¢,. Hence #A < B/p., < oo. This implies #C < oo by the
completeness of Fourier frame.

(ii) Suppose on the contrary that DA > ¢ > 0. We claim that Z? is a Bessel
sequence of L2(u1). By the definition of D~ A, we can choose a large 7 € N such
that

inf (#(A N Op(x))) > ch? > 1.
xeRd

Taking x = hn, where n € 74 we see that all cubes of the form An + [—h/2, h/2)d
contains at least one points of A, say An. Since A is an F-spectrum, {Ap}pcze is a
Bessel sequence. Observing that

|An — hn| < diam([—h/2,h/2)") = d h,

then hZ is also a Bessel sequence of L2 (1) by Proposition 2.1. As a Bessel sequence

(hZ4 4+ K) is again a Bessel sequence of L?(p), which proves the claim.
Now consider

Gx) = D Ak +mP.

neZd

G is aperiodic function (mod Z%). As Z¢ is a Bessel sequence, applying the definition
to e_y, we see that G(x) < B < oco. Hence G € L1 ([0, 1)¢) and

/Iﬁ(x)lzdx => / Ii(x +n)|2dx = / |G (x)|dx < .
Rd

neZjy 1yd [0,1)4

This means that 77 € L>(R?), which implies that z must be absolutely continuous.
This is a contradiction.

(iii) If p is absolutely continuous, we write d(x) = (x)dx, for some L' function
o and denote by €2 the support of . Let

1
Ey = er:Nfgo(x)SN .

Since 1 is absolutely continuous, the support €2 must have positive Lebesgue measure
and E also has positive Lebesgue measure for N large, which we may assume it
holds for all E. Now, we claim that A is an F-spectrum of L2(E ~). To see this, let

f € L*(Ey), then we have [ |£g; *p(x)dx < N [ |f]* < co. Hence,
Ey En




Law of Pure Types and Some Exotic Spectra of Fractal Spectral Measures 53

Z|/f(x)627rl/\xd | Z|/f( ) 2m/\x ()d |
En

AEA En AEA

<B/ |f( )| P(x)dx < BN/ | f (x)|Pdx.

This establishes the upper frame bound. The lower bound can also be estab-
lished analogously. This justify the claim. By the Landau’s density theorem, we have
D™ A > L(En). As Ey are increasing sequence of sets and | Jy Ey = Quptoa
Lebesgue measure zero set, we have

D™A > L(2) > 0. O
Now it is easy to conclude that an F-spectral measure is of pure type.

Proof of Theorem 1.1 First let us assume that if ;1 is decomposed into non-trivial
discrete and continuous parts, it = f1q + jic. Let A be an F-spectrum of yi. As L% (j1g)
and L?(u) are non-trivial subspaces of L?(u), it is easy to see that A is also an
F-spectrum of both Lz(ud) and Lz(uc). Then #A < oo by Proposition 2.2(i); but
#A = oo since L?(u,) is an infinite dimensional Hilbert space. This contradiction
shows that p is either discrete or purely continuous.

Suppose u is continuous and has non-trivial singular part y; and absolutely con-
tinuous part 4. By applying the same argument as the above, A is an F-spectrum
of Lz(us) and L2(,ua). This is impossible in view of the Beurling density of A in
Proposition 2.2(ii) and (iii). (Il

The following corollary is immediate from Theorem 1.1.

Corollary 2.3 A spectral measure or an R-spectral measure must be of pure type.

In the rest of this section, we will prove Theorem 1.2 and it will be needed in the
next section.

Proof of Theorem 1.2 (i) It is easy to see that the necessity follows by applying
Parseval’s identity to e~ for v € I'. Now we show the sufficiency. By the hypotheses,
it is sufficient to show that e, € spanE(A) for each v € I'. Let IT be the projection
from L2(p) to spanE(A). Then e, = Il(ey) + (Id — II)(ey) and thus 1 =
[ITI(e;)||*> + |(Id — TT)(e,)||*. Note that

(e = D [Tl(ey), ex)l* = D [ley, ex)” = lley||* =

AEA AEA

Then (Id — IT)(e,) = 0 and thus e, € spanE(A).
(ii) Let M > 0 so that suppy € B(0, M), where B(0, M) is the ball with center
at 0 and radius M. Denote A = {)\,}7°, and

N
On(w) = D" i+ AP, Ywe .
n=0
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Let B be the upper bound of E(A). Note that

N
2
On(w) = Z |< e_w, e, >| < B||e,w||2 < Be47rM\Im(w)|,
n=0

where Zm (w) is the imaginary part of w. This implies that the sequence { O y (w)}3_,;
is uniformly bounded on each compact set of C?. By Montel theorem (see, e.g.,
[Gun90] p. 54), we have Q 4 is an entire function on C? and

|QA(w)| < Be47rM\Im(w)|7 YV € (Cd.

O
Now the standard Jorgensen-Pedersen Lemma follows as a corollary.

Corollary 2.4 An orthogonal sequence E(A) is complete in L*>(p) if and only if
Opr=1

Proof We only need to show that spanE (R?) is dense in L2 (1) by Theorem 1.2. Let
K = supp j. Since spanE (R?) is a subalgebra of Banach algebra C (K), the space
of all continuous function on K, and it separates points K. By Stone-Weierstrass
theorem, we have that spanE (R?) is dense in the space C(K). According to Lusin
theorem, C(K) is dense in Lz(,u). This implies the assertion. [l

3 Spectral Properties of Cantor Measures on R

This section is devoted to a simplified content of [DaHL13]. Our aim is to show the
existence of spectra with zero Beurling dimension (Theorem 3.5) when the measures
are the Cantor measure with consecutive digits. Let b, g be two integers > 1 with
b > q and g | b. Then there exists unique Borel probability measure, denoted by
b, - satisfying
19
i, ¢ () = ;Zub,q@-—i). 3.1)

i=0

I, 4 1s called a Cantor measure (with consecutive digit). It is well-known that the
Hausdorff dimension of the support of up 4 isIng/Inb < 1 and thus pp 4 is sin-
gularly continuous with respect to Lebesgue measure. We will construct a class of
orthogonal set of yp, 4.

Denote £, = {0,--+,¢ — 1}, ) = {9} and £ = £, x --- x T. Let £F =
————————
n
U;’;o E’(; be the set of all finite words. Given o = ojoy--- € X*, we define

Yo = o, ol = o1---0} for k > 0 where o|gp = 9 for any o and adopt the
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notation 0¥ = 0---0 and ¢’ is the concatenation of o and ¢’. We start with two
k

definitions.

Definition 3.1 Let E(’; be all the finite words defined as above. We say it is a g —adic

tree if we set naturally the root is 1J, all the k-th level nodes are ¥ 5 for k£ > 1 and all
the offsprings of o € E;‘ are oi fori =0,1,...,9g — 1.

Definition 3.2 Let E; be a g—adic tree, 7 is called a regular mapping from E;‘ to
{—1,0, ..., b — 2} if it satisfies

@A) 7)) =70" =0foralln > 1.
(i) Foroy---op € B, 7(01 -+ 01) € (04 +9%) N{—1,0, ..., b — 2}
(iii) Forany o € %, 7(c0%) = 0 for ¢ large enough.

Let 7 be a regular mapping from E(’; to {—1,0,...,b — 2}. For any n € N with
gV~ < n < ¢V, there exists unique ¢ = o1 ---oN € EZIV such that oy # 0 and

n=01+02q+-~-+0NqN_1.

Associated to 7, we define a sequence of integers by Ao = 0 and

[e¢)
M =7) +7@)b+ -+ 7@ BV 4 D (00N E,
k=N

Note that ), is uniquely determined by 7(c|), 7(c|2), ..., 7(c|y) = 7(0). We
call A = {\, }flozo a T-sequence. Let £, be the number of nonzero terms in the sum

>0 v T(@OFNFhpE that is
0, = #{k : 7(c0") #£ 0 for k > 1}. (3.2)
We assume that b, g, r = b/q are integers with b > ¢. The following are our

main theorems.

Theorem 3.3 Let 7 be a regular mapping from E;‘ to {—1,0,...,b — 2} and let
A = {\}72 be the T-sequence. Then E(r A) is a maximal orthogonal collection of
exponentials for Lz(ub, q)-

Theorem 3.4 Let T be a regular mapping and let A = {\,},°, be the T-sequence.
We have the following:

(1) If max,>1{€,} < 00, thenrA is a spectrum of jip, 4;
(i) If €y = log, n for sufficient large n, then r A is not a spectrum of pp, 4.
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Theorem 3.5 Let g(x) be an increasing non-negative function on [0, 0o). Then there
exists a spectrum A of L*(up, q) such that

. #AN(x—R,x+ R))
lim sup =
R—00 R 9(R)

0. (3.3)
Let 15, 4 be the Cantor measure given by (3.1) and let
1 . .
M) = —(1 + ¥ ... 4 2=,
q

Then it is easy to obtain that

Tib,q () = Mbb' = [ [ MBT ). (3.4)

k=1

Note that [M (&)| = | singn&|/q| sin w€|. Then
1
Zy =1{: M) =0} = ZI(Z\QZ)

and
Z, =€ b g(©) =0 =r{b*a:k>0,acZ\qZ}.

Clearly, © is an orthogonal set of j1; 4 if and only if
0 -0 Cc Z,U|{0}. (3.5)

Proof of Theorem 3.3 We first prove the orthogonal property of E(rA). Denote
A = T(@']1) + 70 [)b + -+ 7@ |n)bV T+ 352 700N H Dbk and
n # n'. Let s be the smallest index such that 7(c70!71|;) # 7(50!7l|,), where || is
the length of . Then

Mt = M = (1(0]y) = T(al)b* + b M

for some M € Z. Then r(\,s — \,) is the zero point of M (b~*T1¢) by the definition
of 7 and thus is a zero point of 15, 4 by (3.4). This implies that r A is an orthogonal
set of fip, 4.

Now we show the maximal property of E(rA). Suppose that rA U {7} is an
orthogonal set of y 4 with v & rA. By (3.5) and 0 € r A, we have v = rbFa for
some k > 0 and a € Z \ gZ. Since a can be expressed uniquely as

a=ay+ab+- - +a,b",
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where all ¢; € {—1,0,1,...,b—1},a,, # 0and ag € Z \ q7Z, there exists unique
ip € {1,2,...,qg — 1} such that agp — T(Okio) € qZ. By the assumption we have
ab® — )\ioqk € Z,, that is,

abk—)\ioqk k. “ k- ns s - k: AS\2.S
— e = a0 — 7(0%) + > (ai = 7(0%ig0)b* — D 7(0Fig0%)b" € Z,,.
s=1 s=m+1

Sinceq | (ag—7(0%ip)), butb | (ap—7(0%ig)) ifag # 7(0¥ip), one has ag = 7(0%ip).
Similarly, there exists unique i1 € {0, 1,...,qg — 1} such that a; — T(Oki0i1) € qZ.
From ab® — )\ioqk+l~lqk+l € Z,,onehasa; = 7(0%igiy). By m-steps one has a; =
7(0Fig - - -iy) for 0 < s < m.

Let p = > ,i;q"**. We claim that ¥ = ), and the result follows if the claim
holds. In fact,

ab® — Ap - ad

= > (ag =g i)b = > 7(O0Fig- iy ™D
s=0 s=m+1
o
== > 70 in0 b’
s=m+1

If ab® # Ap, the above implies that ab® — Ap & Z,, which contradicts to the
assumption. Hence the claim follows. (I

Let 6, be the Dirac measure with center a. We define

1
552#—526;56

for any finite set £, where #£ is the cardinality of £. Write D = {0, 1,...,q — 1}
and Dy = %D—}—u-—l—bLNDforN > 1. Let uy = dp,,. Then

N
& =[] Mo,

j=1
By (3.4) we have
Hb, q(€) = ﬁﬁ(&)ﬁb,q(b%)- (3.6)

Lemma 3.6 Let 7 be a regular mapping and let {\,},2, be the T-sequence. Then
forall N > 1,

gV -1

SN E+ranlP=1. 3.7)

n=0



58 X.-R. Dai et al.

Proof Since the dimension of L?(uy) is g”, the assertion follows by Corollary 2.4

N_
if {r/\n}Z=0 "is an orthogonal set of iy, which can be proved by the same proof of
Theorem 3.3. O

Form > 1, let

q" -1 00
Om(© = D [fib g€ +rA)|* and Q€ =D [fip. o€ + M|
n=0 n=0

Let it = pip 4. For any m, p > 0, we have the following identity:

an»p_l
Onip©) =0m© + D [AE+rA)
n=g™
g"tP—1 2
— ~ An
=0n©+ > |imipE+rin) u(gbt,:,, ) (3.8)
n=qg™

Our goal is see whether Q(§) = 1. Then by invoking Corollary 2.4, we can
determine whether we have a spectrum. As Q is an entire function by Theorem
1.2(ii), we just need to see the value of Q (&) for some small values of £. To do this,

E+rn

e in the above. Write

we need to make a fine estimation of the terms ‘ﬁ(

b—1
a = min [IM(f)ﬁ(fﬂz I _] >0
qb

and

B=maX||M(§)|2 L €l < u] <1

where |M (€)| = o]

q|sinm|”

Proposition 3.7 Let |¢| < “2=2 and let t = € + SN, dib", where d; €
{1,2,---r—=1}and 1 <ny <--- < ny. Then

N <) ”? < pN. (3.9)

Proof Firstitis easy to check that, for [¢] < “2=2 and all dj, € {0,1,2, ..., — 1},
we have
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iy dib® 1 b—2
SR (2 o)
_r(b=2)+ (= D" —b)
B b+ (b — 1)
b—1
== (3.10)

for n > 1. The inequality in the last line follows from a direct comparison of the
difference and ¢ > 2. To simplify notations, we let ng = 0 and ny4+; = oo. Then
[7i(1)[* equals

00 . 2 N  niyl ) 2
H‘M (b‘ft)‘ -T1 11 ‘M (b_/t)‘ . 3.11)
j=1 i=0 j=n;+1

We now estimate the products one by one. By (3.10), we have

b—1
< .
qb

€+ Doy i
bn,—+l

Hence, together with the integral periodicity of M(£) and the definition of «, we
have for alli > O,

nj+] o N1 ) i 2
I1 ‘M(bw)‘ =[] M(bf(£+deb”k))
j=ni+1 j=ni+1 k=1
00 i 2
i &+ 2ok=1 dib™
> 1] M(b J(Zb:’;i—jl >a. (312
j=0
b—2 b—1
< m < q_b Hence,

For the case i = 0, it is easy to see that )f—]‘
=

H;”:raﬂﬂ |M(b_‘/t)|2 z Hiio iM (b_j (5/b))|2
into (3.11), we have |7ip, 4 (1)|> > oV T,

We next prove the upper bound. From [M(£)| < 1, (3.11) and the integral peri-
odicity of M (¢),

«. Putting this fact and (3.12)

2
0P < ﬁ ‘M (bf<n,~+1>t))2 “T1 (3.13)

i=1 i=1

M (b(niJrl)(g + zdkbnk))

k=1

By (3.10) we have
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b=t (b — 1)

> bn,-—l

i i—1
€+ D dib™ | = b — |6+ D dib™ | = b —
k=1 k=1

By (3.10), (3.13), the above and the definition of 3, we obtain that [7i()|*> < gN. O

Proof of Theorem 3.4 (i) Without loss generality we assume that |£| < %.

Recall that
qm+p_1 2
~ ~ An
Qunsp© = On(© + D [fmtp& +rA)|’ u(sq*,;ip ) (3.14)
n=q™

Let also L = max,>; £, (< 0o by assumption). For ¢ < n < ¢"*?, there exists
unique N,m < N < m + p, such that qN_l <n< qN. By the definition of 7, we
have 7(c0%) € {0, q,2q, ..., (r — 1)q} for k > 1. We therefore have

oo
E+rhn=E+rr(ol) +rr@l)b+ -+ 7@+ D rr(e0 VY
s=N
N .
=&4r D 1@l T+ rr(@0)bY 4 (00PN

i=1

oo
+ Z dsbs+l
s=m+p

Hence,

N

A 1 .

gbfn:p” = pmtr <€+r§ (alb' ! +r7’(aO)bN+-~-+rT(aOm+”_N)bm+1’_l)
i=1

00 00
+ Z dsbs+17(m+p) =14 Z dst»lf(erP).
s=m+p s=m+p

Note that, from |7(c)| < b — 2 for any multi-indices o,

_ 24yt L1022
112 oo (16147 =21 45467 4o 457 7h) < D=
Also,d; € {0, 1, ..., r — 1} and there are at most L non-zero terms. By Proposition

2
3.7, we conclude that ‘ﬁ (E(;,LA; ) ‘ > ot Using (3.14) and Lemma 3.6. we obtain
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qm+17 —1

Ontp(©) = On(© + P > [Ty €+ )|
=q™

m -1

= 0n(© + ! ( Z [Tt p (€ + )|

Fixing m, we first let p approaches infinity and obtain

qn171

0(6) = Qn(&) + ! ( Z [+ ran))?

We then finally let m goes to infinity.

! (1 - > I+ wnz) <0.

n=0

This means that Q(&) > 1 for [£] < r(b —2)/(b — 1). As Q(&) < 1 for mutually
orthogonal sets and by the entire function property of Q on C, we musthave Q(§) = 1
and hence A is a spectrum for p.

(i1) With loss of generality we assume that £, > log, n forn > 1. Again we begin
with

q" -1

On@©) = 0n 1+ D |inE+ri)l

n=q"- 1

\y 2
£t

a(

Note that for q’"‘1 <n<qg"{,> logq n > m — 1. Using it and the same estimate
as in (i) so as to apply Proposition 3.7, we have

qg"—1
On(©) < Qm-1©+ D (€ +rAn)po
n=gm-1
q"—1
<O ©+8"" D I+ Al
n=gm=1
g" -1
= 0n 1O+ 8" U= D B +rAP)

n=0

< Qm—1(© + "1 = Om-1(9).



62 X.-R. Dai et al.

Consequently,

m—1
1= 0n(© = (1= Qua(ENU =" =1 =0:1) [Ja-5Y.

k=1

By letting m to infinity, we have

1-0© = (1 -0 [ -85

k=1

Since Q1(§) < 1 for almost all & € R, the second assertion follows by
Corollary 2.4. O

Proof of Theorem 3.5 Let {m}7° | be a strictly increasing sequence of positive
integers with m| > 2. Then my > k for k > 1. We now define a regular mapping
in terms of this sequence by induction. Let 7(9) = 7(0%) = 0 for k > 1. For
cef{l,2,...,q -1} C ! we define 7(¢0) = o and T(O’Ol) = 0 or ¢ according to
| # mgy or I = mg, respectively. Suppose we have defined all 7(0), 0 = o1 --- 0y
with s < k and oy # 0, and 7(00') for I > 1. For 0 = o1+ 031 € T with
ok+1 # 0, we define 7(0) = o4+ and 7'(001) = 0 or g according to [ # m,
orl = mp,_, respectively, where p, = le-“:ll 0;q'~!. By induction we have well-
defined a regular mapping from the g-adic tree to {—1,0, 1,...,b — 1}.

For any n € N, there exists unique k& > 1 such that qk_l <n< qk. Then n can
be expressed by

k
n :Za,-qf*‘, (3.15)
j=1

where all o; € {0,1,...,¢9 — 1} and o}, # 0. By the definition of 7-sequence, we
have A\g = 0 and

k
)\n = ZT(JI .. Jj)b]il +qun’
Jj=1

consequently, £, = 1 and by Theorem 3.4(i), A = {\,};2, is a spectrum of 1, 4.

We now find A satisfying (3.9) by choosing m,,. To do this, we first note that there
exists a strictly increasing continuous function /4 (¢) from [0, co) onto itself such that
h(t) < g(t) for t > 0 and it is sufficient to replace g(z) by () in the proof. In this
way, the inverse of /(¢) exists, and we denote it by L.

Now, note that
k

M =4

+qb™ < (g + D™,

Hence,
Mitl — Ap = gb™ 1 — (g + D™ > p"ntl (3.16)
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Therefore, we choose m,, so that 5™ > 2~ 1 ("1 foralln > 1. For any hi(R) > 1,
there exists unique s € N such that »*~! < h(R) < b°. Then

sup, g #(A N (x — R, x + R)) _ SUpcR #HAN(x—h LB, x +hLB*))
h(R) - bs—1 ’

(3.17)

Note from (3.16) that the length of the open intervals (x —h = (b%), x +h =1 (b%))
is less than A\, -1 —\, whenever n > s. This implies that the set AN (x —A~ ' (b*), x+
h~L(b*)) contains at most one \, where n > s. We therefore have

sup#(A N (x —h~ 1B, x + =1 (B*)) <s + 1.
xeR

Thus the result follows by taking limit in (3.17). ([l

We conclude the paper with some remarks.

Remark (1) When observing the proofs of theorems, the main crux of the proof to
spectra of zero Beurling dimension is in Proposition 3.7. The uniform control on
the Fourier transform depends only on the number of non-zero digits in the b-adic
expansion rather than the size of the frequencies.

(2) Indeed, all maximal orthogonal exponentials for 15, , can be classified through
either regular or irregular mappings. This note discusses only the regular mappings.
For irregular mappings, we can discuss its spectral properties if the number of irreg-
ular paths is finite. One can refer the details to [DaHL13].

(3) Much Iess is known about dilating a spectrum of a spectral measure. A standard
example is that if A = {0, 1} & 4{0, 1} & ...., then 5A is also a spectrum for the
standard one-fourth Cantor measure (i.e. ¢ = 2, b = 4) [DHSW11]. However, one
can prove that the tree mapping corresponding to SA is irregular with infinitely many
irregular paths. To see this, we re-write the following elements 5A into our standard
4-adic expansions.

54" 4 5.4 g5 =g 4 0 g2 0 gm g

This means the paths 0"~ 110 are irregular paths. Hence, there are infinitely many
such paths. This example of spectra cannot be covered by our theory and is also the
first example of spectra with infinitely many irregular paths .
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Abstract We study a class of dynamical systems in L spaces of infinite products
X . Fix a compact Hausdorff space B. Our setting encompasses such cases when the
dynamics on X = BY is determined by the one-sided shift in X, and by a given
transition-operator R. Our results apply to any positive operator R in C(B) such
that R1 = 1. From this we obtain induced measures X on X, and we study spectral
theory in the associated LZ(X , 2). For the second class of dynamics, we introduce
a fixed endomorphism 7 in the base space B, and specialize to the induced solenoid
Sol(r). The solenoid Sol(r) is then naturally embedded in X = BN, and r induces
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1 Introduction

The purpose of this paper is to offer a general framework for geometry and analysis
of iteration systems. We offer a setting encompassing the kind of infinite product,
or solenoid constructions arising in the study of iterated function systems (IFSs).
Our aim is to give an operator theoretic construction of infinite product measures
in a general setting that includes wavelet analysis of IFSs. To motivate this, recall,
that to every affine function system S with fixed scaling matrix, and a fixed set of
translation points in R”, we may associate to S a solenoid. By this we mean a measure
space whose L? space includes L?(R") in such a way that R” embeds densely in
the solenoid. (In the more familiar case of n = 1, we speak of a dense curve in an
infinite-dimensional “torus”. The latter being a geometric model of the solenoid.

The need for this generality arose in our earlier investigations, for example in the
building of wavelet systems on Cantor systems, of which the affine IFSs are special
cases. In these cases (see Theorem 2.6 and Corollary 4.5 below) we found that one
must pass to a suitable L? space of a solenoid. Indeed, we showed that such wavelet
bases fail to exist in the usual receptor Hilbert space L(R") from wavelet theory.

For reference to earlier papers dealing with measures on infinite products, and
their use in harmonic analysis and wavelet theory on fractals; see e.g., [DJ12, DJS12,
DLS11, DJ11a, DS11, DJ11b, DHSW11, DJ10, DJP09, LN12, DL10, LW09].

The paper is organized as follows: Starting with a compact Hausdorff space B, and
a positive operator R in C(B), we pass to a family of induced probability measures X
(depending on R) on the infinite product & = BY. Among all probability measures
on €2, we characterize those which are induced. In Sect.2, we prove a number of
theorems about R-induced measures on €2, and we include applications to random
walks, and to fractal analysis. In Sect. 3, we then introduce an additional structure:
a prescribed endomorphism r in the base space B, and we study the corresponding
solenoid Sol(r), contained in €2, and its harmonic analysis, including applications to
generalized wavelets. The latter are studied in detail in Sect.4 where we introduce
wavelet-filters, in the form of certain functions m on B.

2 Analysis of Infinite Products

Definition 2.1 Let B be some compact Hausdorff space. B refes to a o-algebra,
usually generated by the open sets, so Borel. We will denote by C the cylinder sets,
see below. We denote by M(B) the set of positive Borel masures on B, and by
M (B) those that have u(B) = 1. Let V be some set.

BY = H B = all functions from V to B.
v

For example V = N or Z.
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For x € BV we denote by m,(x) := xy, v € V.If V = N, then we denote by
-1 _ N . —
m (x) ={(x1,x2,...) € B :x1 =x}.
Letr : B — B be some onto mapping, and x« a Borel probability measure on B,
n(B) = 1.
To begin with we do not introduce p and r, but if r is fixed and

1 <#r '(x) < oo, forall x € B, (2.1)

then we introduce two objects

(1) R = Ry, the Ruelle operator;
(2) Sol(r), the solenoid.

For (1), fix W : B — [0, 0o) such that

Z W(y) =1, forall x € B,

r(y)=0x
and set
(Rwo)(x) = Z We). (2.2)
r(y)=x
For (2),
Sol(r) = {x eBY r(ys) =x,i=1,2, } 2.3)
o(x)i =xiy1, (xe€ BN), 7(x) = (r(x1), x1,x2,...). 2.4)

More generally, consider
R:C(B)— C(B)or R: M(B) — M(B), (2.5)

where M (B) is the set of all measurable functions on B.

Definition 2.2 We say that R is positive iff
¢(x) > 0 for all x € B implies (Rg)(x) > 0, for all x € B. (2.6)

We will always assume R1 = 1 where 1 indicates the constant function 1 on B. This
is satisfied if R = Ry in (2.2), but there are many other positive operators R with
these properties.

While what we call “the transfer operator” or a “Ruelle operator’ has a host of dis-
tinct mathematical incarnations, each dictated by a particular family of applications,
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they are all examples of positive operators R in the sense of our Definition 2.2. Our
paper has two aims: One is to unify, and extend earlier studies; and the other is to
prove a number of theorems on measures, dynamical systems, stochastic processes
built from infinite products. Indeed there are many positive operators R which might
not fall in the class of operators studied as “transfer operators”. The earlier literature
on transfer operators includes applications to physics [LR69], to the Selberg zeta
function [FM12], to dynamical zeta functions [Rue02, Rue96, Naul2, MMSI12];
to C*-dynamical systems [Kwal2, ABL11]; to the study of Hausdorff dimension
[Hen12]; to spectral theory [ABL12].

These applications are, in addition to the aforementioned, to analysis on fractals,
and to generalized wavelets. For book treatments, we refer the reader to [Bal00],
and [BJ02]. The literature on positive operators R, in the general sense, is much less
extensive; but see [Arv86].

Definition 2.3 A subset S of BY is said to be shift-invariant iff o (S) C S, where o
isasin (2.4), o(x); = Xj+1.

Remark 2.4 Every solenoid Sol(r) is shift-invariant.

Example 2.5 The solenoids introduced in connection with generalized wavelet con-
structions:
Letr : B — B as above and let u be a strongly invariant measure, i.e.,

1
/fdM:/#r——l(x) Z F () dp(x)

r(y)=x

for all f € C(B).
A quadrature mirror filter (OMF) for r is a function mq in L°°(B, ) with the
property that

1
5 > imow)P =1, (z€B) 2.7)

r(w)=z

As shown by Dutkay and Jorgensen [DJOS, DJO7], every quadrature mirror filter
(QMF) gives rise to a wavelet theory. Various extra conditions on the filter mq will
produce wavelets in LZ(R) [Dau92], on Cantor sets [DJ0O6, MP11], on Sierpinski
gaskets [DMPOS] and many others.

Theorem 2.6 [DJOS, DJO7] Let mg be a QMF for r. Then there exists a Hilbert
space 'H, a representation w of L°°(B) on H, a unitary operator U on 'H and a
vector ¢ in H such that

(i) Covariance

Un(HHU* =n(for), (feL™(B)) (2.8)
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(ii) Scaling equation

Up = m(mp)e (2.9
(iii)) Orthogonality
(e, ¢) =/fdu, (f € L=(B)) (2.10)
(iv) Density
span{U"n(f)g: f € L°(B),n >0} =H (2.11)

The system (H, U, 7, ¢) in Theorem 2.6 is called the wavelet representation
associated to the QMF my.

While, as we mentioned before, these representations can have incarnations on the
real line, or on Cantor sets, they can be also represented using certain random-walk
measures on the solenoid (see [DJ05, DJO7, Dut06]).

Remark 2.7 In examples when the condition (2.1) is not satisfied, the modification
of the family of relevant integral operators is as follows.

In the general case whenr : B — B is given, but #r—1 (x) = oo, the modification
of the operators R, extending those from Example 2.5, is as follows:
Consider

i) W:B — [0, 0c0) Borel
(i) p: B x B(B) — [0, 0o) such that for all x € B, p(x,-) € M(r~'(x)),soisa
positive measure such that

/ W) p(,dy) =1, (x € B).

r=1x)

Then set

(Rp)(x) = / oMW p(x,dy).

r=1x)
Example 2.8 G = (V, E) infinite graph, V are the vertices, E are the edges.
i(e) = initial vertex, f(e) = terminal vertex. (2.12)

5@ — solenoid of G = {E € EN i t(ej) = i(ej41) forall j e N} . @13

For example V = Z? and the edges are given by x ~ y iff |x — y|| = 1. For details
and applications, see [JP10].
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Definition 2.9 Now back to C, the cylinder sets mentioned in Definition 2.1. C € C

are subsets of BY indexed by finite sytems vy, ..., v, , 01, ..., Oy, v; € V,0; C B
open subsets,i = 1,...,n,n € N,
Cop0, = {x eBY :x, €0 forall i = 1n} (2.14)

Notation: C generates the topology and the o -algebra of subsets in B" in the usual
way, and B is compact by Tychonoff’s theorem.

If ¢ is a function on B, we denote by M, the multiplication operator M, f =
¢f, defined on functions f on B. In the applications below, we will use C(B), all
continuous functions from B to R.

Lemma 2.10 Consider BY and the algebra generated by cylinder functions of the
form f=¢1® - Q¢n i € C(B),neN 1=<i=n,

@1®- @)X = 1 (x1)P2(x2) ... @a(xn), (F € BY), (2.15)

or
91 Q- @y = (g1 0m1)(@2072) ... (¢n © ). (2.16)

Let A¢ be the algebra of all cylinder functions. Then A is dense in C(BY).
Proof Easy consequence of Stone-Weierstrass. O
Theorem 2.11 Let R be a positive operator as in (2.5), with R1 = 1. Then for each

X € B there exists a unique Borel probability measure P, on BN such that

/(p1®~ - Q@ndPy = (Mg, RMy, ... RMy,1) (x), (¢ € C(B),n € N). (2.17)

BN

Proof We only need to check that the right-hand side of (2.17) for 91 ®. . . ¢, equals
the right-hand side of (2.17) for ¢1 ® ... ¢, ® 1; but this is immediate from (2.17)
and the fact that R1 = 1. The existence and uniqueness of P, the follows form the
inductive method of Kolmogorov. O

Corollary 2.12 Let B and R : C(B) — C(B) be as in Theorem 2.11, and let
w € M(B) be given. Let ¥ = %" be the measure on Q@ = BY given by

/de :=/ / fdP, du(x). (2.18)
B oarlo

Then

(i) Vi :L%(B, w) — L2(Q, %) given by Vi¢ 1= ¢ o my is isometric.
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(ii) For its adjoint operator V', we have V| : L*(Q2, ) — L*(B, ) with

Vi Hx) = / fdPy. (2.19)
ARNE)

Proof The assertion (i) is immediate from Theorem 2.11. To prove (ii) we must show
that the following formula holds:

/ / fdPy lﬁ(x)dﬂ(x)=/fwoﬂ1d2 (2.20)
B nl_l(x) Q

forall f € L?(2, ¥) and all ¥ € C(B).
Recall that V" is determined by

(Vif ) = ivd e - 2.21)

But by Lemma 2.10 (Stone-Weierstrass), to verify (2.20), we may restrict attention
to the special case when f has the form given in (2.16). Note that if f = (g1 o
1) (2 0 3) ... (¢n o ) then

fWom) ={g1¥) om)(p20m) ... (¢, 0my),

and so the right-hand side of (2.20) is equal to

=/((Wlllf)oﬂl)(fﬂzoﬂz)u-(fﬂn o ) dS
Q

=/fpl(X)I/f(X)R(sz(---<pn71R(§0n))---)))(X)dM(X) =/W(X)/fdﬁ”x dp(x)
B

B
which is the left-hand side of (2.20) and (ii) follows. O

Remark 2.13 When R : C(B) — C(B) is a given positive operator, we induce
measures on Q = BN by the inductive procedure outlined in the proof of Theorem
2.11; but implicit in this construction is an extension of ¢ +— R(gp) from all ¢
continuous to all Borel measurable functions. This extension uses the Riesz theorem
in the usual way as follows: Fix x € B and then apply Riesz’ theorem to the positive
linear functional C(B) > ¢ +— R(¢)(x). There is a unique regular Borel measure
iy on B such that
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R(p)(x) =/<ﬂ()’) dux(y), (¢ € C(B)).

B

If E C B is Borel, we define
R(E)(x) = R(xE)(x) := py(E);

but we shall use this identification without overly burdening our notation with tildes.

Lemma 2.14 Let B and R be specified as above. Given i € Mi(B), let & = £
denote the corresponding measure on Q, i.e.,

/de:/ / fdP® du(x) (2.22)
Q

B nfl(X)

We shall consider V| : L*(B, w) — L2(Q, %) and its adjoint operator Vl* :
L%(Q,X) — L*(B, ), where Vip = ¢ o, for all ¢ € L*(B, ). Note that
the adjoint operator V' makes reference to the choice of R at the very outset. The
following two hold:

(i) R naturally extends to L2(B , 0); and
(i1)
RVif=Vi(foo), (feL*(Q.%) (2.23)

Remark 2.15 Given R, we say that a function ¢ € B is harmonic iff Rp = ¢. It
follows that harmonic functions contain the range of V}*, applied to {f : foo = f}.
For a stronger conclusion, see Corollary 2.21.

Proof of Lemma 2.14 Using the Stone-Weierstrass theorem, applied to C(£2), we
note that it is enough for us to check the validity of formula (2.23) on the algebra
A©D spanned by all cylinder functions

f=(prom)(@20m2)...(¢no0mn) (2.24)
n € N, ¢; € C(B). But note that if f is as in (2.24) then
foo=(prom)(@20m3)...(¢n 0 Mny1) (2.25)
Using then (2.19) in Corollary 2.12 above, we conclude that
(Vi (foo))(x) = R(@1R(@2(R ... on-1R(gn)) ...))(x) = (RV]" [)(x);
The extension from the cylinder functions A to all of L*(R2, ¥) now fol-

lows from the usual application of Stone-Weierstrass; recall that C(€2) is dense in
L2 (2, X) relative to the L2-norm; and we have the desired conclusion. O
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2.1 What Measures on B" have a Transfer Operator?

73

Below we characterize, among all Borel probability measures ¥ on BY, precisely
those which arise from a pair i and R with a transfer operator R and « a measure
on B. The characterization is general and involves only the one-sided shift o on BY.

Lemma 2.16 Let S € M (BY) and setn := % 0”1_1 € M(B);, then for -almost

all x € B thereis a field Py € ./\/l(nl_l(x)) such that

dZ:/ddeu(x)
B

and the following hold
(i) The operator Vi : L*(B, n) — L2(BN, Y) given by

Vip =¢om

is isometric.
(ii) Its adjoint operator Vl* : Lz(BN, ¥) = L%(B, W) satisfies

Vinw=[ | fdb =B xeB.

()

Proof (i) For ¢ € C(B), we have
2 _ 2 _ 2
”V“"”L2<E>—/BN lp o 1] dZ—/BN ¢l o1 d

=/ |¢|2d<zonr1>=/ lpl* dp.
B B

(ii) For ¢ € C(B) and f € L%(BY, ), we have
/ (Vig)f d% = / POV ) () (),
BN B
where V" f € L?(B, ). Hence

/ (pomy) fdX =/ () (V" f)(x) dpe(x)
BN B

(2.26)

(2.27)

(2.28)

(2.29)

(2.30)

and (Vl* f)(x) is well defined for p-almost all x € B. Moreover, the mapping

CBY) s fr (V)

2.31)
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is positive; i.e., f > 0 implies (V| f)(x) > 0. This follows from (2.30). For if
E C B, u(E) > 0,and V*f < 0 on E then there exists ¢ € C(B), ¢ > 0 such
that f 5 @)V f)(x) du(x) < 0, which contradicts (2.30). Now the conclusion in
(2.28) follows from an application of Riesz’ theorem to (2.31). O

Proposition 2.17 Let ¥ € M(BY), then (Py)ren from Lemma 2.16 has the form
(2.17) in Theorem 2.11 if and only if there is a positive operator R such that R1 = 1
and

Ec(foo)=(R(Ee [))(x) (2.32)
holds for all x € B and for all f € L%(BN, ), where in (2.32) we use the notation
Ee(...) = / e dP, =EX (. 1 =x) (2.33)

LAE))

for the field of conditional expectations, and E e f denotes the map x — E, f.

Proof The implication (2.17) = (2.32) is already established. It is Lemma 2.14(ii).

Now assume some positive operator R exists such that (2.32) holds. We will then

prove that X is the measure determined in Theorem 2.11 from R and 4 = X o7t L

It is enough to verify (2.17) on all finite tensors

f=(@rom)(grom)...(¢no0m,) (2.34)

as in (2.16); and we now establish (2.17) by induction, using the assumed (2.32).
The casen = 1 is

Ex(pom) =¢x), (p€ C(B),x € B);

and this follows from Lemma 2.16.
For n = 2, we compute as follows

Ex (@1 omr @2 0m2) = ¢1(x)(Rg2)(x). (2.35)

To do this, we shall prove the following fact, obtained from assumption (2.32):
For ¥ € C(B) and f € L%(BY, ) we have

Ex((Y om) f) = (x)Ex(f). (2.36)

Using (2.28) in Lemma 2.16(ii), note that (2.36) is equivalent to

/(w o)W o) f dS =/<p1/fV1*fdu,
BN

B
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which in turn follows from Vi (pv¢) = (V1¢) (V1Y) since ¢ + ¢ o is multiplica-
tive.
Returning to (2.35), we then get

Ey((¢1 0 1) (92 0 m2)) = @1(x)Ex (@2 0 m2) = @1 (x)Ex (@2 0 11 0 0)
=1(X)R(E o (92 0 1)) (x) = ¢1(x)(Rg2) (x).

We shall now be using w; o 0 = mj41.
Assume that

Ex(f) = o1(x)R(@2R(. .. R(gy) ...))(x) (2.37)

holds when f in (2.34) has length n — 1; then we show it must hold if it has length
n. We set

Ex(f) = Ex((¢1 0 m1)(g 0 0)),
where g is a tensor of length n — 1. Hence the induction hypothesis yields
Ex(f) = @1(0)Ex(g00) = @1 (x)RE o (9))

which is the right-hand side of (2.37). O

2.2 Subalgebras in L*° (2, X) and a Conditional Expectation

Let B, R : C(B) — C(B), u € M{(B) and & = X® be as specified. The only
assumptions on R are that
(i) itis linear;
(1) itis positive and
(iii) R1 =1.

We will be using Theorem 2.11 and Corollaries 2.12 and 3.14 referring to the
measures

(PR x e Byon ;' (x), (x € B). (2.38)

The theorem below is about the operators {V,, : n € N}, V,, : L*(B, n) —
L?*(R2, ¥) given by

Vawp =¢@om,, (pe C(B),neN).

Since V; : L%(B, n) — L2(2, ) is isometric, it follows that
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Q1 :=VV} (2.39)

is a projection in each of the Hilbert spaces L*($2, ().

Theorem 2.18 With B,R, u, X = > and Vv, specified as above, we have the
following formulas:

(i) ViVap1=R"on L*(B,j),n=0,1,2...;
i) Q1:=V; Vl* is a conditional expectation onto

Ay :={pom 19 € L°(B, n)}

Q1((wom) f) = (pom)Qi(f) forallp € L¥(B, p), f € L=(Q, X).

(2.40)
(iii) Qi(p omyy1) = (R"p)omy forall ¢ € C(B),n=0,1,2,....
Proof (1) As a special case of Theorem 2.11, we see that
/ (@ 0 Tup1) P = (R" ) (x) (2:41)

()
holds for all ¢ € C(B). We further see that (2.41) extends to both L°°(B, ) and to
L?(B, ). Hence

(ViVar19)(x) = / (@ omur1)dP® = (R"9)(x), (x € B).  (242)

)

(i) By Lemma 2.10, we see that to verify (2.40), it is enough to check it for
cylinder functions f, i.e.,

f=Wrom)Wom)...(Ynom), (2.43)

n €N, y; € C(B).Butif f isasin (2.43), then

(pom) f = ((py1) om)(Y20m2) ... (Yn 0 p), (2.44)

and the desired formula (2.40) is immediate.
(iii) Given (i), we may apply V; to both sides in (2.42), and the desired formula
(iii) follows. m]

Itis important to stress that one obtains a closed-form expression for V}* where the
operator Vi : ¢ > @ oy is introduced in Corollary 2.12. Indeed V" is a conditional
expectation:
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VENE) =EP(flm =) =EF(f), (xeB, fel*(QE) (245

By contrast, the situation for V,*, n > 1 is more subtle.

Proposition 2.19 Let B, R : C(B) — C(B)and £ = =™ € M () be as above,
e, u=%o nl_l. Let R* be the adjoint of the operator R when considered as a
bounded operator in L*(B, nw). For V2>|< we have

Vy((pr1om)(@20m) ... (¢ 0 mn)) = R*(@1)@2R(@3... R(gn)...). (2.46)

Proof Let ¢ be the function given on the right hand side in (2.46). The operator
Vo i@ ¢ — ¢ o m maps from L%(B, ) into LZ(Q, Y)). The assertion in (2.46)
follows if we check that, for all £ € C(B), we have the following identity:

/(901 om)((§p2) oma) (@3 0m3) ... (¢p0my)dX = /élﬁ dp. (2.47)
Q B

But we may compare the left-hand side in (2.47) with the use of Theorem 2.11:

Z/¢1R(($<P2)R(<P3R(--~R(§0n)~~-)))du=/(R*wl)ész(%R(--~R(<pn)-~-))du,
B B

which is the desired conclusion (2.46).
Recall that, by Theorem 2.18, we have R = V*V, , and so R* = V;V. O

The next result is an extension of Lemma 2.14(ii). Note that (2.23) is the assertion
that V}* intertwines the two operations, R and f + f o o. The next result shows
that, by contrast, Vz* acts as a multiplier.

Corollary 2.20 Let B, R, Y and p = X o7 U be as in Proposition 2.19, and set
p := R*1 € L3(B, n); then

(V5'(f 00D () = p(EL(f) = p)(V{ ))(x), (x € B, f € LX(Q, ).

Proof This is immediate from Proposition 2.19, see (2.46). Recall that the span of
the tensors is dense in LZ($2, ¥) and that if f = (p1om)(p2o0m)...(¢, 0 my),
then f oo = (p1 o m2) (g2 0 3) ... (¢y © Tpt1). m|

In Proposition 4.6 we calculate the multiplier p for the special case of the wavelet
representation from Example 2.5.

Corollary 2.21 Let B and R be as in Theorem 2.18, and let u € M (B) be given.
The induced measure on 2 = BN is denoted ™ and specified as in (2.18). We
then have the following equivalence:
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(i) h e L*(B, W) and Rh = h, i.e., h is harmonic; and
(ii) There exists f € L>(Q, X)) such that f = f o o and

hx) = / faP®, (2.48)

ANE))

Proof The implication (ii)=(i) follows from Lemma 2.14 and Remark 2.15. For
(1)=(ii), let 4 be given and assume it satisfies (i). An application of (iii) from Theo-
rem2.18 now yields

Qi(homys)) = R"(h)omy =hom = Vih.

Using (2.39), we get Vi(h — V{(h o myq1)) = Oforalln = 0,1,2,...; and
therefore

h=V{hom.1), (neN). (2.49)
Recalling
Vi (h o mpy1)(x) = / h oy dPP (2.50)
7w

and using Theorem 2.11, we conclude that {h o 7,41 },cN is a bounded L2(Q, =W)-
martingale.
By Doob’s theorem, there is a f € L?(2, £ ™) such that

nll)ngo I f —homntt ||L2(z<u)) =0.

Since 7,41 0 0 = mp, it follows that f oo = f. Taking the limit in (2.49) and using
that the operator norm of V| is one, we get that 2 = V* f and therefore the desired
formula (2.48) holds. O

2.3 A Stochastic Process Indexed by N

Remark 2.22 1In the literature one has a number of theorems dealing with the exis-
tence of measures p satisfying the various conditions; and if © o R = u is satsified,
then the measure is called a Ruelle equilibrium measure.

Theorem 2.23 Let B be compact Hausdorff and R : C(B) — C(B) positive,
R1 =1. Let u € M{(B) such that w(B) = 1, wo R = . Set
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Xp(p) =¢om,, (peC(B),neN)

and
/de:/ / fdP® dp(x) (2.51)
B 7
Then
E( ..):/...dE
satisfies

E(Xn (@) Xnk(¥)) =/¢(X)(Rk¢)(X)dM, (n,k eN, ¢, ¥ € C(B)) (2.52)
B

i.e., R¥ is the transfer operator governing distances k. Asymptotic properties as k
goes to infinity govern long-range order.

Proof From the definition of IP’)(CR) we have
PR (X, (p) = R" (@) (x), ¢ € C(B) (2.53)

Now let n, k, ¢, ¥ as in the statement in (2.52). Let X be the measure on BN in
(2.51). Then

E(Xn (@) Xnk (¥)) = /((ﬂ o 1) (Y 0 Tpyk) dX
BN

_ / R (@R () () du(x)

B

_ / () R* () (x) dpu (x)

which is the desired conclusion. O

Definition 2.24 We say that {X;(¢)} is independent at oo if

kl_i)H;OE(Xn(w)XHkW)) = (/wdu) (/wdu) , (p,¥ € C(B),n €N).
(2.54)
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Corollary 2.25 Suppose for all ¢ in C(B) we have

Jim R¥(p) = (/(pdu) 1,

then (2.54) is satisfied.
Proof We proved

E (X, (0) X (9)) = / oREY dy.

Now take the limit as k — 00, the desired conclusion (2.54) follows. O

The next result answers the question: what is the distribution of the random vari-
able X, (¢)?

Corollary 2.26 Assume po R = w. The distribution of X,,(¢) is u({x € B : ¢(x) <
t}) for all n.

Proof Take ¢ real valued for simplicity.
Fort € R,

i e 8 ipom@== [ [ xpenomdP® duw

B 7o)
=/R"_lX{«JSt}dM:/X{wﬂ}dﬂ-
B B

In particular, it follows that all the random variables X, (¢) have the same
distribution. O

2.4 Application to Random Walks

Corollary 2.27 Let (r, W) be as in Definition 2.1, and let Ry be the Ruelle operator

in (2.2), IP’,(CW)—the random walk measure with transition probability specified as
follows

W), ifr(y) =x

0, otherwise (2.35)

Prob(x — y) = [

Then P, from Theorem 2.11 is equal to }P’)(CW).

Proof We apply Theorem 2.11 to R = Ry in (2.2) and we compute the right-hand
side in (2.15) with induction
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(Mg, Ry ... Rw My, )(¥) = @1(¥) D+ D" WODW(G2) ... W20 - - o1 ),

Y1 Yn
where r(yi41) = vi, 1 <i <n, r®™(y,) = x. Further,
=D -+ D Prob(x — y) Prob(yi = y21, 1) ... Prob(yu—1 = yu | ya-0@(31) - - ()

P1® @ (2.56)
O

i / dP)((W—transmon Ryw-measure)

Remark 2.28 The assertion in (2.56) applies to any random walk measure, for exam-
ple, the one in Example 2.8.

Let G = (V, E) be as in Example 2.8, with E un-directed edges. Letc : E —
[0, c0) be such that

C(xy) = C(yx) Torall (xy) € E, c(y) #0if (xy) € E. 2.57)

A function as in (2.57) is called conductance.
Set p = p°, where

P _ ny _ ny
Xy — < — s
ZZ,ZNX Cxz c(x)

(2.58)

where

c(x) = Z Cxz,and z ~ x means (zx) € E.
Z,i~X

Then there is a unique IP’)(CC) such that
/(pl R Q@ yn d]P))(CC) = Z s prylpylyz cee Pyn_ly,l‘pl()’I) e On(Yn),
Y1 Yn

where the sums are over all y, yo, ..., ¥, such that (y;yi;+1) € E.

Note that P is supported on the solenoid, and P is supported on S© (see
(2.13)).

Remark 2.29 The last application is useful in the setting of harmonic functions on
graphs G = (V, E) with prescribed conductance function c as in (2.57). Set

AP = D cnyle@) —p() (2.59)

yevV, y~x

the graph Laplacian with conductance c.
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A function ¢ on V satisfies Ap = 0, iff

)= D e, (2.60)
yeV,y~x

where pffy) = LC(X;) as in (2.58).

Application. Use P, to get harmonic functions. The study of classes of harmonic
functions is of interest for infinite networks (see Remarks 2.28 and 2.29), and in
Corollary 2.21 is is shown that the harmonic functions 4 are precisely those that
arise from applying E, to functions f, f oo = f on BN, i.e.,

h(x):/f(x...)dIP’x,

and conversely a martingale limit constructs f from /. For more details on this
construction, see Corollary 2.21.

2.5 An Application to Integral Operators

Let K : Bx B — [0, 0co) be a continuous function and let ¢ be a probability measure
on B such that

/K(x, y)du(y) =1 forall x € B. (2.61)
B

Define

Re f(x) =/1<(x, WS du(), (x € B, f € C(B).

B

Then R = R defines a positive operator as in Definition 2.2, Rg 1 = 1 and then PP,
in Theorem 2.11 satisfies

/BNt/J1®~--®¢n+1dP’x=

o1 (x)/.../K(x,yl)m],yz)‘..K(yn_l,ynm(yl)...<pn+1<yn>du(y1>... d(ym)

We get a measure X on BN as follows

/de:/deP’xdu(x) (2.62)

since the right-hand side in (2.62) is independent of x.
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3 Positive Operators and Endomorphisms

3.1 Preliminaries Aboutr : B - B

Given an endomorphism r, we form the solenoid Sol(r) C BN Below we will study
7 : Sol(r) — Sol(r),

Txixa...) = (rx)xix2...)

and 7 € Aut(Sol(r)).

Given a positive operator R : C(B) — C(B), R1 = 1 we then form the measure
IP’}(CR) in the usual way. We will prove the following property IP’,(CR) o 1 = IE”,(CR) on
the solenoid but not on BY.

We will impose the conditon (3.10)

R((por)y) =¢RY

as the only axiom. It may or may not be satisfied for some examples of positive
operators R. But it does hold in the following two examples:

(Rp)(x) = D W(»)e(y) and

r(y)=x

1

(Rp)(x) = #r——l(x)

> ImPey),

r(y)=x

where the functions W and m are given subject to the usual conditions.
For reference to earlier papers dealing with measures on infinite products, random
walk, and stochastic processes; see e.g., [JP11, JP10, AJ12].

Example 3.1 Classical wavelet theory on the real line. Let N =2 B=T =
fzeC:lzl =1} »R/Z =~ (-1, 11viaz = ¥, 0 € R/Z; n = db;
L*(B, ) = L*((—3, 31.d6),r : B — B,

r(z) = 22, or equivalentlyr(¢ mod Z) =26 mod Z. (3.1)
Let
mo(0) = Zhnezmne, or equivalently m(z) = Zhnz", (3.2)
nez nez

where we assume



84 D.E. Dutkay and P.E.T. Jorgensen

D =2 D |hal* < oo

nez nez
Lemma 3.2 With mg as in (3.2), the condition (2.7) is equivalent to
— 1
2 whicon = S8n0. (3.3)
keZ

Proposition 3.3 ([BJ02, DJO5]) Suppose that mq is as above, and that there is a
solution ¢ € L*(R) satisfying

%w (3)= éhnw(x — ), 34
and
The translates ¢ (- — n) are orthogonal in L*(R), n € Z. (3.5)
Set W : L3(T) — L2(R),
(WE)(x) = D Emp(x —n) =: 7 (&)g, (3.6)
nez

where & € L*(T), and & (n) = JrenEdu;

(S06)(2) = mo(DE), (2 € T; (3.7)
and

UnH e = =1 (2 L*(R 3.8

wnw=—2r(3) ser’®. (3:8)

(i) Then Sy is isometric, and (L*(R), ¢, 7, U) is a wavelet representation.
(ii) The dilation W : L*(T) — L%(R) then takes the following form: W is isometric
and it intertwines Sy and the unitary operator U, i.e., we have

1
V2

Remark 3.4 With m as specified in Proposition 3.3, we conclude that the wavelet
representation can be realized on L2(R). On the other hand, we will see in Corollary
4.5 that it can be also realized on the solenoid. The two representations have to be
isomorphic. The identifications can be done via the usual embedding of R into the

WSH5)@) = UWEHm) = —=We) (3). EeLXM.xeR). (39
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solenoid x — (eZ””‘, e2mix/2 Glmix/27 ). The measure ¥ in this case is supported

on the image of R under this embedding. For details, see [Dut06].

Axioms. B compact Hausdorff space, R : C(B) — C(B) positive linear operator
such that R1 = 1, r : B — B onto, continuous.
Assume

R((por)y) =¢R(W), (p,¥ € C(B)) (3.10)

Note that (3.10) is the only property that we assume on the operator R.

Lemma 3.5 On the solenoid
Sol(r) = {(x1,x2,...) € BN : r(xi1) = xi),
T o =rom.

Proof For x = (x1,x2,...),

7(X) = (r(x1), x1, x2,...). (3.11)
T o7T(X) = x;—1 =r(x;) =rom(%). =

Remark 3.6 Our initial setup for a given endomorphism r in our present setup is
deliberately left open to a variety of possibilities. Indeed, the literature on solenoid
analysis is vast, but divides naturally into cases when r : B — B has only one
contractivity degree; as opposed to a mix of non-linear contractive directions. The
first case is common in wavelet analysis, such as those studied in [DJ06, DJO7, DJ10,
DJ12]. Examples of the second class, often called “hyperbolic” systems, includes
the Smale-Williams attractor, with the endomorphism r there prescribed to preserve
a foliation by meridional disks; see e.g., [Kuz10, KP07, KP0O7, Rue04]. Or the study
of complex dynamics and Julia sets; see e.g., [BCMNO04] .

Lemma 3.7 Let r : B — B be given and let ¥ € Aut(Sol(r)) be the induced
automorphism on the solenoid. Then

Pty =77 ) Ny (x), (x € B).

Proof Use the definition of 7 in (3.11). O

Definition 3.8 Given ;1 and R, they generate the probability measure ¥ = X on
BN, We assume R1 = 1 and p(B) = 1. Define

E(f) = / fds (3.12)
BN
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E,(f) = E(f |11 = x) = / Fds (3.13)

7 )
Ev () =E(f |71 =x1,m2=x2) = / fdx. (3.14)
it ennmy ! ()

for all x1, xo € B. As before we take

BH=[ [ rdpduw (3.15)
B n=1(x)
and we then get
Ex(f) = / fdPy (3.16)
Y€y

Lemma 3.9 Let B, R and r be given as above.

R((por)y) = ¢R(W) (3.17)

Then the following two are equivalent for some measure @ on B:

(i) poR=p
(i) [(por)Yydu= [@Rydp.

Proof (1)=(ii). Assume (i) and (3.17). Then

/(ﬂor~1/fdu=/R((<por)1/f)du=/¢R1/fdM

which is condition (ii).
(ii)=>(i). Assume (ii). Then set ¢ = 1 in (ii) and we get [V du = [ Ry du
which is the desired property (i). O

Lemma 3.10 Assume the basic axiom (3.17). For f € L'(X), we denote by Ee (f),
the function x +— E,(f), x € B. Then

Ex(foo)=REe(f)(x) (3.18)
Also,
E.(f o?) = IEr()c),x(f) (3.19)

forall x € B, f € L'(X), or equivalently
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E(f o7 |m =x) =E(f |m =r(x), 2 = x); (3.20)

see the notations in Definition 3.8.

Proof Equation (3.18) is proved in (2.32). For (3.19), we use the Stone-Weierstrass
approximation as before. If

f=(prom)(prom)...(g, 0my,),

then

fo?:((ploror[l)((pzoron'g)...((pn oromy,),

and so

Ex(fo7) =@1(r(x))R(p20rR(p30r...R(py071))...)(X)
=01(r(x)e2(x)R(@3R(. .. 0n—1R(gn)) ... )(x) = ]Er(x),x(f),

or equivalentlly (3.20). O

Proposition 3.11 Let B and R : C(B) — C(B) be as stated in Theorem 2.11. For
every u € Mi(B) we denote the induced measure on Q = BN by W If some
r : B — B satisfies

R((por)y) =¢RW), (p.¢ € C(B)) (3.21)

then every one of the induced measures ™) has its support contained in the solenoid

Sol(r).

Proof Using Lemma 2.14, it is enough to prove that each of the measures IP’&R) with
x fixed (from Corollary 2.12) has its support equal to

7' (x) N Sol(r) (3.22)
For every n, consider all infinite words indexed by y € r~"(x) and specified on
the beginning length-n segments as follows ,(r, x) : (x,7" ' (y),...,r(y),y,

free infinite tail) and note that

w1 () N Sol(r) = () Qu(r. x) (3.23)

For n = 1, we have

PR(Q)(r, x)) = R(x(x) 0 1) (x) = xx)(X)R(1) = 1,

where we used assumption (3.21) in the last step in the computation.
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The remaining reasoning in the proof is an induction. Indeed, one checks that

PR (Q,(r, 1)) = R((xgx) © D R((Xgxy 0 THRC .. (xiwy 0 7" DRty 0 7)) (x)
=R((Xx) o )R(.. R(xpxy o ")) ().

Hence the assertion for n — 1 implies the next step n. By induction, we get
PR (Q,(r,x) =1, (neN,x € B).
Using (3.23), we get

PR (7 (x) N Sol(r)) = lim PR (Q,(r, x)) = 1.
n—>oo

As a consequence, the measure IP’)(CR) assigns value 1 to the indicator function of
77 (x) N Sol(r). But

Sol(r) = U 77 (%) N Sol(r).

xeB
Soif w(B) = 1, it follows from (2.51) that
20 Sol(r) = [ ssaiey 50 = 1
BN
and as a result that
=@ (BN\Sol) = 0
which is the desired conclusion. O

Corollary 3.12 Let B, r, i, R be as above and assume (3.17). Then X is supported
on Sol(r) and 7 is invertible on Sol(r) with 7' = o. The measure ¥ is invariant

(forT) if and only if

woR=p. (3.24)
Proof 1t is enough to prove that
/ foodX = / fdx (3.25)
Sol(r) Sol(r)

holds for all f € L'(2) if and only if (3.24) holds. But, by (3.18) we have
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[ foodz= [Eiroorduw = [ RE« () duio)
Sol(r) B B
and
/ fds = / E.(f) dp(x).
Sol(r) B

But the functions x — E,(f) are dense in L' (B, w) as f varies in L' (X) (consider
for example f = g om for g € C(B)). Thus the equivalence of (3.24) and (3.25) is
immediate from this. O

Corollary 3.13 Let R be a positive operator in C(B) satsifying the axioms above,
R1 =1 R(por)¥)=@RW) forall o, v € C(B). Let 1 be a Borel measure on

B, and set © = LW
/ fdx ;=/ / fdP® dp(x);

Sol(r) B nrl(x)
then
UB f .= foF (3.26)

defines a unitary operator on L*(Sol(r), £) if and only if 1 = j o R.

Proof SinceT isinvertible in Sol(r), we conclude that /B maps onto L2(Sol(r), X).
Recall7~! = o

o(x1,x2,X3,...) = (X2, X3, X4, ...) (3.27)

Since, by Proposition 3.11, the measure X is supported on Sol(r), the result follows
from Corollary 3.12. O

Corollary 3.14 Let B and R : C(B) — C(B) be as in Corollary 2.12. Let u €
M (B) and consider * = W Letr : B — B be an endomorphism.

(1) Fortheoperators Vi : L?(B, nw) — L*(Sol(r), ) and UR : f +— foracting
in L2(Sol(r), ¥) we have the following covariance relation: V is isometric and

ViUV @) =gor, (9 cC(B)).
(i1) Assume that @ = o R and

R((por)y) =¢RW), (¢, € C(B)) (3.28)
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holds. For functions F on Q, say F € L% (Sol(r)), let Mg be the multiplica-
tion operator defined by F. Then U is unitary and the following covariance
relation holds:

UPY MpUP = Mpo,.

Proof (i) We will make use of the formula (2.19) for V", see Corollary 2.12(ii). We
now compute

ViUPV10)(x) = EUP Vg = Er(p o1 0oF) = Er(p or o 1) = (9 0 1) (%),

which is the conclusion in (i). (ii) We proved in Corollary 3.13 that /%) is unitary.
The covariance relation follows from a simple computation. O

For reference to earlier papers dealing with measures on infinite products, and
shift-invariant systems; see e.g., [CGHU12, CH94].

3.2 Compact Groups

As a special case of our construction, we mention the compact groups; this will
include the case of wavelet theory.

Proposition 3.15 Assume B is a compact group with normalized Haar measure L.
Letr : B — B be a homomorphismr(xy) = r(x)r(y) forall x, y € B, and assume
for Ne N, N > 1

#r7'(x) =N, (xeB).

Set

(R = : C(B)); 3.29

D == D, 90, (@ eCB); (3.29)
r(y)=x

then

(i) Sol(r) is a compact subgroup of BN,

(i) The induced measure © = LR s the Haar measure on the group Sol(r).

Proof (i) If X = (x1,x2,...),y = (y1,¥2,...) € Sol(r) then r(x;11yi4+1) =
r(xit)r (Yit1) = X;iyi, s0 Xy € Sol(r).
(ii) From (3.29) we see that the measures [P, in the decomposition

ds =/IP’X dp(x) (3.30)
B
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Py € Mz, ! (x)), x € B, are random-walk measures with uniform distributions

on the points in r~1(x), for all x € B. If E denotes the Y -expectation and [E, the
P, -expectation, we have

Ex(f)=E(f|m =x), (xe€B).

For points y = (y1, y2,...) € Sol(r), denote by f(-y) the translated function on
Sol(r). Then

E(f(y) [m =x) =E(f |7 = xy1) (3.31)

where we use the terminology in Proposition 2.17.
Now, combining (3.30) and (3.31), we arrive at the formula:

/ FCH) AS=E(f(-5) = / E(f(-5) | m=x) dp(x) = / E(f | mi=xy1) du(x)

Sol(r) B B
=/1E(f|m=X)du(X)= / fds.
B Sol(r) o

Remark 3.16 In wavelet theory, one often takes B = R"/Z", and a fixed n x n
matrix A over Z such that the eigenvalues A satisfy |A| > 1. Forr : B — B, then
take

r(x mod Z") = Ax mod Z", (x € R")

and it is immediate that  satisfies the multiplicative property in Proposition 3.15.
There are important examples when » : B — B does not satisfy this property.

Example 3.17 (Non-group case: the Smale-Williams attractor) Take B = T x D,
where T=R/Z and D = {z € C : |z| < 1} the disk. For (¢, z) € T x D, set

1 1,
r(t,z) = (2t mod Z, ZZ + EeZnn).

Then Sol(r) is the Smale-Williams attractor, see [KP07], a hyperbolic strange attrac-
tor.

4 Isometries

Below we study condition on functions m : B — C which gurantees that Lz(,u) E)
f > m-for e L*(u) defines an isometry in L?(B, j1); and we will study the
unitary dilations L?(Sol(r), £) 3 f > f o7 € L*(Sol(r), X).
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Setting. B fixed compact Hausdorff space. We introduce

(i) r : B — B measurable, onto such that
1 <#r'(x) <00, (x€B) (4.1)

(i1) p Borel measure on B, u(B) = 1.
(iii) m : B — C a fixed function on B.

Question: Given two of them what are the conditions that the third should satisfy
such that

L*(w) > fr>m- foreL*(n) (4.2)

is an isometry.

Definition 4.1 Transformations of measures. Given v measure on B, v € M(B)
andr : B — B,setvor—! e M{(B).For A € B(B) aBorel set, (v or—1)(A) :=

v(r~1(A)) where r~1(A) := {x € B : r(x) € A}.
—1

Fact: v o r™" is determined uniquely by the condition
/(pordl):/(pd(vor_l), (p € C(B)) (4.3)
B

Lemma 4.2 Fixr, u, m; then (4.2) is satisfied iff
(mPPdpyor™ =p 4.4

Definition 4.3 Fix r, then we say that u is strongly invariant iff

1
/fp(X)d,u(x) =/ Z @(y) dju(x) (4.5)

#r—1(x) ol

Lemma 4.4 Given r and assume ( is strongly invariant, then the isometry property
(4.2) holds iff the corresponding positive operator

1
(Rp)(x) = #r—](x)(z); Im()* ()
satisfies R1 = 1.
Proof Substitute (4.5) into (4.4). Note that then the equation
1
/ o (r () m(x)? dp(x) = / ey > ImyIP ), (@ e CB)

B B r(y)=x
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holds; so f + m - f or is isometric in L>(w) iff

1 2
o > imyP=1

r(y)=x

n-a.e.x € B. O

The next corollary appears in [DJO7, Theorem 5.5].

Corollary 4.5 Let B and r be as specified in Sect. 3, let . be strongly invariant and
let the function m be quadrature mirror filter;, as in Example 2.5. Assume in addition
that m is non-singular, i.e.

p({x :m(x) =0}) =0.

Then, with R as in Lemma 4.4, we get a wavelet representation as in Theorem 2.6
to L2(Sol(r), W) with

(i) H = L*(Sol(r), =W);

(i) Uf = mom)(f o7, forall f e L>(Sol(r), ZW);
(i) w(g)f = (gom)f, forall g e L¥(B), f € L>(Sol(r), =W);
(iv) ¢ = 1.

Proof The details are contained in [DJ07, Theorem 5.5] and require just some simple
computations. We only have to check that our measure ") coincides with the one
defined in [DJO7]. For this, we use [DJO7, Theorem 5.3] and we have to check that

/¢0ﬂnd2(“) =/R"(</>)d/t, (p € C(B)).

But this follows immediately from the definition of > in 2.17). |

Proposition 4.6 Let B, r, u and mg as in Example 2.5, i.e., mq is a QMF and the
measure |L on B is assumed strongly invariant with respect to r, and let R as in
Lemma 4.4. Then the function p = R*1 in Corollary 2.20 is p = |mo|.

Proof The result follows if we verify the formula for R*; we have

(R*Y)(x) = [mo(x)[*¥ (r(x)). (4.6)

The derivation of (4.6) may be obtained as a consequence of strong invariance as
follows: for all ¢, ¥ € C(B), we have:

2 1 2
[imoPwenydn= [vwg 3 mmPem)dut = [ 6@ w due;
B B B

r(y)=x

and the assertion (4.6) follows. O
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Generalized Energy Inequalities and Higher
Multifractal Moments

Kenneth Falconer

Abstract We present a class of generalized energy inequalities which may be used
to investigate higher multifractal moments, in particular L7-dimensions of images
of measures under Brownian-type processes, L?-dimensions of almost self-affine
measures, and moments of random cascade measures.

1 Introduction

Calculations in fractal geometry often fall into two parts: a geometric part and an
analytic part. The geometric part may involve expressing geometric or metric aspects
of a problem in mathematical terms leading to an analytic argument to estimate
the integrals, sums, etc. so obtained. There are various analytic methods that are
applicable to a range of problems across fractal geometry, for example, covering or
potential theoretic methods for estimating dimensions. Here we look at an analytic
technique which extends the potential theoretic method to higher moments and we
indicate several applications.

2 L7-Dimensions and Images of Measures

Coarse multifractal analysis reflects the asymptotic behavior of the moment sums of
measures over small grid cubes. Let M, be the set of mesh cubes of side r, that is
cubes in R” of the form [ jir, (ji+1)r) X - -+ X [jur, (ju+1)r) where ji, ..., j, € Z.
Let u be a Borel measure of bounded support on R”. Define the g-th power moment
sum of u by
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M) = D u(C). @1
CeM,

The L9-dimension or generalized q dimension of u is given by

L. log M;(q)
Dy(p) = 1 0). 2.2
7 (1) =1 ogr (g >0 (2.2)

If this limit does not exist we may still take lower or upper limits to get the lower
and upper L4-dimensions:

1 log M
D (n) = lim og M:(4)
_q —_
g—1~0 logr

1 fim log M, (q)
im
qg—1r~0 logr

. (23

and 54 (n) =

see, for example, [Fal97] The definitions (2.2) and (2.3) are unchanged if we replace
the moment sum by a moment integral

M, (q) = /M(B(x,r))q_ldM(X) (g >0), 2.4

see [Lau95] for the case of ¢ > 1 and [PS00] for0 < g < 1.

Often of interest are the dimensions of the image of a set or the generalized
dimensions of the image of a measure under a parameterized family of mappings.
Let X be a metric space, and let x,, : X — R” be a family of continuous mappings
where w € Q2 for some parameter space 2. Let u be a Borel measure on X and let
e be its image measure under x,,, SO

fo(A) = u(x,;'(A)  (AeR"

or
/f(X)de(X) Z/f(xw(t))du(t) (f:R* > R.

For a basic example, x,, might be orthogonal projection from R™ onto a line L,
(which we may identify with R) in direction w, with p,, the corresponding projection
of the measure ©« on R” onto L,,.

Now suppose (L2, P, F) is a probability space and write E for expectation. One
way of obtaining lower estimates for L9-dimensions of u,, valid for almost all w is
to bound the mean moment integrals. When ¢ > 2 is an integer:

E / Lo (B, 1)) d gy (x)

= E/Mw{m Hx =yl =)o pelyg-r1 X — yg—1l S ridpe(x)
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Fig. 1 Projection of three points onto a line parameterized by @
=E [ulti:1x0(@®)—xo@)] <1} ... M{tq—l : |xw(t)_xw(tq—l)| <ridu(t)
= E/"'/X{\xw(t)—xw(tjﬂfr forall j}(t1, -+ s tg—1, Ddp(ty) ... du(tg—1)du(t)

:/"‘/P{|xw(t)_xw(tj)| < rforall jldu(r)...du(tg—1)du(r). (2.5)

We may be able to use the geometry of the situation to estimate P{|x,, (1) — x,(¢;)| <
r for all j}, which depends on the relative closeness of the 1, ...,%,_1,¢ in the
metric space. For example, with x, : R" — L, as projection onto the line L,
where w €  is distributed according to the natural invariant measure on the space
of directions €2, the probability P{|x,, (1) —x4(¢;)| < r for all j}is affected more, but
not exclusively, by the ¢; that are furthest from ¢, see Fig. 1. In particular, bounding
(2.5) by const-r® Co) may lead to a lower bound of s for the L9-dimension of p,
for almost all w.
In the case when g = 2 the integral (2.5) may be estimated by

/ / Pllxo (1) — xo ()] < ridu(t)du() < / / E(’—)du(n)du(t)

X0 () — X0 (D)

for all s > 0. This expectation can often be estimated using a transversality argument
which results in an energy-type integral. The classic case of this is in the projection
theorems, see for example [Fall4, Mat99] for the projection case and [PYS00] for a
more general setting.

3 The Main Inequality

In this section we consider an approach to estimating integrals such as (2.5) forg > 1
and present an inequality which may be applied in various settings. It is convenient
to take X to be the symbolic space on a set of m > 2 symbols, A = {1,..., m}.
Thus AX consists of the words of length k for k > 0 and we write A* = UfzoAk
which we identify with the vertices of the m-ary rooted tree in the usual way. The
infinite sequences, identified with the boundary of the tree, are denoted by A°.
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@ = join point

| PR PR E is e s

Fig. 2 A set of 7 points in A with their 6 join points in A*

Fori =iy,...,iy € A* we write | i | = k for the length of the word i. Fori € A*
and j € A*UA® we write j > itomean thati is an initial segment of j. The cylinders
are the sets Cj = {j € A® : j > i} for each i € A*. The cylinders provide a basis
for the natural topology on A%,

Write j1 A jo € A* for the join of ji,jo € A, that is the longest i € A*
such that j; > i and j, > i. For an integer ¢ > 2 we define the set of join points
i, ..., i1 € A" of j1,j2,...,Jq € A to be the set

JGrd2s ) =i njj 1 <i < j <m},

see Fig.2. This set will always consist of exactly ¢ — 1 points provided that they
are counted according to multiplicity, that is if there are r distinct points j;,, ..., ji,
such thati = ji, A ji, forall 1 < p < g < r theniis counted as a join point with
multiplicity r — 1. (If m = 2, corresponding to a binary tree, then all join points have
multiplicity 1.)

In bounding expressions such as (2.5), where we now take X = A so that the
ti € X are replaced by j € A, a generalised transversality argument may lead to
an estimate of the form

Pllxw(q) — xo(j)| = r forall j} < F(ji.j2, ... Jq) (3.1

where F' may be expressed as a product over the join points
F(1.d2, -2 dg) = fAD f(2) ... fig—1) where {if, ..., ig—1} = J (1,2, .-+, ig),

for some f : A* — R defined on the vertices of the tree. Then (2.5) takes the form
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o
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|

o bbs

Fig. 3 The arrangement of three points in A® the join points used in the proof of Theorem 3.1

E/uw(B(x,r»q—‘duw(x) s/~--/Fcn,j2,...,jq)du(jn...duqq_oduciq).
(3.2)

The following theorem estimates this integral in terms of f and the cylinder mea-
sures (£(Cj).

Theorem 3.1 For each real number q > 1 there is a polynomial p such that

o _1\g—1
[ [Fndadpdnin.anig < (3 pw] 3 rartuc] )

k=0 lij=k

Proof We give the proof in the special case when g = 3, that is

> 172\ 2
/ / / F i, J2, 3)dpu(ndu)duds) < (Z[Zf(i)2ﬂ(ci)3] ) :
k=0 |i|=k
(3.4)

Splitting this integral into a sum over possible pairs of join points, see Fig. 3,

/ / / F(i.j2. i3)dpGoduGduGs) < D D fOFHrCrC))?.
IeA* jeA*, j>~i
(3.5)
We first estimate the restriction of this double sum over vertices of the tree for given
levels |i| = k and |j| = [ where O < k < [; Cauchy’s inequality is used at the places
indicated.
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DD fOrHrECHuC)?

lil=k |j=L. j>i

=> | rom@ || > (f(.i)ll(cj)3/2)li(cj)l/2i|

lil=k = ~lil=L i

<3 [riona]||( > riucy’) (X u(cj))”z} (Cauchy)

lil=k = - lil= i lil=l, j>i

r M 1/2
= > [row@||( X reruc?) u(Ci)‘/z]

lil=k = N !

r 1/2
=> f(i)u<ci>3/2][ > f@)zmcj)ﬂ

lil=k = lil=1. j>~i

1/2 1/2
S[Zf(i)zﬂ(ci)3:| [Z > f(i)zu(cj)ﬂ (Cauchy)

lil=k [il=k |j|=L. j>i

_ o2 A3 V2 o2 A3 V2
=| D fO*(C) > FO(C)

li|=k ljl=l

Summing over all levels 0 < k, I gives inequality (3.4). O

When g is a larger integer, (3.3) may be established using an induction on con-
figurations of join points, requiring frequent uses of Holder’s inequality rather than
Cauchy’s inequality. A further extension of the calculation establishes that (3.3)
remains valid for any real number ¢ > 1, see [Fall0, FX14] for further details.

In applications f (i) = f;(i) typically depends on a parameter s such that

D AT C)? < 00

lil=k

for some A; > 0. Combining (3.3) with (3.2) gives
-1 S k/g-0\4!
E/uw(mx, Mo < e 3 pUo G D)

k=0

so the value of s for which Ay = 1 is critical for bounding the mean L7
dimensions of jt,.
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Fig. 4 A measure p and its image /., under a process x,,

4 Images of Measures Under Gaussian Processes

For a first application of inequality (3.3), we examine images of measures under
certain Gaussian processes. Let {x,, : [0, 1] > R, o € Q} be index-« fractional
Brownian motion (0 < « < 2) defined on a suitable probability space €2, see [AdI81,
Ka85, MV68]. It was shown by Kahane [Ka85] that for a Borel set E C R

dimy E
dimHX(E)=min{1, 1MH }

where dimyg denotes Hausdorff dimension. It is natural to seek similar relation-
ships between the generalized dimensions of measures and their images under such
processes (Fig. 4). Full details of the following result are in [FX14].

Theorem 4.1 Let x,, : [0, 1] — R be index-a fractional Brownian motion, let 1
be a finite measure on [0, 1] and let ., be the image of y under x,. Let g > 1.
Assuming that Dy (1) exists then Dy (1) exists almost surely and

Dy (1) = min {1, Dy (M)}

Sketch of proof Since index-« fractional Brownian motion almost surely satisfies
an (¢ — €)-Holder condition for all € > 0, it follows easily from the definition of
L4-dimensions that D, (1) < Dy (1) /a.

For the opposite inequality we use the local nondeterminism (LND) of fBm.
Roughly this states that the variance of x,(f1) conditional on x,,(%2), ..., Xx(t;) is
comparable with the variance of x,,(t1) — x,(;) for the j for which [#; — ;| is least,
see [Ber73, Xia06, Xiall]. It may be shown that the calculations are essentially
unaffected if, for a suitably large m, we consider the numbers in [0, 1] to base m and
identify the base m number 0.ajazas3 ... with (a; + 1,a2 + 1,a3 +1,...) € A®,
so that the hierarchy of m-ary subintervals of [0, 1] are the cylinders Cj in symbolic
space. Using LND inductively we obtain, in symbolic space notation,
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Pllxolg) — x0(p)| = r forall j} < cF(i.j2. ... Jg)

where F is a product over the join pointsiy, ..., i;—1 € J(j1, j2, . . ., j4) of the form
F(jl ,j2, o ,jq) — Crs(q—l)m|illccsm|i2|as o m|iq,1|as

for any s > 0, where we have replaced Euclidean distance on [0, 1] by the m-ary
ultrametric d(ji, jo) = m 912l In this notation (2.5) becomes

E / Lo (B(x, )T dpg, (x)

yenes

Inequality (3.3) with f(i) = f; (i) = m'!® now gives

E [ 1B, o) < (3w T a] )T @

k=0 li|]=k

where

Aok = D SO C)T = mt @D " e, (4.2)

li|=k li|=k

The sum in (4.1) is finite if lim sup;_, oo (s ) /% < 1, that is if as < D, (1) using
(2.2) and noting that the sum in (4.2) is a sum over the m-ary mesh intervals of
lengths m~* that are identified with the cylinders Cj where | i | = k. It follows that
if 51 <5 < Dy(u)/a then

EZZ_SI((]_I)//L(U(B(X72_k))q_ldﬂw(x)
k=1
- E/ (zzﬂl(qil)ﬂw(B(Xv sz))qfl)duw(x) < 00,
k=1

which implies that 5,1 (w) > s1 almost surely, since the generalized dimensions
are determined by the sequence of r = 27, O

This method yields similar conclusions for the L9-dimensions of the images of
measures under other classes of Gaussian process such as fractional Riesz-Bessel
motion and infinity scale fractional Brownian motion, see [FX14].
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5 Measures on Almost Self-affine Sets

Next we consider L4-dimensions of measures on self-affine and almost self-affine
sets. Fori = 1, ..., m let T; be linear contractions on R” and let w; be translation
vectors. The iterated function system {7 (x) + w; ;.”:1 has an non-empty compact
attractor E satisfying £ = U;”ZI(Tj(E) + wj); such a set is termed a self-affine
set. Writing ® = (wy, ..., ®,) for the set of translations, the attractor E may be
characterised in terms of m-ary words: E,, = Uje A Xo(J), where xg, : A® — R”
is given by the single point in the decreasing intersection

xw(j) = xw(jh j2’ .. ) = ﬂ(Tﬂ +(1)]|)(T]2 +C()]2) v (T]k + C()]k)(B), (51)
k=1

where B is any ball such that 7;(B) + w; C B forall j.
Let p1, ..., pnm be probabilities, so that 0 < p; < 1 and 27:1 pj=1.Let ube
the Bernoulli probability measure on A defined on cylinders by

w(Cj) = pj,pj,-..pj, Wwhere j=(ji,..., jx) € A, (5.2)

and extended to a Borel measure on A®. For each w €  let p, be the image
measure of p under x4, which is supported by E,,.

We wish to find the generalized dimensions Dy (ite). This is well-known in
the case where the T + w; are similarities and E,, is a self-similar set. Provided
the open set condition is satisfied (that is, there exists a non-empty open set U
such that U? ((T;(U) + w;) C U with this union disjoint), then the generalized

dimension D, (1) = do where dy satisfies the equation Z;’;l rﬁl_")do p? =1,

see [CM92, Fall4]. Closed formulae have also been obtained for the generalized
dimensions or self-affine ‘carpets’ and ‘sponges’, where the 7 are all equal and the
affine transformations 7', + wj, map a given cube onto similarly-aligned rectangles
or rectangular parallelepipeds [Kin95, Ols98].

In general it is difficult to obtain formulae for L?-dimensions of measures on
self-affine sets, or even for the Hausdorff dimension of the supporting self-affine
sets, not least because they need not be continuous in ®. Nevertheless, using a
potential-theoretic approach, one may obtain formulae that are valid for almost all
® = (wi, ..., wy) in the sense of mn-dimensional Lebesgue measure in the case
that 1 < g < 2, see [Fal99]. However, in general there is ‘not enough transversality’
as o varies for the estimates to extend to ¢ > 2.

One way of circumventing this difficulty is to introduce more randomness by
allowing a random perturbation in the translation component at each stage of the
construction. We let

@ =1{0j joiv - Gl j2r o os i) € A} € RDHN (5.3)
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(T; + 0 )T + @, 2)(B) x(1:2.2,...)

(T3 + @ (T} + wy,)(B)

Fig. 5 Hierarchical construction of an almost self-affine set E,,

be a family of translation vectors in R” which we assume to be bounded. Analogously
to (5.1) we let

o0
Xo(j) = ﬂ (Tj, + 0 )(Tj, + @)y )T + ) jrjs) - (T + @y ..y )(B)

k=1
- kl—i>nolo(TJ'1 + i) (T, + @, j)(Tjs + @y j,j3) - (Tjy + @jy s, ) (0)
=wj +Tjwj j, + TjTjpwj jpj+ - 5.4

for each j = (ji, j2,...) € A, for some ball B large enough to ensure that
Tj(B) +®j jp, i ©B for all ji, jo, ..., jx € A*. We call

Ey = U Xo ()

jeA>®

an almost self-affine set, see Fig.5.

We may randomize the translation vectors in the self-affine construction. Assume
now that wj, j. .. j in (5.3) are independent identically distributed (i.i.d.) random
vectors for ji, jo, ..., jx € A* with absolutely continuous density with respect to
n-dimensional Lebesgue measure. We put the product probability measure on
(R”)A*. We then term E,, a random almost self-affine set [JPS07], see Fig. 6.

To analyse self-affine and almost self-affine sets we utilize the singular values
of the mappings which control the geometry of the components in the construction.
The singular values a1 > ap > --- > a,, > 0 of a linear mapping T : R" — R”" are
the positive square roots of the eigenvalues of T T* or equivalently are the semi-axis
lengths of the ellipsoid 7'(B) where B is the unit ball. The singular value function
of T is then defined by

P =ay...ap o) T (5.5)
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Fig. 6 A self-affine set and a random almost self-affine set with the same linear components in the
defining transformations

where p is the integer such that p — 1 < s < p. (If T is a similarity then ¢*(T) is
just the sth power of the scaling ratio of 7'.)
There are two important properties of ¢*. Firstly it is submultiplicative, that is

¢ (1) = ¢* (T (T2), (5.6)

and secondly, if T is a contracting linear map, then ¢*(7") is continuous and strictly
decreasing in s, see [Fal88]. It follows, writing

[T ire Ak

that &y itself is also submultiplicative, that is &} b = ®; @7, so, by the standard
property of submultiplicative sequences, the limit

@ = lim (®5)"/*
k—00

exists and is decreasing in s.

The positive number dy that satisfies ®%© = 1 is called the affinity dimension
do = do(Ty, ..., T,) of the self-affine set E, that is the attractor of the IFS of affine
maps {T; + w;}/_ . In other words dy is given by

1/k
CIJdO(Tl,...,Tm)ECDd‘):lim( D ¢d°(Tilo~-~oT,~k)) =1. (5.7
k—o00

i1..igeAk
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notice that the affinity dimension depends only on the linear parts of the IFS functions.
Affinity dimensions provide ‘generic’ values for the Hausdorff and box-counting
dimensions of self-affine sets. We write dimy and dimg for Hausdorff and upper
box-counting dimensions respectively.

Proposition 5.1 Let E, be a self-affine or almost self-affine subset of R". Then
dimy E, < dimp E,, < do(T1, ..., Tn) (5.8)

where (T, . .., Ty) are the linear parts of the affine contractions in the construction
of E. If Ey is self-affine with ||T;|| < %for all j then there is equality in (5.8) for
almost all translation vectors @ € (R")™. If E, is a random almost self-affine set
then there is equality in (5.8) for almost all ® € (R™)A" with no restriction on 1751

Proof Inequality (5.8) is obtained by a covering method. Almost sure equality for
self-affine sets and random almost self-affine sets may be derived from energy esti-
mates for measures supported on the sets, see [Fal88] and [JPSO7] for the two
settings. O

To obtain generic formulae for L¢-dimensions, we adapt the definition of affinity
dimension. With p the Bernoulli measure on A defined by (5.2), let

B 1/k
) = hm( > @ ToTyo oy (Ciy i) (59

1/k
1—
khm( Z @' (T 0 Ty o+ 0 T3 ™ (piypiy - pi)?)

lkEAk

Again the limits exist as a consequence of supermultiplicativity, and if ¢ > 1 then
@, is strictly increasing and continuous in s. Thus we may define positive numbers
d, by the requirement that

=1 (5.10)

As before we write (i, for the image of the Bernoulli measure  under x,,. We refer
to Wy as a self-affine measure when @ € (R")" and the support E,, is a self-affine
set, and as a (random) almost self-affine measure when @ € (R”)A* and the support
is a (random) almost self-affine set.

Proposition 5.2 Let 1 < g < 2. Let i be a Bernoulli measure on A*°. For every
self-affine or almost self-affine measure gy on R"

Dy (pe) < min{d,, n} (5.11)
where dy is given by (5.10). Moreover, D, (1) exists and

Dy () = min{d,, n}
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in the self-affine case provided || T; || < %for all j, for almost all @ € (R™)™, and also

in the random almost self-affine case for almost all ® € (R™MA" (with no restriction
on the ||T;||).

Note on proof This is proved in [Fal99] using a potential-theoretic method; the proof
adapts easily to give equality in the random almost self-affine case. O

It is natural to ask whether the conclusion of Proposition 5.2 is valid for g > 2
when the basic potential-theoretic method is inadequate. However, for self-affine
measures [y, there is, in general, not enough randomness or transversality to get
an adequate estimate in (3.1) to lead to equality for almost all @ € (R")™. Thus we
consider the lower bound for random almost self-affine measures using the inequality
of Sect. 3.

Theorem 5.1 Letq > 1. Let 1 be a Bernoulli measure on A°°. For every self-affine
or almost self-affine measure (14 on R"

Dy (i) < min{d,, n} (5.12)

where d, is given by (5.10). If |1, is a random almost self-affine measure then D, (1)
exists and
Dy(ue) = min{dq ,n}

for almost all ® € (RMA”,

Sketch of proof The upper bound (5.12) comes from splitting ellipses of the form
that occur in the intersections in (5.4) into appropriate pieces and summing the powers
of the measures, see [Fal99, Fall0].

For the case where ¢ > 2 isaninteger and i, a random almost self-affine measure,
let ji,...,j; € A®. Using the geometry and randomness or higher transversality
available in the construction, we may obtain an estimate

P{lxo(g) — %ol < r forall j} < er*@ Ve (1) '¢* (). ¢° (T, )~
(5.13)
where iy, ..., i, are the join points of ji, ..., j,. Using (2.5) we get, forall s > 0,

E / Ho (Bt 7)™ d ey ()

< cr“q—”/- : / ¢ (Ti)~'¢° (Tiy) ' ... ¢* (T, )" duGn) .. duGy)

00 1 —1
< cr“q—”(z P > ¢ (1) iy ] = )q ,

k=0 li|=k

for some polynomial p, taking f (i) = ¢*(7;) ! in inequality (3.3). From the defin-
ition (5.9),(5.10) of @;, this series converges if 0 < s < d,;, in which case
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00
EZZ_Sl(q_I)/Mw(B(xvz_k))q_]d,wa(_x)
k=1
00
= E/ (Zz—sl(ﬂl—l)Mw(B(x’Z—k))q—l)duw(x) < 00,
k=1

forall 0 < 51 < s, giving Dy (1) > s1 for almost all @ € RMA” forall 51 < d,,
as required.
For full details of this argument and the case of non-integer ¢ > 1 see [Fal00]. O

6 Random Multiplicative Cascade Measures

Let A = {1, 2,...,m}, let W; be independent positive random variables indexed by
i=i1,i,...,0r € A* and let

Xi= Wi Wiir.o Wipis iy

We may identify the cylinders in symbolic space with the hierarchy of m-ary subinter-
vals of [0, 1] in the obvious way, see Fig. 7. We assume that E(W;) = 1 foralli € A*
in which case (Xjx, Fx) is a martingale for each j € A®, where jlk denotes the
curtailment of j after k terms and Fj is the o-field generated by {W; : i € Uf‘zl Al

These martingales, termed random multiplicative cascade measures, were intro-
duced and studied in the 1970s by Mandelbrot [Man74] and Kahane and Peyriere
[Kah85, KP76] who obtained many properties in the ‘self-similar’ case, that is when
the W; are independent and identically distributed. Let i be a Borel probability
measure on A®°. Of particular interest are the k-th level sums

Z Xi u(Cy) E/Xj|kdu(i),

lil=k

which moments of the sums remain bounded as k — oo and in what setting the inte-
gral converges. It follows from Minkowski’s inequality that if E (( Z\i\= « Xi n(C i)) q)

is bounded in k then so is 3" 5 E((Xi£(Ci))?). but the opposite implications are
more subtle. Using the inequality from Sect. 3 we get the following result.

Theorem 6.1 Let g > 1 be a real number. If

lim sup ( > E(xi‘f)u(ciﬂ)l/k <1 6.1)

k— o0 li|=k



Generalized Energy Inequalities and Higher Multifractal Moments 111

22 211 212 221 222

Xiy,in,i3

.Xa'[.:';,r’].:'q

Xjix - a martingale for each j

Fig. 7 A random multiplicative binary cascade measure represented on the interval [0, 1], with
Xjjx a martingale for each j € [0, 1]

then

lim sup E(( > x u(ci))q) <00 62)

k— 00 li|]=k

and [ Xjkdp(j) converges a.s. and in L9. Note that we require the underlying W;
to be independent but not necessarily identically distributed.

This result, along with many other properties of these martingales, was obtained
by Kahane and Peyriere [Kah85, KP76] when the random cascade is ‘self-similar’,
that is when the Wj are identically distributed, utilizing the self-similarity to show that
the sums satisfy a random difference equation. There have been many subsequent
extensions and variants, see [BMO04, Liu00] which contain many further references.
Barral [BMO04] proved this result without the i.i.d. requirement on the Wj in the case
I < g < 2, also with the martingales defined in a more general continuous setting.
Note on the proof of Theorem 6.1. When g > 1 is an integer we may expand

E((inu(co)q): > B Xiy .. Xi)u(CiO(C) .. u(Gi,)

lil=k li1], lizl,.... lig|=k

0 1 \g-1
< (Zp(k)( > E(Xiq)u(ci)‘f)q”) :

k=0 lij=k
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for a polynomial p, where this inequality may be established using induction in a
manner akin to that of Theorem 3.1 by relating the expectations of products of the
Xi; to expectations of powers of the Xj at the join points of iy, .. . , i;. The conclusion
(6.2) then follows from (6.1).

As with Theorem 3.1 the argument for non-integer g requires a more involved
induction argument. O
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Some Aspects of Multifractal Analysis

Ai-Hua Fan

Abstract The aim of this survey is to present some aspects of multifractal analysis
around the recently developed subject of multiple ergodic averages. Related topics
include dimensions of measures, oriented walks, Riesz products etc. The exposition
on the multifractal analysis of multiple ergodic averages is mainly based on [FLM12,
KPS12, FSWO00].

Keywords Dynamical systems - Ergodic averages + Multifractal analysis -
Hausdorff dimension
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1 Introduction

Multifractal problems can be put into the following frame. Let (X, d) be a metric
space and P (x) a property (quantitative or qualitative) depending on a point x of the
space X. For any prescribed property P, we look at the set of those points x which
have the property P:

EP)={x e X:P(x)=P}.

The size of the sets E (P) for different P’s is problematic in the multifractal analysis.
According to popular folklore, the function x +— P(x) is multifractal if E(P) is
not empty for uncountably many properties P. Usually the size of a set A in X is
described by its Hausdorff dimension dimy A or its packing dimension dimp A, or
its topological entropy in a dynamical setting. See [Fal03, Mat95] for the dimension
theory and [Bow73, Pes97] for the notion of topological entropy.

Seeds of multifractals were sown in Mandelbrot’s works on multiplicative chaos
in 1970’s [Man74, Man74]. First rigorous results are due to Kahane and Peyrere
[KP76]. The concept of multifractality came from geophysics and theoretical physics.
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At the beginning, Frisch and Parisi [FP85], Hentschel and Procaccia [HP83] had the
rather vague idea of mixture of subsets of different dimensions each of which has a
given Holder singularity exponent. The multifractal formalism became clearer in the
1980-1990’s in the works of Halsey et al. [HIKPS86], of Collet et al. [CLP87], and
of Grown et al. [BMP92]. The multifractal formalism is tightly related to the thermo-
dynamics and Ruelle [Rue78] was the first to use the thermodynamical formalism to
compute the Hausdorff dimensions of some Julia sets.

The research on the subject has been very active and very fruitful since four
decades. The first most studied multifractal quantity is the local dimension of a
Borel measure ;o on X . Recall that the local lower dimension of at x € X is defined
by

1 B(x,
D,(x) = lim inf (08 HB(X, 1))
r—0 logr

where B(x, r) denotes the ball centered at x with radius . The local upper dimension
Eﬂ (x) is similarly defined. There is a huge literature on this subject. Let us mention
another example, Holder exponent of a function (see [Jaf97]). Let &« > 0. Let f :
R? — R be a function and x € R? be a fixed point. We say f is a-Holder at x and
we write f € C%(x) if there exist two constants § > 0 and C > 0 and a polynomial
P(x) of degree strictly smaller than « such that

ly=xl<d=1f() — f&x) =P —x0)]=Cly—x|"
The Holder exponent of f at x is then defined by
hy(x) =sup{a>0: f e C*x)}.

The multifractal analysis has now become a set of tools applicable in analysis,
probability and stochastic processus, number theory, ergodic theory and dynamical
systems etc if we don’t account applications in physics and other sciences.

The main goal of this paper is to present some problems in the multifractal analysis
of Birkhoff ergodic averages, especially of multiple Birkhoff ergodic averages, and
some related topics like dimensions of measures and Riesz products as tools, and
oriented walks as similar subject.

Let T : X — X be a map from X into X. We consider the dynamical system
(X, T). The main concern about the system is the behavior of an orbit {7"x} of a
given point x € X. Some aspects of the behavior of the orbit may be described by
the so-called Birkhoff averages

n—1
1
Anf ) =~ > f(TFx) (1)
k=0
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where f : X¢ — R is a given function, called observable. We refer to [Wal82] for
basic facts in the theory of dynamical system and ergodic theory.

The famous and fundamental Birkhoff Ergodic Theorem states that for any
T -invariant ergodic probability measure p on X and for any integrable function
f € L'(p), the limit

lim A () = / fdp
X

holds for p-almost all points x € X. Even if p is only T-invariant but not ergodic,
the limit still exists for p-almost all points x € X. For many dynamical systems,
there is a rich class of invariant measures and so that the limit of Birkhoff averages
A, f(x) may vary for different points x. This variety reflects the chaotic feature of
the dynamical system. A typical example is the doubling dynamics x + 2x(mod 1)
on the unit circle T := R/Z.

The multifractal analysis of Birkhoff ergodic averages provides a way to study
the chaotic feature of the dynamics. Let v € R. We define the a-level set

Ef(a) = [x e X: nETooAnf(x) = a].

The purpose of the multifractal analysis is the determination of the size of sets
E y(a). If the Hausdorff dimension is used as measuring device, we are led to the
Haudorff multifractal spectrum of f:

R s ar dy(a) :=dimy Ef(a).

The existing works show that in many cases it is possible to compute the spectrum
dpy (-) and it is also possible to distinguish a nice invariant measure sitting on the set
Fy () for each «. By “nice” we mean that the measure is supported by E ¢ () and
its dimension is equal to that of E ¢(«). The dimension of a measure is defined to
be the dimension of the “smallest” Borel support of the measure. Therefore the nice
measure is a maximal measure in the sense that it attains the maximum among all
measures supported by E (). This maximal measure may be invariant, ergodic and
even mixing. Some other nice properties are also shared by the maximal measure. For
this well studied classic ergodic averages, see for example [BSS02, FF99, FFW01,
FLPO08, FS03, FLWO02, Oli99, TVO03]. Let us also mention some useful tools for
dimension estimation [BS07, BV06, Dur08, FSTO00].

The multiple ergodic theory started almost at the same time of the development of
multifractal analysis. It started with Fiirstenberg’s proof of Szemerédi theorem on the
existence of arbitrary long arithmetic sequence in a set of integers of positive density
[Fiir77]. This theory involves several dynamics rather than one dynamics. Let 77,
T>,..., Ty be d transformations on a space X. We assume that they are commuting
each other and preserving a given probability measure p.. For d measurable functions
F = (f1, ..., fa) we define the multiple Birkhoff averages by
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1 n—1
AnF () 1= =3 AT AT fa(T)x). )
k=0

An inspiring example is the couple (72, 73) on the circle T where
mx =2x (mod 1), mx = 3x (mod 1).

The mixture of the dynamics 77, 75, . .., Ty is much more difficult to understand.
After the first works of Fiirstenberg-Weiss [FW96] and of Conze-Lesigne [LT84],
Host and Kra [HKO05] proved the L2-convergence of A, F when T, = T/ (powers
of a fixed dynamics) and f; € L°(u). For the almost every convergence, results
are sparse. Bourgain proved the almost everywhere convergence when d = 2. We
should point out that even if the limit exists, it is not easy to recognize the limit. In
particular, the limit may not be constant for some ergodic measures. For nilsystems,
explicit formula for the limit was known to Lesigne [Les89] and Ziegler [ZieOS5].
Anyway, not like the “simple” ergodic theory, the multiple ergodic theory has not
yet reached its maturity.

Although the multiple ergodic theory has been still developing, this situation
doesn’t prevent us from investigating the multifractal feature of multiple systems.
Let us consider the following general set-up. For a given observable ® : X¢ — R,
we consider the Multiple Ergodic Averages

1 n—1
Ap®(x) = - Z O(Tfx, T¥x, ..., Thx). (3)
k=0

The Birkhoff averages (2) correspond to the special case of tensor product ® =

®Le® - fi
It is natural to introduce the following generalization of multifractal spectrum. In
this paper, we will only consider the case where T; = T/ forl < j<d. So

1 n—1
Ap®(x) = = D &[T x, T%x, ..., T%x). (4)
n k=0

The multiple Hausdorff spectrum of the observable ® is defined by
dp(o) = dimy Ee(a), (a€R)
where

1 n—1
Eo(a) = {x €eX: lim - ZCD(Tkx, T%x, ..., T%x) = a} NG)
n—-—+o00 n =0

As we said, the classical theory (d = 1) is well developed. When d > 1, there are
several results on the multifractal analysis of the limit of the averages A, ® in some
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special cases; but questions remain largely unanswered. In Sect. 2, we will present
the first results obtained in [FLM12] in a very special case which give us a feeling of
the problem and illustrate the difficulty of the problem. One result is the Hausdorff
spectrum obtained by using Riesz products, a tool borrowed from Fourier analysis.
Another result concerns the box dimension of a multiplicatively invariant set. These
two kinds of result are respectively generalized in [FSWO00] and [KPS12, PSSS00]
in some general setting. In Sect. 5, we will present these results. As we mentioned,
the local dimension of a measure was the first study object of multifractal analysis.
In Sect. 3, we will give an account of dimensions of measures which are related to
the local dimension and have their own interests. The idea of using Riesz products
is inspired by a work on oriented walks [Fan00] to which Sect. 4 will be devoted. In
the last section, we will collect some remarks and open problems.

2 First Multifractal Results on the Multiple Ergodic Averages

The question of computing the dimension of E¢(a) was raised by Fan et al. in
[FLM12], where the following special case was studied: X =: My := {—1, I}N*, T
is the shift, d > 1 and & is the function

oD x@, @) = xfl)x?) - -xfd)’ (D x® @) e M.

Note that x](j ) is the first coordinate of x/). We consider M), as the infinite product
of the multiplicative group {—1, 1}. Then the function x + x; is a group character
of M, called Rademacher function and

@(Tkx, T2dx, R Tdkx) = XkX2k - - - Xdk

is also a group character, called Walsh function. Recall that M, = {—1, I}N*, con-
sidered as a symbolic space, is endowed with the metric

d(x,y) =2~ mintkexzvd - for x|y € M.

2.1 Multifractal Spectrum of a Sequence of Walsh Functions

Under the above assumption, we have the following result.

Theorem 1 [FLM12] For every o € [—1, 1], the set

1 n
B, = [x €M, : lim —ZkaZk"'xa’k = 04}
k=1

n——+oon

has the Hausdorff dimension
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dimpy By =1— ~4 1 _p (1t
im =1—-=-4+— ,
P d " dlog2 2

where H(t) == —tlogt — (1 — t) log(l — 1).

A key observation is that all these Walsh functions constitute a dissociated system
in the sense of Hewitt-Zuckermann [HZ66]. This allows us to define probability
measures called Riesz products on the group My:

0 N
Uy = I!:[l(l + bkaZk .. 'xdk) = w*—N]E;IIOOl]:[I(l + kaxzk . 'xdk)dx

for b € [—1, 1], where dx denote the Haar measure on M. Fortunately, the Riesz
product i, (b = «) is a maximizing measure on B, . So, by computing the dimension
of the measure (i, we get the stated formula. We will go back to Riesz products in
Sect. 3 and to dimensions of measures in Sect. 4.

Note that the case d = 1 is nothing but the well-known Besicovich-Eggleston
theorem dated back to 1940’s, which would be considered as the first result of mul-
tifractal analysis.

2.2 Box Dimension of Some Multiplicatively Invariant Set

The very motivation of [FLM12] was the multiple ergodic averages in the following
case where X := D, := {0, 1}, T is the shift on D, and ®(x, y) = x1y; for
x =x1x2...and y = y1yz... € D;. The space D, may also be considered as the
infinite product group of Z/2Z. But the function x + x1 is no longer group character
and the Fourier method fails. Then the authors of [FLM12] proposed to look at a
subset of the 0-level set

E3(0) = [x €% : lim ! > xpxo = 0} . (6)

n——+oon

The proposed subset is
Xo={xeXy: Vk>1, xpxo =0}. (7)
This set X, has a nicer structure than E ¢ (0). The condition xzxo; = 0 is imposed

to all integers k without exception for all points x in X», while the same condition is
imposed to “most” integers k for points x in E¢(0).
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Theorem 2 [FLM12] The box dimension of X, is equal to

+o00
. 1 log F;,
d Xy = — ,
e 22 210g221 o

n=

where F,, is the Fibonacci sequence: Fo = 1, F1 = 2 and F,42 = Fy41 + F, for
n > 0.

The key idea to prove the formula is the following observation, which is also one
of the key points for all the obtained results up to now in different cases. Look at
the definition (7) of X». The value of the digit x| of an element x = (x;) € X has
an impact on the value of x», which in turn on the value of x4,...and so forth on the
values of xy« for all k£ > 1. But it has no influence on x3, xs,...Similarly, the value
of x; for an odd integer i only has influence on x;,«. This suggests us the following
partition

N* = |_| Ai, with A; :=={i2" :n > 0}.
i odd

We could say that the defining conditions of X» restricted to different A; are
independent. We are then led to investigate, for each odd number 7, the restriction of
x to A; which will be denoted by

X|A; = XiXi2Xj22 ... Xj2n ...
If we rewrite x|, = 2122 . .., which is considered as a point in I, then (z,,) belongs

to the subshift of finite type subjected to zxzx4+1 = 0.
It is clear that

log, N
dimg X; =nlirgo%

where N, is the cardinality of the set
{(x1x2-++xp) : xgx2r = 0 for k > 1 such that 2k < n}.

Let us decompose the set of the first n integers as follows {1, ...,n} = CouCi U
- U Cyy with

Co:=1{1,3,5,...,2n9 — 1},
Cr:={1-2,3-2,5-2,...,2- (2n; — 1)},

Ck::{l~2k,3-2k,5-2k,...,2k~(2nk—l)},

Co ;;{1 m).
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These finite sequences have different length n; (0 < k < m). Actually ny is the
biggest integer such that 2X(2ny — 1) < n, ie. ny = 77 + 1| The number m
is the biggest integer such that 2 < n, i.e. m = [log, n]. It clear that nop > n; >

- > nyu—1 > n, = 1. The conditions x¢xp; = 0 with £ in different columns in the
table defining Co, ..., C,, are independent. This independence allows us to count
the number of possible choices for (x1, ..., x,) by the multiplication principle. First,
we have n,, (= 1) column which has m + 1 elements. We have F,, | choices for
those xp with £ in the first column because x;xy; is conditioned to be different from
the word 11. We repeat this argument for other columns. Each of the next n,,_1 —n,,
columns has m elements, so we have F,,"~' """ choices for those x; with £ in these
columns. By induction, we get

Ny = Epm 1 7 27t o=,

To finish the computation we need to note that ’;—" tends to 2~*+D as 5 tends to
the infinity.

The set X, is not invariant under the shift. But as observed by Kenyon
et al. [KPS12], it is multiplicatively invariant in the sense that M. X, C X, for
all integers r > 1 where

M, (xn) = (xrp).

The Hausdorff dimension of X, was obtained in [KPS12] and the gauge function
of X, was obtained in [PS13]. We will discuss the work done in [KPS12] in Sect. 5.

3 Dimensions of Measures

Multifractal properties were first investigated for measures. The multifractal analy-
sis of a measure is the analysis of the local dimension on the whole space, while
the dimensions of a measure concern with what happens on a Borel support of the
measure. In [Fan89], lower and upper Hausdorff dimensions of a measure were
introduced and systematically studied, inspired by Peyriere [Pey75] and Kahane
[Kah87]. The lower and upper packing dimensions were later studied independently
in [Tam95, Heu98]. Some aspects were also considered in [Haa92]. A fundamen-
tal theorem in the theory of fractals is Frostman theorem. Howroyd [How94] and
Kaufman [Kau94] generalized it from Euclidean spaces to complete separable metric
spaces. This fundamental theorem allows us to employ the potential theory.

3.1 Potential Theory

Let (X, d) be acomplete separable metric space, called Polish space. Let0 < o < o0.
For any locally finite Borel measure 1 on X, we define its potential of order « by
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du(y)
M M
Valx) = / A, yye X

and its energy of order o by

o ot - | [ 60

The capacity of order v of a compact set K in X is defined by

~1
Cap, K = inf IV .
« (/lEMT(K) «

For an arbitrary set E of X, we define its capacity of order v by
Cap, E = sup{Cap, K : K compact contained in E}.
For a set E in X, we define its capacity dimension by
dimc E = inf{a > 0 : Cap, (E) = 0} = sup{a > 0 : Cap,(E) > 0}.

The following is the theorem of Frostman-Kaufman-Howroyd. Frostman initially
dealt with the Euclidean space. Kaufman proved the result by generalizing a min-
max theorem on quadratic function to the mutual potential energy functional, while
Howroyd used the technique of weighted Hausdorff measures.

Theorem 3 [Kau94, How94] Let (X, d) be a complete metric space. For any Borel
E C X, we have dim¢ E = dimy E.

3.2 Hausdorff Dimensions of a Measures

An important tool to study a measure is its dimensions, which attempt to estimate the
size of the “supports” of the measure. The idea finds its origin in Peyriére’s works on
Riesz products [Pey75] and also in that of Kahane on Dvoretzky covering [Kah87].
The following definitions were introduced in [Fan89] (see also [Fan94a, Fal03]).

Let (X, d) be a complete separable metric space. Let i be a Borel measure on X.
The lower Hausdorff dimension and the upper Hausdorff dimension of a measure
are respectively defined by

dim, ¢ = inf{dimg A : p(A) >0}, dim* = inf{dimg A : u(A°) = 0}.
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It is evident that dim, . < dim™ . When the equality holds, y is said to be unidi-
mensional or a-dimensional where « is the common value of dim,. 1 and dim* . The
Hausdorff dimensions dim,, ;¢ and dim* 4 are described by the lower local dimension
function D, (x) in the following way.

Theorem 4 [Fan89, Fan94a]
dim, pu = essinf), D, (x), dim* 1 = ess sup, D, (x).

There are also a continuity-singularity criterion using Hausdorff measures and a
energy-potential criterion. Sometimes these criteria are more practical.

Theorem 5 [Fan89, Fan94a]

dimy g =supfa>0: p K H*} =sup{a >0:pu= Zuk, I < oo}
dim*p =infla>0: p L HY} =inf{a > 0: U (x) = oo, pu—p.p.}.

Theorem 4 holds for lower and upper packing dimensions of a measures, similarly
defined, if we replace D(u, x) by 5(/1, x) (see [Tam95, Heu98]). They are denoted
by Dim, x4 and Dim* .

We say p is exact if dimy g = dim* g = Dim, . = Dim™* .

3.3 Sums, Products, Convolutions, Projections of Measures

What we present in this section was in the first unpublished version of [Fan94a].
Some part was restated by in [Tam95] and some part was used in [Fan94b, Fan94c].

Sum The absolute continuity v < p is a partial order on the space of positive
Borel measures M (X) on the space X. Using the continuity-singularity criterion,
it is easy to see that

0 <v <« p= dim, pu < dim, v < dim* v < dim* p. (8)

The relation ¥ ~ p (meaning v < p < v) is an equivalent relation. Since two
equivalent measures have the same lower and upper Hausdorff dimensions, both
dim, i and dim™* are well defined for equivalent classes.

Given a family of positive measures {;};c; which is bounded under the order
&, we denote its supremum by \/;; p;. If the family is finite, we have \/,_; p1; ~
> ic1 i Such equivalence also holds when the family is countable. In general, there
is a countable sub-family y;, such that \/,_; i ~ > p, . This is what we mean by
sum of measures.

Theorem 6 If {1;}ic; is a bounded family of measures in M+ (X), we have

dim, \/ i = inf dim, 1;, dim* \/ i = sup dim* ;.
1

iel iel iel
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Let us see how to prove the first formula for a family of two measures ;. and v. For
any a < dimy (1 4 v), we have U (x) + UL (x) = £+V(x) <00 (p+v)—a.e.
This implies dim, (¢ + v) < min{dim, x, dim, v}. The inverse inequality follows
from the fact that if § < min{dim, u, dim, v}, then p < H A and v < H? which
implies p + v <« H”.

Let us consider now the infimum /\i ¢ of a family of measure {u;};<;. Recall that
by definition we have

ANwi~ \  n

iel wviel, p

dv

. d
For a family of two measures y and v, we have p \ v ~ Z52\/ T

Theorem 7 If {y;}ies is family of measures in M+ (X) such that \;.; pi # 0, we
have

supdim, p; < dim, /\ pi < dim* /\ i < ing dim™ ;.
iel . . i€
iel iel

Consequently, \/,;c; pi (resp. ;< pi) is unidimensional if and only if all mea-
sures y; are unidimensional and have the same dimension.

Product Let (X, dx) and (Y, y) be two Polish spaces. Then d := dx V dy is a
compatible metric on the product space. Let n € MT(X) and v € M¥(Y). Let us
consider the product measure y @ v.

Theorem 8 For ;€ M (X) and v € M™(Y), we have
dim, pp @ v > dimy g + dim, v,  dim* g ® v > dim* u + dim* v.

We say a measure 1 € MT(X) is regular if D(u, x) = D(u, x) p-a.e.
Theorem 9 If ;1 € MY (X) or v € M (Y) is regular, we have

dim, p @ v = dim, p + dim, v,  dim* p ® v = dim™ 4 dim* v.

Convolution Assume that the Polish space X is a locally compact abelian group
G. Assume further that G satisfies the following hypothesis

I < C(a, v)I!

for all measures j, v € M (X), where C(, v) is a constant independent of 1. For
example, if G = RY, we have

I = / €17 o) Pae
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which implies that the hypothesis is satisfied by R?. The hypothesis is also satisfied
by the group [[72, Z/m,Z [Fan89].

Theorem 10 For any measures i, v € M (G), we have
dim, % v > max{dimy u, dim, v},  dim* g * v > max{dim* y, dim* v/}.
For a given measure ;. € M (G), we consider the following two subgroups
H_:={teG:u<Kpu*d), Hi:={teG:puxd < pu}.

We could call H = H_ N H, the quasi-invariance group of .

Theorem 11 Under the above assumption, if v(H-) > 0, we have the equality
dim, p * v = dim, p and consequently dim, v < dimy i and dimy H_ < dim, p;
if v(Hy) > 0, we have the equality dim* pxv = dim* p and consequently dim* v <
dim* p and dimy Hy < dim* p.

Projection Let 1 € MT(R?) with R? = C. Let Ly (0 < § < 27) be the line
passing the origin and having angle 6 with the line of abscissa. The orthogonal
projection Py on Ly is defined by Py(x) = (x, e'?y. Let o = po PH_l be the
projection of o on Lg.

Theorem 12 Let i1 € M*(Rz). For almost all 0, we have dim, g = dim, u A 1
and dim* p1g = dim™ pu A 1.

3.4 Ergodicity and Dimension

Young [ You82] considered diffeomorphisms of surfaces leaving invariant an ergodic
Borel probability measure p. She proved that 4 is exact and found a formula relating
dim p to the entropy and Lyapunov exponents of u. One of the main problems in
the interface of dimension theory and dynamical systems is the Eckmann-Ruelle
conjecture on the dimension of hyperbolic ergodic measures: the local dimension
of every hyperbolic measure invariant under a C'+°-diffeomorphism exists almost
everywhere. This conjecture was proved by Barreira et al. [BPS99] based on the
fundamental fact that such a measure possesses asymptotically “almost” local product
structure. But, in general, the ergodicity of the measure doesn’t imply that the measure
is exact [Cut95]. In [Fan94b], D-ergodicity and unidimensionality were studied.
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4 Oriented Walks and Riesz Products

4.1 Oriented Walks

Let (ex)n>1 C [0, 271')N be a sequence of angles. For n > 1, define

n

Su(e) = Z el Crtert—ta)
k=1

We call (S, (€)),>1 an oriented walk on the plan C. In his book [Fel68] (vol. 1, pp.
240-241), Feller mentioned a model describing the length of long polymer molecules
in chemistry. It is a random chain consisting of n links, each of unit length, and the
angle between two consecutive links is o where « is a positive constant. Then the
distance L, from the beginning to the end of the chain can be expressed by

Ly = |Sn(e)]

where (e,) is an i.i.d. sequence of random variables taking values in {—a, a}. If
a = 0, L, = n is deterministic. If 0 < o < 2, the random variable L, is not
expressed as sums of independent variables. However Feller succeeded in computing
the second order moment of L,. Itis actually proved in [Fel68] that || L, || is of order
/1. More precisely, for 0 < o < 27 we have

1 1-—
ELn(O[)Z ZHﬂ _Zcosaﬂ.
1 —cosa (1 — cos a)?
Observe that
1 — (=1 1
EL%:#ifazﬂ-; EL2 ~not %50 o0 <oma £
2 1 —cosa

What is the behavior of S,(¢) as n — oo for individuals €? We could study
the behavior from the multifractal point of view. Let us consider a more general
setting. Fix d € N*. Let 7 € GL(R?), v € R? and A a finite subset of Z. For any
x=(x) eD:= AN , we define the oriented walk

n
So(x) =v.  Sy(x) = D ety
k=1

For a € R?, we define the a-level set

E (o) := Ix eD: lim lSn(x) = a] .

n—oo n

Let L, :={a e RY : E-(a0) # 0).
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The following two cases were ﬁrs; studied in [Fan00]. Case 1: d =2, 7 = —1
and A ={0,1};Case2:d = 1,7 =¢™?and A = {—1, 1}.

Theorem 13 [FanOO0] In the first case, we have L = [—1, 1] and for a € L we
have

1
dimy E, (o) = dimp E, (a) = H ( ZO‘) .
In the seconde case, we have L. = {z = a +ib : |a| < 1/2,|b| < 1/2} and for
a=a+ bi € L; we have

. . 1 1 1
dimy E; (o) = dimp E (o) = m [H (5 +a) +H (E + b)i| .

This theorem was proved by using Riesz products which will be described in the
following section.

A new construction of measures allows us to deal with a class of oriented walks.
We assume that 7 € G L(R?) is idempotent. That is to say 77 = Id for some integer
p > 1 (the case p = 1 is trivial). The least p is called the order of 7. The above
two cases are special cases. In fact, # = —1 is idempotent with order p = 2 and
6 = ¢™/? is idempotent with order p = 4. The following rotations in R

001 00-1
=100}, =100
010 01 0

are idempotent with order respectively equal to 3 and 6. Also remark that 7 €
SO3(R) and m» € O3(R) \ SO3(R).

Since 77 = Id, the sum x| + xp + - -+ + x; in the definition of S,,(x) can be
made modulo p. For s € RY, we define a p x p-matrix My = (M(i, j)): for
(i, j) € Z/pZ x 7] pZ define

M (i, j) = 14(j — i) expl(s, 7/ )v].

where (-, -) denotes the scalar product in RY 1t is clear that M, is irreducible iff My
is so. We consider A as a subset (modulo p) of Z/pZ. It is easy to see that My is
irreducible iff A generates the group Z/ pZ.

Assume that A generates the group Z/pZ. Then M; is irreducible and by the
Perron-Frobenius theorem, the spectral radius A(s) of M is a simple eigenvalue
and there is a unique corresponding probability eigenvector 7 (s) = (£,(0), £5(1) . . .,
ts(p — 1). Let

P(s) = log A(s).
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It is real analytic and strictly convex function on R?. We call it the pressure function
associated to the oriented walk.

Theorem 14 [FWO00] Assume 7 is idempotent with order p and A generates the
group 7.] pZ. Then L, = {VP(s) : s € R4} and for o € A, we have

inf (P(s) — (5, a)) = £ 00) = (S 0)
P seRd 10gp

dimpy E-() = dimp Er(0) = ;

where S, is the unique s € R9 such that VP (s) = a.

4.2 Riesz Products

Theorem 1 was proved by using Riesz products. While Hausdorff introduced the
Hausdorff dimension (1919), Riesz constructed a class of continuous but singular
measures on the circle (1918), called Riesz products. Riesz products are used as tool
in harmonic analysis and some of them are Gibbs measures in the sense of dynamical
systems.

Let us recall the definition of Riesz product on a compact abelian group G, due
to Hewitt-Zuckerman [HZ66] (1966). Let G be the dual group of G. A sequence of
characters A = (,)n>1 C G is said to be dissociated if for any n > 1, the following
characters are all distinct:

€1 €2

M

where ¢; € {—1,0, 1} if v; is not of order 2, or €; € {0, 1} otherwise. Given such a
dissociated sequence A = (7,)»>1 and a sequence of complex numbers a = (a,)n>1
such that |a, | < 1, we can define a probability measure on G, called Riesz product,

oo

pa = [ [ (1+Re a1 (1)) ©)

n=1

as the weak* limit of ]_[,Ilv: 1 (1 + Re a, vy, (t))dt where df denotes the Haar measure
onG.

A very useful fact is that the Fourier coefficients of the Riesz product 1, can be
explicitly expressed in term of the coefficients a,,’s:

n
) = [[a™ if v =775 95", Tia(y) = 0 otherwise.
k=1

where a,(f) = 1,a,/20ra,/2accordingtoe = 0, 1 or —1. Consequently the sequence
{Yn = @n/2}n=>1 is an orthogonal system in L (1,). Here are some properties of /.
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Theorem 15 [Zyg68] The measure L, is either absolutely continuous or singular
(with respect to the Haar measure) according to Zf’il |a, |2 < 00 or = 00.

Theorem 16 [Fan93, Pey90] Let {,} be a sequence of complex numbers. The
orthogonal series 22‘;1 an(Yu(t) — an/2) converges ug-everywhere iff ZZOZI
lan|? < oo.

The proof of Theorem 16 in [Fan93] involved the following Riesz product with
w = (wy) € GN as phase translation:

paw = [ [(1+Re anyu(t +wn)). (10)

n=1

Actually p,, ., was considered as a random measure and (w,) was considered as
an i.i.d. random sequence with Haar measure as common probability law.

When two Riesz products i, and py, are singular or mutually absolutely contin-
uous? It is a unsolved problem. Bernoulli infinite product measures can be viewed
as Riesz products on the group (Z/mZ)". For these Bernoulli infinite measures, the
Kakutani dichotomy theorem [Kak48] applies and there is a complete solution. But
there is no complete solution for other groups.

The classical Riesz products are of the form

o0
pa = [ [0 +Re aye™) (1)
k=1

where {)\,} C N is a lacunary sequence in the sense that \,+; > 3)\,. Peyriere has
first studied the lower and upper dimensions of i, without introducing the notion
of dimension of measures. Let us mention an estimation for the energy integrals of
L [Fan89]:

d g (xX)d g (y) ul a—1 2 ( || )
N)\ + )\ n
e arP z | H

4.3 Evolution Measures

The key for the proof of Theorem 14 is the construction of the following measures
on AN, which describe the evolution of the oriented walk. It is similar to Markov
measure but it is not. It plays the role of Gibbs measure but it is not Gibbs measure
either.

Recall that Mz (s) = A(s)t(s). In other words, for every i € Z/pZ we have

A)ti(s) = D 1a(j = D)j(s) expl(s, 7/v)].

J
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Denote, for a € A and for (x1, ..., xp41) € AL,

ta(s)

@ = D be tb(s);

Le o+t (s) expl (s, AR Ry RS )]
Ay oy 4oty ()

Qr(x1,x2, ..., Xk41) =

Then we define a probability measure i, on AN as follows. For any word
X1xp - x, € A", let

ps([x1x2 - - x,]) = m(x1) Q1(x1, X2) Q2 (x1, X2, X3) - - Op—1(X1, X2, ..., Xp).
For x = (x,) € AN, let
wp(x) =x1 +x2+---+x, (mod p).

The mass pg([x1x2 - - - x,]) and the partial sum S, (x) are directly related as fol-
lows.

log prs ([x122 - X 1) = (5, $u(x)) — (n — 1) log A(s) —log D" ta(s) 410 tu, (x) (5)-

acA

As the #; (s)’s are bounded, we deduce the following relation between the measure
1s and the oriented walk S,,.

Proposition 1 For any x € D, we have

log prs ([x1x2 - - - xu]) — (s, Sp(x)) = —nlog A(s) + O(1).

5 Multiple Birkhoff Averages

Let A =1{0,1,2,...,m — 1} be a set of m symbols (m > 2). Denote %,, = AN
Let g > 2 be a integer. Fan, Schmeling and Wu made a forward step in [FSWO00] by
obtaining a Hausdorff spectrum of multiple ergodic averages for a class of potentials.
They consider an arbitrary function ¢ : . A? — R and study the sets

E() = {x € Ty ¢ lim Ayp(x) = a}

for o € R, where

1 n
A = — , ey X, d—1k). 12
np(x) n};w(xk Xgko - Xga-1k) (12)
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Let
Qmin =  Min A(p(al, ...,4q), OQmx = Max A(p(al, ..., aq).

Itis assumed that auyin < aumax (otherwise ¢ is constant and the problem is trivial).
A key ingredient of the proof is a class of measures constructed by Kenyon, Peres
and Solomyak [KPS12] that we call telescopic product measures. In [FSWO00], a
nonlinear thermodynamic formalism was developed.

5.1 Thermodynamic Formalism

The Hausdorff dimension of E(«) is determined through the following thermody-
namic formalism. Let F(A9~!, R*) be the cone of functions defined on A9 ~! taking

non-negative real values. For any s € R, consider the transfer operator £ defined
on F (A1, RY) by

Lypa) = D e Dy(Ta, ) (13)
jeA

where T : A9~1 — A9-2 is defined by T'(ay, ..., aq—1) = (az, ..., aq—1). Then
define the non-linear operator Ny on F(A9~!, RT) by Ny(a) = (Lyp(a))/9. Ttis
proved in [FSWOO] that the equation

Niths = o (14)

admits a unique strictly positive solution vy = §d_1) C AT R*% . Extend the
function 15 onto A* for all 1 <k < d — 2 by induction:

1

q

@ = D V@, | . @eAH. (15)
jeA

For simplicity, we write ¥s(a) = wﬁk) (a) fora € A* with 1 <k <d — 1. Then
the pressure function is defined by

Py(s) = (¢ — Dg“log D 5 (j)- (16)
jeA

It is proved [FSWO0] that P, (s) is an analytic and convex function of s € R and
even strictly convex when auin < oumax. The Legendre transform of P, is defined as

P,;(oz) = ;gﬂg(Pw(s) — sq).
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Fig. 1 Spectra a - dimy E(«) and o — Fipy (o) for ¢

We denote by L, the set of levels o € R such that E(a) # .

Theorem 17 [FSW00] We have L, = [P(;(—oo), P,Y;(+oo)]. If a = Pg;(sa) for
some sq € RU {—00, +00}, then E(a) # O and the Hausdorff dimension of E (a)
is equal to
*

dimyg E(a) = (:f—m).
q logm

Similar results hold for vector valued functions ¢ [FSWO00]. Peres and Solomyak
[PS13] have obtained aresult for the special case ¢(x, y) = x1y; on X5. Kifer [Kif12]
has obtained a result on the multiple recurrence sets for some frequency of product
form.

Let us consider two examples. Let g = 2 and £ = 2 and let 1 (x, y) = x1y1 (See
Fig. 1) and o (x, y) = (2x1 — 1)(2y; — 1) (see Fig. 2) be two potentials on ;. The
invariant spectra (see Sect. 6.2) are also shown in the figures.

5.2 Telescopic Product Measures

One of the key points in the proof of the Hausdorff spectrum (Theorem 17) is the
observation that the coordinates xi, ..., x,, ... of x appearing in the definition of
A, @(x) share the following independence. Consider the partition of N*:



134 A.-H. Fan

02r Solid line : dim,,E(cr) .

o1l Dotted line : L, (at) \r
A}

0 1 1 1 1
-025 -02 -0.15 -0.1 -005 O 0.05 0.1 015 02 025
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|_| A; with A; = {ig’} ;0.
i>1,qfi

Observe that if k = ig/ with ¢ 1 i, then p(xy, Xkg - - - » Xgqa—1) depends only on
Xip, s the restriction of x on A;. So the summands in the definition of A, p(x) can
be put into different groups, each of which depends on one restriction x| A . For this
reason, we decompose X, as follows:

o= [] AM.

i>1,qfi

Telescopic product measures are now constructed as follows. Let i be a probability
measure on X,,. Notice that A% is nothing but a copy of X,,. We consider . as a
measure on A% for every i with g {i. Then we define the infinite product measure
P, on Hiz Ll A% of the copies of ju. More precisely, for any word u of length n
we define

Pu(uh = [] wdu,,D,
i<n,qfi

where [u] denotes the cylinder of all sequences starting with u. The probability
measure P, is called telescopic product measure. Kenyon, Peres and Solomyak
[KPS12] have first constructed these measures.
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The Hausdorff dimension of every telescopic product measure is computable.

Theorem 18 [KPS12, FSWO00] For any given measure u, the telescopic product
measure P, is exact and its dimension is equal to

dimy P, = dimp P, =

(@ —1)? i H (1)
logm — qk+1

where Hy(p) = — 2., 4 es #(lar---ax] log u(lar - - - ak]).

.....

5.3 Dimension Formula of Ruelle-Type

The function 5 defined by (14) and (15) determine a special telescopic product mea-
sure which plays the role of Gibbs measure in the proof of the Hausdorff spectrum.

First we define a (d — 1)-step Markov measure on X,,, which will be denoted by
s, with the initial law

T U@, a))
ms(la, .. ag) = || 7———= (17)
’ 11:[1 dar, ..., aj-1)
and the transition probability
0 (lar, ... aq 1) [, .. agl) = e U500 g
ws(ala"'vadfl)

The corresponding telescopic product measure PP, is proved to be a dimension
maximizing measure of E(«) if s is chosen to be the solution of Pq; (s) = a. The
dimension of P, is simply expressed by the pressure function. In other words, we
have the following formula of Ruelle-type.

Theorem 19 [FSWO00] For any s € R, we have

. 1
dimy P, = F[Pp(s) — SP(:Q(S)].

5.4 Multiplicatively Invariant Sets

Kenyon et al. [KPS12] were able to compute both the Hausdorff dimension and the
box dimension of X5, already considered in Sect. 2.2, and of a class of generalizations
of X». Peres et al. [PSSS00] generalized the results to a more general class of sets.

Recall that ¥, = {0, 1,...,m — I}N*, q 1s an integer greater than 2 and A; :=
{i ¢" : n > 0}. For any subset 2 C %,,, define
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X ={x=@i=1 € Ty : Vi #0 mod g, x|a; € 2}. (19)

We get Xo = X, when ¢ = 2 and Q is the Fibonacci set {y € ¥, : Vk >
I, Yeye+1 = O}

The set Xg is not shift-invariant but is multiplicatively invariant in the sense that
M, Xq C Xgq for every integer r € N* where M, maps (x,) to (x,,).

The generating set €2 has a tree of prefixes, which is a directed graph I'. The set
V(T") of vertices consists of all possible prefixes of finite length in €2, i.e.

V() := U Prefy (Q),
k>0

where Prefy(Q) = {4}, Prefu(Q) = {u € {0,1,....,m — 1}* : QN [u] # 0).
There is a directed edge from a vertex u to another v if and only if v = ui for some
ief{0,1,...,m—1}.

_ _1
Theorem 20 [KPS12] There exists a unique vector t = (t,)yer € [1,m4-1 v

defined on the tree such that

Yo e V), (1) = > i (20)
ie{0,1,....m—1}: vieQ

The Hausdorff dimension and the box dimension of Xq are respectively equal to

dimp (Xq) = (¢ — 1) log,, 1y (21
=2 log,, [Pref(Q
dimg(Xo) = (g — 1)* Y w (22)

k=1

The two dimensions coincide if and only if the tree T is spherically symmetric, i.e.
all prefixes of length k in Q have the same number of continuations of length k + 1
in Q.

The vector ¢ defines a measure pon Q C {0, 1,...,m — 1}N*. Then a telescopic
product measure can be built on X . Itis proved in [KPS12] that there is a maximizing
measure on X g of this form.

A typical example of the class of sets studied by Peres et al. [PSSS00] is

X33 = {x € Ty : xpxox3r = 0},

The construction of the sets is as follows. Let x > 1 be an integer and let
P1, - - -, Pr be k primes, which generates a semigroup S of N*:

az (7%

S:(pl,pz,...,pm:{pf“p2 Seperar, ..., o € NL
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The elements of S are arranged in increasing order and denoted by ¢; the k-th
element of § = {£;}72, : 1 =4£; <€ <--- . Define

1
7(S) : Zz_' (23)

Write (i, §) = 1 when (i, p;) = 1 for all j < x. We have the following partition
of N*:

N*= || is. (24)

(i,8)=1

For each element x = (x)g2,, x|;s denotes the restriction x|;s := (xig, )
which is also viewed as an element of X,,. Given a closed subset 2 C %,,,, we define
a new subset of X,,;:

XG = {x = @op e St xlise @ foralli, =1} @)

Theorem 21 [PSSS00] There exists a vector t = (t(u))uepref() € [1, +00)PreiE
defined on the tree of prefixes of Q2 such that

(@) € [Lm], t(u) € [1, m*Cittoat=>] ) =k, k> 1,

which is the solution of the system

m—1

1@ =>"1()),

Jj=0

1wy /b = > 1(uj), Yu € Prefi(Q), Vk > 1.
J: ujePrefy i1 ()

The Hausdorff dimension and the box dimension of X 5(23 ) are respectively equal to
dimpy (X§§>) = log,, 1(2)
dim (XQ) ~($)~! Z(— - —) log,, [Prefi ().
Lkt

We have dimpy (Xg)) = dimp (Xg)) if and only if the tree of prefixes of Q2 is
spherically symmetric.

Ban et al. [BHLOO] studied the Minkowski dimension of X» 3 and of some other
multiplicative sets as pattern generating problem.
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6 Remarks and Problems

6.1 Vector Valued Potential

The non-linear thermodynamic formalism can be generalized to vectorial potentials.
Let ¢, v be two functions defined on A’ taking real values. Instead of considering
the transfer operator £, as defined in (13), we consider the following one:

Lyp(a) =D @D y(Ta, j), a e S, s eR.
jes

There exists a unique solution to the equation

(Ly)T = 1.

Then we define the pressure function P, - (s) as indicated in Py,  (s). The function
s > Py 4 (s) is convex and analytic. Now, let ¢ = (i1, ..., ¢q) be afunction defined

on S* taking values in R4 For s = (s1,...,8q) € R“, we consider the following
transfer operator.

Lsyp(a) = Ze@’f)i/)(Ta, j), ae st

jes

where (-, ) denotes the scalar product in R?. We denote the associated pressure
function by P(f) (s). Then for any vectors u, v € R4 the function

R>s +— P(p)(us +v)

is analytic and convex. We deduce from this that the function s+  P(p)(s) is

infinitely differentiable and convex on R¥.

Similarly, we define the level sets E(a) (o € RY) of ®. A vector version of
Theorem 17 is stated by just replacing the derivative of the pressure function by the
gradient.

6.2 Invariant Spectrum and Mixing Spectrum

The set E¢ () defined by (4) is not invariant. The size of the invariant part of E¢ ()
could be considered to be

diny (o) = sup{dim™ p : p invariant, u(Eq(c)) = 1}.
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The function @ + djny () is called the invariant spectrum of ®. Similarly we
define the mixing spectrum of ® by

dpix (@) = sup{dim™* u : p mixing, pu(Eg(x)) = 1}.
Examples in [FSWO00] show that it is possible to have

dmix (@) < diny(@) < dp ().

6.3 Semigroups

The semigroup {g" },,>0 of N* appeared in [FSWO00, KPS12]. Other semigroup struc-
tures appeared in [PSSS00]. Combining the ideas in [PSSS00, FSWO00], averages
like

N
lim =" o(x, Xt X34)
n—-oon =1

can be treated [Wul3]. The Riesz product method used in [FLM12] is well adapted
to the study of the special limit on X»:

l n
lim — " (2 — DQxp — 1)+ Qg — 1)
n—-oon k:l

where ¢ > 2 is any integer.

6.4 Subshifts of Finite Type

What we have presented is strictly restricted to the full shift dynamics. It is a chal-
lenging problem to study the dynamics of subshift of finite type and the dynamics
with Markov property. New ideas are needed to deal with these dynamics. It is also
a challenging problem to deal with potential depending more than one coordinates.

The doubling dynamics Tx = 2x mod 1 on the interval [0, 1) is essentially a
shift dynamics. Cookie cutters are the first interval maps coming into the mind after
the doubling map. If the cookie cutter maps are not linear, it is a difficult problem.
A cookie-cutter can be coded, but the non-linearity means that the derivative is a
potential depending more than one codes.

Based on the computation made in [PS13], Liao and Rams [LR0O] considered a
special piecewise linear map of two branches defined on two intervals Iy and I; and
studied the following limit
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. 1 - k 2k
nll)ngozk;hl(T )17, (T%x).

The techniques presented in [FSWO00] can be used to treat the problem for general
piecewise linear cookie cutter dynamics [FLWO00, Wul3].

6.5 Discontinuity of Spectrum for V-Statistics

The limit of V-statistics

lim n~" E d(T"x, ..., T"x).
n—0oo
1<iy,...,i<n

was studied in [FSW13] where it is proved that the multifractal spectrum of topo-
logical entropy of the above limit is expressed by an variational principle when the
system satisfies the specification property. Unlike the classical case (r = 1) where
the spectrum is an analytic function when @ is Holder continuous, the spectrum of
the limit of higher order V-statistics (» > 2) may be discontinuous even for very reg-
ular kernel ®. It is an interesting problem to determine the number of discontinuities.
Rauch [Rau13] has recently established a variational principe relative to V -statistics.

6.6 Mutual Absolute Continuity of Two Riesz Products

Let us state two conjectures. See [BFP10] for the discussion on these conjectures.

Conjecture 1. Let i, and pp be two Riesz products and let w = (w,) € GN.
Thenpg < pp = paw <K Ppw> andpg L pp = plgw L ppw-

For a function f defined on G, we use [E f to denote the integral of f with respect
to the Haar measure. The truthfulness is that the preceding conjecture implies the
following one.

Conjecture 2. Let 1, and pp be two Riesz products. Then

oo
[TEVA +Re anyn) (1 +Re byyn) > 0 == p1a < piv:

n=1

o0
[]EV( +Re @) (1 +Re byy) = 0= pta L .

n=1
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6.7 Doubling and Tripling

For any integer m > 2, we define the dynamics 7,,x = mx (mod 1) on [0, 1). A
typical couple of commuting transformations is the couple (7, 73). Let us take, for
example, ® (x, y) = > (@+bY) with a, b being two fixed integers. We are then led
to the multiple ergodic averages, a special case of (3),

< o
A,(12'3)(x) — - ZeZﬂ't(aZk+b3k)x. (26)
k=1

This is an object not yet well studied in the literature (but if a = 0, we get a
classical Birkhoff average). We propose to develop a thermodynamic formalism by
studying Gibbs type measures which are weak limits s, (s, ¢ € R) of

Zn(s, )" Qn(x)dx
where
n
On(x) = H & cos(2m (a2K+b3K)x)+1 sin(2m (a2K+b3K)x)
n L .
k=1

The pressure function defined by

log Z,,(s. 1
P(s.1) = lim ‘08%n(8:D

n— 00 n

would be differentiable. But first we have to prove the existence of the limit defining
P(s,1).

More generally, let (c,;) be a sequence of complex numbers and (\,,) a lacunary
sequence of positive integers (by lacunary we mean inf,, ’\f\+' > 1). We can consider
the following weighted lacunary trigonometric averages '

1 &
- Z Ckezm)\kx.
n k=1

Under the divisibility condition A, |\, 11, such averages and more general averages
were studied in [Fan97]. For example, if ¢ = €29k with (wr) being an i.i.d.
sequence of Lebesgue distributed random variables, from the results obtained in
[Fan97] we deduce that almost surely the pressure is well defined and equal to the
following deterministic function

27
P d
P(s,t) = log/e 2457 cosx X
2w
0
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Recall that
1 27 00 r2n
_ 7 CcoS X _
Jo(r) = o /e dx = EO —(n!)222”'
0 n=

is the Bessel function.

But, the condition A, |\, 41 for A, = 2" +3" is not satisfied. Neither the condition
is satisfied for A\, = 2" + 4". No rigorous results are known for the multifractal
analysis of the averages defined by (26).

As conjectured by Fiirstenberg, the Lebesgue measure is the unique continuous
probability measure which is both m-invariant and 73-invariant. However, common
- and T3-periodic points (different from the trivial one 0) do exists. Given two
integers n > 1 and m > 1. We can prove that there is a point x(# 0) which is
n-periodic with respect to 7 and m-periodic with respect to 73 if and only if

Q" —1,3" - 1) > 1. Q@7

Letd = (2" — 1, 3™ — 1). When the above condition on GCD is satisfied, there
are d — 1 such common periodic points. These common periodic points x (# 0) are
of the form x = % = 3mj—_lforsomel <k<2"—-2and1 < j < 3™ -2
Actually choices for k are

2" —1 2" —1 2" —1
1- , 2 vee, (d—1)-
d d d
Choices for j are 1 - %;1, 2- 3"37*1, o, (d—= l)o%;l. Thus the d — 1 common
periodic points are é, %, R dd;l. For such a point x, the following limit exists

: (2,3) 2,3
Jim AR (x) = A2 (x).

Note that there is an infinite number of such couples n and m such that (27) holds.
There would be some relation between these common periodic points and the mul-

tifractal behavior of A¢ (x).
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1 What is the Heat Kernel

In this section we shall discuss the notion of the heat kernel on a metric measure
space (M, d, 1). Loosely speaking, a heat kernel p,(x, y) is a family of measurable
functions in x, y € M for each t > 0 that is symmetric, Markovian and satisfies the
semigroup property and the approximation of identity property. It turns out that the
heat kernel coincides with the integral kernel of the heat semigroup associated with
the Dirichlet form in L*(M, ).

Let us start with some basic examples of the heat kernels.

1.1 Examples of Heat Kernels

1.1.1 Heat Kernel in Euclidean Spaces

The classical Gauss-Weierstrass heat kernel is the following function

e
pr(x,y) = Gty CXP( a7 ) (LD

where x,y € R" and r > 0. This function is a fundamental solution of the heat
equation

ou N

a0
where A = 3", % is the Laplace operator. Moreover, if f is a continuous bounded
function on R”, thenl the function

u(t,X)=/pt (x,y) f(»)dy

IR
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solves the Cauchy problem
0
[ 5 = Au,
u0,x)=f(x).

This can be also written in the form
u(t,-) =exp(—tL)f,

where £ here is a self-adjoint extension of —A in L?(R") and exp(—t L) is understood
in the sense of the functional calculus of self-adjoint operators. That means that
p: (x, y) is the integral kernel of the operator exp(—tL).

The function p;(x, y) has also a probabilistic meaning: it is the transition density
of Brownian motion {X;};>0 in R” (Fig. 1). The graph of p;(x, 0) as a function of x
is shown here:

The term @ determines the space/time scaling: if |x — y|*> < Ct, then
p: (x,y) is comparable with p; (x, x), that is, the probability density in the C+/-
neighborhood of x is nearly constant.

1.1.2 Heat Kernels on Riemannian Manifolds

Let (M, g) be a connected Riemannian manifold, and A be the Laplace-Beltrami
operator on M. Then the heat kernel p; (x, y) can be defined as the integral kernel of
the heat semigroup {exp (—¢L£)},~q, where L is the Dirichlet Laplace operator, that
is, the minimal self-adjoint extension of —A in L? (M, ), and p is the Riemannian
volume. Alternatively, p; (x, y) is the minimal positive fundamental solution of the

heat equation
ou

— = Au.

ot
The function p; (x, y) can be used to define Brownian motion {X; },-, on M. Namely,
{X:}i>0 s adiffusion process (thatis, a Markov process with continuous trajectories),
such that

P, (X; € A) :/pt (x, y)dp(y)
A

for any Borel set A C M (Fig.2).

Let d (x, y) be the geodesic distance on M. It turns out that the Gaussian type
d>(x.y)
t

space/time scaling
manifolds:

appears in heat kernel estimates on general Riemannian

1. (Varadhan) For an arbitrary Riemannian manifold,

d*(x,y)
4¢

log pr (x,y) ~ — ast — 0.
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Fig. 1 The Gauss-Weierstrass heat kernel at different values of ¢

Fig. 2 The Brownian motion X, hits a set A

2. (Davies) For an arbitrary manifold M, for any two measurable sets A, B C M

4t

d* (A, B)
//pz (x,y)dp(x)dp(y) </ u(A)p(B)exp (——)
A B

Technically, all these results depend upon the property of the geodesic distance:
[Vd| < 1.
It is natural to ask the following question:

Are there settings where the space/time scaling is different from Gaussian?

1.1.3 Heat Kernels of Fractional Powers of Laplacian

Easy examples can be constructed using another operator instead of the Laplacian.
As above, let £ be the Dirichlet Laplace operator on a Riemannian manifold M, and
consider the evolution equation
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(2_1: + £y =0,

where 3 € (0,2). The operator £P/2 is understood in the sense of the functional
calculus in L2 (M, 1) . Let p; (x, y) be now the heat kernel of Lo/ 2 that is, the
integral kernel of exp (—7£7/2).

The condition 3 < 2 leads to the fact that the semigroup exp (—tﬁﬁ/ 2) is
Markovian, which, in particular, means that p, (x, y) > 0 (if 3 > 2 then p; (x, y)
may be signed). Using the techniques of subordinators, one obtains the following
estimate for the heat kernel of £%/2 in R":

7)14:;3
c x—y\ " ¢ x—y7\ 7
Pt(xa}’)f\tnw(l*l-w = alB 1+7 . (1.2)

(the symbol < means that both < and > are valid but with different values of the
constant C).

The heat kernel of /£ = (—A)!/2 in R”" (that is, the case G = 1) is known
explicitly:

o 2 cut
Pt(x,y)=t—,, 1+ 2 = N
(2 +1x —y*) 2

where ¢, = ' () /7*+1/2_ This function coincides with the Poisson kernel in

the half-space Rﬁ_‘” and with the density of the Cauchy distribution in R"” with the
parameter ?.

As we have seen, the space/time scaling is given by the term M where J < 2.
The heat kernel of the operator £/ is the transition density of a symmetric stable
process of index (3 that belongs to the family of Lévy processes. The trajectories
of this process are discontinuous, thus allowing jumps. The heat kernel p; (x, y) of
such process is nearly constant in some Ct!/%-neighborhood of y. If ¢ is large, then

10 s 1172,
that is, this neighborhood is much larger than that for the diffusion process, which is
not surprising because of the presence of jumps. The space/time scaling with 5 < 2
is called super-Gaussian.

1.1.4 Heat Kernels on Fractal Spaces

A rich family of heat kernels for diffusion processes has come from Analysis on
fractals. Loosely speaking, fractals are subsets of R” with certain self-similarity



152 A. Grigor’yan et al.

Fig. 3 Construction of the Sierpinski gasket

Fig. 4 The unbounded SG is obtained from SG by merging the latter (at the left lower corner of
the diagram) with two shifted copies and then by repeating this procedure at larger scales

properties. One of the best understood fractals is the Sierpinski gasket (SG). The
construction of the Sierpinski gasket is similar to the Cantor set: one starts with a
triangle as a closed subset of R?, then eliminates the open middle triangle (shaded
on the diagram), then repeats this procedure for the remaining triangles, and so on
(Fig.3).

Hence, SG is a compact connected subset of R2. The unbounded SG is obtained
from SG by merging the latter (at the left lower corner of the next diagram) with two
shifted copies and then by repeating this procedure at larger scales (Fig.4).

Barlow and Perkins [BP88], Goldstein [Gol87] and Kusuoka [Kus87] have inde-
pendently constructed by different methods a natural diffusion process on SG that
has the same self-similarity as SG. Barlow and Perkins considered random walks
on the graph approximations of SG and showed that, with an appropriate scaling,
the random walks converge to a diffusion process. Moreover, they proved that this
process has a transition density p; (x, y) with respect to a proper Hausdorff measure
1 of SG, and that p; satisfies the following elegant estimate:



Heat Kernels on Metric Measure Spaces 153

c d’a ™
pr(x,y) < “a7 SXP —C(f , (1.3)

where d (x, y) = |x — y| and

log 3 log5
087 =282

a=dimg SG =

log2” " log2
Similar estimates were proved by Barlow and Bass for other families of fractals,
including Sierpinski carpets, and the parameters « and [ in (1.3) are determined
by the intrinsic properties of the fractal. In all cases, « is the Hausdorff dimension
(which is also called the fractal dimension). The parameter (3, that is called the walk
dimension, is larger than 2 in all interesting examples.

The heat kernel p; (x, y), satisfying (1.3) is nearly constant in some C /8.
neighborhood of y. If ¢ is large, then

VP« 12,

that is, this neighborhood is much smaller than that for the diffusion process, which
is due to the presence of numerous holes-obstacles that the Brownian particle must
bypass. The space/time scaling with § > 2 is called sub-Gaussian.

1.1.5 Summary of Examples

Observe now that in all the above examples, the heat kernel estimates can be unified
as follows:

d(x’y)) (1.4)

C
pr(x,y) < m‘b (CW

where «a, 3 are positive parameters and ® (s) is a positive decreasing function on
[0, 400). For example, the Gauss-Weierstrass function (1.1) satisfies (1.4) with
a=n, 3 =2and

D (s) =exp (—sz)
(Gaussian estimate).
The heat kernel (1.2) of the symmetric stable process in R” satisfies (1.4) with
a=n,0<( <2, and

D(s) = (145)"@D

(super-Gaussian estimate).
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The heat kernel (1.3) of diffusions on fractals satisfies (1.4) with § > 2 and

]
D (s) =exp (—sﬁl)
(sub-Gaussian estimate).

There are at least two questions related to the estimates of the type (1.4):

1. What values of the parameters «, 3 and what functions ® can actually occur in
the estimate (1.4)?
2. How to obtain estimates of the type (1.4)?

To give these questions a precise meaning, we must define what is a heat kernel.

1.2 Abstract Heat Kernels

Let (M, d) be alocally compact, separable metric space and let i« be a Radon measure
on M with full support. The triple (M, d, p) will be called a metric measure space.

Definition 1.1 (heat kernel) A family {p;},. of measurable functions p;(x, y) on
M x M is called a heat kernel if the following conditions are satisfied, for p-almost
allx,y e Mandalls,t > O:

(i) Positivity: ps (x, y) > 0.
(i) The total mass inequality:

/pt(x, ndu(y) = 1.
M
(iii) Symmetry: p;(x, y) = pi(y, x).
(iv) The semigroup property:
Ps+i(x,y) = /ps(x, 2)pi(z, Y)dp(z).
M
(v) Approximation of identity: for any f € L* := L*> (M, p),
L2
/pz(x, NFWMdp(y) — f(x)ast — 0+
M
If in addition we have, for all # > 0 and almost all x € M,

/pz (x, y)du(y) =1,

M
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then the heat kernel p; is called stochastically complete (or conservative).

1.3 Heat Semigroups

Any heat kernel gives rise to the family of operators { P;};>0 where Py = id and P;
for t > 0 is defined by

P f(x) = /pr(x, N fMdu(y),

M

where f is a measurable function on M. It follows from (i) —(ii) that the operator
Py, is Markovian, that is, f > 0 implies P, f > O and f < 1 implies P, f < 1. It
follows that P; is a bounded operator in L? and, moreover, is a contraction, that is,
1P fll, < N flla-

The symmetry property (iii) implies that the operator P; is symmetric and, hence,
self-adjoint. The semigroup property (iv) implies that P, P; = Py, that is, the
family {P;},>( is a semigroup of operators. It follows from (v) that

s-lim P, =id = Py
t—0

where s-lim stands for the strong limit. Hence, { P}, is a strongly continuous, sym-
metric, Markovian semigroup in L2, In short, we call that {P;} is a heat semigroup.
Conversely, if { P;} is a heat semigroup and if it has an integral kernel p;(x, y),
then the latter is a heat kernel in the sense of the above Definition.
Given a heat semigroup P, in L?, define the infinitesimal generator L of the
semigroup by

:_1
Ef—tln(l)—t ,

where the limit is understood in the L2-norm. The domain dom(L) of the generator
L is the space of functions f € L? for which the above limit exists. By the Hille—
Yosida theorem, dom(£) is dense in L?. Furthermore, £ is a self-adjoint, positive
definite operator, which immediately follows from the fact that the semigroup { 7}
is self-adjoint and contractive. Moreover, P; can be recovered from L as follows

P, =exp(—tL),

where the right hand side is understood in the sense of spectral theory.

Heat kernels and heat semigroups arise naturally from Markov processes. Let
({Xz}tzo , Py }xeM) be a Markov process on M, that is reversible with respect to
measure 4. Assume that it has the transition density p; (x, y), thatis, a function such
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that, for all x € M, ¢t > 0, and all Borel sets A C M,

Py (X, eA)=/pz (x, ) du(y).
M

Then p; (x, y) is a heat kernel in the sense of the above Definition.

1.4 Dirichlet Forms

Given a heat semigroup { P} on a metric measure space (M, d, i), for any t > 0,
we define a bilinear form & on L? by

u— Pu
t

1
gl (M,U) = ( ,U) = ;((M,U)—(Pﬂ/t, U)),

where (-, -) is the inner product in L?. Since P, is symmetric, the form &; is also
symmetric. Since P; is a contraction, it follows that

1
& W) =& (u,u) = n ((u, u) — (Pru,u)) =0,

that is, & is a positive definite form.
In terms of the spectral resolution {E)} of the generator £, & can be expressed
as follows

oo oo

1 1 _
() (P ) = /dnEwn%—/e O Erul2

0 0
o0
_—tA
L B
; AU,
0

& (w)

oA .
1—e77 s

which implies that & (1) is decreasing in ¢, since the function ¢ >
decreasing. Define for any u € L?

Eu) = tlif% & (u)

where the limit (finite or infinite) exists by the monotonicity, so that £ (1) > & (u).
. 1A
Since % — Mast — 0, we have
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(0.¢]
Eu) = /AdnEwu%.
0

Set
F:={uce L?: &) < oo} = dom (L'l/z) D dom (L)
and define a bilinear form £ («, v) on JF by the polarization identity
1
& (u,v) :=Z(5(u+v)—5(u—v)),

which is equivalent to
Eu,v) = lin})é} (u,v).
11—

Note that F contains dom(£). Indeed, if u € dom(L), then we have forall v € L?

—P[M

t—0 t

,hf(l)g’ (u,v) = (limu ,v) = (Lu,v).
Setting v = u we obtain u € F. Then choosing any v € F we obtain the identity
E(u,v) = (Lu,v) forall u € dom(L) and v € F.
The space F is naturally endowed with the inner product
[u, v] == (u,v) + & (u,v).

It is possible to show that the form £ is closed, that is, the space F is Hilbert.
Furthermore, dom (£) is dense in F.

The fact that P, is Markovian implies that the form & is also Markovian, that is

ueF=u:=min(uy, 1)eF and€& ) <& (u).
Indeed, let us first show that for any u € L>
E(uyp) <& ).

We have

Ew) =& uy —u_) =& (uy) +& (u-) —2& (uy,u_) = & (u4)

because & (u—) > 0 and
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1 1
E(Uy,u) = " Ugp,u_)— " (Pius,u_) <0.

Assuming u € F and letting t — 0, we obtain

Euy) = lirr(l)é', (uy) < lirr(l)é} ) =& (u) < o0
t— —
whence £ (u4+) < € () and, hence, uy € F.
Similarly one proves that # = min(u, 1) belongs to F and £ () < & (u4).

Conclusion Hence, (€, F) is a Dirichlet form, that is, a bilinear, symmetric, positive
definite, closed, densely defined form in L* with Markovian property.

If the heat semigroup is defined by means of a heat kernel p;, then & can be
equivalently defined by

1
& (u) = Z// (w(x) = u())? pi(x, Y)dpu(y)dp(x) (1.5)

M M

+ ; / (1= PG u?(x)dp).
M

Indeed, we have
u(x) — Pu(x) =u(x) A1 (x) — Pu(x)+ (1 — P1(x))u(x)

= / (w(x) = u(y) p:(x, y)du(y) + (1 = P 1(x)) u (x),
M

whence

1
& (u) = ;//(M(X) —u(y)) u(x)p; (x, y)dp(y)dp(x)
M M

+ %/(1 — P1(x)) u?(x)dp(x).

M

Interchanging the variables x and y in the first integral and using the symmetry of
the heat kernel, we obtain also

1
&=+ / / (y) — () u(y) pr (xs Y du(dp(x)

M M

1
+ ; / (1 — Ptl(.x)) Mz(x)d,u(x)v
M
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and (1.5) follows by adding up the two previous lines.

Since P;1 < 1, the second term in the right hand side of (1.5) is non-negative.
If the heat kernel is stochastically complete, that is, P;1 = 1, then that term vanishes
and we obtain

1
& w=> / / W) — w3 pye, () dux). (1.6)

M M

Definition 1.2 The form (£, F) is called local if £ (u, v) = 0 whenever the func-
tions u, v € F have compact disjoint supports. The form (£, F) is called strongly
local if € (u, v) = 0 whenever the functions u, v € F have compact supports and
u = const in an open neighborhood of supp v.

For example, if p; (x, y) is the heat kernel of the Laplace-Beltrami operator on a
complete Riemannian manifold, then the associated Dirichlet form is given by

Eu,v) = /(Vu, V)du, (1.7)
M

and F is the Sobolev space W2l (M). Note that this Dirichlet form is strongly local
because u = const on supp v implies Vu = 0 on supp v and, hence, £ (u, v) = 0.

If p; (x, y) is the heat kernel of the symmetric stable process of index (5 in R”,
that is, £ = (—A)ﬂ/z, then

5(u,v):cnﬁ// (u (X)_T;y_));;if;)_v(y))dx‘i)’»

Rn Rn

and F is the Besov space Bg/zz (R") = {u € L? : € (u, u) < oo}. This formis clearly
non-local.

Denote by Cq (M) the space of continuous functions on M with compact supports,
endowed with sup-norm.

Definition 1.3 The form (£, F) is called regular if 7 N Cy (M) is dense both in F
(with [, -]-norm) and in Co (M) (with sup-norm).

All the Dirichlet forms in the above examples are regular.
Assume that we are given a Dirichlet form (£, F) in L? (M, 11). Then one can
define the generator £ of (£, F) by the identity

(Lu,v) =& (u,v) forallu € dom (L), v € F, (1.8)

where dom (£) C F must satisty one of the following two equivalent requirements:

1. dom (£) is a maximal possible subspace of F such that (1.8) holds
2. L is a densely defined self-adjoint operator.
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Clearly, £ is positive definite so that specL C [0, +00). Hence, the family of
operators P; = e £t > 0, forms a strongly continuous, symmetric, contraction
semigroup in L2. Moreover, using the Markovian property of the Dirichlet form
(€, F), itis possible to prove that { P} is Markovian, that is, { Py} is a heat semigroup.
The question whether and when P; has the heat kernel requires a further investigation.

1.5 More Examples of Heat Kernels

Let us give some examples of stochastically complete heat kernels that do not satisfy
(1.4).

Example 1.4 (A frozen heat kernel) Let M be a countable set and let {x;}7 ; be the
sequence of all distinct points from M. Let {1} | be a sequence of positive reals
and define measure ;s on M by i ({xr}) = uk. Define a function p; (x, y)on M x M
by

L’ X =Y =Xk

= Pk
Pi (¥, ) [ 0, otherwise.

It is easy to check that p, (x,y) is a heat kernel. For example, let us check the
approximation of identity: for any function f € L* (M, 1), we have

Prf (x) =/pr ) f ) dp(y) = pr(x,x) f ) p({x)) = f(x).

M

This identity also implies the stochastic completeness. The Dirichlet form is

E(f):tlir%(f_t—Ptf,f) =0.

The Markov process associated with the frozen heat kernel is very simple: X, =
Xy for all # > 0 so that it is a frozen diffusion.

Example 1.5 (The heat kernel in H?) The heat kernel of the Laplace-Beltrami oper-
ator on the 3-dimensional hyperbolic space H? is given by the formula

. y) 1 r r? ,
x,y)=——s—exp|———1]),
Pritey (471)3/% sinh r P\

where r = d (x, y) is the geodesic distance between x, y. The Dirichlet form is given
by (1.7).

Example 1.6 (The Mehler heat kernel) Let M = R, measure p be defined by

dp = exzdx,
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and let £ be given by

2 d 2 d d? d
L=—-e""(e" =)= —2x—.
¢ (e dx) dx? Ty

Then the heat kernel of £ is given by the formula

x. 3) 1 (2xye_2’ —x2—y? t)
X,y) = ex —t).
Pt = Cinh a2 P ="

The associated Dirichlet form is also given by (1.7).
Similarly, for the measure

dyp = e dx

and for the operator

2 d 2 d d? d
EZ —e¥ — - — = — 5 2 5
© dx (e dx) dx? * Y

we have

( ) 1 2xye_21 _ (xz + y2) e H N
X,y) = ——————¢€X t).
Pt Y = sinh a2 ©°P —4

1—e

2 Necessary Conditions for Heat Kernel Bounds

In this Chapter we assume that p; (x, y) is a heat kernel on a metric measure space
(M, d, 1) that satisfies certain upper and/or lower estimates, and state the conse-
quences of these estimates. The reader may consult [GK08, GHL03] or [GHL09]
for the proofs.

Fix two positive parameters « and 3, and let ® : [0, +00) — [0, +00) be a
monotone decreasing function. We will consider the bounds of the heat kernel via

; 1 d(x,y)
the function —7 ® ( 177 )

2.1 Identifying ® in the Non-local Case

Theorem 2.1 (Grigor’yan and Kumagai [GKO08]) Let p; (x, y) be a heat kernel on
(M, d, ).

(a) If the heat kernel satisfies the estimate
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1 d(x,y)
pr(x,y) < WCD (W )

forallt > 0and almostall x, y € M, then either the associated Dirichlet form
(&, F) is local or

® () = ¢ (1 +5)"

forall s > 0 and some ¢ > 0.
(b) If the heat kernel satisfies the estimate

1 d(x,y)
pr(x,y) > WCD (ﬂT) )

then we have
d(s) < C(l+s) @D

forall s > 0 and some C > 0.
(c) Consequently, if the heat kernel satisfies the estimate

C d(x,y)
pr(x,y) < ta/ﬂ(b (CtlT )

then either the Dirichlet form £ is local or

D (s) = (1 +5)" @t

2.2 Volume of Balls

Denote by B (x, r) a metric ball in (M, d), that is
Bx,r)y={yeM:dx,y) <r}.

Theorem 2.2 (Grigor’yan et al. [GHLO3]) Let p; be a heat kernel on (M, d, ).
Assume that it is stochastically complete and that it satisfies the two-sided estimate

d(x’y)). 2.1)

C
pr (x,y) < mq’ (CtlT
Then, for all x € M and r > 0,

w(B(x,r)) <r?,
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that is, | is a-regular.
Consequently, dimpy (M, d) = o and . < H® on all Borel subsets of M, where
H® is the a-dimensional Hausdorff measure in M.

In particular, the parameter « is the invariant of the metric space (M, d), and
measure /. is determined (up to a factor < 1) by the metric space (M, d).

2.3 Besov Spaces

Fix a > 0, o > 0. We introduce the following seminorms on L? = L? (M, 11):

1
Ny'S )= sup ——s ,// u(x) —u()Pdudply).  (2.2)
0<r<l1
= {x,yeM:d(x,y)<r}

and
00
oo dr 1 )
Ny s (u) = et lu(x) —uW|"dpx)dup(y).  (2.3)
0 {x,yeM:d(x,y)<r}

Define the space A5°J by

AST = {u e L?: Ny J(u) < oo} ,
and the norm by
2 2 )
g = lull3 + N5Z ).

Similarly, one defines the space A5’y . More generally one can define A}’ for p €
[1, +00) and g € [1, +o0].
In the case of R”, we have the following relations

NG (BY) = By, (R"), 0 <o <1
A3 (RY) = W) (RY).

A%, (RY) = (0},

A';;f; (R") ={0}, o >1

where B7 . is the Besov space and W1 is the Sobolev space. The spaces A}g will
also be called Besov spaces.

Theorem 2.3 (Jonsson [Jon96], Pietruska-Patuba [Pie00], Grigor’yan et al.
[GHLO3]) Let p; be a heat kernel on (M, d, ). Assume that it is stochastically
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complete and that it satisfies the following estimate: for all t > 0 and almost all
X,y eM,

1 (d(x,y) d(x,y)> 2.4)

1
/B 1 (/8 ) <pi(x,y) < _ta//g %) (—tl/ﬁ

where «, 3 be positive constants, and ®, ®, are monotone decreasing functions
from [0, +00) to [0, +00) such that 1 (s) > 0 for some s > 0 and

o0

d
/ s‘”g(bz(s)?s < 0. (2.5)
0

Then, for any u € L2,
,3/2
&) = Ny,
and, consequently, F = Agfo/ 2.

By Theorem 2.1, the upper bound in (2.4) implies that either (£, F) is local or
D5 (s) > c (14 s)~ @D,

Since the latter contradicts condition (2.5), the form (£, F) must be local. For non-

local forms the statement is not true. For example, for the operator (=A% in R,

we have F = Bf 1w = Ag? /? that is strictly smaller than Bg 2= A;;{z This case

will be covered By the foliowing theorem.

Theorem 2.4 (Stoés [Sto00]) Let p; be a stochastically complete heat kernel on
(M, d, p) satisfying estimate (2.4) with functions

@ (5) < By (s) < (1 45)" @+
Then, for any u € L?,
€ ) =< N5 ).
a.f/2.

Consequently, we have F = A,

2.4 Subordinated Semigroups

Let £ be the generator of a heat semigroup {P;}. Then, for any § € (0, 1), the
operator £° is also a generator of a heat semigroup, that is, the semigroup {e" U}
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is a heat semigroup. Furthermore, there is the following relation between the two

semigroups
o0

e—tﬁfs _ /e—sﬁnt (S) ds,

0

where 1, (s) is a subordinator whose Laplace transform is given by

o0

e :/e_Mn, (s)ds, A\ > 0.
0

Using the known estimates for 7; (s), one can obtain the following result.

Theorem 2.5 Let a heat kernel p; satisfy the estimate (2.4) where ®1 (s) > 0 for
some s > 0 and

o
ar ds
/SOH_‘B ®; (s) — < 00,
s
0

where 3' = 63, 0 < § < 1. Then the heat kernel q; (x, y) of operator L0 satisfies
the estimate

! da )\ D
(x,y) =< ,(1+ : <min{r%, ——— ),
X Y) = aTp 1178 d (x, y)*?

forallt > 0 and almost all x,y € M.

2.5 The Walk Dimension
It follows from definition that the Besov seminorm

1
Ny (u) = sup —>— / / lu(x) = u()* dp(x)dp(y)
0<r<17
{x,yeM:d(x,y)<r}

increases when o increases, which implies that the space

AT = {u eL?: Ny (u) < oo}

2,00
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shrinks. For a certain value of o, this space may become trivial. For example, as was
already mentioned, A7 (R") = {0} for o > 1, while A'7_ (R") is non-trivial for
o<1.

Definition 2.6 Fix o« > 0 and set

B* := sup {ﬂ >0: Agcgz is dense in L? (M, /,L)} . (2.6)

a,

The number 3* € [0, +oc] is called the critical exponent of the family {Az, fo/ 2 } 0

of Besov spaces.

Note that the value of 3* is an intrinsic property of the space (M, d, 1), which is
defined independently of any heat kernel. For example, for R” with & = n we have

B =2.

Theorem 2.7 (Jonsson [Jon96], Pietruska-Patuba [Pie00], Grigor’yan et al.
[GHLO3]) Let p; be a heat kernel on a metric measure space (M, d, i). If the
heat kernel is stochastically complete and satisfies (2.4), where ®1 (s) > 0 for some
s > 0and

o0

" d
/ so‘+‘3+5d>2(s)Ts <00 2.7)
0

for some € > 0, then = (5*.

By Theorem 2.1, condition (2.7) implies that the Dirichlet form (£, F) is local.
For non-local forms the statement is not true: for example, in R” for symmetric stable
processes we have g < 2 = g*.

Theorem 2.8 Under the hypotheses of Theorem 2.7, the values of the parameters o
and (3 are the invariants of the metric space (M, d) alone. Moreover, we have

w= H® andeNZgZ/z.

Consequently, both the measure | and the energy form £ are determined (up to a
factor < 1) by the metric space (M, d) alone.

Example 2.9 Consider in R” the Gauss-Weierstrass heat kernel

%) L lx — yI?
X, = —=exp| —
pt y (47Tf)n/2 p 4l

and its generator L = —A in L? (R") with the Lebesgue measure. Then o = n,
(B =2,and
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Eu) = / [Vul|? dx.
Rn
Consider now another elliptic operator in R”:
1 <« 0 o)
L=——— —laij(x) — ),
m (x) igl ax; Y x) Ox;j

where m (x) and g;; (x) are continuous functions, m (x) > 0 and the matrix (ai 1 (x))
is positive definite. The operator £ is symmetric with respect to measure

dp=m(x)dx,
and its Dirichlet form is
Ou Ou
& (M) = /a,-j (X) a—-lea—x]dx
Rn

Let d (x, y) = |x — y| and assume that the heat kernel p; (x, y) of L satisfies the
conditions of Theorem 2.7. Then we conclude by Corollary 2.8 that « and 3 must
be the same as in the Gauss-Weierstrass heat kernel, that is, « = n and 8 = 2;
moreover, measure 1 must be comparable to the Lebesgue measure, which implies
that m =< 1, and the energy form must admit the estimate

&) < / \Vu|?dx,
R
which implies that the matrix (a,- i (x)) is uniformly elliptic. Hence, the operator £
is uniformly elliptic.

By Aronson’s theorem [Aro67, Aro68] the heat kernel for uniformly elliptic
operators satisfies the estimate

_C lx =yl
pr(x,y) < ap XP\ T .

What we have proved here implies the converse to Aronson’s theorem: if the Aronson
estimate holds for the operator £, then £ is uniformly elliptic.

The next theorem handles the non-local case.

Theorem 2.10 Let p; be a heat kernel on a metric measure space (M, d, ). If the
heat kernel satisfies the lower bound
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1 d(x,y)
pr(x,y) > WQDI (W )

where ®1 (s) > 0 for some s > 0, then < *.

Proof In the proof of Theorem 2.3 one shows that the lower bound of the heat kernel
. . a,3/2
implies 7 C A

2,00
the stochastic completeness). Since F is dense in L2, it follows that b < 5% |

(and the opposite inclusion follows from the upper bound and

As a conclusion of this part, we briefly explain the walk dimension from three
different points of view. As we have seen, there is a parameter appears in three
different places:

e A parameter 3 in heat kernel bounds (2.4).
e A parameter 6 in Markov processes: for a process X,, one may have (cf. [Bar98,
formula (1.1)])

E, (|X, — x|2) = 1210

Then 6 is a parameter that measures how fast the process X; goes away from
the starting point x in time ¢. Alternatively, one may have that, for any ball
B(x,r)C M,

E, (TB(x,r)) = r0’
where Tp(y ) i the first exit time of X, from the ball
Tp=inf{t >0:X, ¢ B(x,r)}.

e A parameter o in function spaces N5 or N5y . By (2.2) or by (2.3), it is not hard
to see that o measures how much smooth of the functions in the space N;‘ (fo or
o,0
Nz’2 .
In general the three parameters (3, , 20 may be different. However, it turns out
that, under some certain conditions, all these parameters are the same:

B=06=120. 2.8)

For examples, by Theorems 2.3 and 2.4, we see that o = g, whilst by Theorems 3.8
and 4.3 below, we will see that 5 = 6.
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2.6 Inequalities for the Walk Dimension

Definition 2.11 We say that a metric space (M, d) satisfies the chain condition if
there exists a (large) constant C such that for any two points x, y € M and for any
positive integer n there exists a sequence {x;}7_, of points in M such that xo = x,
X, =y, and

d(x,
A vy < CIEY) Al =01, -1, (2.9)
n

The sequence {x; };7=0 is referred to as a chain connecting x and y.

Theorem 2.12 (Grigor’yan et al. [GHLO3]) Let (M, d, i1) be a metric measure
space. Assume that

p(B(x,r)) < r® (2.10)
forallx € M and O <r < 1. Then
g% = 2.
If in addition (M, d) satisfies the chain condition, then
B <a+1.

Observe that the chain condition is essential for the inequality 5* < o + 1 to
be true. Indeed, assume for a moment that the claim of Theorem 2.12 holds without
the chain condition, and consider a new metric d’ on M given by d’ = d'/7 where
~ > 1. Let us mark by a dash all notions related to the space (M, d’, ;1) as opposed to
those of (M, d, ). It is easy to see that o/ = ary and 3% = (3*~. Hence, if Theorem
2.12 could apply to the space (M, d’, u) it would yield 8*y < a~y+ 1 which implies
(% < « because v may be taken arbitrarily large. However, there are spaces with
5% > a, for example on SG.

Clearly, the metric d’ does not satisfy the chain condition; indeed the inequality
(2.9) implies

d'(x,y)

d'(xi, xi41) < C pYE

bl

which is not good enough. Note that if in the inequality (2.9) we replace n by n'/7,
then the proof of Theorem 2.12 will give that 5* < « + ~ instead of §* < o + 1.

Theorem 2.13 (Grigor’yan et al. [GHLO3]) Let p; be a stochastically complete heat
kernel on (M, d, 1) such that
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c d(x,y)
pt(x’y)AtQ/SQJ(C—tl/ﬂ ).

(a) Iffor some e > 0

o

d
j/sa+ﬂ+€¢us)1; <00, 2.11)
0

then 3 > 2.
(b) If (M, d) satisfies the chain condition, then 3 < a + 1.

Proof By Theorem 2.2 p is a-regular so that Theorem 2.12 applies.
(a) By Theorem 2.12, 3* > 2, and by Theorem 2.12, 5 = 5*, whence 3 > 2.
(b) By Theorem 2.12, * < a + 1, and by Theorem 2.10, 8 < [3*, whence
B <a+l. [ |

Note that the condition (2.11) can occur only for a local Dirichlet form £. If both
(2.11) and the chain condition are satisfied, then we obtain

2<f<a+l (2.12)

This inequality was stated by Barlow [Bar98] without proof.
The set of couples («, (3) satisfying (2.12) is shown on the diagram (Fig. 5):
Barlow [Bar04] proved that any couple of «, [ satisfying (2.12) can be realized
for the heat kernel estimate

1

c G IAN
pr(x,y) < o7f exp | —c (7 (2.13)

For a non-local form, we can only claim that
0<fB=<a+1
(under the chain condition). In fact, any couple «, 3 in the range
O0<fB<a+l

can be realized for the estimate

1 d (xr,y)\
Pt(xv)’)/\ta/ﬁ/ (1+ tl/ﬁ/ ) .

Indeed, if L is the generator of a diffusion with parameters « and 3 satisfying (2.13),
then the operator £°, & € (0, 1), generates a jump process with the walk dimension



Heat Kernels on Metric Measure Spaces 171

Ba

1 2 3 4 o

Fig.5 Theset2 <f<a+1

3 = 63 and the same « (cf. Theorem 2.5). Clearly, 3’ can take any value from
O, a+ 1).

It is not known whether the walk dimension for a non-local form can be equal to
a+ 1.

2.7 Identifying ® in the Local Case

Theorem 2.14 (Grigor’yan and Kumagai [GKOS8]) Assume that the metric space
(M, d) satisfies the chain condition and all metric balls are precompact. Let p;
be a stochastically complete heat kernel in (M, d, p). Assume that the associated
Dirichlet form (€, F) is regular, and the following estimate holds with some «, 3 > 0
and @ : [0, 4+00) — [0, +00):

c d(x,y)
pr(x,y) < W‘b (CW .

Then the following dichotomy holds:

B
5—1

e cither the Dirichlet form £ is local,2 < 3 < a+1, and ® (s) < C exp(—cs’
e or the Dirichlet form £ is non-local, 3 < a+ 1, and ® (s) < (1 + s)*(“*ﬂ).

).
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3 Sub-Gaussian Upper Bounds

3.1 Ultracontractive Semigroups

Let (M, d, 1) be ametric measure space and (£, F) be a Dirichlet form in L? (M, ),
and let { P;} be the associated heat semigroup, P, = ¢’ £ where L is the generator
of (£, F). The question to be discussed here is whether P, possesses the heat kernel,
that is, a function p; (x, y) that is non-negative, jointly measurable in (x, y) , and
satisfies the identity

Pf () =/pt (e y) £ ) dpi (v)

M

for all f € L% ¢t > 0, and almost all x € M. Usually the conditions that ensure the
existence of the heat kernel give at the same token some upper bounds.
Given two parameters p, g € [0, +oc], define the L? — L9 norm of P; by

1P Sl
IPillrsra = sup .
recraz\oy 11,

In fact, the Markovian property allows to extend P; to an operator in L” so that the
range L? N L? of f can be replaced by L” . Also, it follows from the Markovian
property that || Pl p_»r < 1 for any p.

Definition 3.1 The semigroup {P;} is said to be L” — L9 ultracontractive if there
exists a positive decreasing function v on (0, +00), called the rate function, such
that, foreachr > 0

NPillr—sra <y ().

By the symmetry of P,, if P, is L? — L4 ultracontractive, then P; is also LI~ —
LP" ultracontractive with the same rate function, where p* and ¢* are the Holder
conjugates to p and g, respectively. In particular, P; is L' — L? ultracontractive if
and only if itis L? — L ultracontractive.

Theorem 3.2 (a) The heat semigroup {P;}is L' — L? ultracontractive with a rate
function v, if and only if { Py} has the heat kernel p; satisfying the estimate

esup p; (x,y) <~ (t/2)? forallt > 0.
x,yeM

(b) The heat semigroup {P,} is L' — L ultracontractive with a rate function ~,
if and only if { Py} has the heat kernel p; satisfying the estimate

esup py (x,y) <~y (t) forallt>O0.
x,yeM
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This result is “well-known” and can be found in many sources. However, there
are hardly complete proofs of the measurability of the function p; (x, y) in (x, y),
which is necessary for many applications, for example, to use Fubini. Normally
the existence of the heat kernel is proved in some specific setting where p; (x, y)
is continuous in (x, y) , or one just proves the existence of a family of functions
Ditx € L? so that

P f(x)=(pix. f) = /pz,x W f(dp(y)
M

for all # > 0 and almost all x. However, if one defines p; (x, y) = p;x (y), then
this function does not have to be jointly measurable. The proof of the existence of
a jointly measurable version can be found in [GH10]. Most of the material of this
section can also be found there.

3.2 Restriction of the Dirichlet Form

Let €2 be an open subset of M. Define the function space F(£2) by

FQ)={fcF suppfc.

Clearly, F(£2) is a closed subspace of F and a subspace of L% ().

Theorem 3.3 If (£, F) is a regular Dirichlet form in L> (M) , then (£, F()) is a
regular Dirichlet form in L* (). If (£, F) is (strongly) local then so is (£, F(2)).

The regularity is used, in particular, to ensure that F (£2) is dense in L? (). From
now on let us assume that (£, F) is a regular Dirichlet form. Other consequences of
this assumptions are as follows (cf. [FOT11]):

1. The existence of cutoff functions: for any compact set K and any opensetU D K,
there is a function ¢ € F N Cy (U) such that 0 < ¢ < 1 and o = 1 in an open
neighborhood of K.

2. The existence of a Hunt process ({XI}IZO , {Px}xEM) associated with (&€, F).

Hence, for any open subset 2 C M, we have the Dirichlet form (£, F(£2)) that
is called a restriction of (£, F) to L.

Example 3.4 Consider in R” the canonical Dirichlet form

E(u) :/|Vu|2dx

R»

1
WZ

in F = W) (R"). Then F(Q) = C} (@) ° = H} ().
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Using the restricted form (£, F(€2)) corresponds to imposing the Dirichlet
boundary conditions on 92 (or on Q°), so that the form (£, F(2)) could be called
the Dirichlet form with the Dirichlet boundary condition.

Denote by L, the generator of (£, F(£2)) and set

. & (u)
m R
ueFE\O) ||ull3

Amin (2) := inf specLq = (3.

Clearly, Apin (£2) > 0 and Apin (€2) is decreasing when €2 expands.

Example 3.5 If (£, F) is the canonical Dirichlet form in R” and 2 is the bounded
domain in R”, then the operator L has the discrete spectrum A (2) < Ay (2) <
A3 (2) < ... that coincides with the eigenvalues of the Dirichlet problem

[Au—i-/\u:O,
ulpg =0,

so that A; (2) = A\min ().

3.3 Faber-Krahn and Nash Inequalities

Continuing the above example, we have by a theorem of Faber-Krahn
M) = A (27,

where Q* is the ball of the same volume as 2. If r is the radius of Q*, then we have

c c c

2P e

A (RF) =

whence
A (R) = ¢, 12172,

It turns out that this inequality, that we call the Faber-Krahn inequality, is intimately
related to the existence of the heat kernel and its upper bound.

Theorem 3.6 Let (€, F) be aregular Dirichlet formin L*> (M, ). Fix some constant
v > 0. Then the following conditions are equivalent:

(i) (The Faber-Krahn inequality) There is a constant a > 0 such that, for all non-
empty open sets 2 C M,

Amin (@) > ap ()77 (3.2
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(ii) (The Nash inequality) There exists a constant b > 0 such that
242 -2
E ) = bllull5 ull T, (3.3)

for any function u € F \ {0}.
(iii) (On-diagonal estimate of the heat kernel) The heat kernel exists and satisfies
the upper bound

esup p; (x,y) <ct™'¥ (3.4)
x,yeM

for some constant ¢ and for all t > 0.

The relation between the parameters a, b, c is as follows:
axbxc

where the ratio of any two of these parameters is bounded by constants depending
only on v.

In R", we see that v = 2/n.

The implication (ii) = (iii) was proved by Nash [Nas58], and (iii) = (ii) by
Carlen-Kusuoka-Stroock [CKS87], and (i) <> (iii) by

Grigor’yan [Gri94] and Carron [Car96].

Proof of (i) = (ii) = (iii) Observe first that (ii) = (i) is trivial: choosing in (3.3)
a function u € F(£2) \ {0} and applying the Cauchy-Schwarz inequality

lull; < p ()2 ull,,
we obtain
E () = bu ()™ llul3,

whence (3.2) follow by the variational principle (3.1).

The opposite inequality (i) = (ii) is a bit more involved, and we prove it for
functions 0 < u € F N Co (M) (a general u € F requires some approximation
argument). By the Markovian property, we have (u —t), € F N Co (M) for any
t > 0and

Ew)=E(w—1)y). (3.5)

For any s > 0, consider the set
Us :={xeM:u(x)>s},

which is clearly open and precompact. If # > s, then (u — 1) is supported in U,
and whence, (u — 1), € F (Uy). It follows from (3.1)



176 A. Grigor’yan et al.

& ((Lt - t)+) > Amin (Us)/("‘ - t)i du.
Us

For simplicity, set A = ||u||; and B = ||u||%. Since u > 0, we have
(u— t)%_ > u? — 2tu,
which implies that
/(u —0)%dp = /(u —1)2dp > B —2tA.
Uy M
On the other hand, we have
1 A
pUs) < = [ udp < —,
s s
Uy
which together with the Faber-Krahn inequality implies
— S\
Anin (Us) = ap (U™ = a () -

Combining (3.5)—(3.8), we obtain

€ () = Amin (Uy) / w—-nldp=>a (%) (B —2A).

Us

Letting t — s+ and then choosing s = %, we obtain

v B 14 B
g(u) Z a (%) (B - 2SA) =da (—) — = LBV+1A_2V,

4A2) 2 42

which is exactly (3.3).

(3.6)

(3.7)

(3.8)

To prove (ii) = (iii), choose f € L>NL" and consideru = P, f.Sinceu = e‘lﬁf

and %u = —Lu, we have

d . d
T lulz = T (u,u) = =2 (Lu,u) = =2 (u, u)

242 -2 242 -2
< =2blully " lull; ™ < =2blully ™ I £

1

since |[ull; < || fll; - Solving this differential inequality, we obtain
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P fII3 < etV f113,

that is, the semigroup P, is L' — L? ultracontractive with the rate function
v (t) = ~ct~1/v. By Theorem 3.2 we conclude that the heat kernel exists and
satisfies (3.4). [ |

Let M be a Riemannian manifold with the geodesic distance d and the Riemannian
volume . Let (£, F) be the canonical Dirichlet form on M. The heat kernel on
manifolds always exists and is a smooth function. In this case the estimate (3.4) is
equivalent to the on-diagonal upper bound

sup p; (x,x) < ct~ Vv,

xeM

It is known (but non-trivial) that the on-diagonal estimate implies the Gaussian upper

bound
d? (x,y>)

<cr W —
2t (0

forallt > 0 and x, y € M, which is due to the specific property of the geodesic
distance function that |Vd| < 1.

In the context of abstract metric measure space, the distance function does not
have to satisfy this property, and typically it does not (say, on fractals). Consequently,
one needs some additional conditions that would relate the distance function to the
Dirichlet form and imply the off-diagonal bounds.

3.4 Off-diagonal Upper Bounds

From now on, let (£, F) be a regular local Dirichlet form, so that the associated
Hunt process ({X t}r=0 0 {Px}ye M) is a diffusion. Recall that it is related to the heat
semigroup {P;} of (£, F) by means of the identity

Ex (f (X0)) = P f (x)

forall f € By (M), t > 0 and almost all x € M (Fig.6).
Fix two parameters o > 0 and 3 > 1 and introduce some conditions.

(V) (Volume regularity) For allx € M and r > 0,
(B (x,r)) <r®.
(FK) (The Faber-Krahn inequality) For any open set 2 C M,

Amin () > ep ()77
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X1 X,

Fig. 6 First exit time 7

For any open set 2 C M, define the first exist time from Q2 by
T =inf{t > 0: X; ¢ Q}.

A set N C M is called properly exceptional, if it is a Borel set of measure O that
is almost never hit by the process X; starting outside N. In the next conditions N
denotes some properly exceptional set.

(E g) (An estimate for the mean exit time from balls) Forallx € M\ N andr > 0

EX [TB(x,r)] = rﬂ

(the parameter [ is called the walk dimension of the process).
(Pg) (The exit probability estimate) There exist constants € € (0, 1), § > 0 such
that, forallx € M \ N and r > 0,

P, (TB(x,r) < 5}”8) <e.

(EQ) (An isoperimetric estimate for the mean exit time) For any open subset
QCM,
sup E, (rq) < Cpu (7.

xeQ\N

If both (V,,) and (Ej) are satisfied, then we obtain for any ball B C M

sup Ey (1) =< r’ < p(B)?/*.
xeB\N

It follows that the balls are in some sense optimal sets for the condition (E2).

Example 3.7 1f X, is Brownian motion in R”, then it is known that
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ExTB(r.r) = Cnls

so that (E /3) holds with 3 = 2. This can also be rewritten in the form
Extg = cn |BIP'",

where B = B (x,r).

It is also known that for any open set 2 C R" with finite volume and for any
x €,

Ey (@) < Ex (TB(x,r)) )

provided that ball B (x, r) has the same volume as €2; that is, for a fixed value of |<2],
the mean exist time is maximal when €2 is a ball and x is the center. It follows that

Ey (1Q) < cn |Q1*"

so that (ESQ) is satisfied with § = 2 and o = n.
Finally, introduce notation for the following estimates of the heat kernel:

(UEjoc) (Sub-Gaussian upper estimate) The heat kernel exists and satisfies the

estimate .
C @,y
pr(x,y) < WCXP —0(7

forall > 0 and almost all x, y € M.
(QUE) (P-upper estimate) The heat kernel exists and satisfies the estimate

1 d(x,y)
pr(x,y) < W‘b (T

for all # > 0 and almost all x, y € M, where ® is a decreasing positive function
on [0, +00) such that

o0
ds
/S“CD (s) — < o0.
s

0

(DUE) (On-diagonal upper estimate) The heat kernel exists and satisfies the esti-
mate

C
pr(x,y) < m

forall t > 0 and almost all x, y € M.
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(Texp) (The exponential tail estimate) The heat kernel p; exists and satisfies the
estimate

pi(x. »)dp(y) < Cexp (—c (7)" ) (3.9)

B(x,r)¢

for some constants C,c > 0,allt > 0,7 > 0 and u-almost all x € M.
Note that it is easy to show that (3.9) is equivalent to the following inequality: for
any ball B = B (xp,r) and ¢t > 0,

&
g—1

o\ 1
P1pc (x) < Cexp (—c (m) ) for p-almost all x € ZB

(see [GHOS8, Remark 3.3]).
(Tg) (The tail estimate) There exist 0 < € < % and C > 0 such that, forallz > 0

and all balls B = B(xg, r) with r > Ctl/ﬁ,
1
P1pe(x) <e for p-almostall x € ZB.

(Sﬂ) (The survival estimate) There exist 0 < € < 1 and C > 0 such that, for all
¢t > 0 and all balls B = B(x, r) with r > Ct!/5,

1
1— P,BIB(x) < e for p-almostall x € ZB.

Clearly, we have
(UEjy¢) = (PUE) = (DUE).

Theorem 3.8 (Grigor’yan and Hu [GH10]) Let (M, d, 1) be a metric measure space
and let (V,) hold. Let (£, F) be a regular, local, conservative Dirichlet form in
L%(M, 11). Then, the following equivalences are true:

(UEioe) & (FK) + (Ep) < (EQ) + (Ep)
& (FK) + (P3) © (EQ) + (Pp)
& (DUE) + (Eg) < (DUE) + (Pg),
& (PUE)
& (FK) + (Sp) & (FK) + (Tp)
< (DUE) + (S3) ¢ (DUE) + (Tj)
& (DUE) + (Texp) -

Let us emphasize the equivalence
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(UE1oe) & (EQ) + (Ep)

where the right hand side means the following: the mean exit time from all sets 2
satisfies the isoperimetric inequality, and this inequality is optimal for balls (up to a
constant multiple). Note that the latter condition relates the properties of the diffusion
(and, hence, of the Dirichlet form) to the distance function.

Conjecture 3.9 Under the hypotheses of Theorem 3.8,

(UEipe) € (FK) + {Amin (By) = =7

Indeed, the Faber-Krahn inequality (FK) can be regarded as an isoperimetric
inequality for Apin (€2), and the condition

Amin (By) < r=?

means that (FK) is optimal for balls (up to a constant multiple).

Theorem 3.8 is an oversimplified version of a result of [GH10], where instead
of (V,) one uses the volume doubling condition, and other hypotheses must be
appropriately changed.

The following lemma is used in the proof of Theorem 3.8.

Lemma 3.10 For any open set Q C M

1

Amin () > —mMm8 ———.
mm( ) el esup, .o Ex (7_9)
Proof Let Gg be the Green operator in €2, that is,

oo

Gq = Eal =/e_’£9dt.
0

We claim that
Ey (7@) = Gal (x)

for almost all x € 2. We have

oo oo

Gol (x) =/e—’£919(x)dt =/]Ex (1g (X))
0

00 00
Z/Ex 1{t<'rg} Ex/ 1{t<'rg} dl E, (1) .
0 0
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Setting

m = esup E)C (TQ) ’
xeQ

we obtain that Gql < m, so that m~'Gq is a Markovian operator. Therefore,
”m_]GQHLzﬁLz < 1 whence specGg € [0, m]. It follows that spec Lo C
[m~", 00) and A\min (2) > m~ L. [ ]

A new analytical approach is developed in [GH10] to prove Theorem 3.8, which
is different from the Davies-Gaffney approach [Dav92] . The difficult part in proving
Theorem 3.8 is to deduce (U Ej,.) from various conditions.

Sketch of proof for Theorem 3.8 We sketch the main steps.

e By a direct integration, we have
(PUE) = (Tp) .

Indeed, for any x € }LB’ we see that B(x, %r) C B . Thus, setting ry = 2"(1’/2)
and using condition (® U E) and the monotonicity of ®, we obtain that

/Pz(x,y)du(y) < / peCe, Y)dp(y) (3.10)
M\B M\B(x,r/2)

=> / pr (x, y)dpu(y)

k=0B (x, i D\B(x,1)

o
/B (K
<> / Ct @(tl/ﬂ)du(y)
k=0B(x,r D\B(x,1)

o0
a —a/fg (K
s%cmﬂt c1>(tw)

o0 «

k=14 k=14

— / . .

-3 () ()
o0

d
< / D (s5) =
s
% r/t1/8
The integral (3.10) converges, and its value can be made arbitrarily small provided

that /1 is large enough. Hence, condition (7}3) follows.
e The following implications hold:

EQ) “S° Fr) "2 (DUE) .
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In particular, we see that the heat kernel exists under any of the hypotheses of
Theorem 3.8.
e We can also show that
(Eg) = (Pg) = (Tp)

(the implication (E3) = (Pg) was pointed out in [Bar98]).
e By a bootstrapping technique, we obtain (hard!) the implication

(T5) = (Texp)
(see also [GHO8]). Hence, any set of the hypothesis of Theorem 3.8 imply both

(DUE) and (Texp).
e Finally, it is easy to check the implication

(DUE) + (Texp) = (UEjoc) . (3.11)

Indeed, using the semigroup identity, we have that, for all ¢+ > 0, almost all
x,ye M,andr := %d (x,y),

pr(x,y) = /p% (x,2) pz (2, y) dpu(2) (3.12)
M

< / +/ p%(x,z)p%(z,y)du(z)
(x,r)  B(y.n)°

<esup pt (z,y) / Py (x,2)du(z)
zeM
B(x,r)¢

+esup ps (x,2) / Py (v, 2)dp(2).
zeM
B(y.r)*

On the other hand, by condition (DUE),
esup p; < Ct=/8,
whilst by condition (73),

1
db (x, -1
Py (x,2)dp(z) < Cexp _c(y)

B(x,r)¢

Therefore, it follows from (3.12) that, for almost all x, y € M,
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1

C Y
pi(x,y) < B exp —c(—t ,

proving the implication (3.11). |

Recently, Andres and Barlow [AB] gave a new equivalence condition for (U Ej,.).
Consider the following functional inequality.

(CSAp) (The cutoff Sobolev annulus inequality) There exists a constant C > 0
such that, for all two concentric balls B(x, R), B(x, R + r), there exists a cutoff
function ¢ satisfying

| _
/fzdum < g/992d,“(f) +Cr ﬂ/fzdu
U U

U

for any f € F, where U = B(x, R +r) \ B(x, R) is the annulus and f1(,) is the
energy measure associated with ¢:

/uduw) =2E(uyp, p) — 6(@2, u) forany u € F N Co(M).
M

We remark here that constant C is universal that is independent of two concentric
balls B(x, R), B(x, R +r) and function f, whilst the cutoff function ¢ may depend
on the balls but is independent of function f. The coefficient % is not essential and
is chosen for technical reasons.

Theorem 3.11 (Andres, Barlow [AB]) Let (M, d, i) be an unbounded metric mea-
sure space and let (V) hold. Let (£, F) be a regular, local Dirichlet form in
L%(M, ). Then, the following equivalence is true:

(UEjoc) ¢ (FK) + (CSAp).

We mention that here the Dirichlet form is not required to be conservative as in
Theorem 3.8.

The key point in proving Theorem 3.11 is to derive the “Davies-Gaffney” bound
[Dav92], and then use the technique developed in [Gri92, CG98] to show a mean
value inequality for weak solutions of the heat equation. It is quite surprising that
the Davies-Gaffney method still works when the walk dimension (3 may be greater
than 2.
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4 Two-Sided Sub-Gaussian Bounds

4.1 Using Elliptic Harnack Inequality

Now we would like to extend the results of Theorems 3.8, 3.11, and obtain also the
lower estimates and the Holder continuity of the heat kernel. As before, (M, d, p) is
a metric measure space, and assume in addition that all metric balls are precompact.
Let (£, F) is a local regular conservative Dirichlet form in L? (M, 11).

Definition 4.1 We say that a function u € F is harmonic in an open set 2 C M if
Eu,v)y=0forallv e F(Q).

For example, if M = R”" and (&, F) is the canonical Dirichlet form in R”, then
a function u € W, (R") is harmonic in an open set @ C R" if

/<w, Vo)dx =0

R»

forallv € HO1 (2) or forv € C§° (R2). This of course implies that Au = 0 in a weak
sense in 2 and, hence, u is harmonic in €2 in the classical sense. However, unlike the
classical definition, we a priori require u € Wzl (R™).

Definition 4.2 (Elliptic Harnack inequality (H)) We say that M satisfies the elliptic
Harnack inequality (H) if there exist constants C > 1 and 6 € (0, 1) such that for
any ball B (x, r) and for any function u € F that is non-negative and harmonic in
B (x,r),

esup u < C einf u.
B(x,6r) B(x,0r)

We remark that constants C and § are independent of ball B(x, r) and function u.
We introduce the near-diagonal lower estimate of heat kernel.

(NLE) (Near-diagonal lower estimate) The heat kernel p; (x, y) exists, and sat-
isfies

c
pr(x,y) > m

for all + > 0 and p x p-almost all x, y € M such that d (x,y) < Jtl/ﬂ, where
& > 0is a sufficiently small constant.

Denote by (U Emong) a modification of condition (U Ej,.) that is obtained by
adding the Holder continuity of p; (x, y) and by restricting inequality in (U Ej,) to
all x, y € M. In a similar way, we can define condition (NLEsm,ng).
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Theorem 4.3 (Grigor’yan, Telcs [GT12, Theorem 7.4]) Let (M, d, 1) be a metric
measure space and let (V) hold. Let (£, F) be a regular, strongly local Dirichlet
form in L*(M, ). Then, the following equivalences are true:

(H) + (Ep) € (UEioe) + (NLE)
< (UEstrong) + (NLEstrong) .

This theorem is proved in [GT12] for a more general setting of volume doubling
instead of (V).
Observe that the following implications hold [GT12, Lemma 7.3]:

(H) = (M, d) is connected,
(E@) = (&, F) is conservative,
(Eg) = diam (M) = oo.

Proof Sketch of proof for Theorem 4.3 First one shows that
(Vo) + (Ep) + (H) = (FK),

which is quite involved and uses, in particular, Lemma 3.10. Once having (V) +
(Eg) + (FK) , we obtain (U Ej,.) by Theorem 3.8.

Using the elliptic Harnack inequality, one obtains in a standard way the oscillating
inequality for harmonic functions and then for functions of the form u = Ggq f (that
solves the equation Lqou = f)in terms of || f | -

If now u = P,Q f then u satisfies the equation

d
—u=—Lqu,
dlu Qu

d
u=-Ggq )

Knowing an upper bound for u, which follows from the upper bound of the heat

kernel, one obtains also an upper bound for %u in terms of u. Applying the oscillation

inequality one obtains the Holder continuity of u and, hence, of the heat kernel.
Let us prove the on-diagonal lower bound

and whence

pi(x,x) > et

Note that (U Ej,.) and (V,,) imply that
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N =

pr(x, y)dp(y) =
B(x,r)

provided r > K /8 (cf. [GHLO3, formula (3.8)]). Choosing r = K /8 we obtain

P (x, %) = /p? (x, y)dp (y)

M
2
= 1 / (e, y)dp(y)
z pr(x,y)ap(y
1(B (x.1)) f
(x,r)
c ol
> — = —,
=y T B
Then (N LE) follows from the upper estimate for
|pr (x, %) = pr (x, y)
when y close to x, which follows from the oscillation inequality. |

We next characterize (U Ej,¢) + (NLE) by using the estimates of the capacity
and of the Green function.

Definition 4.4 (capacity) Let 2 be an open set in M and A € Q be a Borel set.
Define the capacity cap(A, 2) by

cap(A, Q) :=inf {€ () : ¢ is a cutoff function of (A, Q2)}. 4.1)

It follows from the definition that the capacity cap(A, €2) is increasing in A, and
decreasing in €2, namely, if A| C Aj, Q21 D 29, then cap(Ay, 1) < cap(Az, Q7).
Using the latter property, let us extend the definition of capacity when A C Q2 as
follows:

cap(A, Q) = nll)rr;o cap(A N 2,, Q) “4.2)

where {€2,} is any increasing sequence of precompact open subsets of 2 exhausting
Q (in particular, A N 2, € Q).

Note that by the monotonicity property of the capacity, the limit in the right
hand side of (4.2) exists (finite or infinite) and is independent of the choice of the
exhausting sequence {€2,,}.

Next, define the resistance res (A, 2) by

res (A, Q2) = (4.3)

cap(A, Q)

We introduce the notions of the Green operator and the Green function.
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Definition 4.5 For an open Q@ C M, a linear operator G : L2(Q) — F(Q) is
called a Green operator if, for any ¢ € F(Q) and any f € L*(Q),

EGRf0) = (f 9). (4.4)

If G admits an integral kernel g%, that is,

G f(x) = / g (x, y) f(V)du(y) forany f € L*(S), 4.5)

Q

then ¢ is called a Green function.

It is known (cf. [GHOO, Lemma 5.1]) that if (£, F) is regular and if @ C M
is open such that Apin(2) > 0, then the Green operator G* exists, and in fact,
G = (=L, the inverse of —£%, where £% is the generator of (£, F (Q2)).
However, the issue of the Green function ¢ is much more involved, and is one of
the key topics in [GHOO].

For an open set 2 C M, function E® is defined by

E® (x) := G¥1(x) (x € M), (4.6)

namely, the function E€ is a unique weak solution of the following Poisson-type
equation
— LOES =1, 4.7)

provided that Apin (2) > 0.
It is known that
E® (x) = E, (1q) for p-a.a.x € M. (4.8)

Clearly, if the Green function gQ exists, then

E®(x) = G (x) = / g% (x, y) du(y) (4.9)
Q

for p-almost all x € M.
We introduce the following hypothesis.

(Rﬁ) (Resistance condition (Rﬁ)) We say that the resistance condition (Rﬂ) is
satisfied if, there exist constants K, C > 1 such that, for any ball B of radius

r>0, 5 5
c ' <res(B,KB) < C——, (4.10)
p(B) w(B)

where constants K and C are independent of the ball B. Equivalently, (4.10) can
be written in the form
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rﬂ

B,KB) x ——.
res ( ) " (B)

(E%) (Condition (E/g)) We say that condition (E//;‘) holds if, there exist two
constants C > 1 and §; € (0, 1) such that, for any ball B of radius r > 0,

esup EB < Crﬂ,
B

einfEB > c 1P,
01B
(G3) (Condition (G 3)) We say that condition (G 3) holds if, there exist constants

K > 1and C > 0 such that, for any ball B := B (xo, R), the Green kernel gB
exists and is jointly continuous off the diagonal, and satisfies

R

ﬂ
g% (xo,y) < C / ——— forally € B\ {xo},
sV (x,s)
K=1d(xo.y)
R
bd
g% (x0,y) = c! / e forall y € K~ 'B \ {x0},
sV (x,s)
K=ld(xo,y)

where V (x, r) = u(B(x, r)) as before.

Theorem 4.6 (Grigor’yan and Hu) [GHOO, Theorem 3.14]) Let (M,d, i) be a
metric measure space and let (V,) hold. Let (£, F) be a regular, strongly local
Dirichlet form in L>*(M, ). Then, the following equivalences are true:

(H) + (Eﬁ) & (Gp) & (H) + (Rp)
< (UEjpe) + (NLE)
< (UEstr()ng) + (NLEstrong) .

We mention that condition (V,,) can be replaced by conditions (VD) and (RVD),
the latter refers to the reverse doubling condition (cf. [GHOO0]).

Sketch of proof for Theorem 4.6 The proofs of Theorem 4.6 consists of two
parts.

e Part One. Firstly, the following implications hold:
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(UExtrong) + (NLEstrong)

¢
[(UEi) + (NLE)]

¢ f
(H) + (Eg) |= | () + (E})

In fact, by Theorem 4.3, we only need to show that

(Es) = (E}). @.11)
(H) + (Eb) — (UEo) + (NLE). 4.12)
The implication (4.11) can be proved directly by using the probability argument,

see [GHOO, Theorem 3.14]. And the implication (4.12) can be done by showing
the following

(H) + (E ) — (FK) ([GT12, formula (3.17) and T.3.11])
(£5) =

(FK) 4 (S3) = (UEjs) (by Theorem 3.8)

(H) + (Eﬂ) — (NLE) (by [GT12, Section 5.4]).

Sg (by [GHLOO0, formula (6.34)])

e Part Two. Secondly, we need to show that
(H) + (E;}) & (Gp) & (H) + (Rp).

This is the hard part. The cycle implications are obtained in [GHOO, Section 8 ] as
follows:

(H) + (Rg) = (G3) = (H) + (Egj) — (H) + (R3) .

One of the most challenging results (cf. [GHOO, Lemma 5.7]) is to obtain an
annulus Harnack inequality for the Green function, without assuming any specific
properties of the metric d, unlike previously known similar results in [Bar05],
[GTO02] where the geodesic property of the distance function was used. |
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4.2 Matching Upper and Lower Bounds

The purpose of this subsection is to improve both (U Ej,.) and (NLE) in order to
obtain matching upper and lower bounds for the heat kernel. The reason why (U Ej,¢)
and (N LE) do not match, in particular, why (N L E) contains no information about
lower bound of p; (x, y) for distant x, y is the lack of chaining properties of the
distance function, that is an ability to connect any two points x, y € M by a chain
of balls of controllable radii so that the number of balls in this chain is also under
control.

For example, the chain condition considered above is one of such properties.
If (M, d) satisfies the chain condition, then as we have already mentioned, (NLE)
implies the full sun-Gaussian lower estimate by the chain argument and the semigroup
property (see for example [GHLO3, Corollary 3.5]).

Here we consider a setting with weaker chaining properties. For any ¢ > 0, we
introduce a modified distance d. (x, y) by

d-(x,y)= inf Zd(xl,x, 10, (4.13)

{x;}is e-chain

where an e-chain is a sequence {x; }lN: o of points in M such that
xo=x, xy=y, andd(x;,xj—1) <ecforalli=1,2,...,N.

Clearly, d- (x, y) is decreases as ¢ increases and d; (x,y) =d (x,y)ife > d (x, y).
Ase | 0,d: (x, y) increases and can go to oo or even become equal to co. It is easy
to see that d; (x, y) satisfies all properties of a distance function except for finiteness,
so that it is a distance function with possible value +oo.
It is easy to show that
d: (x,y) X &N (x,y),

where N: (x, y) is the smallest number of balls in a chain of balls of radius ¢ con-
necting x and y (Fig.7):

N: can be regarded as the graph distance on a graph approximation of M by an
e-net.

If d is geodesic, then the points {x;} of an e-chain can be chosen on the short-
est geodesic, whence d; (x,y) = d (x, y) for any ¢ > 0. If the distance function
d satisfies the chain condition, then one can choose in (4.13) an e-chain so that
d(xj, xiy1) < C%, whence d. (x, y) < Cd (x, y). In general, d- (x, y) may go
to oo as ¢ — 0, and the rate of growth of d- (x, y) as ¢ — 0 can be regarded as a
quantitative description of the chaining properties of d.

We need the following hypothesis

Cps (Chaining property) For all x,y € M,
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Fig. 7 Chain of balls connecting x and y

eP1a. (x,y) > 0 ase — 0,
or equivalently,
fsﬁNg (x,y) >0 ase — 0.

For x # y we have ¢’~!d. (x, y) — oo as ¢ — oo, which implies under (Cﬂ)
that for any ¢ > 0, there is € = ¢ (¢, x, y) satisfying the identity

el (x,y) =1 (4.14)

(always take the maximal possible value of €). If x = y, then set € (¢, x, x) = oo.

Theorem 4.7 (Grigor’yan, Telcs [GT12, Section 6]) Assume that all the hypothesis
of Theorem 4.6 hold. If (Eg) + (H) and (C /3) are satisfied, then

1

ﬁ 5—1
C de (x, y)
Pr (5, 3) = s exp —c(f (.15)

C
= mexp (_CNE (X, y))v (416)

where e = € (t, x, y).

Since d: (x,y) > d(x,y), the upper bound in (4.15) is an improvement of
(U Ejoc); similarly the lower bound in (4.15) is an improvement of (NLE). The
proof of the upper bound in (4.15) follows the same line as the proof of (U Ej,.) with
careful tracing all places where the distance d (x, y) is used and making sure that it
can be replaced by d- (x, y). The proof of the lower bound in (4.16) uses (N L E) and
the semigroup identity along the chain with N balls connecting x and y . Finally,
observe that (4.15) and (4.16) are equivalent, that is
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_L

which follows by substituting here N. < d./c and t = 7~ 1d_ (x, y).
By Theorem 4.6, the same conclusion in Theorem 4.7 is true if (E ﬂ) + (H) is

instead replaced by the one of conditions (H) + (E b) . (Gp) and (H) + (Rp).

Example 4.8 A good example to illustrate Theorem 4.7 is the class of post critically
finite (p.c.f.) fractals. For connected p.c.f. fractals with regular harmonic structure,
the heat kernel estimate (4.16) was proved by Hambly and Kumagai [HK99], see also
[KSO05, Theorem 5.2]. In this setting d (x, y) is the resistance metric of the fractal
M and p is the Hausdorff measure of M of dimension o := dimy M. Hambly and
Kumagai proved that (V,,) and (Eg) are satisfied with 3 = o + 1. The condition
(Cp) follows from their estimate

B/2
N.(x.y) < C (@) ,

because
»sﬁN{E (x,y) <Cd (x, y)“g/2 2 5 0ase — 0.

The Harnack inequality (H) on p.c.f. fractals was proved by Kigami [Kig01,
Proposition 3.2.7, p.78]. Hence, Theorem 4.7 applies and gives the estimates (4.15)
and (4.16).

The estimate (4.16) means that the diffusion process goes from x to y in time ¢
in the following way. The process firstly “computes” the value ¢ (z, x, y), secondly
“detects” a shortest chain of e-balls connecting x and y, and then goes along that
chain (Fig. 8).

This phenomenon was first observed by Hambly and Kumagai on p.c.f. fractals,
but it seems to be generic. Hence, to obtain matching upper and lower bounds, one
needs in addition to the usual hypotheses also the following information, encoded in
the function N (x, y): the graph distance between x and y on any e-net approxima-
tion of M.

Example 4.9 (Computation of €) Assume that the following bound is known for all

x,ye€Mande >0
dx, Y\’
E 9

Ng(x,y)fc(

where 0 < v < 3, so that (Cg) is satisfied (since N- > d (x, y) /&, one must have
v > 1). Since by (4.14) we have e’ N, = t, it follows that
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Fig. 8 Two shortest chains of e-ball for two distinct values of ¢ provide different routes for the
diffusion from x to y for two distinct values of ¢

d Y
Eﬁ( (-xay)) > ct,
3
1

t B=y
== (d(x,y)W) ‘

whence

Consequently, we obtain

e P\
N-(x,y) <Cd(x,y)"e” 7 <Cd(x,y) (M)/j = C(M) ,

v
c d (x, y)ﬁ A=
s ron((222)7)

Similarly, the lower estimate of N

and so

.
N (x. ) zc(‘”xe’”)

implies an upper bound for the heat kernel

-
C d(x,y)ﬂ =
Pt(X,)’)SWeXP <—( Ci .
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Remark 4.10 Assume that (V) holds and all balls in M of radius > r( are connected,
for some rp > 0. We claim that (C g) holds with any 3 > «. The a-regularity of
measure  implies, by the classical ball covering argument, that any ball B, of radius
r can be covered by at most C (£)“ balls of radii e € (0, r). Consequently, if B,
is connected then any two points x, y € B, can be connected by a chain of e-balls
containing at most C (g)a balls, so that

7\ o
N:(x,y) =C (—)
€
Since any two points x, y € M are contained in a connected ball B, (say, with
r =ro+d(x,y)), we obtain

PN (x, y) < cePl~re 50

as € — 0, which was claimed.

4.3 Further Results

We discuss here some consequences and extensions of the above results. For this,
we introduce two-sided estimates of the heat kernel.

(ULEj,c) (Upper and lower estimates) The heat kernel p; (x, y) exists and satis-

fies 1
_C d’x, )\
pr(x,y) < P T\ . 4.17)

Theorem 4.11 Let (M, d, 11) be a metric measure space, and let (€, F) be a regular,
conservative Dirichlet form in L*>(M, 1) . If (M, d) satisfies the chain condition, then
the following equivalences take place:

(Eg) + (H)
(E’) + (H)
)+ (H)

+ (locality) <= (ULEj,.),

where condition (locality) means that (€, F) is local.

Remark 4.12 Observe thatif (£, F) is regular, conservative and local, then (£, F) is
strongly local; this is easily seen by using the Beuling-Deny decomposition [FOT11,
Theorem 3.2.1, p. 120] and by noting that both killing and jump measures disappear.
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Remark 4.13 Observe also that (V,,) + (N L E)+ (chain condition) implies that the
off-diagonal lower estimate

1
o N AR
P, y) 2 sexp | —c (f (4.18)

for p-almost all x, y € M and all ¢+ > 0, see for example [GHLOS, Proposition 3.1]
or [Bar98], [GHLO03, Corollary 3.5].

Sketch of proof for Theorem 4.11 (1) “=".
Let us show the implication

(Vo) + (Eg) + (H) + (locality) = (ULEj). (4.19)

Indeed, by Remark 4.12, we have that (£, F) is strongly local. Now, using Theorem
4.3, we obtain (UEj,.) + (NLE). Using Remark 4.13, we see that (4.18) holds,
showing that (U L Ej,.) is true.

Similarly, using Theorem 4.6, we obtain the other three implications “=>"".

(2) Aé¢”.
Let us show the opposite implication

(ULE1,e) = (Vo) + (Eg) + (H) + (locality). (4.20)
Indeed, note that

(ULEjs) = (V,) (by Theorem 2.2)
(UEjs¢) = (locality) (by Theorem 2.14)
(UEioc) + (NLE) = (Eg) + (H) (by Theorem 4.3)

showing that the implication (4.20) holds.
Similarly, all the other three implications “<=" also hold. |

Remark 4.14 The implication (4.19) can also be proved by using Theorem 4.7 and
the fact that d. < d.

Conjecture 4.15 The condition (E3) above may be replaced by
Amin (B (x,7)) =< r ™. (\g)
In fact, (E g) in all statements can be replaced by the resistance condition:
res(By, Byy) =< r’ (Rp)

where B, = B (x,r). In the strongly recurrent case o < /3, it alone implies the
elliptic Harnack inequality (H) so that two sided heat kernel estimates are equivalent
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to (Vo) + (Rg) as was proved by Barlow, Coulhon, Kumagai [BCKOS5] (in a setting
of graphs) and was discussed in M. Barlow’s lectures.

An interesting (and obviously hard) question is the characterization of the elliptic
Harnack inequality (H) in more geometric terms—so far nothing is known, not even
a conjecture.

One can consider also a parabolic Harnack inequality (PHI), which uses caloric
functions instead of harmonic functions. Then in a general setting and assum-
ing the volume doubling condition (VD) (instead of (V,)), the following holds
(cf. [BGK12]):

(PHI) & (UEjpc) + (NLE).

On the other hand, (PHI) is equivalent to
Poincaré inequality + cutoff Sobolev inequality,

see [BBKO6].

Conjecture 4.16 The cutoff Sobolev inequality here can be replaced by ()\g) and/or
(Rs) -

5 Upper Bounds for Jump Processes

We have investigated above the heat kernel for the local Dirichlet form. In this section
we shall study the non-local Dirichlet form and present the equivalence conditions
for upper bounds of the associated heat kernel. As an interesting example, we discuss
the heat kernel estimates for effective metric spaces.

A non-local Dirichlet form will give arise to a jump process, that is, the trajectories
of this process are discontinuous, as we have already seen for a symmetric stable
process of index (3 (Lévy process). And the heat kernel decays at a polynomial rate
(cf. 1.2), instead of an exponential rate as for a local Dirichlet form.

Jump process have found various applications in science. For instance, a Lévy
flight is a jump process and can be used to describe animal foraging patterns, the
distribution of human travel and some aspects of earthquake behavior (cf. [BBWOS]).

5.1 Upper Bounds for Non-local Dirichlet Forms

The techniques for obtaining heat kernel bounds for non-local Dirichlet forms has
been developed by a number of authors, see for example [BBCK09, BGK09, BL02,
CKO03, CKO08] and the references therein. The basic approach to obtaining heat kernel
upper estimates used in these papers consists of the two steps. The first step is to
obtain the heat kernel upper bounds for a truncated Dirichlet form, that is, in the
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case when the jump density J (x, y) has a bounded range. In this case one uses the
Davies method as it was presented in the seminal work [CKS87] and where the cut-
off functions of form (A — d(xo, x)) were used (where ) is a positive constant).
This method can be used as long as the cut-off functions belong to the domain of the
Dirichlet form, which is the case only when 5 < 2 (hence, if 5 > 2 then this method
does not work).

The second step is to obtain heat kernel estimates for the original Dirichlet form by
comparing the heat semigroup of the truncated Dirichlet form with the original heat
semigroup. We remark that while the first step was done by purely analytic means,
the second step in the above-mentioned papers used a probabilistic argument.

Here we describe an alternative new approach of [GHLOO] for obtaining upper
bounds.

Recall that by a theorem of Beurling and Deny, any regular conservative Dirichlet
form admits a decomposition

Ew,v)=ED u,v) +EV(u,v), (5.1
where £ is a local part and
ED (u,v) = / / @) —u) W) —vdjx,y) (5.2
M x M\diag

is a jump part with a jump measure j defined on M x M \ diag. In our setting the
jump measure j will have a density with respect to 1 x u, which will be denoted by
J (x,y), and so the jump part £) becomes

EY (u, v) = / () = u(y) @) =) J(x, Ndpdux).  (5.3)
MxM
We introduce the following hypothesis.
(V<) (Upper o- regularity) For all x € M and all r > 0,

Vix,r) < Cr®.

(UE) (Upper estimate of non-local type) The heat kernel p, exists and satisfies
the off-diagonal upper estimate

B A C)) —@+h
Pt(X,y)_m +t17

for all # > 0 and p-almost all x, y € M.
(J<) (Upper bound of jump density) The jump density exists and admits the esti-
mate
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J(x,y) < Cd(x, )",

for p-almost all x, y € M.
(Tsirong) (Strong tail estimate) There exist constants ¢ > 0 and 3 > 0 such that,
for all balls B = B(xg, r) and for all r > 0,

ct

Pilpe(x) <

1
for p -almost all x € ZB.

Clearly, we have that (Texp) = (Ts,mng) = (T/g) .
‘We now state the main technical result of [GHLOO].

Theorem 5.1 (Grigor’yan et al. [GHLOO]) Let (M, d, 1) be a metric measure space
with precompact balls, and let (£, F) be a regular conservative Dirichlet form in
L? (M, pu) with jump density J. Then the following implication holds:

(V<) + (DUE) + (J<) + (Sp) = (UE). (5.4)
We remark that by [GHLO3, Theorem 3.2], if (£, F) is conservative then
(V<) + (UE) = (V).

Hence, the hypotheses of Theorem 5.1 imply that p is a-regular.
Sketch of proof for Theorem 5.1 We sketch the ideas of the proof.

e Step 1. We decompose £(u) into two parts:

Ew) = EP (u) + / / ((x) — u())? J (x, Y)dp(y)dp(x),

M M\B(x,p)

where p € (0, 0o) is any fixed number. Then the form (8 v F ) can be extended
to a regular Dirichlet form (£, 7)) . Indeed, since using condition (J<),

esup / J(x, y)dp(y) < oo,
xeM

B(x,p)°
the form (£, F) is closable, and its closure (£, 7)) in L? is a regular
Dirichlet form in L2. Note that (5 0 F (p)) is p-local (non-local): £ (f, g) =0
for any two functions f, g € 7 with compact supports such that

dist (supp f, supp g) > p.

e Step 2. We need to obtain upper estimates of the heat kernel ¢; (x, y) of the trun-
cated Dirichlet form (£, 7”) Indeed, conditions (DUE), (J<) , (S3) and (V<)
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imply the following estimate of ¢; (x, y) :

C _ dx,y) —p
q:(x,y) < e exp (4p 5[) exp (—c( P A tl/ﬂ)) (5.5)

for all #+ > O and p-almost all x,y € M, where constants C,c > 0 depend
on the constants in the hypotheses but are independent of p. This can be done
with a certain amount of effort, by using the bootstrapping technique where the
comparison inequality [GHL10, Corollary 4.8, Remark 4.10] for heat semigroups
play an important role.

e Step 3. Next we apply the following useful inequality between two heat kernels:

pr(x,y) < gi(x,y)+2t esup J(x,y) (5.6)
xeM,yeB(x,p)¢

for all # > 0 and almost all x, y € M; this inequality follows from the parabolic
maximum principle alone. Therefore, by choosing an appropriate p, it follows
from (5.5), (5.6) that, for any real n > 0,

(a+B)n

e (|, dbey))
pi(x,y) < Tl (1 + 5

(5.7)

for almostall x, y € M and all ¢ > 0.
Note that (5.7) is nearly close to our desired estimate (U E) . However, one can
not just obtain (U E) by directly taking the limit as n — o0, since we do not
know whether the coefficient c(n) is bounded uniformly in n. We need the second
iteration.

e Step 4. Finally, we will obtain (U E) by a self-improvement of (5.7). Indeed, one
can use (5.7) to obtain

-9
pi(x, y)du(y) < C(n) (rt‘”") :

B(x,r)¢
where 0 = % € (0, B) (note that this estimate is sharper than condition
(Sg)), and then repeating the above procedure, we arrive at (U E). |

Now we can state some equivalences for (U E).

Theorem 5.2 (Grigor’yan et al. [GHLOO]) Let (M, d, (1) be a metric measure space
with precompact balls, and let (£, F) be a regular conservative Dirichlet form in
L% (M, 1) with jump density J. If (VS) holds, then the following equivalences are
true:
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(UE) < (UED) + (J<) (5.8)
& (DUE) + (J<) + (T5)
& (DUE) + (J<) + (Sp)
< (DUE) + (Jf) + (Tstrong) .
Proof Observe that the implication (UE) = (J<) holds by [BGKO09, p. 150],
and (UE) = (UE®) is trivial by taking ®(s) = (1 + s)_((”ﬁ). The implica-
tion (U E®) = (DUE) is obvious. The implication (U E®) = (Tg) was proved in
(3.10) (see also [GHLO03, formula (3.6), p. 2072]). Since (£, F) is conservative, the

equivalence (7j) < (S3) holds by [GHO8, Theorem 3.1, p. 96]. By Theorem 5.1
we have

(DUE) + (J<) + (S3) = (UE),

which closes the cycle of implications, thus proving the first three equivalences.
Finally, the implication (UE) = (Ts,mng) is true by using (3.10), and hence

(UE) = (DUE) + (Jg) + (Txtrong)
= (DUE) + (J<) + (T3) = (UE),

which finishes the proof. u

Remark 5.3 The upper estimate (U E) is best possible for non-local forms in the
following sense: if the heat kernel p; satisfies the estimate

1 d(x,y)
Di(x,y) < mq) (le)

forall# > O and p-almost all x, y € M, where ® is a continuous decreasing function
on [0, 400), then necessarily

D (s) > c (1 +s)~ @+

for some ¢ > 0 (see Theorem 2.14).

Remark 5.4 Under the standing assumptions of Theorem 5.2, the following equiv-
alence is true
(UEjoe) < (DUE) + (“locality”) + (Sp) .

Indeed, since (U Ej,.) is stronger than (U E) , it implies (DUE) and (Sj) by Theorem
5.2. Next, (U Ejoc) = (“locality”’) by Theorem 2.14 above. The opposite implication

(DUE) + (“locality”) + (S5) = (U Ejoc)

was stated in Theorem 3.8.
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In order to state some consequence of Theorem 5.2, we need the following
Proposition.
Define first the following condition:

(J>) (Lower bound of jump density) There exist constants C, a, 3 > 0 such that,
for p -almost all x # y,
J(x,y) = €7 (x, y)~ @D

Proposition 5.5 Let (M, d, (1) be a metric measure space, and let (€, F) be a regular
Dirichlet form in L*> (M, 1) with jump density J. Then

(Vo) + (J=) = (DUE) . (5.9)

Proof As was proved in [HuK06, Theorem 3.1], under (V,,) the following inequality
holds for all non-zero functions u € L' N L?:

(u () —u (y)? 21+8/0) 126/
e @ o) = el

where c is a positive constant. Using (5.1), (5.3) and (Jz) we obtain

Ew)=ED )+ &Y (w)

_ 2
o] [ e

21+? -2
>c||u||‘ P10 ) 720

for all u € F N L'. Hence, (DUE) follows by Theorem 3.6. |
‘We obtain the following consequence of Theorem 5.2.

Theorem 5.6 (Grigor’yan et al. [GHLOO]) Let (M, d, 1) be a metric measure space
with precompact balls, and let (£, F) be a regular conservative Dirichlet form in
L (M, ) with jump density J. If (V) holds and J (x, y) =< d(x, y)_(a“'ﬁ), then

(UE) & (83). (5.10)

Proof Let us show that (Sg) = (UE). Indeed, (DUE) holds by Proposition 5.5.
Hence, (U E) is satisfied by Theorem 5.2. The opposite implication (UE) = (Sg)
holds also by Theorem 5.2. |

Therefore, if (V,) holds and J(x, y) < d(x, y)’(‘”ﬁ), then in order to obtain
off-diagonal upper bounds of heat kernels, one needs only to verify the survival
condition (S3) . In the sequel, we will show that the survival condition (S3) holds
for a class of measure spaces with effective resistance metrics.
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5.2 Upper Bounds Using Effective Resistance

We will show how Theorem 5.2 can be applied for a certain class of metric measure
spaces with effective resistance.

Let (£, F) be a regular Dirichlet form in L* (M, ) as before. Recall that the
effective resistance R(A, B) between two disjoint non-empty closed subsets A and
B of M is defined by

RA,B '=inf{Ew): ue FNCy, ula=1landu|zg=0}. (5.1

It follows from (5.1) that, for any fixed A, R(A, B) is a non-increasing function of
B. Denote by

R(x, B) := R({x}, B) and R(x, y) := R({x}, {y}).

In general, it may happen that R(x, y) = oo for some points x, y € M. Below we
will exclude this case.
Fix a parameter v > 0, and introduce conditions (R;) and (R3).

(Ry) :Forallu € N Co(M) and all x, y € M, the following inequality holds:
u(x) —uP < Cd(x, y) € W).
(R,) :Forallx e M andr > 0,
R(x, B(x,r)) > C~'r7.

Theorem 5.7 (Grigor’yan et al. [GHLOO]) Let (£, F) be a regular Dirichlet form
in L> (M, j1). Then

(Vo) + (R1) + (R2) = (S5) + (DUE),

where 3 = a+ . Consequently, under the standing conditions (V) + (R1) + (R2),
we have that
(UE) & (J<). 5.2)

Sketch of proof for Theorem 5.7 The proof consists of the following five steps.

e Step 1. For any ball B := B(xo, r), using conditions (R1) and (R>) , we can obtain
the two-sided estimate of the Green functions gp(x, y) :

sup gp(x,y) <Cr7, (5.3)
x,yeB

inf  gp(xo,y) > C~'r7, (54
YEB(x0,mr)
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Fig. 9 Points x, y

where C > 0 and n € (0, 1).
e Step 2. Therefore, under condition (V,,), it follows from (5.3), (5.4) that condition

(E%) holds:

esup EB < crot, (5.5)
B

%ir;;fEB > c oty (5.6)
1

where EZ is the weak solution of the Poisson-type equation (4.7) as before, and
C > 0and 9 € (0, 1/2).
e Step 3. To show condition (S@), observe that, for all # > 0 and p-almost all x € B,

EB(x)—1

PP1p(x) > TEF

(5.7)

which follows by using the parabolic maximum principle, nothing else. Hence,
using (5.5), (5.6),

EB(x)—1t

PtBlB(X) = W
o0

for all > 0 and p-almost all x € B(xq, d1r), provided that tr=7 is small enough,
thus proving (S3).

e Step 4. We show that (Ry) = (DUE). Consider a function f € F N Co(£2)
normalized so that sup | f| = 1, and let x € 2 be a point such that | f(x)| = 1.
Let r be the largest radius such that B(x,r) C €. Then the ball B (x, 2r) is
not covered by €2 so that there exists a point y € B (x, 2r) \ Q (note that M is
unbounded by condition (V,,)). In particular, y ¢ supp f (see Fig.9). Noting that
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EW (f) < £ (f) and by the a-regularity of p
r<Clp B, M < Clp@1"",
we obtain from (R) that

L=1f() - f)f
< Cd(y, )Y (1)
<centrew < e @1l e ).

Since || f1I5 < 12 (), it follows that

N
1113

> c[p (@),

for some ¢ > 0, thus proving the Faber-Krahn inequality. Hence, condition (DUE)
follows by using Theorem 3.6.

e Step 5. Finally, with a certain amount of effort [GHLOO, Proposition 6.5,
Lemma 6.4], one can show that

(R1) + (R2) = conservativeness of (£, F).

Therefore, the equivalence (5.2) follows directly by using Theorem 5.2.

References

[AB] Andres, S., Barlow, M.: Energy inequalities for cutoff fucntions and some applications.
J. Reine Angew. Math. (preprint)

[Aro67] Aronson, D.: Bounds for the fundamental solution of a parabolic equation. Bull. Amer.
Math. Soc. 73, 890-896 (1967)

[Aro68] Aronson, D.: Non-negative solutions of linear parabolic equations. Ann. Scuola Norm.
Sup. Pisa. Cl. Sci. 22, 607-694 (1968) (Addendum 25:221-228, 1971)

[Bar98] Barlow, M.: Diffusions on fractals. Lecture Notes of Mathematics, vol. 1690, pp. 1—
121. Springer, Berlin (1998)

[Bar04] Barlow, M.: Which values of the volume growth and escape time exponents are possible
for graphs? Rev. Mat. Iberoamericana 20, 1-31 (2004)
[Bar05] Barlow, M.: Some remarks on the elliptic harnack inequality. Bull. London Math. Soc.

37, 200-208 (2005)
[BBCKO09] Barlow, M., Bass, R., Chen, Z.-Q., Kassmann, M.: Non-local Dirichlet forms and
symmetric jump processes. Trans. Amer. Math. Soc. 361, 1963—-1999 (2009)
[BBKO6] Barlow, M., Bass, R., Kumagai, T.: Stability of parabolic Harnack inequalities on metric
measure spaces. J. Math. Soc. Japan 58, 485-519 (2006)
[BCKOS] Barlow, M., Coulhon, T., Kumagai, T.: Characterization of sub-Gaussian heat kernel
estimates on strongly recurrent graphs. Comm. Pure Appl. Math. 58, 1642-1677 (2005)
[BGKO0O9]  Barlow, M., Grigor’yan, A., Kumagai, T.: Heat kernel upper bounds for jump processes
and the first exit time. J. Reine Angew. Math. 626, 135-157 (2009)



206

[BGK12]
[BP8S]
[BBWO0S]
[BL02]
[CKS87]

[Car96]

[CK03]
[CKO8]
[CG98]
[Dav92]

[FOT11]

[Gol87]

[Gri92]
[Gri94]
[GHO8]
[GH10]
[GHO0]

[GHLO3]

[GHLO8]

[GHLO09]

[GHL10]
[GHL00]

[GKO8]

[GTO02]

A. Grigor’yan et al.

Barlow, M., Grigor’yan, A., Kumagai, T.: On the equivalence of parabolic harnack
inequalities and heat kernel estimates. J. Math. Soc. Japan 64, 1091-1146 (2012)
Barlow, M., Perkins, E.: Brownian motion on the Sierpinski gasket. Probab. Theory
Relat. Fields 79, 543-623 (1988)

Barthelemy, P., Bertolotti, J., Wiersma, D.: A Lévy flight for light. Nature 453, 495-498
(2008)

Bass, R., Levin, D.: Transition probabilities for symmetric jump processes. Trans.
Amer. Math. Soc. 354, 2933-2953 (2002)

Carlen, E., Kusuoka, S., Stroock, D.: Upper bounds for symmetric Markov transition
functions. Ann. Inst. H. Poincaré-Probab. Statist. 23, 245-287 (1987)

Carron, G.: Inégalités isopérimétriques de Faber-Krahn et conséquences. In: Actes de
la table ronde de géométrie différentielle (Luminy, 1992) Collection SMF Séminaires
et Congres, 1 (1996), pp. 205-232

Chen, Z., Kumagai, T.: Heat kernel estimates for stable-like processes on d-sets. Stoch.
Process. Appl. 108, 27-62 (2003)

Chen, Z., Kumagai, T.: Heat kernel estimates for jump processes of mixed types on
metric measure spaces. Probab. Theory Relat. Fields 140, 277-317 (2008)

Coulhon, T., Grigor’yan, A.: Random walks on graphs with regular volume growth.
Geom. Funct. Anal. 8, 656-701 (1998)

Davies, E.: Heat kernel bounds, conservation of probability and the Feller property. J.
d’ Analyse Math. 58, 99-119 (1992)

Fukushima, M., Oshima, Y. Takeda, M.: Dirichlet forms and symmetric Markov
processes. In: de Gruyter, W. (ed.) Studies in Mathematics, vol. 19, 2nd edn. Springer,
Berlin (2011)

Goldstein, S.: Random walks and diffusion on fractals. In: Kesten, H. (ed.) Percolation
Theory and Ergodic Theory of Infinite Particle Systems, vol. 8, pp. 121-129, IMA
Math. Appl. Springer, New York (1987)

Grigor’yan, A.: The heat equation on noncompact riemannian manifolds. Mat. Sb.
182(1), 55-87 (1991) (translation in Math. USSR-Sb. 72(1) (1992), 47-77)
Grigor’yan, A.: Heat kernel upper bounds on a complete non-compact manifold. Rev.
Mat. Iberoamericana 10, 395-452 (1994)

Grigor’yan, A., Hu, J.: Off-diagonal upper estimates for the heat kernel of the dirichlet
forms on metric spaces. Invent. Math. 174, 81-126 (2008)

Grigor’yan, A., Hu, J.: Upper bounds of heat kernels on doubling spaces. Moscow
Math. J. 14, 505-563 (2014)

Grigor’yan, A., Hu, J.: Heat kernels and green functions on metric measure spaces.
Canad. J. Math. 66, 641-699 (2014)

Grigor’yan, A., Hu, J., Lau, K.-S.: Heat kernels on metric-measure spaces and an
application to semilinear elliptic equations. Trans. Amer. Math. Soc. 355, 2065-2095
(2003)

Grigor’yan, A., Hu, J., Lau, K.-S.: Obtaining upper bounds of heat kernels from lower
bounds. Comm. Pure Appl. Math. 61, 639-660 (2008)

Grigor’yan, A., Hu, J., Lau, K.-S.: Heat kernels on metric spaces with doubling mea-
sure. In: Bandt, C., Morters, P., Zihle, M. (eds.) Fractal Geometry and Stochastics IV,
Progress in Probability, vol. 61, pp. 3-44. Birkhduser, Basel (2009)

Grigor’yan, A., Hu, J., Lau, K.-S.: Comparison inequalities for heat semigroups and
heat kernels on metric measure spaces. J. Funct. Anal. 259, 2613-2641 (2010)
Grigor’yan, A., Hu, J., Lau, K.-S.: Estimates of heat kernels for non-local regular
dirichlet forms. Trans. AMS (to appear)

Grigor’yan, A., Kumagai, T.: On the dichotomy in the heat kernel two sided estimates.
In: P.E. etal. (ed.) Analysis on Graphs and its Applications, Procedings of the Symposia
in Pure Mathematics, American Mathematical Society, vol. 77, pp. 199-210 (2008)
Grigor’yan, A., Telcs, A.: Harnack inequalities and sub-Gaussian estimates for random
walks. Math. Ann. 324, 521-556 (2002)



Heat Kernels on Metric Measure Spaces 207

[GT12]
[HK99]
[HuK06]
[Jon96]

[Kig01]
[KS05]

[Kus87]

[Nas58]
[Pie00]

[Sto00]

Grigor’yan, A., Telcs, A.: Two-sided estimates of heat kernels on metric measure
spaces. Ann. Probab. 40, 1212-1284 (2012)

Hambly, B., Kumagai, T.: Transition density estimates for diffusion processes on post
critically finite self-similar fractals. Proc. London Math. Soc. 79, 431-458 (1999)
Hu, J., Kumagai, T.: Nash-type inequalities and heat kernels for non-local Dirichlet
forms. Kyushu J. Math. 60, 245-265 (2006)

Jonsson, A.: Brownian motion on fractals and function spaces. Math. Zeit. 222, 495—
504 (1996)

Kigami, J.: Analysis on fractals. Cambridge University Press, Cambridge (2001)
Kumagai, T., Sturm, K.: Construction of diffusion processes on fractals, d-sets, and
general metric measure spaces. J. Math. Kyoto Univ. 45, 307-327 (2005)

Kusuoka, S.: A diffusion process on a fractal. In: Symposium on Probabilistic Methods
in Mathematical Physics, pp. 251-274. Katata, Academic Press, Amsterdam, Taniguchi
(1987)

Nash, J.: Continuity of solutions of parabolic and elliptic equations. Amer. J. Math.
80, 931-954 (1958)

Pietruska-Pab.uba, K.: On function spaces related to fractional diffusion on d-sets.
Stoch. Stoch. Rep. 70, 153-164 (2000)

Stés, A.: Symmetric a-stable processes on d-sets. Bull. Pol. Acad. Sci. Math. 48,
237-245 (2000)



Stochastic Completeness of Jump Processes
on Metric Measure Spaces

Alexander Grigor’yan and Xueping Huang

Abstract We give criteria for stochastic completeness of jump processes on metric
measure spaces and on graphs in terms of volume growth.

1 Stochastic Completeness of a Diffusion

Let {X,},>¢ be areversible Markov process on a state space M. This process is called
stochastically complete if its lifetime is almost surely oo, that is

P, (X, eM)=1.

If the process has no interior killing (which will be assumed) then the only way
the stochastic incompleteness can occur is if the process leaves the state space in
finite time. For example, diffusion in a bounded domain with the Dirichlet boundary
condition is stochastically incomplete (Fig. 1).

A by far less trivial example was discovered by Azencott [Aze74] in 1974: he
showed that Brownian motion on a geodesically complete non-compact manifold
can be stochastically incomplete. In his example the manifold has negative sectional
curvature that grows to —oo very fast with the distance to an origin. The stochastic
incompleteness occurs because negative curvature plays the role of a drift towards
infinity, and a very high negative curvature produces an extremely fast drift that
sweeps the Brownian particle away to infinity in a finite time.
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Fig. 1 Diffusion in a bounded domain

Various sufficient conditions in terms of curvature bounds were obtained by Yau
[Yau78], Hsu [Hsu89], etc. It is somewhat surprising that one can obtain a sufficient
condition for stochastic completeness in terms of the volume growth. Let V (x, r)
be the volume of the geodesic ball of radius r centered at some fixed x. Then

V(x,r) <exp (C r2) = stochastic completeness.

Moreover,

o]

d
/ _ = stochastic completeness. (1)
InV (x,r)

Let us sketch the construction of Brownian motion on a Riemannian manifold M
and approach to the proof of the volume test for stochastic completeness (cf. [Gri09]
for more details). Let M be a Riemannian manifold, . be the Riemannian measure
on M and A be the Laplace-Beltrami operator on M. By the Green formula, A is
a symmetric operator on C3° (M) with respect to 1, which allows to extend A to
a a self-adjoint operator in L? (M, ). Assuming that M is geodesically complete,
it is possible to prove that this extension is unique. Hence, A can be regarded as a
(non-positive definite) self-adjoint operator in L?.

By functional calculus, the operator P, := e’® is a bounded self-adjoint operator
for any ¢ > 0. The family {P;}, is called the heat semigroup of A. It can be used
to solve the Cauchy problem in R x M:

{ ‘3—’; = Au,
uli=0 = f,
since u (¢, -) = P, f is solution for any f € L?.

Local regularity theory implies that P; is an integral operator, whose kernel
p: (x, y) is a positive smooth function of (¢, x, y). In fact, p; (x, y) is the minimal
positive fundamental solution to the heat equation.
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The heat kernel can be used to construct a diffusion process {X;} on M with
transition density p; (x, y). For example, in R” one has

. y) 1 . lx — y|?
xX,y) = ——=expl ———— |,
Pt 0=y P 4t

and the process {X;} with this transition density is Brownian motion.
In terms of the heat kernel the stochastic completeness of diffusion {X,} is
equivalent to the following identity:

/p; (x,y)du(y) =1,

M

forallt > Oand x € M.
Another useful criterion for stochastic completeness is as follows: M is stochas-
tically complete if the homogeneous Cauchy problem

du
== Au
ar 2
{ ul=0 =0 &
has a unique solution ¥ = 0 in the class of bounded functions (Khas’minskii

[Kha60]).
By classical results, in R” the uniqueness for (2) holds even in the class

ju e, 01 < exp (C IxP)
(Tikhonov class [Tic35]), but not in
ju(t, )] < exp (€ e,
More generally, uniqueness holds in the class

lu(, x)| <exp(flx])

provided the positive increasing function f satisfies

o0
rdr

= 00
f)

(Tacklind class [Tdc36]).
The following result can be regarded as an analogue of the latter uniqueness class.
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Theorem 1 (AG[Gri87]) Let M be a complete connected Riemannian manifold, and
let u(x, t) be a solution to the Cauchy problem (2). Assume that, for some x € M
and for some T > 0 and all r > 0,

T

u?(y, 1) dp(y)dt < exp (f(r)), 3)
0 B(x,r)

where f(r) is a positive increasing function on (0, +00) such that

o0
rdr

=00
f@r)

Thenu=0in(0,T) x M.

If u is a bounded solution, then replacing in (3) u# by const we obtain that if
V(x,r) =exp(f(r))
then u = 0, that is, M is stochastically complete. Setting
fr)y=InV(x,r)

we obtain the volume test for stochastic completeness:

o]

/ rdr
—_— =
InV (x,r)

The latter condition cannot be further improved: if W () is an increasing function
such that

oo

/ rdr
< 00
InW (r)

then there exists a geodesically complete but stochastically incomplete manifold with
Viix,r)y <W(r).

One may wonder why the geodesic balls can be used to determine the stochastic
completeness, as the latter condition does not depend on the distance function at all.
The reason is that the geodesic distance d is by definition related to the gradient
V (and, hence, to the Laplacian) by |Vd| < 1. An analogue of this condition will
appear later also in jump processes.
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2 Jump Processes

Let (M, d) be a metric space such that all closed metric balls
B(x,r)={yeM:dx,y) <r}

are compact. In particular, (M, d) is locally compact and separable. Let . be a Radon
measure on M with a full support.

Recall that a Dirichlet form (€, F) in L? (M, i) is a symmetric, non-negative
definite, bilinear form £ : F x F — R defined on a dense subspace F of L* (M, nw,
that satisfies in addition the following properties:

e Closedness: F is a Hilbert space with respect to the following inner product:

e The Markov property: if f € F then also f = (f A1), belongs to F and
E(f) <E(f),where £ (f) :=E(f, f).

For example, the classical Dirichlet form in R” is

6<f,g)=/Vf-ngx

R~

in F = w2 ®").
A general Dirichlet form (£, F) has the generator L that is a non-positive definite,
self-adjoint operator on L% (M, 1) with domain D C F such that

E(fe)=(Lfg)

forall f € D and g € F. The generator £ determines the heat semigroup { Py}~
by P, = ¢! £ in the sense of functional calculus of self-adjoint operators. It is known
that { P}, is a strongly continuous, contractive, symmetric semigroup in L?, and
is Markovian, thatis,0 < P, f < 1foranyt > 0if0 < f < 1.

The Markovian property of the heat semigroup implies that the operator P; pre-
serves the inequalities between functions, which allows to use monotone limits to
extend P, from L? to L. In particular, P, 1 is defined.

Definition The form (&, F) is called conservative or stochastically complete if
P;1 =1foreveryt > 0.

Assume in addition that (£, F) is regular, that is, the set 7 N Co (M) is dense both
in F with respect to the norm &£ and in Co (M) “(compactly supported continuous
functions)” with respect to the sup-norm. By a theory of Fukushima et al. [FOT11],
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for any regular Dirichlet form there exists a Hunt process {X,},>¢ such that, for all
bounded Borel functions f on M,

Ex f(Xs) = P f(x) 4)

for all # > 0 and almost all x € M, where [E, is expectation associated with the law
of {X;} started at x.

Using the identity (4), one can show that the lifetime of X is almost surely oo if
andonly if P;1 = 1 forall# > 0, which motivates the term “stochastic completeness”
in the above definition.

One distinguishes local and non-local Dirichlet forms. The Dirichlet form (£, F)
is called local if £ (f, g) = O for all functions f, g € F with disjoint compact
support. It is called strongly local if the same is true under a milder assumption that
f = const on a neighborhood of supp g.

For example, the following Dirichlet form on a Riemannian manifold

5<f,g>=/Vf-ngu

M

is strongly local. The generator of this form the self-adjoint Laplace-Beltrami oper-
ator A, and the Hunt process is Brownian motion on M.
A well-studied non-local Dirichlet form in R” is given by

£(fg) = / (f ) = f () (gx) - g(y))dxdy 5)

|x _ y|n+a

R xR»

where 0 < o < 2. The domain of this form is the Besov space Bg./zz, the generator is

(up to a constant multiple) the operator — (—A)*/ 2 where A is the Laplace operator
in R", and the Hunt process is the symmetric stable process of index «.

By a theorem of Beurling and Deny (cf. [FOT11]), any regular Dirichlet form can
be represented in the form

E=ED 4D 4 e®,

where £(“) is a strongly local part that has the form (assuming absolute continuity of
energy measure for simplicity)

E9D(f 9 = / T (f.g)du.
M

where I' (f, g) s the so called energy density (generalizing V f - Vg on manifolds);
£V is a jump part that has the form
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. 1
ED(f9) = 5 / (f )= F ) (®) —gO)dJ (x,y)

XxX

with some measure J on X x X that is called a jump measure; and £® is a killing
part that has the form

€0 (f,g) = / Fodk
X

where k is a measure on X that is called a killing measure.

In terms of the associated process this means that X, is in some sense a mixture
of diffusion and jump processes with a killing condition.

The In-volume test of stochastic completeness of manifolds can be extended to
strongly local Dirichlet forms as follows. Set as before V (x,r) = u (B (x, r)).

Theorem 2 (Sturm [Stu94]) Let (€, F) be a regular strongly local Dirichlet form.
Assume that the distance function p (x) = d (x, xo) on M satisfies the condition

(o, p) =<C,

for some constant C. If, for some x € M,

o0

/ rdr
_— =0
InV (x,r)

then the Dirichlet form (€, F) is stochastically complete.

The method of proof is basically the same as for manifolds because for strongly
local forms the same chain rule and product rules are available. The condition
I" (0, p) < Cisanalogousto |Vp| < 1 thatis automatically satisfied for the geodesic
distance on any manifold.

Now let us turn to jump processes. For simplicity let us assume that the jump
measure J hasadensity j (x, y). Namely, let j (x, y) be anon-negative Borel function
on M x M that satisfies the following two conditions:

(a) j (x,y)is symmetric: j (x,y) = j (v, x);

(b) there is a positive constant C such that

/(1 Ad(x, y)?)j(x, y)du (y) < C forallx € M.
M

Definition We say that a distance function d is adapted to a kernel j(x, y) (or j is
adapted to d) if (b) is satisfied.

The condition () relates the distance function to the Dirichlet form and plays the
same role as I' (p, p) < C does for diffusion.
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Consider the following bilinear functional

1
E(f 8= E/ / (f () = FONg&x) = gy Jj(x, y)du(x)du (y)

XxX

that is defined on Borel functions f and g whenever the integral makes sense. Define
the maximal domain of £ by

Foun = { € L2 : €1, ) < 00},

where L? = L2(M, u). By the polarization identity, £(f, g) is finite for all f, g €
Fmax- Moreover, Fax is a Hilbert space with the norm &.

Denote by Lip, (M) the class of Lipschitz functions on M with compact support.
It follows from (b) that

Lipy(M) C Fmax-

Define the space F as the closure of Lipy(M) in (Fmax, |Illg,). Under the above
hypothesis, (£, F) is a regular Dirichlet form in L*(M, ). The associated Hunt
process {X,} is a pure jump process with the jump density j(x, y).

Many examples of jump processes in R are provided by Lévy-Khintchine theorem
where the Lévy measure W (dy) corresponds to j(x, y)du(y). The condition (b)
appears also in Lévy-Khintchine theorem in the form

/ (1 A |y|2) W (dy) < oo.
R\{0)

Hence, the Euclidean distance in R is adapted to any Lévy process.
An explicit example of a jump density in R" is

const

j x, = T
Jx,y) PN

where a € (0, 2), which defines the Dirichlet form (5).
The next theorem is the main result.

Theorem 3 Assume that j satisfies (a) and (b) and let (€, F) be the jump form
defined as above. If, for some x € M, ¢ > 0 and for all large enough r,

V(x,r) <exp(crinr), (6)

then the Dirichlet form (€, F) is stochastically complete.
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This theorem was proved by Grigor’yan et al. [GHM12] for ¢ < %, improving
the work of Masamune and Uemura [MU11] for the sub-exponential volume growth
case. Then it was observed ([MUW12]) that a minor modification of the proof of
[GHM12] works for all c.

For the proof of Theorem 3 we split the jump kernel j (x, y) into the sum of two
parts:

j/(-xa y)=jx, y)l{d(x,y)SE} and j//(-x’ y)=jx, Y)l{d(x,y)>e} @)

and show first the stochastic completeness of the Dirichlet form (&', F) associated
with j’. For that we adapt the methods used for stochastic completeness for the local
form.

The bounded range of j’ allows to treat the Dirichlet form (£, F) as “almost”
local: if f, g are two functions from F such that d (supp f,suppg) > ¢ then
E (f,g) = 0. The condition (b) plays in the proof the same role as the condition
IVd| < 1 in the local case. However, the lack of locality brings up in the estimates
various additional terms that have to be compensated by a stronger hypothesis of the
volume growth (6).

The tail j” can be regarded as a small perturbation of j’ in the following sense:
(€, F) is stochastically complete if and only if (£, F) is so. The proof is based on the
fact that the integral operator with the kernel j” is a bounded operator in L? (M, 1),
because by (b)

/j” (x,y)dpu(y) <C.

M

It is not yet clear if the volume growth condition (6) in Theorem 3 is sharp.

In contrast to the manifold case, we can not expect a corresponding uniqueness
classresult. Let us briefly mention a result about uniqueness class for the heat equation
associated with the jump Dirichlet form on graphs satisfying (a) and ().

Namely, Huang [Hual2] proved in 2011 that, for any b < % the following in-
equality determines a uniqueness class

T
//uz(t,x)d,u(x)dt§exp(brlnr). (8)

0 B(x,r)

What is more surprising, that for b > 2+/2 this statement fails even on the graph Z.

The optimal value of b in (8) is unknown. If b < % then Huang’s result can be
used to obtain Theorem 3 on graphs provided the constant ¢ in (6) is smaller than
%. However, in general the stochastic completeness test (6) does not follow from
the uniqueness class (8), as can be seen from the range of constants. Indeed, even
better results for stochastic completeness are known in the graph case, which we will
discuss in the next section.
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3 Random Walks on Graphs

Let us now turn to random walks on graphs. Let (X, E) be a locally finite, infinite,
connected graph, where X is the set of vertices and E is the set of edges. We assume
that the graph is undirected, simple, without loops. Let u be the counting measure
on X. Define the jump kernel by j (x, y) = 1{x~y}, where x ~ y means that x, y are
neighbors, that is, (x, y) € E. The corresponding Dirichlet form is

1
EN=5 2 F@O-fm?,
X,y x~y

and its generator is

Af) = D (f(y) = f&)).

Y, y~x

The operator A is called unnormalized (or physical) Laplace operator on (X, E).
This is to distinguish from the normalized or combinatorial Laplace operator

1
deg(x)

Af(x) = D) = f),

Y, y~x

where deg(x) is the number of neighbors of x. The normalized Laplacian A is the
generator of the same Dirichlet form but with respect to the degree measure deg (x).

Both A and A generate the heat semigroups /2 and e’ and, hence, associated
continuous time random walks on X. It is easy to prove that A is a bounded operator
in L2(X, deg), which then implies that the associated random walk is always stochas-
tically complete. On the contrary, the random walk associated with the unnormalized
Laplace operator can be stochastically incomplete.

We say that the graph (X, E) is stochastically complete if the heat semigroup e’
is stochastically complete.

Denote by p(x, y) the graph distance on X, that is the minimal number of edges in
an edge chain connecting x and y. Let B, (x, r) be closed metric balls with respect to
this distance p and set V,,(x, r) = |Bp (x, r)| where |-| := u(-) denotes the number
of vertices in a given set.

Theorem 4 [f there is a point xo € X and a constant ¢ > 0 such that
Vo(x0, 1) < crilnr ©))

for all large enough r, then the graph (X, E) is stochastically complete.

Note that the function 3 In r is sharp here in the sense that it cannot be replaced
by 3 In'*# r. For any non-negative integer r, set



Stochastic Completeness of Jump Processes on Metric Measure Spaces 219

Fig. 2 Anti-tree of Wojciechowski

Sy ={xeX:plxx)=r}.

Wojciechowski [Woj11] considered the graph where every vertex on S, is connected
to all vertices on S,_; and S, (see Fig.2).

He proved that for such graphs the stochastic incompleteness is equivalent to the
following condition:

e¢]

Z—Vp(xo’r) < 00 (10)
[Sr+11 1Sk

r=1

Taking |S,] =~ r>In!*# r we obtain V,(xo, r) = r3 In!*# so that the condition (10)
is satisfied and, hence, the graph is stochastically incomplete.

The proof of Theorem 4 is based on the following ideas. Observe first that the
graph distance p is in general not adapted. Indeed, the integral in () is equal to

(1R @) =2 @ y) = deg (x)
y

y

so that (b) holds if and only if the graph has uniformly bounded degree, which is
not interesting as all graphs with bounded degree are automatically stochastically
complete.

Let us construct an adapted distance as follows. For any edge x ~ y define first
its length o (x, y) by

1 1
A .
Vdeg(x)  \/deg(y)

o(x,y) =

Then, for all x, y € X define d(x, y) as the smallest total length of all edges in an
edge chain connecting x and y. It is easy to verify that d satisfies (b):
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. 1 1 .
Z(l/\dz(x,y))j(x,y)SZ(M/\@)](L)’)

y y

1
= Z deg (x) =1

y~x

Then we will show that (9) for p-balls implies that the d-balls have at most
quadratic exponential volume growth, so that the stochastic completeness will follow
by the following result of Folz (stated in the current specific setting).

Theorem 5 (Folz [Fol00]) Let (X, E) be a graph as above, with an adapted distance
d. If the volume growth Vg (xo, r) = 1 (Bg(xg, r)) with respect to d satisfies:

o]

d
/ _ordr (11
In V; (xg, 1)

for some reference point xo € X, then the graph (X, E) is stochastically complete.

Roughly speaking, for a graph (X, E) with an adapted distance d, Folz constructed
a corresponding metric graph Y, which is enriched from X by attaching intervals to
the edges. The length and measure of intervals, which are used to define a strongly
local Dirichlet form on Y, are determined by the adapted distance. Folz proved two
significant relations between the metric graph Y with the original graph X. First, the
volume growth of Y is controlled by that of X. More importantly, X is stochastically
complete if so is the diffusion on Y. Theorem 5 is then obtained as a consequence of
Theorem 2. The second relation is the key to overcome the difficulty coming from
lack of chain rule. It was first proven by Folz using probabilistic arguments. Two
analytic proofs of this comparison result are obtained by Huang [Hual3]. We briefly
describe one of them as it is rather concise.

By a well-known result in [FOT11], the stochastic completeness of a Dirichlet
form (£, F) on a measure space (M, ) is equivalent to the existence of a sequence
of functions {v,} C F such that

O<v, <1, limv,=1 p-ae.
n—oo

and such that

Iim £(,, w) =0
n—0oo

holds for any w € FN L' (M, i). Thus comparison of stochastic completeness boils
down to comparing the existence of certain functions. There are natural ways to trans-
fer back and forth between a function space on a graph and that on the corresponding
metric graph. Assume for a graph X that the corresponding metric graph Y is sto-
chastically complete, with a sequence {v, } as above. The sequence {v,} on X, as re-
strictions of {v,}, is naturally expected to satisfy the conditions above. The condition
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lim £(v,, w) =0

n—o00

for w on X, can be checked by extending w to w on Y through linear interpolation.
The rest are simple calculations to make sure that v, and w are in the correct function
spaces.

Now we deduce Theorem 4 from Theorem 5. Without loss of generality, we
assume that

Vy(x0,7) < c(r + D3 In(r + 3), (12)

for all » > 0. Observe that
n
V, (x0.n) = > (S, ().
r=0

Put e = % and o = 200c¢ where c is the constant in (12). It follows from (12) that,
foranyn > 1,
(rem—1,2n4+11: u(S,) > a(n+ 1)*Inx + 3)}

_c@n+ 2)3In(2n + 4) -
a(n + 1)2In(n + 3)

Therefore,
(ren+1,2n]: L max w(Srii) > a(n + D> In(n + 3)}| < 4en
and, hence,
frefn+1,2n]:  max  u(Spi) < @+ D n(n+3)} = (1 4e)n.
o (13)
For any point x € S, we have
degx < (1 (Sy—1) + 14 () + 11 (Sp41) (14)

(see Fig.3).
It follows from (13) and (14) that

rem+1,2n]: max degx <3a(m+ D2In(n+3)}| > (1 —4e)n. (15)

XE€S,_1US,
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Fig. 3 Neighbors of a vertex x on S,

It follows that, for r as in (15), any pair of x ~ y withx € S,_, y € S, necessarily
satisfies

1
o= V3am + )y/In(n +3)

Fix a positive integer n and two vertices x € S, and y € S3,. Consider a chain of
vertices connecting x and y € S»,, and let us estimate from below the length L of
this chain. For any » € [n + 1, 2n] there is an edge x, ~ y, from this chain such
xr € Sy—1 and y, € S,. Clearly, we have

(16)

2n
Lz > 0@y

r=n+1
Restricting the summation to those r that satisfy (15) and noticing that for any such r,

1
o (Xr, yr) = Va4 1)/ +3)

we obtain
L > ! (1 —4e)n > > a7
—de)n ,
“ V3am 4+ Da/In(n +3) T JVIn(n+3) T 2+ 1nn
_ 1—4e.
where § = N

Now we can estimate d (xo, x) for any vertex x ¢ B, (xo, R), where R > 4.
Choose a positive integer k so that
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2k < R < 2kF1

Any chain connecting xp and x contains a subsequence {x; }fle of vertices such that
Xi € Spi. By (17) the length of the chain between x; and x;4; is bounded below

by \/%, forany i = 1, ...,k — 1. It follows that the length of the whole chain is
bounded below by
k—1 |
8 ,
2
whence

d(xg,x) > 8Vk+1>8+InR,

for some constant 8’ > 0. It follows that

By(x0,8'vVInR) C B, (x0, R).

Given a large enough r, define R from the identity r = §’+/In R, that is, R =
exp(r?/8’?). Then we obtain

1w (Ba(x0, 7)) < 1t (By(x0, R)) < ¢(R+ 1 In(R +3) < Ceexp (brz) :

for some constants C and b, which finishes the proof.
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Self Similar Sets, Entropy and Additive
Combinatorics

Michael Hochman

Abstract This article is an exposition of the main result of [Hoc12], that self-similar
sets whose dimension is smaller than the trivial upper bound have “almost overlaps”
between cylinders. We give a heuristic derivation of the theorem using elementary
arguments about covering numbers. We also give a short introduction to additive
combinatorics, focusing on inverse theorems, which play a pivotal role in the proof.
Our elementary approach avoids many of the technicalities in [Hoc12], but also falls
short of a complete proof; in the last section we discuss how the heuristic argument
is turned into a rigorous one.

1 Introduction

1.1 Self-similar Sets

Self-similar sets in the line are compact sets that are composed of finitely many scaled
copies of themselves. These are the simplest fractal sets, the prototypical example
being the famous middle—% Cantor set X C [0, 1], which satisfies the “geometric
recursion”! relation X = 1X U (%X + %), using the obvious notation for scaling
and translation of a set. In general, a self-similar set is defined by a finite family
® = {f;}ica of maps of the form f;(x) = r;jx 4+ a;, where 0 < |r;| < 1l and q; € R.
The family ® is called an iterated function system (or IFS),>> and the self-similar
set they define is unique compact set X # { satisfying

! The mddle-1/3 Cantor set can also be described in other ways, e.g. by a recursive construction,
or symbolically as the points in [0, 1] that can be written in base 3 without the digit 1. General
self-similar sets also have representations of this kind, but in this paper we shall not use them.
2 Iterated function systems consisting of non-affine maps and on other metric spaces than R are
also of interest, but we do not discuss them here.
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x=Jrx (1)

ieA

(existence and uniqueness are due to Hutchinson [Hut81]).

Throughout this paper we make a few simplifying assumptions. To avoid trivial-
ities, we always assume that ® contains at least two distinct maps, otherwise X is
just the common fixed point of the maps. We assume that ® has uniform contraction,
i.e. all the contraction ratios r; are equal to the same value r. Finally, we assume that
r > 0, so the maps preserve orientation. These assumptions are not necessary but
they simplify the statements and arguments considerably.

1.2 Dimension of Self-similar Sets

Despite the apparent simplicity of the definition, and of some of the better known
examples, there are still large gaps in our understanding of the geometry of self-
similar sets. In general, we do not even know how to compute their dimension.
Usually one should be careful to specify the notion of dimension that one means,
but it is a classical fact that, for self-similar sets, all the major notions of dimension
coincide, and in particular the Hausdorff and box (Minkowski) dimensions agree
(e.g. [Fal89, Theorem 4 and Example 2]). Thus we are free to choose either one of
these, and we shall choose the latter, whose definition we now recall. For a subset
Y € R denote its covering number at scale ¢ by

N:(Y) = min{k : Y can be covered by k sets of diameter < ¢}

The box dimension of Y, if it exists, is the exponential growth rate of Ng(Y):

log N. (Y
dimgY = lim Og—‘?()
e—0 log(1/¢)

Thus dimgY = « means that Np(Y) = e *T°W ag ¢ — 0. It is again well known
that the limit exists when Y is self-similar, we shall see a short proof in Sect.3.1.

It is easy to give upper bounds for the dimension of a self-similar set. Taking X
as in (1) and iterating the relation we get

x=UrlUrno=U ficfi

ieA JEA i,jeA
Writing f;, ;. = fi,o...0 fi,fori =ij...i, € A" and iterating n times, we have

x=J nix )

ieA”
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This union consists of |A|" sets of diameter r"|X|, so by definition,
Nr"diam(X)(X) < |A|n

Hence

log Nyndiam(x) (X ) log | Al

dimp(X) = n_)oo log(1/r*diam(X)) log(l/r)

3)

The right hand side of (4) is called the similarity dimension of X and is denoted
sdimXx.4

Is this upper bound an equality? Note that the bound is purely combinatorial
and does not take into account the parameters a; at all. Equality is known to hold
under some assumptions on the separation of the “pieces” f; X, i € A, for instance
assuming strong separation (that the union (1) is disjoint), or the open set condition
(that there exists open set ¥ # U C R such that f;U C U and f;U N f;U = @ for
i # ).

Without separation conditions, however, the inequality (3) can be strict. There are
two trivial ways this can occur. First, there could be too many maps: if |A| > 1/r
then the right hand side of (3) is greater then 1, whereas dimp X < 1 due to the
trivial bound N (X, ¢) < [diam(X)/e]. Thus we should adjust (3) to read

dimp (X) < min{1, ~2&/A1, (4)
BiE) = " Tog(1/7)

Second, the combinatorial bound may be over-counting if some of the sets in the
union (2) coincide, that is, for some n we have f; = f; i for some distinct i, j €
A". This situation is known as exact overlaps. If such i, j exist then we can re-
write (2) as X = J,can gy fuX, which presents X as the attractor of the IFS
@' = {fuluea’ for A" = A"\ {i}. This IFS consists of |A’| = |A|" — 1 maps that
contract by ", so, applying the trivial bound (3) to this IFS, we have dimp X < log
(JA" — 1)/ log(1/r™), which is better than the previous bound of log |A|/log(1/r).
To take an extreme example, if all the maps f; coincide then the attractor X is just
the unique fixed point of the map, and its dimension is 0.

Are there other situations where a strict inequality occurs in (4)? A-priori, one
does not need exact coincidences between sets in (2) to make the combinatorial
bound very inefficient. It could happen, for example, that many of the sets f; X
i € A", align almost exactly, in which case one may need significantly fewer than
|A|" e-intervals to cover them. Nevertheless, although such a situation can easily be
arranged for a fixed n, to get a drop in dimension one would need this to happen at
all sufficiently small scales. No such examples are known, and the main subject of
this paper is the conjecture that this cannot happen:

41t would be better to write sdim®, since this quantity depends on the presentation of X and not
on X itself, but generally there is only one IFS given and no confusion should arise.
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Conjecture 1.1 A strict inequality in (4) can occur only in the presence of exact
overlaps.

This conjecture appears in [PS00, Question 2.6], though special cases of it have
received attention for decades, in particular Furstenberg’s projection problem for
the 1-dimensional Sierpinski gasket (see e.g. [Ken97]), the 0,1,3-problem (see e.g.
[PS95]) and, for self-similar measures instead of sets, the Bernoulli convolutions
problem, (e.g. [PSS00]).

One may also draw an analogy between this conjecture and rigidity statements
in ergodic theory. Rigidity is the phenomenon that, for certain group actions of
algebraic origin, the orbit of the point is as large as it can be (dense or possibly even
equidistributed for the volume measure) unless there is an algebraic obstruction to
this happening. To see the connection with the conjecture above, note that X is just
the orbit closure of (any) x € R under the semigroup {f; : i € J,2, AN} of affine
maps, and that exact overlaps occur if and only if this semigroup is not generated
freely by { fi}iea. Thus the conjecture predicts that the orbit closure of any point is
as large as it can be unless there are algebraic obstructions.

1.3 Progress Towards the Conjecture

Our main subject here is a weakened form of the conjecture which proves the full
conjecture in some important examples and special classes of IFSs. In order to state
it we must first quantify the degree to which the sets f; (X) are separated from each
other. Since all of the maps in ® contract by the same ratio, any two of the sets f; (X)
and f;(X) fori.j € A" are translates of each other. We define the distance between
them as the magnitude of this translation, which is given by f;(x) — f;(x) for any
x € R; we shall choose x = 0 for concreteness. Thus a measure of the degree of
concentration of cylinders f; (X), i € A", is provided by

Ay =min{| f;(0) = f;O)] : i j € A", i # j)

Evidently, exact overlaps occur if and only if there exists an n such that A, = 0.
Fixing x € X, the points f;(x) , i € A", all lie in X, and so there must be a
distinct pair i, j € A" with |f;(x) — f;(x)| < diam(X)/|A|"; hence A, — 0O
at least exponentially. In general there may be an exponential lower bound on A,
as well, i.e. A, > cr” for some c,r > 0. This is always the case when the IFS
satisfies strong separation or the open set condition, but there are examples where it
holds even when these conditions fail (see Garsia [Gar62]). Therefore the following
theorem from [Hoc12] gives nontrivial information and should be understood as a
weak form of Conjecture 1.1.

Theorem 1.2 If X C R is a self-similar set and dim X < min{1, sdimX}, then
A, — 0 super-exponentially, that is, —% log A, — oo0.
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In practice, one applies the theorem after establishing an exponential lower bound
on A, to deduce that dim X = min{1, sdimX}. For example,

Proposition 1.3 Let R denote the set of rational IFSs, i.e. such that r, a; € Q. Then
Conjecture 1.1 holds in R.

Proof First, a useful identity: For i € A", a direct calculation shows that

fi) =r"x + > a;rt! (5)
k=1
=r"x + £;(0) (6)

Now let that f;(x) = rx + a; where r = p/q and a; = p;/q; for p, pi,q, qi
integers and write QO = [];c, ¢i- Then £;(0) = >°}_, a;,r" ¥ is a rational number
with denominator Qg". Suppose that no overlaps occur, so that A, > 0 for all n.
Given n, by definition there exist distinct i, j € A" such that A, = f;(0) — f;(0).
Therefore A, is a non-zero rational number with denominator Qg" so we must have
A, > 1/0q". By Theorem 1.2 we conclude that dim X = min{1, sdimX}. m]

The same argument works in the class of IFSs with algebraic coefficients, using a
similar lower bound on polynomial expressions in a given set of algebraic numbers.
See [Hoc12, Theorem 1.5]. A simple (but non-trivial) calculation, due to B. Solomyak
and P. Shmerkin, also allows one to deal with the case that one of the translation
parameters g; is irrational, resolving Furstenberg’s question about linear projections
of the one-dimensional Sierpinski gasket [Hoc12, Theorem 1.6]. Theorem 1.2 leads
to strong results about parametric families of self-similar sets [Hoc12, Theorem 1.8],
and there is a version for measures which has also led to substantial progress on the
Bernoulli convolutions problem, see [Hoc12, Theorem 1.9] and the recent advance
by Shmerkin [Shm13]. Another interesting application is given in [Orp13].

The rest of this paper is an exposition of the proof of the theorem. Our goal
is to present the ideas as transparently as possible, and to this end we frame the
argument in terms of covering numbers (rather than entropy as in [Hoc12]). This
leads to simpler statements and to an argument that is conceptually correct but,
unfortunately, incomplete; some crucial steps of this simplified argument are flawed.
In spite of this deficiency we believe that such an exposition will be useful as a guide
to the more technical proof in [Hoc12]. To avoid any possible misunderstandings,
we have indicated the false statements in quotation marks (“Lemma”, “Proof™, etc.).

As we shall see, the main idea is to reduce (the negation of) the theorem to a
statement about sums of self-similar sets with other sets. Problems about sums of
sets fall under the general title of additive combinatorics, and in the next section we
give a brief introduction to the parts of this theory that are relevant to us. In Sect.3
we explain the reduction to a statement about sumsets, and show how an appropriate
inverse theorem essentially settles the matter. Finally, in Sect. 4, we discuss how the
heuristic argument can be made rigorous.
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2 A Birds-Eye View of Additive Combinatorics

2.1 Sumsets and Inverse Theorems

The sum (or sumset) of non-empty sets A, B € R? is
A+B={a+b:aecA,be B}

Additive combinatorics, or at least an important chapter of it, is devoted to the study
of sumsets and the relation between the structure of A, B and A + B. We focus here
on so-called inverse problems, that is the problem of describing the structure of sets
A, B such that A + B is “small” relative to the sizes of the original sets. The general
flavor of results of this kind is that, if the sumset is small, there must be an algebraic
or geometric reason for it. It will become evident in later sections that this question
comes up naturally in the study of self-similar sets.

To better interpret what “small” means, first consider the trivial bounds. Assume
that A, B are finite and non-empty. Then |A + B| > max{|A[, |B|}, with equal-
ity if and only if at least one of the sets is a singleton. In the other direction,
|A + B| < |A||B]|, and equality can occur (consider A = {0, 10, 20, 30, ..., 10n}
and B = {0, 1, ..., 9}). For “generic” pairs of sets the upper bound is close to the
truth. For example, when A, B C {1, ..., n} are chosen randomly by including each
1 <i < nin A with probability p and similarly for B, with all choices independent,
there is high probability that |A + B| > c|A||B|. The question becomes, what can
be said between these two extremes.

2.2 Minimal Growth

One of the earliest inverse theorems is the Brunn-Minkowski inequality of the late
19th century. The setting is R4 with the volume measure, and it states that if A, B C
R are convex sets then, given the volumes of A, B, the volume of A+ B is minimized
when A, B are balls with respect to some common norm. Since the volume of a ball
scales like the d-th power of the radius, this means that vol(A + B) > (vol(A)1/4 +
VO](B)W)d, and equality occurs if and only if, up to a nullset, A, B are dilates of the
same convex set. The inequality was later extended to arbitrary Borel sets (note that
A+ B may not be a Borel set but it is an analytic set and hence Lebesgue measurable).
For a survey of this topic see Gardner [Gar(02].

Similar tight statements hold in the discrete setting. The analog of a convex body
is an arithmetic progression (AP), namely a set of the form P = {a,a +d,a +
2d,...,a+ (1 —k)d}, where d is called the gap (we assume d # 0) and k is called
the length of P. Then for finite sets A, B C 74 with |Al, |B| = 2 we always have
|A+ B| > |A| + |B| — 1, with equality if and only if A, B are APs of the same gap
[TVO06, Proposition 5.8].
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2.3 Linear Growth: Small Doubling and Freiman’s Theorem

Now suppose that A = B C Z¢ but weaken the hypothesis, assuming only that
|A+ Al = C|A] (7

where we think of A as large and C as constant. Such sets are said to have small
doubling.

The simplest example of small doubling in 74 iswhen A = {1, ..., n}d, in which
case |A + A| < 29| A|. This example can be pushed down to any lower dimension
as follows. Fori = 1, ..., k, take intervals of integers I; = {1,2,...,n;}, and let

T : ZF — 79 be an affine map given by integer parameters. Suppose that T is
injectiveon I = I} x ... x Iy. Then A = T(I) C Z¢ has the property that

A+ Al =|TU)+T)| =|TU+ D] <|I+1| <21 =2%4]

A set A as above is called a (proper) generalized arithmetic progression (GAP) of
rank k.

GAPs are still extremely algebraic objects but one can get away from this a little
using another cheap trick: Begin with a set A satisfying |A+ A| < C|A| (e.g. a GAP)
and choose any A’ C A with cardinality |A’| > D~!|A| for some D > 1. Then

|A"+ Al <|A+ A| < C|A| < CD|A|

One of the central results of additive combinatorics is Freiman’s theorem, which
says that, remarkably, these are the only ways to get small doubling.

Theorem 2.1 (Freiman) If A C Z¢ and |A+ A| < C|A|, then A C P fora GAP P
of rank C’ and satisfying | P| < C"|A|. The constants satisfy C' = O(C(1+1log C))
and C" = 90,

For more information see [TV06, Theorem 5.32 and Theorem 5.33].

Combined with some standard arguments (e.g. the Pliinnecke-Rusza inequality),
the symmetric version leads to an asymmetric versions: assuming A, B € Z? and
C~!' < |A|/|B| < C,if |A + B| < C|A| then A, B are contained in a GAP P of
rank and < C’ and size | P| < C’|A|, with similar bounds on the constants.

2.4 Power Growth, the “Fractal” Regime

Now relax the growth condition even more and consider finite sets A € Z (or A € R)
such that

|A+ Al < |A'T (8)
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This is the discrete analog of the condition
dimg (X + X) < (1 + §)dimp X 9

for X € R. Indeed, given X € R and n € N let X,, denote the set obtained by
replacing each x € X with the closest pointk/2", k € Z.Then | X,,| ~ 2"(dimsX+o(1)
and | X, + X, | ~ 22@dims(X+X)+o() for Jarge n, so (9) is equivalent to | X, + X, | <
|X,, "M Thus, the difference between (7) and (8) is roughly the difference between
using Lebesgue measure or dimension to quantify the size of a set X € R.

Here is a typical example of a set satisfying (8). Write P, = {0,...,n — 1} and
let

n

1
Ay = Z?Py

i=1

n
= > a2 i 1za =2
i=l1

(again, one can think of this either as a subset of R, or of 4%Z). It is easy to verify

that the distance between distinct points x, x’ € A, is at least 1/ 4"2, and that such x
has a unique representation as a sum Z?:l 511'4_"2 : 1 < qg; <2 Indeed, each term
in the sum > 7, al-2_i2 determines a distinct block of binary digits. Thus A, is a
GAP, being the image of P> X Py X ... X Py by the map (xq, ..., x,) — 2. 2+2xi'
The rank is n, and so, as we saw in the previous section,

[An + Anl < 2"|An]

Since

n
|Ay| = H |P,| = 22?:11' — pn(n+1)/2

i=1
we have
|An + An| = A, "0 asn — 0o

The reader may recognize the example above as the discrete analog of a Cantor
set construction, where at stage n we have a collection of intervals 2""*+1/2 of
length 2_"2, and from each of these intervals we keep 2"*! sub-intervals of length
2_(”“)2, separated by gaps of length 2=’ =(+D) For the resulting Cantor set X it
is a standard exercise to see that dim X = dimg X = 1/2, and the calculation above
shows that dim X + X = 1/2 as well. Such constructions appear in the work of
Erd6s-Volkmann [EV66], and also in the papers of Schmeling-Shmerkin [SS10] and
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Korner [Ko6r08], who showed that for any sequence o1 < ap < ... thereis a set X
withdim > ! | X = a.

Do all examples of (9) look essentially like this one? In principle one can apply
Freiman’s theorem, since the hypothesis (9) can be written as |A + A| < C|A| for
C = |A|®. What one gets, however, is that A is a |A|9® _fraction of a GAP or rank
|A|9® and this gives rather coarse information about A (note that, trivially, every
setis a GAP of rank |AJ).

Instead, it is possible to apply a multi-scale analysis, showing that at some scales
the set looks quite “dense” and at others quite “sparse”. The best way to explain this
is in the language of trees, which we introduce next.

2.5 Trees and Tree-Measures

Denote the length of a finite sequence 0 = 07 ...0, by |o| = n and write ¢ for the
empty word, which by definition has |@#| = 0. Denote the concatenation of words o
and t by o1, in which case we say that o is a prefix of 7, and that o7 extends o.
The full binary tree of height h is the set {0, 1= = (JI'_ {0, 1}* of 0, 1-valued
sequences of length < h, where our convention is that {0, 1}0 = {(}, so the empty
word is included. We define a tree of height h is a subset T C U?ZO{O, 1}/ satisfying

(T #eT.
(T2) If o € T and 7 is an initial segment of o thenn € T.
(T3) If o € T then there is an n € T which extends o and |n| = h.

One may think of 7 as a set of vertices and introduce edges between every pair
01...0i,01...0i0;4+1 € T.Then T is atree if # € T and in the associated graph
there is a path from ¢ to every node, and all maximal paths are of length /.

The level (or depth) of o € T is its length (the graph-distance from @ to o). The
leaves of atree T of height / are the elements of the lowest (deepest) level, namely /:

aT =T N {0, 1}"

The descendants of o € T are the nodes n € T that extend o. The nodes m genera-
tions below o in T are the nodes of the form n = oo’ € T for o’ € {0, 1}™.

‘We also shall need to work with measures “on trees”, or, rather, measures on their
leaves. For notational purposes it is better to introduce the notion of a tree-measure’
on the full tree {0, 1}=", namely, a function y : {0, 1}=" — [0, 1] satisfying

M1) n@) = 1.
M2) wu(0) = 2ico.1y (o)

It is easily to derive from (M1) and (M2) that ZJE{O’I};( u(o) = 1 for every
1 < k < h, so a tree-measure induces genuine probability measures on every level

5 This notion is identical to a flow on the tree in the sense of network theory.
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of the full tree, and in particular on d7. Conversely, if we have a genuine prob-
ability measure p on the set of leaves {0, 1} of the full tree of height 4 then it
induces a tree-measure by p(o) = Zn: onedT u({on}). Given a tree-measure, the
set T = {o : u(o) > 0} is a tree which might be called the support of .

Every tree-measure i on {0, 1}=" defines a distribution on the nodes of the tree as
follows: first choose alevel 0 < i < h uniformly, and then choose anode o € {0, l}i
in level i with the probability given by pu, i.e. w(o) (we have already noted that at
each level the masses sum to 1). Thus the probability of A C T is

1
Pu(A) = 35— 2 1)

€A

and the expectation of f : {0, 1}=" — Riis

B = s Y o))

+
k=0 o e{0, 1}k
Sometimes we write [P, ~, or Es~, to define o as arandom node, as in the expression

1
Ps~u(o € T and o has two childrenin T') = h_+1 Z n(0) 150,017}

oeT

Given the tree T of height 4, it is natural to consider the uniform probability
measure (g7 on 37T and, as described above, extend it to a tree-measure, which we
denote 7. In this case we abbreviate the probability and expectation operators above
by P7r and E7, etc. It is important to note that choosing a node according to ur is
not the same as choosing a node uniformly from T. The latter procedure is usually
heavily biased towards sampling from the leaves, since these generally constitute a
large fraction of the nodes (in the full binary tree, sampling this way gives a leaf with
probability > 1/2). In contrast, ;7 samples uniformly from the levels, and within
each level we sample according to the relative number of leaves descended from each
node.

Trees and tree-measures are naturally related to sets and measures on [0, 1) using
binary coding. Given a set X C [0, 1) and & € N, we lift X to a tree T of height /
by taking all the initial sequences of length < & of binary expansions of points in X,
with the convention that the expansion terminates in 1s if there is an ambiguity. We
remark that for k < h,

Nyt (X) < ‘T N {0, 1}"‘ < 2Ny (X)
Similarly, a probability measure p on [0, 1) can be lifted to a tree-measure /& on

{0, 1}=" by defining i (o) equal to the mass of the interval of numbers whose binary
expansion begins with o.
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Fig. 1 A tree with alternating

levels having full branching at

some levels, full concentration

at others, and a few levels U /\
omitted. Schematically this

is what the tree associated

to A, from Sect. 2.4 looks \Y
like, as well as the conclusion
of Theorem 2.2 (with W
indicated by the small space U
between levels)
V
U

2.6 Inverse Theorems in the Power-Growth Regime

We need some terminology for describing the local structure of trees. We say that
T has full branching for m generations at o if o has all 2" possible descendants m
generations below it, that is, on € T for all n € {0, 1}". At the other extreme, we
say that T is fully concentrated for m generations at o if o has a single descendant
m generations down, that is, there is a unique n € {0, 1} withon € T.

Let us return to the example A, from Sect.2.4 and examine the associated tree
T,, of height n”. For every i < n, every node at level i> has full branching for i
generations; and every node at level ;2 + i is fully concentrated for i 4 1 generations.
Consequently, for every j € [i2, i> + i) every node of level j has full branching for
one generation; for j € [i 244, i+ 1)2), every node at level j is fully concentrated for
one generation. We also have the following statement: For every m we can partition
the levels 0, 1, ..., n? into three sets U, V, W, such that (a) For every i € U, every
level-i node has full branching for m generations; (b) For every j € V, every level-
J node is fully concentrated for m generations; and (c) W is a negligible fraction
of the levels, specifically |W|/ n? = o(l) as n — oo (with m fixed). Of course,
U=U; p,li%i>+i—m),V =, ,li*+1i, G+ 1)>—m),and W is the set of
remaining levels. This is pictured schematically in Fig. 1.

Does this picture hold in general when |[A 4+ A| < |A|'*?? Certainly not exactly,
since we can always pass to a subset A’ C A of size |A’| > |A| =4 and get a set with
similar doubling behavior (for a constant loss in §), but much less structure. One
can also perturb it in other ways. However, in a looser sense, the picture above is
quite general. One approach is to pass to a subtree of reasonably large relative size.
Such an approach was taken by Bourgain in [Bou03, Boul0]. The approach taken
in [Hoc12] is more statistical, and in a sense it gives a description of the entire tree,
but requires us to weaken the notion of concentration. Given § > 0, we say that 7' is
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8-concentrated for m generations at o € T if there exists n € {0, 1}’ such that

pr(on) = (I =8ur(o)

where 7 is the tree-measure associated to 7. In other words, T is §-concentrated
at o if it is possible to remove an §-fraction of the leaves descended from ¢ in such
a way that the resulting tree becomes fully concentrated for m generations at o.
Note that this definition is not purely local, since it depends not only on the depth-m
subtree of T rooted at o, but on the entire subtree rooted at o, since the weights on
S = {on : n € {0, 1}"} are determined by the number of leaves of 7', not by S
itself.

Theorem 2.2 For every ¢ > 0 and m > 1, there is a § > 0 such that for all
sufficiently small p > 0 the following holds. Let X C [0, 1] be a finite set such that

Ny(X 4+ X) < Ny(x)!+e

and let T be the associated tree of height h = [log(1/p)]. Then the levels0, 1, ..., h
can be partitioned into sets U, V, W such that

1. Foreveryi e U,

Po~7 (T has full branching at o for m generations | o is in level i) > 1 — ¢.
2. Forevery jeV,

Po~7 (T is e-concentrated at o for m generations | o is in level j) > 1 — ¢e.

3. |W| < eh.

Note that if X is p-separated, the hypothesis is essentially the same as | X + X| <
|X] I+e

Our analysis of self-similar sets requires the following asymmetric variant, which
is easily seen to imply the symmetric one above. To motivate it, note that |[A + B| <
C|A| can occur for two trivial reasons: One is that A = {1, ..., n} for some n and
B C {l,...,n} is arbitrary. The second is that B = {b}, a singleton, and A is
arbitrary. The following theorem says that when |[A + B| < |A|'*? then there are
essentially two kinds of scales: those where, locally, the sets A, B look like in the
first trivial case, and those where, locally, A, B look like the second trivial case. See
Fig.2.

Theorem 2.3 For every ¢ > 0 and m > 1, there is a § > 0 such that for all
sufficiently small p > 0 the following holds. Let X, Y C [0, 1] be finite sets such
that

Ny(X +Y) < Ny(x)'™
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Fig. 2 Schematic representation of the conclusion of Theorem 2.3 (with W indicated by the small
space between levels)

Let T, S be the associated trees of height h = [log(1/p)], respectively. Then the
levels 0, 1, ..., h can be partitioned into sets U, V, W such that

1. Foreveryi € U,
Po~7 (T has full branching at o for m generations | o is inleveli) > 1 —¢

(but we know nothing about S at level i ).
2. Forevery jeV,

Py~s(S is e-concentrated at o for m generations | o isinlevel j) > 1 —¢

(but we know nothing about T at level j ).
3. |W| < eh.

The theorems above follow from [Hoc12, Theorems 2.7 and 2.9], using the fact
that high enough entropy at a given scale implies full branching, and small enough
entropy at a given scale implies §-concentration.

3 A Conceptual Proof of Theorem 1.2

In this section we give a heuristic proof of Theorem 1.2. We begin with some general
observations about self-similar sets. Then we explain how the theorem is reduced to
a statement about sumset growth. Finally, we demonstrate how the inverse theorems
of the previous section are applied.
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Fromnow onlet ® = { f;};ca be an IFS with attractor X, as in the introduction. We
assume that 0 € X C [0, 1); this can always be achieved by a change of coordinates,
which does not affect the statement of Theorem 1.2.

3.1 Sumset Structure of Self-similar Sets

Our analysis will focus on finite approximations of X . Define the n-th approximations
by

Xn ={fi(0) : i € A"}

Clearly X,, € X. Also note that | X,| < |A|", with a strict inequality for some n if

and only if exact overlaps occur. Self similarity enters our argument via the following
lemma.

Lemma 3.1 Foranym,n € N,

X=X,+r"X (10)
Xmin = Xm +1" Xy (11)
Proof By (2) and (6),
x=J rx0
ieA”
= U {fi(0)+r"x : x € X}
ieA”
=Xu+r"X

which is the first identity. To prove the second, fori € A™ and j € A" denote by i j
their concatenation. By (5),

m n
fil(o) = Zaikrk_l +r" Zajkrk_l
k=1 k=1
= f;0)+ 7" £;(0)
hence

Xm+n = {fLL(O) : Q € Am+n}
={fi(0) +rmfi(0) i€ A’”,ie A"}
=X, +r"X, O
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Let us demonstrate the usefulness of this lemma by showing that dimp (X) exists.
First, since " X is of diameter < ", it is easy to deduce from (10) that N,»(X},),
N,n(X) differ by at most a factor of 2. Thus the existence of dimp X is equivalent
to existence of the limit nil log N, (X,,) as n — oo. Next, we have a combinatorial
lemma.

Lemma 3.2 Let A, B C Rwith B C [0, &). Then forany y < &,

N,(A+B) >

1
- 5 : NS(A) : Ny(B)

Proof LetT = {I; }INZE(A) be an optimal cover of A by disjoint intervals of length ¢.

Let 7 ={J j}]/.VQAH}) be an optimal cover of A 4+ B by intervals of length y. For
each I; € 7 fix apoint a; € AN I; and note that a; + B € A 4 B is covered by
J,s0 a; + B intersects at least N,, (B) intervals in 7. If each interval J; intersects a
unique translate a; + B, we would conclude that N, (A+ B) > N.(A)N, (B). While
a; may not be unique, we can argue as follows: Since B C [0, &), if J; = [u, u + ¢]
and intersects a + B for some a € A, thena € [u — &, u + 2¢). Since the intervals
I; are disjoint and of length ¢, there are most 3 intervals /; € Z that a could belong

to. The claim follows. 0O

Since X C [0, 1) we have r" X, C [0, r'"), so by the lemma,

Nemin (Xman) = Npmtn (X + 1" Xp)
= - Nym (X)) - Npmtn (}’an)

: Nr’” (Xm) : Nr” (Xn)

where in the last equality we used the identity N;. (1 Z) = N¢(Z). Taking logarithms,
this shows that the sequence s, = log N,» (X,,) is approximately super-additive in
the sense that s,,4, > s, + s, — C for a constant C. The existence of the limit
of %s,, as n — oo is then well known (perhaps it is better known when C = 0
and s, is (really) super-additive. The proof for C = 0 works also in the C > 0
case; alternatively, note that s, = s, — log n becomes super-additive after excluding

: . 1./ : 1./ 1
finitely many terms, so lim S, EXists, and ) e 0).

3.2 From Theorem 1.2 to Additive Combinatorics

Let us return to our main objective, Theorem 1.2. Continuing with the previous
notation, write

o = dimg X
B = min{l, sdimX}
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and suppose, by way of contradiction, that « < 8 and that for some k € N we have
A, > 27kn forall n (in particular, there are no exact overlaps). We make a number of
observations. The first is rather trivial: that “too small” dimension means that there
are intervals of length ™ containing exponentially many points from X,,. Precisely,

Proposition 3.3 Let 0 = %(,3 —«a) > 0. Then for every large enough m, there is
an interval I, of length r™ such that | X, 0 Ip,| > r=™.

Proof As we have already noted log Nym (X)) = « asm — oo. Thus for

1
> mlog(1/r)
large enough m,

Ny (X)) < r=B=oIm
On the other hand, since there are no exact overlaps,
|Xm| — |A|m — r—msdim(X) > r—mﬂ

Thus in an optimal cover of X, by r”-intervals, at least one must contain
| X/ Nym (X)) > (1/r)°™ points. O

We now wish to extract more information from the sumset identity X,,4, =
X + r'"X,. In itself it provides limited information about the covering number
Ny4n(X,), since the summands live at different scales. This is what was used earlier
in proving super-additivity of s, = log N,m (X,,). The next step is to localize the
sumset relation.

Proposition 3.4 For all 5 > O, for all large m there exists an interval J,, of length
™ such that X, N Jyy # O and, writing n = km,

NrnH»n((Xm N Jm) =+ ran) < r*(1+5)an (12)

Proof Fix m, set n = km, and let J denote the partition of R into intervals
[ur™, (u 4+ 1)r'™), u € 7Z, whose lengths are r™. Since X,, = Ujej(Xm nJ,
we can re-write (11) as

Xmin = X + ran

= JXunn+r"x) (13)
JeJ

Since X, N J C [ur™, (u + 1)r™) for some u and v X, < [0, ™), we have
X NJI)+r"X, C [ur™, (u+ 2)r'™) and in particular each set in the union (13)
is of diameter < 2r™. On the other hand, no interval of length »™ " intersects more
than three of the sets [ur™, (u +2)r™). Therefore, arguing as in the proof of Lemma
(3.2),

Nonmin Xpman) = = Nem(Xp) - min - Nywen((Xomn N T) + 7" X,0)

JeT : XmNT#9D

W | =—
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SO
. N m+tn (Xm+n)
min Nypmtn (X N +r"X,) <3. — 22
1€ XN I 40 rm+ (( m-+n ) n) < Ny (X,0)
p—(@Fo(1)) (m+n)
<3
= —(@+o(D)m
= pton  agm — 0o
The proposition follows. O

Now suppose that it so happens that, for large m, the propositions above produce the
same interval: I, = J,,. Then we would have the following:

Proposition 3.5 Suppose that diim X < min{1, sdimX} and A, > 27*" for all n.
Then there is a constant T > 0 such that, for every § > 0 and all suitably large n,
there is a subset Y,, C [0, 1] with

Nen(Yn) > 2™ (14)
Nen (X + Yy) < Npn (X)) (15)

Proof Let o be as in Proposition 3.3 and take t = o/(k log(1/r)). As before write
n = (k 4+ 1)m, and assume that the intervals I,,, J,, provided by the two previous
propositions coincide for arbitrarily large m: I,, = J,,, = [am, bn)- Let

Yy = r_m(Xm N1y — apm)

and note that ¥,,, C [0, 1). Now, by choice of I, we know that | X,,, N I,,,| > r~°™, and
since A,, > 275" = 27" we know that every two points in X,, N I,, are separated
by at least 27", Therefore,

Nr"(Ym) = Nrm+n (Xm N Im)

> r—om
Using the identity N;.(tZ) = N¢(Z) witht = r™ and Z = Y,,, we conclude that
Ny (V) = 17" =™

Similarly, since X, +Y,, = r 7" (X,,NI,)+r™ X,), from the definition of J,,, and the
identity N,;(tZ) = N.(Z) again, we find that for large enough n (equivalently, m),

Nen (X +Yn) = Neman (Xpp N 1) + }’an)
< r—(1+5)o{n

< Npn (X)) 12

where in the last inequality we again used the fact that N, (X,;,) ~ r "%, O
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The task of showing that the conclusion of the “Proposition” is impossible falls
within the scope of additive combinatorics. Heuristically, it cannot happen because,
being a fractal, X,, has very little “additive structure”. This intuition is correct, as we
discuss in the next section.

But can one really ensure that /,,,J,, coincide? A natural attempt would be to
show that, for a fixed optimal r"-cover of X,,, “most” intervals of length r™ can
play each of the roles, and hence a positive fraction can play both. In fact, for every
n > 0, for large m at least a (1 — n)-proportion of these intervals will be a good
choice for J,,,. Unfortunately, although the number of candidates for /,,, can be shown
to be exponential in m, it could still be exponentially small compared to N,» (X,,),
and so we cannot conclude that the two families of “good” intervals have members
in common. It is possible that more sophisticated counting can make this work, but
the approach that is currently simplest is to replace covering numbers by the entropy,
at an appropriate scale, of the uniform measure on X,,,. We return to this in Sect. 4.

3.3 Getting a Contradiction

Our goal now is to demonstrate that the conclusion of “Proposition” 3.5 is impossible.
The argument we give again falls short of this goal, but it gives the essential ideas of
the proof. Thus, we ask the reader to suspend his disbelief a little longer.

Let T > 0 be as given in “Proposition” 3.5. Choose a very small parameter ¢ > 0
which we shall later assume is small compared to t. Choose m large enough that

Ny (X)) = =170

Apply the inverse Theorem 2.3 with parameters &, m and obtain the promised
8 > 0. From “Proposition” 3.5 obtain the corresponding Y, < [0, 1) satisfying (14)
and (15).

Write T" for the tree of height i, = [1/7"] associated to X, and S” for the tree
of the same height associated to Y,,. From our choice of § and (15), by the inverse
theorem there is a partition U, U V,, U W,, of {1, ..., hy} such that

(D) Atscalesi € Uy, a1l — ¢ fraction of nodes of T" at level i have full branching
for m-generations.
(II) Atscales j € V,,, a1l — ¢ fraction of nodes of S” at level j are e-concentrated
for m generations.
(1) [Wy| < ehy.

Our first task is to show that V}, is not too large. It is quite clear (or at least believable)
that if a tree has few nodes with more than one child, then it can have only an
exponentially small number of leaves. The same is true if we only assume, for a
small A > 0, that most nodes are A-concentrated. More precisely,
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Lemma 3.6 Let S be a tree of height h, let A > 0 and £ > 1. Suppose that
Ps(o € S : S is A-concentrated at o for £ generations} > 1 — A

Then |0S| < 2h ywhere A — 0 as » — Oand h/t — oo.

We leave the proof to the motivated reader. We note that this lemma is superseded
by Proposition 4.5, which gives a stronger statement and has a simpler proof.

We apply the lemma to § = S" with £ = m. Choose A small enough that A" <
for large n (hence large h,,). Thus A depends only on t and we may assume that at
the start we chose ¢ < %A. Suppose that we had |V, | > (1 — A/2)h,. Since in each
level j € V,, a (1 — ¢)-fraction of the nodes (with respect to the tree measure (i gn) is
g-concentrated, at least the same fraction is A-concentrated, and we would conclude

1
Pgn (o € " : S" is A-concentrated at o for m generations) > h—|Vn| (1 —¢)
n

1 )Ll
> (1=5)-e)
>1—A

From the lemma we would have N,»(Y,) < |0S8"| < W pthn contradicting
(14). Thus, we conclude that

A
Vil < (1 — E)hn
Consequently, assuming as we may that & < A/6,

Ul = b = 1Val = Wal = G = €)hn > Shy (16)

So far we have seen that U, consists of a positive fraction of the levels of 7",

and hence a positive fraction of nodes in 7" have full branching for m generations.

Our next task will be to show that most of the remaining nodes have roughly r =%

descendants m generations down. This is where we use self-similarity again in an
essential way.

Proposition 3.7 If m is large enough, then for all large enough n,

P (0 has > 2U4=8m goscendants ) e
e i m generations down in T

Proof (sketch.) Anode o € T" of level £ corresponds to an interval I = [2”—@, uzizl).

We call such intervals level-£ intervals, and recall that the probability induced from

wrn on level-£ intervals is just proportional to |/ N X,|. The claim is then that if

we choose 0 < ¢ < h, uniformly and then choose a level-£ interval / at random,
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then with probability at least 1 — &, we will have Ny—c—n (I N X,;) > 2~ (1=®am In
order to prove this, it is enough to show that for all levels 0 < ¢ < (1 — %)hn, if we
choose a level-¢ interval I at random, then with probability at least 1 — 5 we have
Nyt (I N X,,) = 27 U=8)am,

Fix a parameter mo depending on ¢ and assume m, n large with respect to it.
Observe that X,, decomposes into a union of copies of X, scaled by approximately
2=t=m0_ More precisely, choosing u € N such that r* ~ 27¢="0 by (11) we have

X=Xy +r" X = [ 0+ rXum)

xeXy

The idea is now the following. The translates x 4+r" X,,_,, in the union are of diameter
i~ 2t /2™0_ which is much smaller than 2% and hence with probability at least
1— % alevel-£ interval I will contain an entire translate x + r* X,,_,, from the union
above. The details of the proof are somewhat tedious and we omit them. The point
is that, if x + r*X,,—, C I, and assuming that m is large enough relative to ¢, my,
we have

Noten (I N Xp) = Nyt (x + 7" X))
= Ny—t-mp—u(Xn—u)
~ Ng*(mfmo) (anu)
- 2(1—5)am

which is what we wanted to prove. O

Now that we know that most nodes in 7" have many descendants, and a positive
fraction have the maximal possible number of descendants, m generations down, the
last ingredient we need is a way to use this information to get a lower bound on the
number of leaves in 7. Heuristically, this is the analog of the upper bound we had
in Lemma 3.6.

Proposition 3.8 Let T be a tree of height h, let m > 0, and suppose that the nodes
of T can be partitioned into disjoint sets Ay, ..., Ay such that each node o € A;
has 2™ descendants m generations down. Write p; =P, (A;). Then

14
oT| = [ J2 7"
i=1

This “Proposition” is, unfortunately, incorrect, and the reader may find it instruc-
tive to look for a counterexample. The statement could be fixed if we made stronger
assumptions than just bounding the branching in each of the sets A;, but the resulting
argument would almost certainly be more complicated than the proof in [Hoc12],
and we do not pursue it. The correct statement is given in Proposition 4.5 below.
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We can now put the pieces together. By the defining property (I) of U,, and equation
(16), the set A € T" of nodes with full branching for m-generations satisfies

1
—I|Unl- (I —#)

Pyrn (A”
T(l) hn

v

v

Al w|>

z(l—e)
>
assuming again & small compared to A (equivalently 7). Let A5 denote the set of nodes

of T"\ A} which do not have at least pm(1=2e)dim X descendants m generations down;
by Proposition 3.7,

Pr(A5) < ¢

Therefore if we define A = T" \ {A] U A7\} then all nodes in A5 have at least
om(1=26)dim X jescendants m generations down and

Pra(A%) = 1 — Pra(A]) — Pra(A})

In the terminology of the “Proposition”, we have p; > 1/4 and p» < ¢, hence
p3>1—p;—e. Alsoc; =1, c3 = (1 —2¢)dim X and by default ¢; > 0. From
the “Proposition” we find that
[0T"| > oP1hn  ppa-cahn  op3(1-2e)dim X-hy,
> 2[71hn+(1_25) dim X-(1=p1—¢&)hy
> o(dim X+e)hy

where in the last inequality we assumed that ¢ is small compared to p; and dim X.
Since Ny»(X) = |aT"|'+°(M) as n — oo, this contradicts the definition of dim X.

3.4 Sums with Self-similar Sets

What we “proved” above is the following statement which is of independent interest,
and is, moreover, true (a proof follows easily from the methods of [Hoc12]).

Theorem 3.9 For every any self-similar set X with dim X < 1 and every T > 0
there is a § > 0 such that for all small enough p > 0 and any set Y C R,

Ny(¥) > (1/p)" =  Ny(X+Y)>N,(X)'"



246 M. Hochman

There is also a fractal version for Hausdorff dimension:

Theorem 3.10 For every any self-similar set X with dim X < 1 and every T > 0
there is a § > O such that for any set Y C R,

dimY >t - dim(X+Y)>dmX + 4§

For box dimension (lower or upper) the analogous statement follows directly from
the previous theorem. The version for Hausdorff dimension requires slightly more
effort and will appear in [Hoc13] along with the analog for measures.

4 Entropy

In this final section we discuss how to turn the outline above into a valid proof. The
main change is to replace sets by measures and covering numbers by entropy. Each
of the three parts of the argument (inverse theorem, reduction to a statement about
sumsets, and the analysis of the sums) has an entropy analog which we indicate
below, along with a reference to the relevant part of [Hoc12].

The reader should note that the outline given below is designed to match as
closely as possible the argument from the previous section, rather than the proof
from [Hoc12]. Although the ideas and many of the details are the same, the original
proof is direct, whereas the one here is by contradiction. For this reason not all of
the statements below have exact analogs in [Hoc12].

4.1 Entropy

We assume that the reader is familiar with the basic properties of Shannon entropy,
see for example [CTO06]. Let Z, = {[ke, (k + 1)&)}re7, Which is a partition of R into
intervals of length ¢. The entropy H (u, Z,;) of u at scale ¢ is the natural measure-
analog of the covering number N, (X), albeit in a logarithmic scale. For a measure
v supported on a set X, the two quantities are related by the basic inequality

0<HWT,) <log#{l €T, : XN1I # B} <logNe(X) + O(1)

(the O(1) error is because we are choosing a sub-cover of X from a fixed cover of
R rather than allowing arbitrary e-intervals). We introduce the normalized e-scale
entropy:

H,(v) (v, Z¢)

=—H
log(1/¢)
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Thus, for v supported on a set X with well-defined box dimension, the previous
inequality implies

lim sup H(v) < dimp X 17

e—0

4.2 Inverse Theorems for Entropy

The measure-analog of the sumset operation is convolution, which for discrete prob-
ability measures 1 = > p;dy; and v = > q;8,, is°

Wk = Zpiqj-csx,-ﬂj
ij

The entropy-analog of the small doubling condition |[A + A| < CJA] is the
inequality H(u * u) < H(u) + C’, where H(u) is the entropy of a measure
with respect to the partition into points (remember that entropy is like cardinal-
ity, but in logarithmic scale). Alternatively we could discretize at scale ¢, giving
H,(u*p) < Hy(u)+0(1/log(1/¢)). Tao [Tao10] has shown that such inequalities
have implications similar to Freiman’s theorem. Related results were also obtained
by Madiman [Mad08], see also [MMT12].

The regime that interests us is, as before, the analog of |A + B| < |A|'*%, which
by formal analogy takes the form H,(u * v) < (1 + 8)H, (). When p is supported
on [0, 1] we have H,(u) < 1+ o(1) as p — 0, and this inequality is implied (and
in the cases that interest us essentially equivalent to)

Hy (% v) < Hy(u) + 3 (18)

Before stating the inverse theorem for entropy we need a few more definitions.
Consider the lift of u to a tree-measure & on the full binary tree of height & (see
Sect.2.5). Given a node 0 = o7...0r and m € N, write o{0, 1} for the set of
descendants of o m-generations down. Let [is, denote the probability measure
on o {0, 1} that assigns to each node its normalized weight according to . Since
> veoto.yr () = Fi(0), this measure is given by Fom(7) = A(n)/A(0).

We say that & is §-concentrated at o for m generations if H ({iy ) < &, that is, if

! Z @10 M<8

—_— — g —
Mmooy n(o) u(o)

6 In general there is a similar formula: v = [ [ 8x4+ydu(x)dv(y), where the integral is interpreted
as a measure by integrating against Borel functions.
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For a tree measure pr associated to a tree 7 and for fixed m, this is equivalent to
T being §’-concentrated for m generations at o for an appropriate 8" which tends to
0 together with §. We say that jz is §-uniform at o for m generations if H (fy.,) >
logm — §. Note that for m fixed, when & is small enough this implies that jt(n) > 0
for all n € o{0, 1}, so this indeed generalizes full branching. We can now state the
inverse theorem:

Theorem 4.1 (Theorem 2.7 of [Hoc12]) Foreverye > Oandm > 1, thereisad > 0
such that for sufficiently small p > 0 the following holds. Let (i, v be probability
measures on [0, 1] and suppose that

Hy(u*v) < Hp(u) +4

Let 1,V denote the lifts of u, v to the full binary trees of height h = [logz(l/,o)].
Then there is a partition of the levels {0, . . ., h} into three sets U UV U W such that

1. Fori e U,
Py~ (1 is e-uniform at o for m generations | o is in level i) > 1 — ¢
2. ForjeV,
Py~ (V is e-concentrated at o for m generations | o is in level i) > 1 — ¢

3. |W| < én.

4.3 Reduction of Theorem 1.2 to a Convolution Inequality

‘We return to our IFS ® with attractor 0 € X C [0, 1], as in Sect. 3. Define measures
w™ analogous to X, by

1
,LL(") = AP Z 3f£(())

ieA"

Write S;u(A) = wu(t~'A) (this is the usual push-forward of u by S;). Then the
analog of the sumset relation X, = X,, +r" X, is

M(ern) — M(m) * SrmM(”)

The derivation is elementary, using the definition of convolution, equation (6) and
the identity S;8, = &;y. Next, as in Sect.3.1, if we define s, = H (1™, Z,n) then
the sequence s, is almost super-additive in the sense that s,,+, > s, + s, — O(1).
This is proved by a similar argument to the covering number case but in the language
of entropy. It follows that the limit
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o = lim H,m(,u,(m))
m— 00

exists. Since 11" is supported on X, by (17) we have @ < dim X.
Turning to Theorem 1.2, write

B = min{1, sdim X}

and assume for the sake of contradiction that dim X < 8 and A, > 27k for some
k. Since o < dim X, we can choose ¢ > 0 so that « < 8 — ¢. Arguing analogously
to Proposition 3.3 one obtains the analogous result:

Proposition 4.2 There is a constant ¢ (depending on f,¢) such that for large
enough m,

wum (U {I € Zym : Hpmn (,ugm)) > cm}) >c

This lemma does not appear explicitly in [Hoc12], since that is a direct proof.
Ours is a proof by contradiction, and the contradiction can be interpreted as showing
that the lemma above is false. This falsehood is demonstrated directly in the last
displayed equation of Sect.5.3 of [Hoc12].

Next, for a probability measure v and set E with v(E) > 0, write vg for the con-
ditional measure on E, thatis, vg (A) = ﬁ v(ENA). The analog of Proposition 3.4

then holds, again with an analogous proof:

Proposition 4.3 (See Equation (40) of [Hoc12]) For every § > 0, as m — o0

1
pnm (U [1 €Zm : ~ e (™ s Sy ) < @ +5]) >1-o(1)

From the last two propositions one sees that for given § > 0 and large enough
m, there are intervals / = I, € Z,» that appear in the unions in the conclusions of

both propositions. Taking v, to be the re-scaling of ugm) by r =™ (translated back to
[0, 1)), we have the rigorous analog of “Proposition” 3.5:

Proposition 4.4 There is a v > 0 such that for every § > 0, for all sufficiently large
m, there is a measure vy, supported on [0, 1) with

Lty > (19)
m

1 1
— Hym (/'L(m) * Vm) < —Hm (M(’n)) +4 (20)
m m
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4.4 Getting a Contradiction

The missing ingredient in Sect. 3.3 was the ability to estimate the number of leaves
of a tree from the average amount of branching of its nodes. This is where entropy
really comes in handy, because of the following (easy!) lemma. Recall that given a
tree-measure 0, we write 0, for the normalized weights on the nodes m generations
down from o.

Lemma 4.5 (Lemma 3.4 of [Hoc12]) Let 6 be a tree-measure on the full binary tree
T of height h. Write 30 for the measure induced by 6 on the leaves of the tree. Then
for any m,

lH(ae?)—E ~(1H(5 N+ o)
h = Fong( H0om)) + O

From here the argument proceeds exactly as in Sect.3.3. Let t > 0 be the constant
provided by Proposition 4.4. Choose a small parameter ¢ > 0. Choose m large enough
that

Hon(u™) > (1 — e)a

Apply the inverse theorem 4.1 with parameters ¢, m and let § > 0 be the resulting
number. Applying Proposition 4.4 with this §, there exist probability measures v,
on [0, 1] satisfying (19) and (20). Write ﬁ("), vy, for the lift of ,u("), vy, respectively,
to the binary tree of height i, = [1/log(r")]. By the inverse theorem there is a
partition U, U V,, U W,, of the levels {1, ..., h,} such that

(I) At scales i € Uy, the i -mass of nodes at level i that are e-uniform for m
generations is at least 1 — €.
(II) Atscales j € V,, the v,-mass of nodes at level i that are e-concentrated for m
generations is at least 1 — ¢
(D) |Wy| < ehy.

If|V,| > (1—1/2)h, and € is small enough compared to 7, then sufficiently many
nodes (with respect to v, ) would have H (Jg)m) < ¢ that we could invoke Lemma 4.5
and conclude that the entropy H»(v,) =~ WH (V") < 7, contradicting (19).
Therefore |V,| < (1 — t/2)h;,. In particular, assuming ¢ is small enough compared
tor,

T
|Un| = hn - |Vn| - |Wn| = ghn

Next, suppose that m is large enough so that Hyx (™) > (1 — &)a. Using self-
similarity of X and an argument analogous to the one outlined in Proposition 3.7,
we get the analogous result:
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Lemma 4.6 (Lemma 5.4 of [Hoc12]) For all large enough n,

1
Ty + 1

iﬁ(")(a) —H(,A") ) > (1 —28)0[] >1—c¢

Now, from the definition of U,, and our bound |Un| > rh,,, we know that at
least a (1 — ¢)t/3-fraction of the nodes of ,u(”) satlsfy (~§,”2,,) > (1 e)m. Of

the remaining nodes, by the last lemma all but a e-fraction satlsfy - H (,u(") ) >
(1 — 2¢)a. Therefore by Lemma 4.5 again, for all large enough n,

1 T T
Hyn (u™) ~ h—H(u(")) > (1— 8)2§ +(0-1- a)g —)a>a+te

n

assuming ¢ is small compared to 7. This contradicts the definition of «.

Acknowledgments Many thanks to Boris Solomyak for his coments on the paper.
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Quasisymmetric Modification of Metrics
on Self-Similar Sets

Jun Kigami

Abstract Using the notions of scales and their gauge functions associated with
self-similar sets, we give a necessary and sufficient condition for two metrics on
a self-similar set being quasisymmetric to each other. As an application, we con-
struct metrics on the Sierpinski carpet which is quasisymmetric with respect to the
Euclidean metrics and obtain an upper estimate of the conformal dimension of the
Sierpinski carpet.

1 Introduction

The main purpose of this paper is to give a characterization of quasisymmetry for
self-similar sets in terms of scales and related notions introduced in [Kig09]. As an
application, we will construct a series of metrics on the Sierpinski carpet which are
quasisymmetric to the restriction of the Euclidean metric and give an upper estimate
of the quasiconformal dimension of the Sierpinski carpet (Fig. 1).

Quasisymmetric maps have been introduced by Tukia and Viiséld in [TV80] as
a generalization of quasiconformal mappings in the complex plane.

Definition 1.1 (Quasisymmetry).
(1) Let (X, d) and (X, p) be metric spaces. p is said to be quasisymmetric, or QS
for short, with respect to d if and only if there exists a homeomorphism 4 from

[0, +00) to itself such that 4(0) = 0 and, for any ¢ > 0, p(x, z) < h(t)p(x,y)
whenever d(x,z) < td(x,y). We write p (;S d if p is quasisymmetric with

respect to d.

(2) Let (X, d) be a metric space. A homeomorphism f : X — X is called qua-
sisymmetric if and only if d (Sé dy, where dy(x,y) is defined by dr(x,y) =
d(f(x), f(y)).

The above definition immediately implies the following facts.
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Fig. 1 The Sierpinski carpet

Proposition 1.2 Let (X, d) and (X, p) be metric spaces.
M Ifp évs d, then the identity may of X is a homeomorphism from (X, d) to (X, p).
(2) The relation as is an equivalence relation among metrics on X. In particular,

~ d if and only if d ~ p.
P os if and only if o P

Associated with the notion of quasisymmetry, the quasiconformal dimension of
a metric space has been introduced by Pansu in [Pan89] as an invariant under quasi-
symmetric modification of a metric.

Definition 1.3 (Quasiconformal dimension) Let (X, d) be a metric space. We define
the conformal dimension of (X, d), dim¢ (X, d), by

dimeg (X, d) = inf{dimpg (X, p)|p is a metric on Xand d (Sé rl,

where dimg (X, p) is the Hausdorff dimension of (X, p).

Quasisymmetric maps on self-similar sets have been paid much attentions in recent
years as well as their conformal dimensions. For example, Bonk and Merenkov have
shown that any quasisymmetric homeomorphism from the Sierpinski carpet to itself
is a composition of rotations and reflections in [BMOO]. About the conformal dimen-
sions, Tyson and Wu have proven that the conformal dimension of the Sierpinski
gasket is one in [TWO06]. For the Sierpinski carpet, it is known that

los 3 log 8
1+ < dime(SC, dp) < dimpy (SC, i) = 1o

— 1.1
log2 og3’ (4.
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where SC is the Sierpinski carpet and dg is the restriction of the Euclidean metric.
The strict inequality between the Hausdorff and the quasiconformal dimensions in
(1.1) has shown by Keith and Laakso [KL04]. See [MT10] for details.

The first problem we are going to study is to obtain a verifiable characterization of
quasisymmetric metrics. It will turn out that scales and related notions introduced in
[Kig09] are useful in dealing with such a problem. Let K be a connected self-similar
set associated with the family of contractions {Fi, ..., Fy},i.e. K = F(K) U
... U Fy(K). Define Fy..awy, = Fuw,0...0Fy, and Ky ..owyn = Fu,..op, (K) for
any wi, ..., w, € {l,..., N}. The notion of scales has been introduced in order
to study how to find a metric under which the contraction mappings {F1, ..., Fxn}
have prescribed values of contraction ratios. A scale essentially gives “diameters’ of
Ky,...w, s and induces a family of assumed “balls” U (x) around x € K with radius
s > 0. See Sect. 2 for precise definitions. In the language of scales, we are going to
present an equivalent condition in Theorem 3.4 for metrics being quasisymmetric to
each other which is easy to verify for concrete examples, in particular, in the case of
“self-similar” metrics.

As an application, we will present a systematic way of constructing a self-similar
metric on the Sierpinski carpet which is quasisymmetric to dg and Ahlfors regular.
The main idea is to find an “invisible” set introduced in Sect. 4. Roughly speaking, an
invisible set is a collection of places where the shortest paths between two separated
boundary points will not visit. (We define the “boundary” of the Sierpinski carpet
by the union of four line segments, namely, the most upper, lower, right and left line
segments of the square which is the convex hull of the Sierpinski carpet.) Putting
an arbitrary weight on an invisible set, we will obtain a self-similar metric having
the desired properties mentioned above with an explicit formula for its Hausdorff
dimension in Theorem 5.3. Constructing series of invisible sets and taking advantage
of the associated metrics, we will show that

. log(9+2 A1) log 8
dim¢(SC, dg) < —————— = 1.858183... < —— = 1.892789....
log3 log3

in Sect.6.!

Note that the conformal dimension in the above inequality can be replaced by
the Ahlfors regular conformal dimension since our metrics are Ahlfors regular. See
[MT10] for the definition of the Ahlfors regular conformal dimension.

The following is a convention in notations in this paper.

Let f and g be functions with variables xq, ..., x,. We use “f =< g for any
(x1,...,x,) € A” if and only if there exist positive constants ¢ and ¢, such that

1 After completion of the preliminary version of this paper, B. Kleiner informed me that he had
obtained better upper bound of dim¢ (SC, dg) around 1999 by a different method in [KleOO]. His
upper bound is about 1.856685 . . .. The author would like to express his gratitude to Professor Bruce
Kleiner for his detailed comments.
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crfxr, ..., x,) S gxt, .o, xp) S f (X1, ..., x0)

for any (xq,...,x,) € A.

2 Basic Notions

This section is devoted to introducing fundamental notions and results regarding
scales and self-similar sets and scales.

The following is the standard definitions on (finite and infinite) sequences of finite
symbols.

Definition 2.1 Let S be a finite set. For m > 0, define W,,(S) = §" = {w|jw =
Wi ... Wy, w; € S}, where Wo(S) = {#}. Define W, = Up>oW,,. Also 2(S) =
SN = {wlw=wiwy...,w; € S}. Forw = wy...wy, € W,(S), the length |w| of w
is defined by |w| = m. Forw = w; ... wy, and v = vy ... v, € W,(S), we define
w - v (or wv for short) by w-v = wy ... wyv ...v,. For asubseteq A, B € W,(S),
A - B (or AB for short) is defined by A-B = {wv|w € A, v € B}.

Remark The notion of “gauge function” given in the above definition is not related to
the notion of “conformal gauge” which is commonly used in literatures concerning
the conformal dimension, for example, [MT10].

With the product topology, ¥ (S) is compact, perfect and totally disconnected.
In other words, X (S) is a Cantor set. A scale is defined by a gauge function which
assign a “diameter” to every w € W,(S).

Definition 2.2 (Scale). Let S be a finite set.

(1) A function g : W,(S) — (0, 1] is called a gauge function if and only if g(¥) =

Lgwy...wy) < glwy ... wy—1) and maxyew,,s) g(w) — Oasm — 0. A
gauge function g is said to be elliptic if and only if there exists ¢ € (0, 1) and n
such that g,,; > cg(w) forany i € S and any w € W,(S) and gy, < cg(w) for
any w € Wy(S) andv € W,,.

(2) Let g be a gauge function. Define
AN ={w=w...wplgwy ... wu_1) > > glw; ... wy)}

We call 89 = {AY} se(0,1] a scale on ¥ associated with the gauge function g.

If no confusion may occur, we omit S in W,,(S), W.(S) and X(S) and simply
write W,,, W, and X respectively.

The notion of self-similar structure describes topological feature of self-similar
sets.

Definition 2.3 (K, S, {F;}ics) is called a self-similar structure if the following four
conditions (S1), (S2), (S3) and (S4) are satisfied:
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(S1) K is a compact metrizable set.

(S2) S is a finite set.

(S3) Fs: K — K is continuous for any s € S.

(S4) There exists a continuous surjection 7 : X(S) — K suchthat Fyom = mooy for
any s € K, where o, : £(S) — X(S) is defined by o5 (wjw> . ..) = swiws .. ..

Hereafter in this paper, (K, S, {F;}ses) is always a self-similar structure.

Notation Define Fy,, 4, = Fuy, o+ o Fy,, and K,, = F,,(K). Moreover, define
K(A) = Uyea Ky, for a subset A C W,.

A scale 8§ on X(S) induces a family of “balls” U™ (x, s) around x € X with
“radius” s. One of the main concerns is the existence of a metric under which those
“balls” are really balls, in other words, the existence of adapted metric according to
the following definition.

Definition 2.4 Let 8 = {A}s¢(0,1] be a scale on X associated with a gauge func-
tion g.

(1) Forx € K, define (A,){" and Ug" (x, s) inductively by

(A = {wlw € Ay, x € Ky)
U (x,5) = K ((As)};”)
(AP = {wlw € Ay, Ky NUS P (x,5) # 0)

(2) A metric d on K is said to be adapted to the scale 8 if and only if there exist
a, > 0andn > 1 such that

By(x.as5) € U (x.5) € Ba(x, fs)

for any x € K and any s.

The notion of gentleness between scales is introduced in [Kig09] as a part of the
equivalence condition for a measure being volume doubling with respect to a scale.
Roughly, if two scales are gentle with respect to each other, then the transition to one
scale to the other is “smooth”.

Definition 2.5 Let 89 and 8! be scales on ¥ associated with gauge functions g and
[ respectively. We say 8 is gentle with respect to 89 if and only if there exists ¢ > 0
such that [(w) < cl(v) whenever w, v € A for some s > 0 and K, N K, #= . We
write 89 & 8! if 8! is gentle with respect to 89.

Proposition 2.6 Among elliptic scales, i.e. scales whose gauge functions are elliptic,
o is an equivalent relation. In particular, if g and [ are elliptic, then 89 o 8! implies

8t ~ 89,
GE
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There exists a natural “pseudo”metric associated with a scale which is defined by
the infimum of the “length” of paths between two points.

Definition 2.7 (1) A sequence (w(1), ..., w(n)) iscalled a pathin K if and only if
w(l),...,wn) € Wy, KyiyNKuyi+1) 7 Vforanyi =1, ..., n—1.Thecollec-
tion of all the paths is denoted by CH. For U, V € K,apath (w(l), ..., w(n))is
called a path between U and V if and only if K,y NU # Y and Ky NV # 0.
We use CH(U, V) to denote the collection of paths between U and V. For two
paths p;y = (w(1), ..., w(n)) and p2 = (v(1), ..., v(m)),if Ky NKya) # 9,
we define p; Vp2 € CHby p1 vV p2 = (w(l), ..., wn), v(l), ..., vim)).

(2) Let 8 be ascale on ¥ associated with a gauge function g. For any x, y € K, we
define

Dg(x,y) = inf{ D gw@)|(w), ..., wn)) € CH(x, y)}.

i=1
Remark We identify a point x € X and a set {x} if no confusion may occur.

Remark We often use D, instead of Dg if § is the scale associated with a gauge
function g.

Proposition 2.8 Dg is a pseudometric, i.e. Dg(x,y) = Dg(y, x), Dg(x,y) > 0,
Dg(x,x) =0and Dg(x,y) < Dg(x, z) + Dg(z, y).

By [Kig09, Lemma 2.3.10], we have the following theorem, which says that a
metric adapted to a scale S, if such a metric exists at all, is essentially Dg.

Theorem 2.9 Let S be a scale. There exists a metric d on K such that d is adapted
to 8 if and only if Dg is a metric on K which is adapted to S.

3 Quasisymmetric Metrics and Scales

In this section, we give an equivalent condition for two metrics on a self-similar set
being quasisymmetric in terms of scales and related notions introduced in Sect. 2.
Let (K, S, {F;}ics) be a self-similar structure. Assume that K # V. Hereafter in
this section, every metric on K is assumed to satisfy the following two properties:
1. It produces the same topology as the original topology of K.
2. The diameter of K under it equals one.
The next lemma can be verified immediately by the definitions in the previous
section.

Lemma 3.1 Let §; = {Ai} and 8y = {A?} be scales. If 8 & 82, then for any

n > 1, there exists ¢, € (0, 1) such that
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UM (x, ent) € UYY(x,5) © UM (e )

forany x € K, any (s, t) with A},x N Af,y #+ {0, where Ul.(")(x, s) = Ug')(x, s) and
. . 0 .
A =D fori=1,2.

First we define a scale associated with a metric.

Definition 3.2 Let d be a metric on K with diam(K, d) = 1. Define 8¢ = {Af} be
the scale with the gauge function d,, = diam(K,,, d).

Lemma 3.3 Let 8 = {A} be an elliptic scale and let d be a metric on K which is
adapted to 8. Let [(w) be the gauge function of 8. Then

() dy < l(w) for any w € W,.

(2) The pseudometric Dg associated with § is a metric and Dg(x, y) < d(x, y) for
any x,y € K.

(3) 8¢ is elliptic and d is adapted to 8°.

Proof Write U™ (x,r) = Ué”) (x, r). Since d is adapted to §, we have
U™ (x, Bs) € Ba(x,s) S U (x, ar) (32)

(1) For w € Wy, UM (x,l(w)) S Bgy(x,al(w)). Hence d,, < ol(w). Now
by [Kig09, Lemma 1.3.12], there exists y € K, and 7 € (0, 1) such that
U(”)(y, yl(w)) € K. Hence By(x, Byl(w)) € K, . Since K is connected,
we have Gvyl(w) < d,,.

(2) This is immediate from Theorem 2.9.

(3) These claims are immediate from (1) and Lemma 3.1. |

Now we present one of the main results of this paper. The following theorem gives
an equivalent condition for certain metrics on a self-similar set being quasisymmetic.
It plays a crucial role in the proof of Theorem 5.3.

Theorem 3.4 Let d be a metric on K and let § = {Ay} be an elliptic scale. Assume
that d is adapted to 8. Let p be a metric on K. Then d (Sé pifand only if 8° is elliptic,

8 ~ 8” and p is adapted to 8°.
GE an plsa apite (4]

The rest of this section is devoted to the proof of Theorem 3.4.

Proof First we show =. Assume d (Sé p. By Lemma 3.3, we may regard the gauge

function of $ is d,, and hence $ = 8.
By the results in [Kig00, Part 2], d QNS p is equivalent to the facts that there exists

6 € (0, 1) such that
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By(x,r) 2 B, (x, 0pg(x, s))

B,(x,r) 2 By (x,8d,(x, 1)) (3.3)

and

Pax,r/2) = 6py(x,r) (3.4)
d,(x,7/2) > 6d,(x, 1),

where p;(x,7) = supycp,(x ) P(x, y) and dy(x,r) = SUPye B, (x.r) d(x,y).
First we show the following claim.

Claim 1 Let w € Af. Then there exists z € Ky, such that p,, > cp,(z, s), where
c is a constant which is independent of w and s.

Proof of Claim 1 By [Kig09, Lemma 1.3.12] and (3.3), we may find z € K,, such
that

Ky 2 U (2.78) 2 Ba(z, vs/c) 2 By (2. 054(z. ys/)

Hence by (3.4)
pw = 0pg(z,vs/a) = cpy(z, s). 0
Step 1: 8 is elliptic.
Proof of “pyi > cp,, for any w € W, and any i € S:
By Claim 1, it follows that
Pwi = C/ﬁd (z, dwi) = C/ﬁd (z, 2dyi)- (3.5)

for some z € K,;;;”. On the other hand,
Ky € Ba(z,2dy) C By(z, pa(x,2dy)).

Hence
Pw = ﬁd (z,2dy).

This with (3.5) suffices.

Proof of “there exists ¢ € (0, 1) and m such that p,,, < cp,, for any w € W, and
anyv € W,,”.

Since Ky € B, (x, py(x, 2dyy)), we have

Puwv = ﬁd(X, 2d ) < 6ﬁd(xv dwv), (3.6)

where x € K,,,. On the other hand, by [Kig09, Lemma 1.3.12], there exists z € Ky,
such that
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Ky 2 UM (x,vdw) 2 B, (x. 654 (x, vd
w = Uy (x,vdy) 2 p(x» Pax, w))-

Hence
Puw = 5ﬁd(-x1 'de) = 5/,501()6, dyw) 3.7

Now, since 89 is elliptic, there exists a € (0, 1) such that
dyy < Calv‘dw

for any w and v. Hence by (3.6) and (3.7), the uniform decay of p with respect to d,
(See [Kig00, Proposition 10.7]),

Puwv = 6ﬁd(-xa dyp) < 5,5d(xa Calv‘dw) =< Cb‘vlpd(x» dy) < C/blv‘/?w,

where b € (0, 1). Hence choosing sufficiently large m = |v|, we obtain the desired
inequality.
Thus we have shown that 8 is elliptic.
Step 2: 8 ~ &°
GE
Letw,v € Af with K,,NK, # . Choosex € K,,andy € K,.Thend(x, y) < 2s
and hence B, (x, 3s) 2 B,4(y, s). This implies p,(x, 3s) > p,(y, s). By (3.4),

ﬁd(xv S) = ﬁd(ya S)'

By Claim 1, choosing y € K, properly, we see that p, > cp,(y, s).Since p; (x, 25) >
puws (3.4) shows that 8¢ fd S.

Step 3: p is adapted to S”.
Letx € K and letw € Aﬁ{x N Aé),x. Then by Lemma 3.1, (3.3) and (3.4),

U™ (x, c5) 2 UY (x.r) 2 By(x,r/a) 2 B, (x,0p4(x. r/a))
2B, (x, py(x, 2r)) D By(x, 8 pyw) 2 By(x,d8"s).

On the other hand, let x € K and let w € A§ N A¢. Then
By(x,5) 2 By (x,6d,(x,5)) 2 U (x, 80d,(x,5)) 2 UM (x.c'r),  (3.8)

where wv € Ag% (r.5y.x VA7 Since By (x, 25) 2 Ky, we see thatd ,(x, 25) > dy,.

Hence 3/, (x,s) > c1dy. Consequently, dy,, > c2d,, Where ¢, is independent of
w and v. This implies that |v| is uniformly bounded. Since 8” is elliptic, pyy >
c3puw. This implies U (x, ¢'r) 2 U (x, cas). By (3.8), it follows that B, (x, 5) D

U[g") (x, ¢5s). Thus we have shown that p is adapted to S”.
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This concludes the proof of =. O
To show the converse direction of Theorem 3.4, we need the following lemma.

Lemma 3.5 Assume that d is adapted to 8%. Then, for any n and k, there exists
A € (0, 1) such that

Ui")(x, r) 2 U;Hrk)(x, Ar)
forany x € K and any r.

Proof Since d is adapted to 84 there exists ¢ > 0 such that Uén) (x,r) D By(x,cr).
Then By(x, cr) 2 US™ (x, cr/(n + k +2)). o

Proof (of < of Theorem 3.4) Since d and p are adapted to 8¢ and $” respectively,

Uy (x. Bir) € Ba(x,r) S U (x, arr)
U™ (x, Bar) C By(x.1) S UM (x, anr).
First we show (3.3). By Lemma 3.1,

Ba(x,r) C U (x, a1r) S UM (x, cpu), (3.9)

where w € A4

ayr.x- Using Lemma 3.5 if necessary, we obtain

By(x,r) C U/Em)(x» Clpw) Cc B[)(-xv C2Pw)~
Hence p,(x, r) < c2pw. Now by Lemma 3.1,

By(x.r) 2 U (x. Bir) 2 U (x. ¢ pun). (3.10)

where wv € A%lr .- By making use of Lemma 3.5 if necessary, we have

Ba(x,r) 2 U™ (x. ¢" pun) 2 By(x, " Bapun).

Since 8¢ is elliptic, the fact that w € A‘Zw’x and wv € A‘élr’x implies that |v] is
uniformly bounded with respect to x and r. Since 8” is also elliptic, we see that
PwV = c3py = capy(x, r). Hence (3.3) holds. (By exchanging p and d, we also
obtain the other one.)

Next we show (3.4). By (3.9),

Pax,r) <cm+1)pw,

d
where w € AG ..

Replacing r by Ar for A € (0, 1) in (3.10), we have
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By(x, Ar) 2 U™ (x, ' pun),

where wv € A‘/{ B This implies p;(x, Ar) > ¢’ pyy. The same arguments as above

show that |v] is uniformly bounded and p,,, > cp,,. Combining all these, we obtain

Pa(x, Ar) = ' pyy = " puy = " pygx, r).

Again the other one is obtained by exchanging d and p. Thus we have obtained
(3.4). O

4 Sierpinski Carpet and Its Invisible Sets

In this and the following sections, we are going to apply Theorem 3.4 to the Sierpinski
carpet. First we give the definition of the Sierpinski carpet.

Definition 4.1 Let S = {/, |, \, =, /", 1, \, <}. Define p = —1 — /-1,
pp=—~v-Lp=1-V-Lps=Lp=1++-1py ==L px =
—1++/—1and p = —1. Moreover, define F; : C — C fors € S by

Fi(z) = (1_3—1%) =+ ps-

The Sierpinski carpet K is the unique non-empty compact set which satisfies

K =J F(K).

ses
Let dg be the restriction of the Euclidean metric on the Sierpinski carpet K.

We consider dg as the standard metric on K and are going to construct metrics
which is quasisymmetric with respect to dg. Obviously, the scale 84, associated
with dg is elliptic and dg is adapted to the scale Sy4,. In fact, the gauge function
associated with d, is given by 371! for any w € W,.

Next we introduce notions and notations regarding the boundary of the Sierpinski
carpet (Fig. 2).

Definition 4.2
(1) DefineL =KN{z|[Rez=—-1},R=KN{z|Rez=1},T = KN{z|Imz =1}
and B = K N{z|]lmz = —1}. Let H, = F,(H) for any w € W, and any

H e {L,R, T, B}. Moreover define 9,, = {L,, Ry, Ty, Bu|w € Wy, }.

(2) Define L™ = {/, <, \}", R" = {\, -, V" T" = {N\, 1, ", B" =
{/, 4. \J"and 6,, = L UR™" UT™U B™.

Remark Recall that K (A) = Uyea Ky, for a subset A € W,.. The map A — K(A)
can be regarded as a map from the subsets of W, to the subsets of K. In the case
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T
1+ /=1 \/:71 1+ =1
NPT A
[ -1¢e <— — 01 R
YRR
1y v 1T
B

Fig. 2 Generation of the Sierpinski carpet

of the Sierpinski carpet, this map is injective, i.e. if A # B, then K(A) # K(B).
Therefore, if no confusion may occur, we identify A € W, with K(A) C K.

Note that Dy, (x,y) > 1forany (x, y) € (L x R)U(T x B). This fact may remain
true even if you put 0 as weights (length) of some pieces of w’s. Such a collection
of w’s is called an invisible set, whose precise definition is given below.

Definition 4.3
(1) Let
CH,y = {(w(1), ..., wn)|(w),...,whn)) € CH,w() € W,}

andlet CH,,(U,V)=CHWU,V)NCH,, forU,V C K.
(2) Let A C W,,.Forp = (w(1),...,w(n)) € CHy,, define

C#ili=1,. . nw() ¢ A)

ta(p) o

(3) Let A € W,,. A is said to be an invisible set if and only if

inf l > 1
peCHu (L, R)UCH,, (T, B) Alp) =

(4) Let A C W,,. A is said to be +-invariant if and only if K (A) is symmetric with
respect to both the real and imaginary axes.

Since L™, R™, T™ and B,, are the shortest paths, we have the following propo-
sition.
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Proposition 4.4 Let A C W,,. If A is invisible, then A N §,, = @.

The next theorem is one of the fundamental property of an invisible set. It will
play a key role in constructing a metric associated with an invisible set in the next
section.

Theorem 4.5 Let A C W, be an invisible set and let X C W,, be an invisible and
+-invariant set. Then AW, U W,,, X is an invisible set.

The rest of this section is devoted to the proof of Theorem 4.5.
Definition 4.6

(1) Let A € W,,. Define 0,,A = {F|F € 0, F C K(A) N K\K(A)}.

(2) Define fu (@) =243, fun@ =2—-3" fur(@) =z+3"J/-1
and f, () =z — 37" /=1. Moreover, let fm,y = fmy 0 fn,—s f, =
fm,iofm,—n fm,\ = ﬁn,Tofm,<— and fm,/‘ = fm,Tofm,—»

(3) Letw € Wy,. For s € S, if there exists w’ € W, such that f, s(Ky) = Ky,
then define (w); = w’. Otherwise define (w); = %, where % is used as the
symbol which represents non-existence (Fig. 3).

Lemma 4.7 Let F € 0, and let G € 0, (W, (F)). If X C W, is invisible and
+-invariant, then Ly, x (p) > 37 for any p € CHpy40 (F, G).

m

Proof Note that #(W,,(F)) < 6. Up to parallel translations, the reflections in the
real and the imaginary axes and the 7/2-rotation, we may assume that ' = B, for
some w € Wy,. Then W), (F) C {w, (w) —, (W), (w),, (w)\,, (w)_ }, where some
of them may be %. In fact there are 7 cases. (See Fig.4.)

Case 1 #(W,(F)) =6.

Case2 #(W,(F)) =5 and (w)\ = %.

Case3 #(Wy,(F)) =5and (w), = %.

Case 4 #(Wy,(F)) =4and (w)| = (wh, = %.

Case 5 #(Wy,(F)) =3and (W), = (wh, = (w), = %.

Case 6 #(W,(F)) =3 and () = (w), = (w)\, = %.

Case 7 #(Wp(F)) =2and (w), = (w), = (w)\, = (w)« = %.

We consider the first case. The other cases can be treated by the similar discussion.
If D = Uyep, w,, kU, then D = 0K (W,,(F)). Let p = (w(l),...,w(k)) €
CHy+n(F, G). The reflection in the line containing F induces a natural bijection
from W, (F) - W, to itself, which is denoted by 7. Define 6 : W,,(F) - W, —
{(w) , w, (W)~} - Wy, by

B (uw) U if u e {(w),w, (w)-}and v € W,,
uv) =

n(uv) ifu € {(w),, (w),, (w)\}and v € W,.
Define v(i) = O(w(i)) andp = (v(1), ..., v(k)). Then the +-invariant property of X
implies thatp € CHpy (F, D1), where D1 = Ly UT(w). UTyUTw)_ URw), ,
and
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(W) | w |[(w)_ (W) | w |[(w)_ (W) | w |[(w)-
(w) | (W) | (w)~, (w) | (w) (w) (w)~,

Case 1 Case 2 Case 3
(W) | w |(w) (W) | w |(w) w | (w)_
(w) (w)

Case 4 Case 5 Case 6

w | (w)_, —
F= B,

Case 7

Fig. 3 Structures of W,,(F)

ﬁn ﬂn :H:n ﬁn ﬂn :Iln ﬁn k%l Wn

Tn To| | Bn T | | On “n

:[In U’n ﬁn 14%1 Wn &yn 14%1 “n| “n

ﬁn—i—l

Fig. 4 Construction of ¢, 1, and

ﬂn—l—l

Lw,,x(P) = Lw,,x (D),

Wil

If v(k) N Ly # 9, then there exists j such that (v(j), v(j + 1),...,v(k)) €
CHm(Rw)_» L) and Kyiy € (w)— - W, forany i € {j, j + 1, ..., k}. Since

X 1s invisible, it follows that

Lw,,x(P) = Lw,, x (W), ..., v(k)) = 37",

The same discussion shows that £y, x (p) > 37" if Ky N Ry # 9.
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Next suppose v(K)N (T(w). U Ty U T(w)_, ) # 9. Then using the reflections in the

lines containing L,, and R,,, we may construct (u(1), ..., u(k)) € CHp1n(By, Tw)
which satisfies u(i) € w--- W, for any i and £w,, x (p) = €w,, x (u(1), ..., u(k))).
Since X is invisible, it follows that £y, x (p) > 37". O

Lemmad4.8 Let F,G € 0, with FNG = @ and let p = (w(l),...,w(k)) €
CHuin(F, G). If{w(i)}f"z1 N AW, = @, then there exists p, € CH,,(F, G) such
that £ 4(Ps) < Law,uw,, x (D).

Proof Let k| = max{j|{w(i)}{:1 C Wygn(F)}. Define v(1) = [w(k1)]y. Note
that v(1) ¢ A. There exists a unique Fi € {Ly1), Ruc1), Tu(1y, Bu1)} N O (W (F))
such that Ky,,) € F1. By Lemma 4.7,

Law,uw,, x (w(1), ..., w(k1))) = 37" =Lx((v(1))).

Now, if F1 NG # ¥, (v(1)) € CH;u(F, G) and £aw,uw,, x(P) = £4((v(1)). Hence
we have constructed p, = (v(1)). Otherwise, replacing (w(1), ..., w(k)) and F by

(w(ky), ..., w(k)) and F) respectively, we repeat the same procedure as above and
obtain ko, v(2) and F». Inductively, we have p, = (v(1), ..., v(l)) with the desired
properties. O

Lemma4.9 Let F,G € Oy, with F NG = (. Then for any p € CH;y4n(F, G),
there exists px € CHy (F, G) such that € (p«) < €aw,uw,,x (P).

Proof Letp = (w(1), ..., w(k)).Ifw(i) ¢ AW, forany i, then Lemma 4.8 suffices.
Hence we assume that there exists i such that w(i) € AW,.

Claim 1 Without loss of generality, we may assume that there exists p; > 1 and
G € Oy suchthatw(l), ..., w(p1) € Wyin\AW,,w(p1+1) € AW,,GINF = {,
G1 S Klw(p+1, and (w(l), ..., w(p1)) € CHmin(F, G1).

Proof of Claim I Case 1: FNK(A) =0
In this case, define
p1 = min{i|lw@) € AW,} —1

and choose G| € 0y, so that G1 N Ky(p) N Kw(pi+1) 7V and G1 S Kw(pi)l-
Case2: FNK(A) £ 0

In this case, F intersects at most two connected components of K (A). Let C1 and
C» be those connected components of K (A) (It is possible that C; = C»).
Case 2.1: {i|[Ky@) € C1UCy) = 0.

Define p; and choose G as in Case 1. Then p; and G satisfies the desired
property.
Case 2.2: {i|Kyy;) € C1 U Co} # 0.
Define

q = max{i| K, € C1 U Ca}.
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We may choose Fyy € Oy, so that Fo N Kyg) N Kug+1) # ¥ and Fy S Kjuw(g))-
Moreover, we may choose p’ = (v(1), ..., v(ky)) € CH,(F, Fp) so that v(i) €
AW, foranyi =1, ..., koand v(ko) = [w(g)]m- Note that £ 4 (p°) = 0.If FyNG #
@, then Kypy) NG # ¥ and p® € CH,(F, G). Hence letting p, = p°, we have
constructed p, which satisfies all the conditions. Assume that Fo N G = @. Since
(w(l), ..., w(q)) € CHpin(F, Fy) corresponds p° € CH,,(F, Fp), it is enough
to show the statement of the lemma in the case where F and p are replaced by Fj
and (w(g + 1), ..., w(k)) respectively. In this situation, the counterpart of Case 2.1
holds and so does Claim 1 (End of Proof of Claim 1). m]

Claim 2 Without loss of generality, we may assume that there exists ky and Fy € Oy,
such that w(ky), ..., w(k) € Wyt \AW,, wks — 1) € AW,, F, NG =0, F, C
Kk, and (w(ky), ..., w(k)) € CHpysn(Fy, G).

Proof of Claim 2 By considering the chain (w(k), w(k — 1), ..., w(1)) € CHptn
(G, F), the same argument as in the proof of Claim 1 yields this claim (End of Proof
of Claim 2).

Now under Claim I and Claim 2, we may choose p1, ..., pj+1andgo, q1, ..., q;
which satisfy the following conditions (A), (B), (C) and (D):

(A) gqo=0,pjr1 =k, qi < piy1 < qiy1 foranyi.

B) {(w(gi—1+1D),...,w(pH)}NAW, =0 foranyi =1,...,j+1

(C) Kuw(p;+1) and Ky, belong to the same connected component of K (A) for any
i=1,...,j.

(D) Kuw(g;) and Kuy(p;,,+1) belong to the different connected components of K (A)
foranyi =1,2,...,j—1

Let p; = (w(gi—1 + 1),...,w(p;)) fori = 1,...,j + 1. Define F; = F. For
i > 2, we may choose F; € 0, so that F; N Ky N Kug_1+1 # @ and
F € Kw(g_1)l.- Moreover, for i = 1,..., j, we may choose G; € 0y, so that
Gi N Ky N Kupi+1y # ¥ and G; S Kpy(p;+1)),- Also let Fj 1 = G. By the
condition (D), F;NG; = @foranyi =1, ..., j+1.Henceletting F = F;, G = G;
and p = p; and applying Lemma 4.8, we obtain p.; = (v(i, 1),...,v(, k;)) €
CHum(F;, G;) which satisfies £ (ps.;) < £aw,uw,,x (Pi)-

Note that G; and F; belong to the same connected component of K (A) by the
condition (C). Hence there exists p} = (u(, 1),...,u(, ;) € CHy(G;, F;) such
that u(i, 1), ..., u(i, ;) € A.

Finally let ps. = (P«.1, p}, Px2s - p}., P+, j+1). Then p, € CH,,(F,G) and
La(Ps) < Law,uw,,x (P). m|

Proof of Theorem 4.5 Let p = (w(1),...,w(k)) € CHpsn(L, R). Set F =
Liwy), and G = Rpyk,,- By Lemma 4.9, there exists p, € CH,,(F, G) such
that £4(p«x) < €aw,uw,, x(p). Since A is invisible, we have £4(ps) > 1. Hence

Law,uw,x(P) > 1. In the same way, if p € CH;tn(T, B), it follows that
Law,uw, x(P) > 1. Thus AW, U W,, X is invisible. O
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5 Metric Associated with Invisible Set

In this section, we construct a metric associated with a +-invariant invisible set and
characterize the Hausdorff dimension and the Hausdorff measure with respect to the
metric.

Throughout this section, we fix a 4-invariant invisible set A C W,,.
Notation We write Wy, , = (Wp)" = Wi, Wik = Up=oWp, and T =

W N

(Wn)™.

Naturally W,y . is regarded as a subset of W, and > jg identified with .

Definition 5.1

(1) Lete > 0. Define DeA(w) for w € W, by

37 ifw ¢ A,
€ ifw e A.

Dﬂw={

and DA(#) = 1 for @ € Wy. For any w = wD ... w™ € W, ,, where w) €
W, define

DA (w) = DA(wV)DA(w®). .- DAW™).
(2) Define

CH™ = {(w(1), ..., wk))]
(w(), ..., wk)) € CH,w(i) € Wy foranyi =1,..., k}.

and CH™ (U, V) = CHU, V) N CH™ for U,V C K. Moreover, define
eA(p) = X7, DA(w(i)) for any p = (w(1), ..., w(k)) € CH™ and, for
x,y €K,

d? (x,y) = inf{e*“(p)|p € CH"™ (x, y)}.

Df () is a gauge function on £ and d:‘ is the associated pseudometric.
The next fact is obvious from the definition.

Proposition 5.2 d()“ (x,y) < de (x,y) forany x,y € K and any € > 0.

The next theorem shows that d¢ is really a metric and d a«s dg.

Theorem 5.3 For any ¢ > 0, deA is a metric on K which is quasisymmetric
with respect to dg. The Hausdorff dimension of K with respect to the metric dﬁA,
dimgy (K, dGA) is given by the unique o which satisfies

(8™ — #(A))3 ™™ L #(A)e® = 1. (5.1)
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Furthermore, let H® be the a-dimensional Hausdorff measure on (X, de). Then the
metric measure space (X, d*, H®) is Ahlfors a-regular, i.e.

HY(Bg(x,r)) <r®
forany x € K and r € [0, diam(X, d:‘)).
Letting € | 0 in (5.1), we obtain the following corollary.
Corollary 5.4

d K,dg) <
ime( B) < log3  mlog3

log 8 1 o (1 3 #éfl))'

In the rest of this section, we are going to prove the above theorem. Hereafter, we
omit A in the notations D (w), €4:¢(p) and d” (x, y) and write D.(w), £(p) and
dc(x, y) respectively.

Lemma 5.5 Define A, € Wy, inductively by A1 = A and
Apy1 = AWy U W, A,

Then A,, is +-invariant and invisible.

Proof Letting X = A, and applying Theorem 4.5, we see inductively that A, is
+-invariant and invisible. O

Lemma 5.6 d()“(x, y) = 1 forany (x,y) € (L x R) U(T x B).

Proof Define 1(p) = max;=1, |w(@)|/m for any p = (w(l),...,w(k)) €
CH" (L, R). We are going to show that Op) > 1 by an induction in I (p).
If I(p) = 0, thenp = (¥) and O(p) = Dy(@) = 1. Let J = {i|i =
.k, lw(@)| = I(p)m}. Then there exists ki, ..., k; and ji, ..., j; such that
ki < ji < kiyrand J = U=y {jlki < j < ji}. Letp' = (w(ki), ..., w(ji)).
Since |w(k; — 1)] < (I(p) — Dm and |w(j; + 1) < (I(p) — 1)m, there exist
F,G € Oy, where M = (I(p) — )m, such that F € Ky, —1), F N Ky # 9,
G C Ky(ji+nand GN Kyjy # 0. If F NG =0, then Ky, —1) N Kuw(ji+1) # 9.
Hence if p’ = (w(l), ..., wk; — 1), w(j; + 1), ..., w(k)) € CH"™ (L, R), then
we define pi as the empty sequence. Note that £°(p) > ¢°(p’). Now assume that
FNG = @. Set X = Ay. Lemma 5.5 shows that X is +-invariant and invis-
ible. Then by Lemma 4.9, there exists pi, = (v(1),...,v()) € CHu(F,G)
such that £4,,(pl) < La,w,uwya(p’). Note that Ay W,, U Wy A = Ar@pm,
that EAM (p*) = Zo(p*) and that ZAMW,”UWMA(p ) = Eo(p ). Let p. be the chain
where p' is replaced by p’, for all i. Then p, € CH" (L, R), I(px) < I(p) and
Zo(p) > Eo(p*) Now we have Eo(p) > Eo(p ) > 1 by induction hypothesis.
Now, dg‘ (x,y) = inf{(£°(p)|p € CH"™ (x,y)} > 1 forany x € L and any y € R.
In the same manner, it follows that dg‘ (x,y) > 1 forany x € T and any y € B as
well. O



Quasisymmetric Modification of Metrics . . . 271

Lemma 5.7 d?(-, -) is a metric on K for any € > 0.

Proof Let x,y € K with x # y. Then Rex # Rey or Imx # Imy. Suppose
Rex < Rey. Then there exist n and i € {0, 1,...,3™" — 1} such that Rex <
(2i —3™MM)37M < (2§ 42 — 337" < Rey.

Claim d (x, y) > min{DA(w)|w € Wy, 5, k=0, 1,...,n}.
Proof of Claim Define W, , = {wlw € Wy n, Ky € {2](2i —3™)37™ <Rez <

i +2—-3"")37""} Let Dyypi = min{Dc(w)|w € W,’,'m}. We also define L,,, ; =
Upew: Luwand Ryni = Uyewi Ry Letp = (w(l), ..., w(k)) € CH™ (x,y). If
|w(i)| < mn for some i, then the claim is trivial. Hence assume that |lw(i)| < mn for
anyi =1, ..., k. Then p contains (w(p), w(p+1), ..., w(q)) € CH(Lmn.is Rmn.i)
which satisfies w(i) € Uwew’gl‘nme,*.Letw(i) =u()v(@)fori = p, ..., q,where

u(i) € Wi, and v(i) € Wi, 4. It follows that

q
P = eV (), wp+ 1), ., w(@)) = Dyni D, D). (5.2)
i=p

Now the reflection ¢ in the real axis induces a natural bijection ¢, : W, — W,
defined by ¥(Ky) = Ky, () Which satisfies ¢, (¢« (w)) = w. Hereafter in this
section, we write ¢ = ¢.,. There exist p1, p2, ... p;suchthat p; = p, py = q + 1,
pi < piv1, u(pi) = u(pi + 1) = ... = u(piy1 — 1) and u(p;) # u(pi+1) for
any i. Let v(j) = ¢'(v(j)) for j = pi, pi +1,..., pi+1 — 1, where ¢/ is the
j-th iteration of . Then (v(p), v(p + 1), ..., v(q)) € CH" (L, R). Since A is
+-invariant, Z?:p D.(v(i)) = :.]:p D¢(v(i)). Hence Lemma 5.6 implies that

q q q
D D) =D D)) = D" Do(i(i)) = 1.
i=p i=p i=p

Combining this with (5.2), we have £4-¢(p) > Dyun i Hence the claim holds (End
of Proof of Claim).

The claim shows that dEA (x,y) > 0if Rex # Rey. Similar discussion implies
dA(x,y) > 0if Imx # Imy. O

Proof of Theorem 5.3 Let 8™ (A, €) = {A{" (A, €)}se(0.17 be the scale on X
whose gauge function is D? and let 8" by the scale on £ whose gauge
function g is given by g(w(l)...w(k)) = 37"k for w(l)...w(k) € Wi« with
w(l), ..., w(k) € W,,. Obviously £ is adapted to the Euclidean metric on K.
Also since $™ (A, ¢€) and 8™ are self-similar, they are elliptic.

Note that (K, Wy, {Fy}wew,,) 1s a rationally ramified self-similar structure.
(See [Kig09, Sect. 1.5] for the definition of rationally ramified self-similar struc-
tures.) In fact, define 4 : L' — R!' by h(\) =, h(<) =—,h(/) =\ and
g:T" = B'by g(\) =/, g(1) =l.9(/) =\.. Then define h,, : L™ — R"
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by hpy(wy ... wy) = h(wy) ... "h(wy) forw;...w, € L™ and g, : T — B™ by
Im(W1. .. wy) = g(wy)...g(wy) for wy...w, € T™. Then a relation set R, of
(K, Wi, {Fw}wGW ) is given by

m

Rm = {(Lmv Rmv hm, w, U)|7U, v EWm, Lw = RD}U
{(aT™, B", gm, w,v)lw,v € Wy, T, = By}

By Proposition 4.4, DA (w) = 37" forany w € L™ UR™UT™U B™. Using [Kig09,
Theorem 1.6.6], we see that S (A, ¢) fad §(m),

Theorems 1.6.1 and 2.2.7 in [Kig09] imply that 87 (A, ¢) is intersection type
finite. Since dg“ is a metric on K by Lemma 5.7, we may apply [Kig09, Theorem
2.3.16] and show that dEA is adapted to the scale 8" (A, €). Thus we have obtained
all the conditions in Theorem 3.4 and hence shown that dé“ is quasisymmetric with
respect to the Euclidean metric.

The Hausdorff dimension and Ahlfors regularity of the Hausdorff measure of
(K, deA) are immediately obtained by [KigO1, Theorem 1.5.7]. m]

6 Construction of Invisible Sets

Under the existence of an invisible set, we have constructed a corresponding met-
ric which is quasisymmetric with respect to dg and characterized the associated
Hausdorff dimension in the previous two sections. In this section, it is shown that
invisible sets do exist. In fact, we construct a series of invisible sets inductively.

Definition 6.1 Let 1)y and .. be the reflections in the real and complex axes
respectively. Then 14 induces a natural bijection ¢4 from W, to itself defined by
Yy (Kw) = Ky, - In the same way, we define a bijection ., from W to itself by
Yes (Ky) = Koy, (w)- Moreover, let R be the 7/2-rotation around the origin 0 and let
p : Wy — W, be the bijection defined by R(K ) = K-

The idea to have invisible sets is to divide the notion of a invisible set into a
vertically invisible set and a horizontally invisible set. The final existence of invisible
sets are established by taking intersections of vertically invisible set and horizontally
invisible set in Theorem 6.4.

Definition 6.2 Define ¢, 1, and ¢/, as subsets of W, inductively by

$n+1={\s<—v/’/v—>v\}'1}nUT'TTnUl«'Un (61)
ﬂn-ﬁ-l:{/sev\a_)}'i}nUT'ﬂnU/'z%lU»L'Wnu\'&n (6~2)
z{n+l = {\’ (_} 1}11 U{\Lv \} <n U{Tv -, l/} Mnu /' ‘Wn (63)

and $o="mo=,0 = @, where {,= p3 (1n), \un= ¥ (%) and &= p($4).
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Lemma 6.13 will show that ¢, and <, are vertically and horizontally invisible
sets respectively.

Lemma 6.3
#(1})_8,,_7+\/H(9+«/H)” 7—@(9—@)"
a 241 2 241 2

Proof Write a,, = #(¢), by = #(ft,) and ¢, = #(,)- By (6.1), (6.2) and (6.3), it
follows that

an+1 = 6a, + 2b,
by = 4a, + b, + 2c, + 8"
Cpay = 4a, + 3¢, +8".

Solving these with ap = by = cop = 0, we obtain a, as in the statement of the
lemma. O

Now we have the main theorem of this section.
Theorem 6.4 Let A, = ¢, N <. Then A, is a +-invariant invisible set and
ap < 8" — #(Ap) < 204,

where

T Ty

Example 6.5 Ag= A1 = Ay = A3 =10.

A4 = {T\L<__)’ T\L_)<_’ ‘LT(__)’ ‘LT(__)’ (__)Tiﬂ (__)\LT9 _)(_T\Lv
— <1}

Applying Corollary 5.4 and letting n — oo, we obtain the following upper esti-
mate of the conformal dimension of the Sierpinski carpet.

Corollary 6.6
lo 9+«/‘ﬁ 1 8
dime(K. dp) < 2802 )y gsgigs. < 1988 ) 90780
log3 log3
Remark The known lower bound of dim¢(K,dg) given in (1.1) is %

1.630929....
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The rest of this section is devoted to proving Theorem 6.4.

Lemma 6.7 (1) ¢ ($n) = $n and o3 ($n) = Cn-
2) ps(ftn) = Ma
(3) v o p(Zn) = .

Definition 6.8 Define the vertical index Ii‘ W, = {1,...,3"} by

3" (Im (F(v/=1)) + 1)

Ig (w) = >

For H € {L, R}, define w’;](i) fori = 1,...,3" as the unique w € H" which
satisfies Ig (w) = i. Moreover, for w, v € Wy, define p%, (w, v) € CH, by

@l (@) vy (B +1).wfy (Fw) #1w = 5o,

P (). (e =1)......wy (Bw) #1720 < ).

In the same way, we define the horizontal index IZ, : W, — {1,..., 3"}, w}.(i),
w (i), p7(w, v) and p'p (w, v).

Lemma 6.9 Let A C W,,. Assume that
inf{€s(p:)Ipx € CHA(T, p )} > 1 (6.4)
Letp = (w(l),...,w(k)) € CH,. If (w(1), w(k)) € (T" UL™) x L", then

_ @) — )] + 1
> -

La(p) = LA (P (w(1), w(k))). (6.5)
Remark Using the symmetries, we may exchange (T, L, p) in the statement of
Lemma 6.9 by (T, R, p\)), (B, L, px) and (B, R, p »).

Proof Since £ ((w} (i))i=1,..,3n) > 1, it follows that {w}] (@)|i =1,...,3"} N A =
@.Letp = (w(l),...,w(k)) € CH,.

Suppose that (w(1), w(k)) € T" x L". Note that w(k) = wf (i) for some i.
Then p (w(1), w(k)) = (w} 3"), w}] 3"=1), ..., w} (@) and £ (p] (w(l), w(k)))
=1—(@—1)/3".Since pV p} (W) (i — 1), w} (1)) € CH,(T, p), (6.4) implies

Ca(p) + AP (W — 1), wi (1)) =LalpVpr(wi i — 1, wi1) = 1.

This shows (6.5) in this case.

Suppose that (w(1), w(k)) € L" x L". Set w(l) = w}(j) and w(k) =
wy (). If j < i, then we consider (w(k), ..., w(1)) in place of (w(l), ..., w(k)).
In this way, we may assume that j > i without loss of generality. Let p =
ph (W 3", Wi+ D) vp Vvl (w(—1D,w(1).Since p € CHH (T, p),
we have
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n —

3}1

j i—1 ~
/ +EA(I))+3—” =Lla(p) =1

This immediately implies (6.5) in this case. O

Lemma 6.10 Let X, Y C W,,. Assume that
inf{£x(p)|p € CH,(T, B)} > 1
and that

inf{€y(p)Ip € CH.(T, p)} = 1.

Define A =X XU Y. Ifp = (w(),...,wk)) € CHuq1(T, Bx) and
{fw(D), ..., wk)} € {N, 1} W, then

1
La(p) = 3

Proof Let w(i) = s(i)v(i), where s(i) € {N\, 1} and v(i) € W,,.
First assume that s(1) =\. Then there exist ji, jo, ..., j2p+2 Which satisfies the
following three conditions (C1), (C2) and (C3):

Cl) j1=1,joppro=k+1land j| < jo <...< jops2

(C2) s(i) =N fori=jog-1,...,j2g —landg=1,...,p+1

(C3) s(i) = 1 fori = jog,..., jogy1 —landg =1,..., p.
Set pr.g = (w(jag-1), ..., w(jzg = 1)) and P1g = (v(jzg—1), ..., V(g — 1)).
Since (v(qu_l), v(jog — 1)) e (T" x R")U(R" x R") U (R" x B"), Lemma 6.9
and its variants explained in the remark imply

1 _ 1
(i) = 36x (1) = 360 Ok (0 (1) 0 (2 = 1) ©6)

Setpyy = (w (qu) R 1T} (j2q+l — 1)) andﬁz,q = (U (qu) S, U (j2q+1 — 1))
Since (v (jag) » v (jag+1 — 1)) € L" x L", Lemma 6.9 shows that

1 - 1 . .
a (P2g) = gZY (P2 q) gz v (P7 (U (J2q) U (J2q+1 - 1))) . (6.7)
Note that for any i = 1,...,3", there exists / = 1,2,...,2¢g + 1 such that

KU)) =i =@ —1)or I w(n) =i = If (v (Jl+1 — 1)). Hence

P+l
zﬁx Pk (v (J2g=1) . v (g — 1)) + ZZY (7 (v (j2g) s v (g1 — 1)) = 1.
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Combining this with (6.6) and (6.7), we obtain

p+1 14 1

€a(P) = D €a (prg) + D La (P2g) = 5.
g=1 g=1

Thus we have shown the desired statement in the case when s(1) =\.
If s(1) = 7, slight modification of the above arguments yields the lemma as
well. O

Definition 6.11 Define 7 : W, — W, by

w if Re F,(0) < 0,
m(w) = .
¢ (w) if Re F,y(0) > 0.

For p = (w(l),...,w(k)) € CH,, we define m,(p) = (w(w(l)), ..., w(w(k)).
Also define ¢ : W, — W, by

w if Re F,(0) < Im Fy,(0),

§(w) = [ .
Yo (pw)) if Re Fy(0) > Im F,(0).

Forp = (w(1), ..., w(k)) € CH,, we define &, (p) = (((w(l)), ..., E(w(k)).

By the symmetry of ¢, 1, and 7, given in Lemma 6.7, we have the following
lemma.

Lemma 6.12 (1) 7, : CH, — CH,, Ly, (ma(P) = L4,(p) and Ly, (m,(P)) =

L4, (P)-
(2) & :CHy — CHy and £ 4 (5 (P) = €4 (D).

Lemma 6.13 Suppose that
inf{€gy,(p)Ip € CHA(T, B)} > 1 (6.8)

and
inf{£q, (P)Ip € CHL(T, {p,, P\.}) = 1. (6.9)

Ifp=(w(), ..., wk) € CHu1(T, Bx U B ) and {w@)}i_; S {\, 1, 7} Wy,
then £y, (p) = 1/3.

Proof Replacing p by m,+1(p), we may assume that w(l), ..., w(k) € {N, 1}- W,
and w(k) €N -B" without loss of generality. Set X =¢, and Y =1),,. Then the
assumptions (6.8) and (6.9) of Lemma 6.10 follows. Hence 4, ., (p) > 1/3. O
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Lemma 6.14 Suppose that (6.8) holds and that

inf{€ 4 (P)IpeCH,(TUR,p,) > 1. (6.10)
Letp = (w(l), ..., w(k)) € CHu41 (T, B). Iffw(1), ..., wk)} S\, 1, /7 W,
then £ 4  (p) > 1/3.

Proof Firstassume that {w(1), ..., w(k)} C {\, 1} W,. By (6.3), applying Lemma
6.10 with X = ¢, and Y = 7, we have £ 4, (p) > 1/3.
Next, suppose that w(i) € /' -W,, for some i. Let

iy = max{ilw(@) € /-W,}+ 1.
and let
Jx = min{jlw(j) € \-Wp, j > i} — L.

Then, fori = {iy, ..., ji}, there exists v(i) € W, such that w(i) =1 -v(i). Define

P =130 T -EWE+D), ... 1 -E0UD), w(ls+ 1D, ..., w(k).

By (6.3) and Lemma 6.12,

1
Cin W (Ex) s w () = 8 (0 ()5 -5 0 ()

1
= gﬁ,ﬁ E@UED) ., EW ()
=Ll M -EWED) . T -

Hence € 4., (p) > €4, (P+). Let psx = (Wi (1), wy(2), ..., wx(])). Then w*(i) €
{N,1}-W, foranyi = 1,...,[. Now replacing p by p«, we are exactly in the first
case and hence the desired inequality is satisfied. O

Lemma 6.15 (6.8), (6.9) and (6.10) hold for any n > 0.

Proof We use induction on n. Obviously (6.8), (6.9) and (6.10) holds for n = 0 since
$n, Mn and 7, are the empty sets. Assume that (6.8), (6.9) and (6.10) are true for
n=m.

First we show (6.8) holds forn = m + 1. Let p = (w(l), ..., w(k)) € CH;u+1
(T, B). Note that by Lemma 6.7-(1), w11 (p) € CHp1(T, B) and £y, ., (p) =
£4,41 (ma11(p)). Hence replacing p by m,41(p), we may assume that w(i) € {\,
<=,/ Wy, for any i = 1,..., k without loss of generality. Set w(i) =
s(@)v(@), where s(i) € {N, 1, <, ./, }} and v(i) € W,,. We may choose i1, i2, i3
and i4 which satisfies i1 < iy < i3 < is and the following tree conditions (al), (b1)
and (cl):

(al) s(1),...,s@) € {\, M) (w), ..., v(@i1) € CHu(T, B),
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(b1) s(i) = < fori =iz, ..., i3, (v(i2),...,v(i3)) € CHn(T, B),
D) s@a),....s(k) € (I}, wi(ia) € /- T™.

Let py = (w(l),...,w(i1)). Then by the induction hypothesis, we may apply
Lemma 6.13 and see that €4, (¢1) > 1/3.

Let p2 = (w(iz), ..., w(i3)). Since (v(iz), ..., v(i3)) € CH, (T, B), the induc-
tion hypothesis implies

1
Ly (P2) = g%m(v(iz), .o vu(iz) >

W[ —

Set p3 = (w(i3), ..., w(k) and B3 = (g (w(k)), oy (w k= 1), ..., 04
(w (i3)) ) Then g, (p3) = Lg,,., (P3). Asp1, we may apply Lemma 6.13 to p3 and
obtain €4, (p3) > 1/3. Combining all the estimates on {4, (p;) fori = 1,2,3,
we have £y, ., (p) > L.

Secondly, we show that (6.9) holds forn = m + 1. Let p = (w(l), ..., w(k)) €
CHus1(T,{p, p\}). As in the first case, we may assume that w(i) € {\, 1,
<,/ J}forany i = 1,..., k without loss of generality. Set w(i) = s(@)v(i),
where s(i) € {N\, 1, <, ./, !} and v(i) € W,. We may choose i1, iz, i3 and i
which satisfies i1 < i» < i3 < is and the following tree conditions (a2), (b2) and
(c2):

@2) s(1),...,s@i1) € (. 1} @), ..., v(1) € CHu(T, B),
(b2) s(i) = < fori = ia, ..., i3 (V(i2), ..., v(i3)) € CHm(T, B),
(€2) s(i) =,/ fori =ig, ...,k ((ia),...,v(k)) € CHn(T UR, p).

Define p1, p2 and p3 as in the first case. Then using the same discussion as in the first
case, we obtain £, (p;) > 1/3 for j =1, 2. Since (v(is), ..., v(k)) € CH,(T U
R,p,), The induction hypothesis and Lemma 6.14 yield that
L4 ((v(ig), ..., v(k))) = 1. By (6.2), it follows that

1
Lo (P3) = gﬂggn((v(izt), (k) = 1/3.

Thus, we have shown that £4, ., (p) > 1.

Finally we show that (6.10) holds forn = m + 1. Let p = (w(1), ..., w(k)) €
CHus1 (T U R, p). Note that &ny1(p) € CHui1(T, p) and £, (p) =
€ .1 (Emt1(p)). Hence replacing p by &, 11(p), we may assume that w(i) €
ot <, /} W, forany i = 1,...,k without loss of generality (Fig. 5).
Set w(i) = s(i)v(i), where s(i) € {N\, 1?1, , <,/ } and v(i) € W,,. We may
choose i1, i3, i3 and i4 which satisfies i1 < iy < i3 < i4 and the following tree
conditions (a3), (b3) and (c3):

@3) s(1),...,s@1) € {N\, 1), w),...,v@i1) € CHu(T, B,),
(b3) s(i) = < fori =1ia,...,i3, (V({i2),...,v(3)) € CHu(T, B),
(c3) s(i) = fori =i4,..., k. (v(i4),...,v(k)) e CHu(TUR, p,).
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(1,4)[(2,4)[(3,4) | (4,4)

(1,3) (3,4)

(1,2) (2,4)

OO
OO

(L, 1)](1,2)[(1,3)|(1,4)

i

F(-1,1) frses®  |J Fu((-1,1)

weWs

Fig. 5 Construction of K®

Define p1, p2 and p3 as in the above two cases. Then by the induction hypothesis
and (6.3), it follows that £ 4, (p;) > 1/3 for j = 2, 3. Furthermore, Lemma 6.14
implies € 4 (p1) > 1/3. Hence we have € 4 (p) > 1.

Thus we have obtained (6.8), (6.9) and (6.10) forn = m + 1. O

Proof of Theorem 6.4 Since A, € $p, £, (p) > 1 for any p € CH, (T, B). By the
fact that <, = p(¢,), it follows that £, (p) > 1 for any p € CH,(L, R). Hence
L4, (p) = 1forany p € CH,(L, R). Thus A, is invisible. By Lemma 6.7-(1), it
follows that A, is +-invariant.

Lemma 6.3 shows that 8" —#({,,) = #(W,\{¢,) = ay,. Since W,\¢,, € W, \A,, C
W \gn) U (W, \&,), we have o, < 8" — #(A,) < 2q,. O

7 Generalized Sierpinski Carpet

The idea of invisible sets can be exploited for the generalized Sierpinski carpets.
We will present results for a special class of the generalized Sierpinski carpet in
this section. We fix N > 3. The complex plane C is identified with R? in the usual
manner.

Definition 7.1

(1) Forany (i, j) € {1, . ..,N}2,wedeﬁneJ(i,j) =[-142@G@—-1)/N, —142i/N]x
[-1+2( —D/N,-1+2j/N]and F j : R? — R? by Fip(x,y) =
(x/N +aq,jy.y/N + b j), where ag jy = —1+ (2i — 1)/N and b j) =
-1+ @2j—-1/N.

(2) Define S™ = {(i, )IG, j) € {1,...,N}*>,i € {1, N} or j € {1, N}}. Let
K™ be the unique compact set which satisfies
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N N
kM= ] Fuj (1(( >) .
(i.j)es™
When N = 3, K@ is the Sierpinski carpet.

__log(4N —4)

, where
log N

Proposition 7.2 #(S™)) = 4N — 4 and dimy (K<N ), dE)

dg is the restriction of the Euclidean metric.

In the following, we occasionally omit N in S and K™ and write them S and
K respectively. Also we use W,,, W, and ¥ in place of W, (S(N )) , W, (S N )) and
= (s,
Definition 7.3 Let A C W,,.
(1) Let A € W,,.Forp = (w(1), ..., w(k)) € CHp,, define

#({ili =1,..., k w(i) ¢ A))

La(p) = N

(2) Ais called an invisible set if and only if

inf la(p) = 1,
PECH, (T, B)UCH, (L, R)

where T, B, L and R are the same as in the last tree sections.

We also define the notion of +-invariance exactly same as in the previous sections.
Then the analogous results as Theorems 4.5 and 5.3 hold. As a consequence we have
the following statement.

Theorem 7.4 Let A C W, be a +-invariant invisible set. Then

log (4N — 4)" — #(A))
mlog N '

dime(K™), dg) <

A procedure which is similar to that in Sect. 6 produces a sequence of invisible sets.
We assume N > 4 hereafter. The maps ¢.., ¢4 and p from Wi to itself associated
with symmetries can be defined in the same way as in the last section.

Definition 7.5 Define ¢, < W, and \,< W, inductively by
Tnr1 = {0 DIG, j) € Sii € {1, N}}- ¢

U@, DX U2 N)- 7 UN =1, 1) 2 UN — 1, N)- N
U {(lv ])|(ls ]) € Sv] € {17N}vl ¢ {1927N - 19N}}'Wn’
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@n j‘n Wn y&n :H:n Xm <:>n <:>n <:}n <:>n

0n 0n On N
ﬁ:” :H:n ﬁn Wn
ﬁn ﬁn ﬁn Wn

Tn | NXun| W | Lol On Tn | NXun| W | W | Wy
Tns Nan+1

Fig. 6 Construction of ¢, and \, for N =5

Nun+1 = {1, N), (2, 1), (N — 1, N)}- N\
UL Dlj=1,....N =1} $, U{G, N)|i =2, ..., N} &,
UL, )Ij=3,....N}W, U{G,. N)|i =1,...,N —2}-W,,

$o= ¥ and o= 0, where <= p($n), &n = P Nn), Fn= 1 NXwn) and
= @ () (Fig. 6).

By the above definition, it follows that

Xnt1 = 2Nxp + 4y, + 2(N — 4)(4N — 4)"
Yn+1 = 2(N — Dxy + 3yn + 2N = S5)(4N — 4)",

where x, = #({,) and y, = #(\u»). Define
™~ = V4N2 + 20N —23.

Then we have

SENES )
(aes ey

o= @N = 4" — (

The same discussion as in the last section shows

inf l > 1.
peCH,(T,B) ¢, (P) =
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Hence we obtain the counterpart of Theorem 6.4.

Theorem 7.6 Let A, = §,, N <. Then A, is +-invariant invisible set and there
exist ¢y, ca > 0 such that

(2N+3+TN
ca\—————————

n 2N +3 n
- ) < 4N — 4" — #(Ay) < o2 (ﬂ)

2

for sufficiently large n.

As an corollary, we obtain the following estimate of the conformal dimension of
K™ The lower estimate is shown by applying [MT10, Example 4.1.9].

Corollary 7.7
1 2N+3+1y
log (2N) < dimg (K(N),dg) L
log N log N
log (4N — 4
< & = dimpy (K(N),dg).
log N
Remark ON +3
IN 43 < % <2N +4.
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Recent Progress on Dimensions
of Projections

Pertti Mattila

Abstract This is a survey on recent progress on the question: how do projections
effect dimensions generically? I shall also discuss briefly dimensions of plane
sections.

Keywords Hausdorff dimension - Projections + Heisenberg group

2000 Mathematics subject Classification Primary 28A75

1 Introduction

I give a survey on the question how projection-type transformations change dimen-
sions of sets. I shall mainly discuss Hausdorff dimension but packing and Minkowski
dimensions will also be briefly looked at. First I review classical Marstrand’s projec-
tion theorem and give Kaufman’s proof for it. Then I present recent partial analogues
of Marstrand’s projection theorem in Heisenberg groups due to Balogh, Durand-
Cartagena, Fissler, Tyson and myself. After that I discuss generalized projections of
Peres and Schlag. In Heisenberg groups and other situations one encounters small,
restricted, families of transformations. I review recent results of E. Jarvenpdd, M.
Jarvenpid, Ledrappier, Leikas and Keleti and of Fassler and Orponen on them. Then
I mention briefly older results of Falconer and Howroyd and recent results of Fassler
and Orponen on packing and Minkowski dimensions. For them one has generally
only inequalities, but Falconer and Howroyd proved also a constancy theorem. I
present this and some recent constancy theorem of Fassler and Orponen on Haus-
dorff dimension for a particular restricted family of projections. Finally we shall have
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a look at Marstrand’s classical result on Hausdorff dimension of plane sections and
recent analogues of it in Heisenberg groups.

Background on this topic can be found in the books [Fa85, Map2]. Recent related
surveys are [Map3, Map4].

I would like to thank Katrin Féssler and Tuomas Orponen for several useful
comments.

2 Marstrand’s Projection Theorem

Marstrand proved in 1954 the following theorem in [Ma54]:

Theorem 2.1 Suppose A C R? is a Borel set and denote by Py, 0 € [0, ), the
orthogonal projection onto the line Ly = {t(cosf,sinf) : t € R}: Py(x,y) =
(cosB)x + (sinB)y.

(1) Ifdim A < 1, then dim Pyp(A) = dim A for almost all 0 € [0, ).

(2) Ifdim A > 1, then L' (Py(A)) > 0 for almost all § € [0, T).

Here dim means Hausdorff dimension and £' is the one-dimensional Lebesgue
measure.

Marstrand’s original proof was based on the definition and basic properties of
Hausdorff measures. Kaufman used in [Ka68] potential theoretic and Fourier analytic
methods to give a different proof. To present Kaufman’s proof let us first look at the
required preliminaries.

The Hausdorff dimension of a Borel set A C R” can be determined by looking
at the behaviour of Borel measures 1 with compact support spty C A. Denote the
family of such measures p with 0 < p(A) < oo by M(A). By the well-known
Frostman’s lemma dim A is the supremum of the numbers s such that there exists
w € M(A) for which

w(B(x,r)) <r® forx € R". 2.1

This is easily transformed into an integral condition. Let

Ii(p) = // |x — y| " duxdpy

be the s-energy of . Then dim A is the supremum of the numbers s such that there
exists u € M(A) for which
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I (1) < oo. 2.2)
For a fixed p (2.1) and (2.2) may not be equivalent, but they are closely related: (2.2)
implies that the restriction of p to a suitable set with positive p measure satisfies

(2.1), and (2.1) implies that y satisfies (2.2) for any s” < s. Defining the Riesz kernel
kg, kg(x) = |x|~%, the s-energy of 1 can written as

I () = /ks * pd .

For 0 < s < n the Fourier transform of kg is (in the sense of distributions) l;; =
c(s, n)k,—s. Thus we have by Plancherel’s theorem

L) = / GBI = c(s. n) / " ) Pdx.

Consequently, dim A is the supremum of the numbers s < n such that there exists
€ M(A) for which

/|x|s*"|ﬁ(x)|2dx < oo. (2.3)

To prove (1) of Theorem 2.1 let 0 < s < dim A and choose by (2.2) a measure
€ M(A) such that I;(u) < oo. Let ug € M(Pg(A)) be the push-forward of p
under Py: y19(B) = p(P, '(B)). Then

™

/ 1 (19)d6 = / / |PyCx — )|~ djxdpydo
0 0

™
=///|P9( i:il)l_sdﬁlx—yrsduxduy
0

= c(s)I; (1) < oo,

where for v € S!, ¢(s) = foﬂ |Pp(v)|~*df < oo as s < 1. Referring again to
(2.2) we see that dim Py(A) > s for almost all 6 € [0, 7). By the arbitrariness of
5,0 < s < dim A, we obtain dim Py(A) > dim A for almost all # € [0, 7). The
opposite inequality follows from the fact that the projections Py are Lipschitz.

To prove (2) choose by (2.3) a measure 4 € M(A) such that f |x|_1 |/}(x)|2dx <
oo. Directly from the definition of the Fourier transform we see that fp(r) =
f1(t(cos 8, sin9)) fort € R, # € [0, 7). Integrating in polar coordinates we obtain
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T o0 m o0
/ / |ty (D)|*dtdd = 2 / / |7i(t (cos 0, sin 0))|>dtd0
0 0

0 —oo
— [ xRy < oc.
Thus for almost all 0 € [0, 7), iy € L?(R) which means that Ly is absolutely
continuous with Lz-density and hence £!(Py(A)) > 0.

It is not difficult to prove (2) without Fourier transform: application of Fubini’s
theorem and some simple estimates yield

/ / lim inf 0 o(x — 6, x + 0)dpgxdf < CI (1), (2.4)
0

from which (2) follows by standard results on differentiation of measures.
Theorem 2.1 has the following generalization:

Theorem 2.2 Suppose A C R? is a Borel set.
() If0 <t <dimA <1, then
dim{f € [0, ) : dim Py(A) <t} <.
2) Ifdim A > 1, then
dim{0 € [0, 7) : L' (Py(A)) =0} <2 — dim A.

Part (1) was proved by Kaufman with a similar method as above; one uses Frost-
man’s lemma also for the exceptional set of directions. Part (2) was proved by Fal-
coner with a Fourier-analytic method.

To formulate the higher dimensional version of Theorem 2.2, denote by G (n, m)
the Grassmannian manifold of linear m-dimensional subspaces of R". For V €
G(n,m), let

Py :R" -V

be the orthogonal projection. As above, we shall often write also Py : R” — R in
a natural way. Identifying V with Py, G(n, m) becomes a smooth submanifold of

dimension m(n — m) of R™".

Theorem 2.3 Suppose A C R" is a Borel set.
(1) Ifdim A < m, then

dim{V € G(n,m) : dim Py (A) <t} <m(n —m) —m +1t.
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(2) Ifdim A > m, then
dim{V € G(n,m) : EI(PV(A)) =0} <m@m—m)+m—dim A.

Part (1) was proved in [Map5] and (2) in [Fa82]. The bound in (1) is sharp when
t = dim A. This was shown by Kaufman and myself in [KM75] with examples based
on Jarnik’s results on dimension and diophantine approximation, see also [Fa85],
Sect.8.5. Similar examples work also for (2). As far as I know the sharp bound in
(1) for t < dim A is unkown. Anyway, the one given in Theorem 2.2 is not always
sharp due to the following result of Bourgain in [Bo10] and Oberlin in [Ob12]:

Theorem 2.4 Suppose A C R? is a Borel set. Then
dim{# € [0, w) : dim Py(A) < dim A/2} = 0.

The construction in [KM75] can be used to get for any 0 < ¢ < s < 2 a compact
set A C R? with dim A = s such that

dim{0 € [0, 7) : dim Py(A) >t} > 2t — 5.

Could 2t — s be the sharp upper bound in the range s/2 < ¢t < min{l, s}? In any
case this shows that to get dimension O for the exceptional set, the bound dim A /2
is the best possible.

Bourgain’s estimate is somewhat stronger than the above. He obtained his result
as part of deep investigations in additive combinatorics, whereas Oberlin’s proof is
much simpler and more direct. Oberlin also had another exceptional set estimate in
[Ob13].

Some improvements on part (2) of Theorem 2.3 will be given soon in Sect.4 in a
more general setting.

3 Projection Theorems in Heisenberg Groups

Heisenberg group H" is R?**! equipped with a non-abelian group structure, with
a left invariant metric and with natural dilations. The first Heisenberg group H! is
the simplest of these. We can write H' = C x R, where the points are written as
p = (w,s),q = (z,t) € H'. Then the product of p and g is
p-q=w+z,5+1t+2Imwz)).

To define the distance between p and g, set first

Ipll = (zI* + 514,
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and then

dp,q) =lp~" - qll = (z — wl* + |t — s — 2Im(w2)|H 4.

It is easy to check that d really is a metric and that it is left invariant. We have the
dilations

5 (p) = (rz, %)

for which

d(0r(p), 0r(q)) = rd(p, q).

When the distance is restricted to the 7-axis {0} x R it is just the square root distance.
Essentially because of this the Heisenberg Hausdorff dimension of H' is

dimy H' = 4.

Here dim g refers to the Hausdorff dimension with respect to the Heisenberg metric.
Always dim will refer to the Hausdorff dimension with respect to the Euclidean
metric. It is easy to check that

dim(A) < dimy(A) < 2dim(A), A C H'.

These inequalities are sharp. For example, if A is a subset of the x-axis, dimg (A) =
dim(A), and if A is a subset of the 7-axis, dimgy(A) = 2dim(A). However, one can
improve them for sets A with dim(A) > 1. Very precise inequalities were obtained
by Balogh et al. [BT09].

We define the projections in H' in the group sense. Good subgroups of H' for this
purpose are those which are invariant under the dilations and have a complementary
subgroup in the sense described below. They are precisely the horizontal lines

Vo = {teyg : t € R}, ep = (cosf,sinf,0),0 <0 <,
and the vertical planes
Wy = V;t.
The horizontal lines Vy are Euclidean, the distance restricted to them is the Euclidean
distance, whereas the vertical planes Wy are non-Euclidean; for them dimy Wy =
dim Wy + 1. We have the splitting

H' = Wy - V,

that is, for p € H' we have the unique factorization
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P = Qo(p)- Po(p), Po(p) € Vg, Qo(p) € W.
Thus we get the group projections
Py H' = Vy, Qg H' > Wy, 0<0 <.
Writing p = (z,1) = (x + iy, t) € H' we have the explicit formulas
Py(p) = ((x cos 8 + ysinB)ey, 0),
Qp(p) = ((ycosf — x sin 9)e9l, t —2cos(20)xy + sin(26) (x? — yz)),

where eé‘ = (—sin#, cos #). So Py is the standard linear projection, essentially the
one we considered above in R?, but Qg is a non-linear projection. Py is nice, it is
Lipschitz and group homomorphism, but Qg is neither of those, it is only Holder
continuous with exponent 1/2.

Now we have the following analogue for horizontal projections of Marstrand’s
projection theorem from [BD13]:

Theorem 3.1 Let A C H' be a Borel set. Then for almost all § € [0, ),
dimyg Py(A) > dimyg A — 2 if dimyg A < 3,
HY(Py(A)) > 0if dimy A > 3.

This is sharp: consider A = {(x,0,7) : x € C,t € [0,1]},C C R. Then
dimg A =dim C + 2 and

dimpy Py(A) = dim Py(A) = dim Py(C) = dim C

for all but one 6.

Theorem 3.1 follows easily applying Marstrand’s projection theorem to the pro-
jection of A on C x {0}.

For the vertical projections we have:

Theorem 3.2 Let A C H! be a Borel set. If dimy A < 1, then for almost all
0 € [0, m),
dimyg A < dimg Qp(A) <2dimy A.

For A with dimy A < 1 this is sharp:
if A C t-axis, dimy Qg(A) = dimy A for all 0,
if A C x-axis, dimy Qy(A) = 2dimpy A for all but one 6.

The upper bound 2dimpg A follows from the Holder continuity of Qg. For the
lower bound we use again the energy integrals. Let

p=(10,9= (1) eH
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and denote
p1 = arg(z — (), p2 = arg(z + ¢).

Then one can check that

d(p, ) =1z = CI* + t — 7+ 122 = P sin(p1 — 2))?

and

d(Qy(p), Qa(g)* = |z — ¢[*sin*(p1 — 0)
+(t — 7 — |22 = PIsin(p2 + @1 — 20))*

To get foﬁd(Qg(p), 0Q9(q))~°d0 < d(p,q)~*, one needs for a € R,

/W d6 <1 G.1)
o la+4sin@|s/2 ™~ 7 ’

which is easy to check when s < 1.

If dimg A > 1, we have some estimates which quite likely are not sharp. For
example, we do not know if dimy A > 3 implies H2(Qg(A)) > 0 for almost all
0 € [0, 7). Here H? is the Euclidean two-dimensional Hausdorff measure. When
restricted to a vertical plane it agrees with the three-dimensional Heisenberg Haus-
dorff measure, both give the Haar measure for this subgroup.

A related Euclidean question is: does dim A > 2 imply H2(Qg(A)) > O for
almost all § € [0, 7)?

Let us now consider higher dimensions, these were treated in [BF12]. Then the
basic notions and facts are

e H'=C"xR, p=(ws),q=(z1) € H",

ww,z) =2Im(w-2) =231 (jx; —ujy),w= (uj+ivj), z = (xj +iy;),
pqg=w+zs5s+1t+ww,z)),

pll = (zI* + )14,

dip.)=1lp~ " qll = (z—wl* + |t —s —ww, )P4,

o 0, (p) = (rz, r?n),

e d(6,(p), 0r(q)) =rd(p, q),

e d(p-q1,p-q2) =dq1,92),
o dimy H" = 2n + 2.

The subgroups invariant under dilations split again to horizontal and vertical
subgroups. The horizontal ones are those m-dimensional linear subspaces of R*", 0 <
m < n, on which the bilinear form w vanishes. That is, the elements of

Gp(n,m)={V e G2n,m) : w(w,z) =0Vw,z € V}.
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They are called isotropic subspaces. The unitary group U (n) C O(2n) acts tran-
sitively on Gy (n, m); by definition g € U(n) if w(g(w), g(z)) = w(w, z) for
all w,z € C". The vertical subgroups are all linear subspaces of R>"*! which
contain the #-axis. The horizontal subgroups are again Euclidean and for the vertical
subgroups W we have dimy W = dim W + 1. Then

H' =vt.v, vt c R Ve Gyin, m),
p=0v(p) Pv(p), Pv(p) €V, Qv(p) e V*, for p e H".

Again Py : H" — V is the standard linear projection, but Qy : H* — V1,

Qv(z,1) = (PyL(2),1 —w((PyL(2), Pv(2))),

is a non-linear projection.

Notice that in the above splitting the linear dimension of V' is always at most n. The
vertical subgroups W of linear dimension 1 < dim W < n have no complementary
subgroups in the above sense.

We have the following horizontal projection theorem in H":

Theorem 3.3 Let A C H" be a Borel set. If dimy A < m + 2, then
dim Py (A) > dimg A — 2
for py.m almost all Ve Gp(n, m). Furthermore, if dimpy A > m + 2, then
H™(Py (A)) > 0 for py , almost V € Gp(n, m).

This is again sharp. Above i, is the unique U (n)-invariant Borel probability
measure on Gy, (n, m).
For the vertical projections we have

Theorem 3.4 Let A C H" be a Borel subset withdimy A < 1. Then for i, , almost
V € Gp(n,m),
dimyg A < dimyg Qv A <2dimyg A.

This is sharp when dimpy A < 1. Some, probably rather imprecise, partial results
are known when dimyg A > 1. One might expect that the methods would yield this
theorem for dimy A < m, but there are some serious obstacles. Let us see what they
are. We can now write

dy(p,q) =z —w* + (t — s — 2w((, 2))2,

and
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dy(Qv(p), Qv(g)* = |Pyr(z — w)* + (t — s — w(PyL(2), Py (2))
+ w(PyL(w), Py (w)) — w(Pys(w), Pyi(z)))>.

The key estimate in the proof is
/ la = w(v, Py @)™ dpnnV S 1
Gp(n,m)

forall0 < s < 1,a € Rand v, w € $2*~!. Inlocal coordinates for V the expression
a —2w(v, Py (w)) is a second degree polynomial which can vanish to second order.
Because of this the above estimate is false for s > 1 and it seems to be difficult to
find anything to replace it.

There are various other results in the papers [BD13, BF12]. In particular, quite
precise information is obtained on inequalities that hold for all projections.

4 Generalized Projections

Studying Kaufman’s proof of Marstrand’s projection theorem one notices quickly
that it applies to much more general families of mappings than orthogonal projections
onto lines and planes. Peres and Schlag developed this idea in [PSO0] much farther.
The following is still a special case of their general setting:

Let (R, d) be a compact metric space, O C R¥ an open connected set. We have
mappings

m:Q—=>R" NeQ,

such that the mapping A — ) (x) is in C*°(Q) for every fixed x € €2, and to every
compact K C Q and any multi-index 7 = (71, ..., 1) € N" there corresponds a
finite constant C;) ¢ > 0 such that

|OVmA(x)] < Cpx,  A€EK. 4.1)

Definition 4.1 Define

mA(x) — mA(y)

Dy(x,y) = dG.y)

The family {7y, A € Q} is said to be transversal, if there exists a finite constant
Co > 0 such that

|[PA(x,y)| < Co = det(Dy®)(x, y)(Dy®P)(x, y))) > Co 4.2)
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for A € Qand x,y € Q,x # y. The family {m), A € Q}, is said to be regular, if to
every multi-index 7 = (11, ..., 77,) € N" there correspond a finite constant C;, > 0
such that

|PA(xr, NI <Co = [P r(x, )] =C, (4.3)

for e Qandx,y € Q,x # y.

Orthogonal projections when restricted to some compact set are easily seen to
form transversal and regular families of mappings. When considering projections
from R” onto m-planes, we can take k = dim G (n, m) = m(n — m).

Since we are looking for lower bounds for dimensions of projections, the bad
pairs of points are such x and y which are mapped close to each other. The point
in transversality is that if (x, y) is a pair of bad points for some A, then it becomes
quickly better when A moves a bit. For real-valued maps (m = 1), such as projections
onto lines, the transversality means

| PA(x, ) =Co = [Va®a(x, y)| = Co.

Here is a special case of a theorem of Peres and Schlag:

Theorem 4.2 Suppose the above transversality and regularity conditions hold. Let
A C Q2 be a Borel set and s = dim A.

(@) Ifs <mandt € (0, s), then
dim{\A € Q :dimm)\(A) <t} <k—m+1t.

(b) Ifs > m, then
dim{A € Q :dimm\(A) <t} <k—s+1t

and
dim{A € Q: L™"(m\(A)) =0} <k —s +m.

() Ifs > 2m, then
dim{\ € Q : the interior of m\(A) is empty} <n —s + 2.

In addition to being applicable to many families of mappings, this theorem also
improves Theorem 2.3 in the case of orthogonal projections. As Peres and Schlag
showed it can be applied in many interesting situations, for example to Bernoulli
convolutions, sum sets and pinned distance sets.

In R?" the horizontal Grassmannian, the Grassmannian of isotropic subspaces,
Gp(n,m), discussed before in the case of Heisenberg groups, is a proper lower
dimensional submanifold of the full Grassmannian G(2n, m) when 1 < m < n.
Nevertheless Marstrand’s projection theorem holds for this submanifold. We proved
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this in [BF12]. Hovila established it in [Ho18] by verifying that the family Py :
R? — V.V € Gj(n, m), is transversal. This has two further consequnces: excep-
tional set estimates and Besicovitch-Federer projection theorem. The first follows
from the above results of Peres and Schlag, the second from Hovila’s joint work with
Jarvenpid et al. in [HLJ2]. There they proved Besicovitch-Federer projection theorem
for transversal families of generalized projections. The classical Besicovitch-Federer
projection theorem says that an H" measurable set A C R" with H"(A) < oo p!
rojects into zero H" measure in almost all m-planes V € G(n, m) if an and only if
it meets every m-dimensional C I_surface in a set of zero H™ measure, see [Fe69] or
[Map2].

Neither the vertical nor the horizontal projections in Heisenberg groups satisfy
transversality; these families are too small for that.

5 Restricted Families of Projections

The reason that it is not possible to get precise almost everywhere equalities for
dimensions of projections in Heisenberg groups is that we have too few projections.
It is of interest to search projection theorems for such restricted families of projec-
tions also in Euclidean spaces. That is, one considers a proper lower dimensional
submanifold G of the Grassmannian G (n, m) and the projections Py, V € G. This
splits into two cases: G is general allowing flat submanifolds or G is required to
possess some curvature properties. What these mean becomes clearer below. In the
first case less can be said and it is completely solved by E. Jarvenpidd, M. Jarvenpdi
and Keleti as we shall see soon. The second case is extremely difficult and some
partial results have been obtained by Fissler and Orponen.

One motivation for studying restricted families of projection-type transforma-
tions comes from the work of E. Jarvenpdd, M. Jiarvenpiid, Ledrappier and their
co-workers on measures invariant under geodesic flows on manifolds, see [HJL2]
and the references given there.

A simple restricted family of projections in R? is given by the horizontal projec-
tions, or the projections onto the lines Ly = {r(cos 6, sin 6, 0) : t € R},

PQ:R3—>R,Pg(x,y,z):xcos0+ysin0,059<7r. (5.1)
Since Py(A) = Py((m(A)) where m(x, y,z) = (x,y), and dim A < dim7(A) + 1,
it is easy to conclude using Marstand’s projection theorem that for any Borel set

A C R3, for almost all 6 € [0, 7),

dim Py(A) > dim A — 1 if dim A < 2,
dim Py(A) = 1 if dim A > 2.
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This is sharp by trivial examples; consider product sets A = B x C, B C R?,
CcCcR
A simple example of projections onto planes is given by

My : R> - R? My(x, y,z) = (xsinf — ycosh,z),0 <6 < . (5.2)

These are essentially orthogonal projections onto the orthogonal complements of the
lines Lg.
Also now it is easy to prove that for any Borel set A C R3, foralmostall § € [0, ),

dim ITy(A) > dim A if dim A <1,
dimITyp(A) > 1if 1 <dimA <2,
dim ITg(A) > dim A — 1 if dim A > 2.

Again by easy examples these inequalities are sharp.

Jarvenpid et al. proved in [JJOS] that the above sets of inequalities remain in
force for any smooth, in a suitable sense non-degenerate, one-dimensional families
of orthogonal projections onto lines and planes in R3. In fact, they proved such
inequalities in more general dimensions and in [JJ13] Jarvenpdi et al. found the
complete solution in all dimensions; sharp inequalities for smooth non-degenerate
families of orthogonal projections onto m-planes in R”.

Consider now a slightly modified family of one-dimensional projections; let
po,0 € [0,2m), be the orthogonal projection onto the line /g spanned by
(cos 8, sin @, 1). The previous lines Ly spanned a plane, but the lines /y span a cone.
The trivial counter-examples do not work anymore and in fact one can now improve
the above estimates for py’s relatively easily by showing that if A ¢ R? is a Borel
set with dim A < 1/2, then

dim py(A) > dim A for almost all 6 € [0, 27).

The restriction 1/2 comes because using Kaufman’s method one is now lead to
estimate integrals of the type
2T 4o
/0 la + sin 0]*

for s < dim A, and they are bounded only if s < 1/2. So this is the best one get
without new ideas. Introducing some geometric arguments Fissler and Orponen were
able to prove in [FO50] the following theorem for the packing dimensions, dim, of
the projections:

Theorem 5.1 Let U C R be an open interval and v : U — S* be a C3 curve such
that for all @ € U the vectors v(0), ' () and ~" () span R3. Let

po(x) =~(0) - x
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be the orthogonal projection onto the line ly spanned by v(0) and
me(x) = x — (y(6) - x)7(0)
the orthogonal projection onto the orthogonal complement of lg. Suppose A C R3

is a Borel set with dim A = s.

(1) Ifs > 1/2, there exists a number o1(s) > 1/2 such that
dim, pg(A) > o1(s) for almost all § € U.
(2) Ifs > 1, there exists a number o1(s) > 1 such that
dim, mg(A) > o2(s) for almost all 0 € U.

It is not known if here the packing dimension could be replaced by the Hausdorff
dimension. In [Orp3] Orponen was able to do this for the special family of orthog-
onal projections onto the lines /y spanned by (cos 6, sinf, 1) and their orthogonal
complements.

It would be very interesting to find similar results for some non-linear families of
mappings, for example for the vertical projections Qy of the Heisenberg group H!
considered just as mappings in R3:

Qp(x, y,1) = (ycosd — xsinf, 1 — 2cos(20)xy + sin(20) (x> — y?)), 0 € [0, ).

Although, as said before, for the corresponding linear projections Iy as in (5.2)
nothing more can be said than what we get from Marstrand’s theorem, the non-linear
mappings might be better.

6 Minkowski and Packing Dimensions

The analogue of Marstrand’s theorem fails for Minkowski and packing dimensions;
the dimension of the set does not prescribe the dimensions of the typical projections.
However, Falconer and Howroyd proved in [FH96] the following sharp inequalities:

Theorem 6.1 Let A C R" be a Borel set. Then

dim, A
Py(A) > .
1+ (1/m —1/n)dim, A

dim, foralmost all V € G(n, m).
The same inequality holds also for upper and lower Minkowski dimensions. Exam-

ples of Jarvenpdd in [Jm94] show that the lower bound is sharp. In these examples
the Hausdorff dimension of A is 0. Later on we proved with Falconer in [Fm96] a
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version of this result which gives a sharp lower bound for the packing dimension of
the typical projections given both Hausdorff and packing dimension of A.

Finding good dimension estimates for exceptional sets in packing dimension pro-
jection theorems has turned out to be a very delicate question, Rams obtained some
results in [Ram2] for self-conformal sets. Orponen proved in [Ort2] several such

estimates and constructed many illustrative examples. He also established Baire cat-
egory results.

7 Constancy Results for Projections

Although there is no dimension preservation for the packing and Minkowski dimen-
sions under projections, Falconer and Howroyd proved in [FH97] that given the
set A, the dimensions equal almost surely a constant called Dim,, A. The number
Dim,, A comes from certain potentials. More precisely, we first define it for mea-
sures i € M(A):

Dimy, p = sup{r > 0 : liirl)i(r)lf r~'Fl(x,r) = 0 for 4 almost all x € R"},
where
Fhx,r)= /min{l, rx —y|T"dupy.
For sets we define
Dim,, A = sup{Dim,, 14 : u € M(A)}.

The theorem of Falconer and Howroyd now reads

Theorem 7.1 Let A C R" be a Borel set. Then
dim, Py (A) = Dimy, A for almost all V € G(n, m).

The relation of the potentials F), (x, r) to projections comes from the following
observation:

Fii(e, r) ~ /vn,m({v € Ginm) : |Py(x — y)| < rdpy
- / Pyu(B(Py (x), P))d V.

where Py is the push forward of 1 under Py .
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Similar tools were also used in [FH96, Fm96].

Perhaps such constancy results hold also in Heisenberg groups. This is not known
but Féssler and Orponen proved in [FO13] constancy results for some restricted
families of projections in R3. They did it in general dimensions but for simplicity I
state their result only in R3:

Theorem 7.2 Let A C R? be a Borel set. Then for the projections Ty as in (5.2)
dim ITg(A) = sup{I1p(A) : 8 € (0, m)} for almost all 6 € (0, 7).

Notice that for the projections Py onto lines given in (5.1) the constancy is trivial
by Marstrand’s projection theorem: for almost all 6 € (0, ),

dim Py(A) = dim Py((A)) = min{dim 7(A), 1},

where 7(x, y, z) = (x, y).
Fissler and Orponen proved analogous results also for packing and Minkowski
dimensions.

8 Slicing Theorems

Marstrand’s line intersection theorem says that if A is a Borel subset of the plane
with dim A > 1, then the typical lines which intersect A intersect it in dimension
dim A — 1. Here is a way to state it more precisely and in higher dimensions:

Theorem 8.1 Let A C R” be a Borel set, s > m and 0 < H*(A) < oo. Then for
Yn,m almost V- € G(n, m),

H"{v eV :dim(AN(VE+v)=s—m}) > 0.

Here vy, is the orthogonally invariant Borel probability measure on G (n, m).
With Balogh et al. we proved in [BF12] the analogous result in Heisenberg groups:

Theorem 8.2 Let A C H" be a Borel set, s > m +2 and 0 < H};(A) < oc. Then
for . almost Ve Gp(n, m),

H"{v eV :dimg(AN (V- v)=s5s—m}) > 0.

Here forv € V, V- . visthe coset {p - v : p € V+}. The assumption dimy A >
m + 2 is necessary.
Another way to formulate such a result, actually the one Marstrand used, is

Theorem 8.3 Let A C H" be a Borel set, s > m + 2 and ’qu (A) < oo. Then for
H3y almost all p € A we have
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dimg(AN (VJ‘ - p)) =8 —m for py , almostall Ve Gp(n, m).

Here ‘H?}, is the s-dimensional Hausdorff measure with respect to the Heisenberg
metric.

Orponen studied in [Or12] the problem of the dimension of exceptional sets for
line sections. A higher dimensional version of his results is

Theorem 8.4 Let A C R" be a Borel set, s > m and 0 < H*(A) < oo. Then there
is a Borel set E C G(n, m) such that

dmE <mn—m)+m—s
and
H"({a € V:dimAN (VT +a) =s—m}) >0forallV e Gn,m)\ E.

The upper bound is again sharp. Observe that this strengthens part (2) of
Theorem 2.3.

To get his result, Orponen proved the following inequality: if s > m, u € M(R")
and V € G(n, m), then

/Is—m(uv,a) deaS/R | Py ()" i) dx.
V n

Here the measures p1y , are natural slices of ;2 with planes V 4-a. They have supports
in spty N (V + a) and they disintegrate p if the projection of w1 on V is absolutely
continuous with respect to the m-dimensional Hausdorff measure on V.

Fraser et al. found in [FOS3] another interesting application for this inequality:
they showed that any one-dimensional graph has Fourier dimension 1. More precisely,
in general dimensions

Theorem 8.5 For any function f : A — R*"™™, A C R™, and for its graph G y =
{(x, f(x) :x € A}, ifue M(Gy), s > 0and
[7i(x)| < |x|7™*/? forx € R",

then s < m.

Notice that we make no assumptions on f, not even measurability. Still, before
the work of Fraser, Orponen and Sahlsten this question was open even for Brownian
graphs.
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9 Final Comments

I have restricted here to general sets. Many of the above results are formulated, and
are more natural and general, for measures and their dimensions. I have completely
ignored the very interesting question on what can be said in various special cases, for
example for self-similar and related sets and measures. For these one can often
obtain results which hold for all directions or the exceptional directions can be
specified. Outstanding work on self-similar and other dynamically generated sets
has been recently done by Furstenberg in [FuO8], by Peres and Shmerkin in [PSh9],
by Hochman and Shmerkin in [HS12], and by Hochman in [Ho16]. There have also
been many results on dimensions of sections in various special cases, for example in
[BES12, LXZ7, MS03, WWXI, WX10].
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Abstract A well studied family of random fractals called fractal percolation is

discussed. We focus on the projections of fractal percolation on the plane. Our goal

is to present stronger versions of the classical Marstrand theorem, valid for almost

every realization of fractal percolation. The extensions go in three directions:

e the statements work for all directions, not almost all,

o the statements are true for more general projections, for example radial projections
onto a circle,

e in the case dimpy > 1, each projection has not only positive Lebesgue measure but
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1 Introduction

To model turbulence, Mandelbrot [Ma74, Ma83] introduced a statistically self-
similar family of random Cantor sets. Since that time this family has got at least
three names in the literature: fractal percolation, Mandelbrot percolation and canon-
ical curdling, among which we will use the first one.

In 1996 Lincoln Chayes [Ch96] published an excellent survey giving an account
about the most important results known in that time. His survey focused on the
percolation related properties while we place emphasis on the geometric measure
theoretical properties (projections and slices) of fractal percolation sets.

About the projections of a general Borel set the celebrated Marstrand Theorem
gives the following information:

Theorem 1 ([Ma54]) Let E C R? be a Borel set.

e I[fdimy(E) < 1 then for Lebesgue almost all § dimy (projy(E)) = dimp(E).
e I[fdimy(E) > 1 then for Lebesgue almost all 0 we have Leb(projg(E)) > 0.

where proj, is the orthogonal projection in direction 0.

In this paper we review some recent results which give more precise information
in the special case of the projections of fractal percolation Cantor sets.

2 The Construction and Its Immediate Consequences

The construction consists of the infinite iteration of two steps. We start from the unit
cube in R,

e All cubes we have after the n-th iteration of the process (they will be called level
n cubes) we subdivide into smaller cubes of equal size,

e Among them some are retained and some are discarded. Retaining or discarding
of different cubes are independent random events. The cubes that were retained
are the level n + 1 cubes.

Those points that have never been discarded form the fractal percolation set.

Please note that in literature the term fractal percolation is often used to denote
object which we call homogeneous fractal percolation. That is, the fractal percolation
for which all squares have equal probabilities of being retained.

2.1 An Informal Description of Fractal Percolation

We fix integer M > 2. We partition the unit cube O C R? into M“ congruent cubes
of side length M~! and we assign a probability to each of the cubes in this parti-
tion (Fig. 1a). We retain each of the cubes of this partition with the corresponding
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(a)

p; by Py
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e m g

Q3

Fig. 1 The first two steps of the construction. P (Qs, retained ) = ps - pa. For this realization
& =1{1,5,6,7,9}, & = {17,51,58,62,64,75,77,79, 96, 97, 99}

probability independently and discard it with one minus the corresponding proba-
bility. The union of the retained squares is the first approximation of the random set
to be constructed ( Fig. 1b). We obtain the second approximation by repeating this
process independently of everything in each of the retained squares ( Fig. lc, d). We
continue this process at infinitum.

The object of our investigation is the collection of those points which have not been
discarded. It will be called fractal percolation set and denoted by E = (d, M, p),
where p is the chosen vector of the probabilities { p; }. In the special case when all p;
are equal we obtain the homogeneous fractal percolation set which is denoted by
E" = E"d, M, p).

2.2 Fractal Percolation Set in More Details

For simplicity we give the construction on the plane but the definition works with
obvious modifications in RY for all d > 1. Besides the dimension of the ambient
space the two other parameters of the construction are: the natural number M > 2 and
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- 2 S
a vector of probabilities p € [0, 1]¥" (note: not a probabilistic vector). To shorten
the notation we write Z for the set of indices of p:

7 := {1,...,M2}

The statistically self-similar random set which is the object of our study is defined as
o

E:= () En. 2.1)
n=1

where E,, is the n-th approximation of E. The inductive definition of E,, will occupy
the rest of this subsection. Actually E,, is the union of a random collection of level
n squares. First we define the level n squares and then we introduce the random rule
with which those level n squares are selected whose union form E,,.

2.2.1 The Process of Subdivision
We divide the unit square Q = [0, 1]2 into M2 congruent squares Q1, ..., Q2 of

size M~ ! numbered according to lexicographical order (or any other order). These
squares are the level one M-adic squares. Let

Ny = {xitiez

be the set of midpoints of the level one squares ( Fig.2). For each midpoint x; we
define the homothetic map ¢; : Q@ — Q;:

o= em (v (L]

Foreveryie I",i = (i1, ..., i,) we write

11
Xi = Qi E, 5 .
and we define the map

_ 11

To simplify the notation, we will not distinguish the set of the centers of level n

squares
11
Nn = [(pl (E, E) tie In]
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and the family of level n-squares:

{0 =i(0) i e T"}. 22)

2.2.2 The Process of Retention

The square Q = Qy is retained. For any i € Z" for which the square Q) is retained
and for each j € Z, the square Qj; is retained with probability p;. The events ‘Qj;
is retained” and *Qy j is retained’ are independent whenever i # i’ or j # j'.

We define E; as the union of retained squares Q;,i € Z. Similarly, E,, is the
union of retained squares Qj, i € Z". We write

&, = {i € I" : Qj retained } .

2.3 The Corresponding Probability Space and Statistical
Self-similarity

The probability space corresponding to this random construction is best described
by Dekking [De09]. For the convenience of the reader we repeat it here. Let 7 be
the M? array tree that is
o
T .= U 1",
n=0

where 79 := ¢ is the root of three . Let 2 := {0, I}T that is €2 is the set of labeled
trees where we label every node of 7 by 0 or 1. The probability measure [P}, on €2 is
define in such a way that the family of labels Xi € {0, 1} of nodes i € 7 satisfy:

e Py Xg=1=1
L4 Pp(xil,msin) = pin
e {Xi}ijc7 are independent.

Following [De09] we define the survival set of level n by
Spo={ieTl": X ;=1 VI<k=<n}.

Then

o0
E, = UQi, E=()En.
n=1

ieS,

It follows from the construction that generalized fractal percolation set is statistically
self-similar and the number of retained cubes form a branching process:
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Lemma 2 (a) {#&,} is a branching process with average number of offsprings
> pi. In particular if p; = p then the offspring distribution is Binomial
iel
(M?, p).

(b) For everyn > 1 and i € &, the rescaled copy gai_l(E N Qi) has the same
distribution as E itself.

(c) The sets {E N Qilieg, are independent.

Using this it is not hard to prove that

log 3. pi
E # ¢ implies that dimp(E) = dimp(E) = — <2 ass. (2.3)
log M

This was proved by Kahane and Peyriere [KP76], Hawkes [Ha81], Falconer [Fa86],
Mauldin and Williams [MW86] independently. A canonical example of the inhomo-
geneous fractal percolation set is:

Example 3 [Random Sierpifiski Carpet] Let SC, := E(2, 3, p), where using the
notation of Fig. 1c:

ps =0and forie{l,...,9}\{5}: pi = p.

3 Percolation and Projection to Coordinate Axes

In this section we work on the plane so Q = [0, 1]?. The connectivity properties of
E"(2, M, p) for an arbitrary M > 2 was first investigated by Chayes, Chayes and
Durrett [CCD88]. Dekking and Meester [DM90] gave a simpler proof and extended
the scope of the theorem for some inhomogeneous fractal percolation sets like the
random Sierpiniski carpet SC,. Here we summarize briefly some of the most inter-
esting results of this area. For a much more detailed account see by Chayce [Ch96].

We say that E percolates if E contains a connected set which intersects both the
left and the right sides of Q. If E percolates then E has a large connected component.

3.1 The Homogeneous Case

The following very important result was proved by Chayce,Chayce, Durrett.

Theorem 4 ([CCDS88]) Fix an arbitrary M > 2. Then there is a critical probability
ﬁ < pe < 1 such that

(1) If p < pethen E"(2, M, p) is a random dust that is totally disconnected almost
surely.
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(2) If p > pe then E"(2, M, p) percolates with positive probability. This implies
that E"(2, M, p) is not totally disconnected almost surely.

This shows a remarkable difference in between the fractal percolation and the
usual percolation: in the latter case, the probability of percolation at critical parameter
p = pcisO.

3.2 The Inhomogeneous Case

Using some earlier works of Dekking and Grimmett [DG88], the results above were
extended by Dekking and Meester [DM90]. They proved that by changing the com-
ponents of p the inhomogeneous fractal percolation set E(2, M, p) can go through
the six stages below. Here the projection to the x-axis is denoted by proj,.. That is
proj, (a, b) = a.

The DM stages of E(2, M, p):

I. E = () almost surely.
II: P(E # ) > 0 but dimy (proj, E) = dimy (E) almost surely.
II: dimy (proj E ) < dimg (E) if E # ¥ but Leb (proj E ) = 0 almost surely.
IV: 0 < Leb (proij) < 1 almost surely.
V: Leb (proj, E) = 1 holds with positive probability but E does not percolate
almost surely.
VI: E percolates with positive probability.

It was proved in [DM90] that the random Sierpinski Carpet SC, goes through
all of these stages as we increase the value of p. The following theorem gives the
precise answer when exactly a system appears in stages I, I, III.

Theorem 5 ([DG88, Fa86]) Let m, be the sum of the probabilities in the r-th column,
that is the expected number of squares in column r. Then

M2
(1) E = @almost surelyiff > p; < 1. Except when 3i such that p; = 1and p; =0
i=1
foralli # j. In this case E is a singleton.

M
(2) dimy(proj, (E)) = dimy(E) holds almost surely, iff > m, logm, < 0.

r=1

M
(3) Leb(proj, E) = 0 holds almost surely iff > logm, < 0.

r=1

This result was strengthened by Falconer and Grimmett:

Theorem 6 ([FG92, FG94]) Assume that m := min{m,} > 1. Then proj,(E)
contains an interval almost surely, conditioned on non-extinction.

We will present the proof in the fifth section.
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. . . _ 9
Py7 (Q) = Q47 Ty Ty 7, Q [0, 1]
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Fig. 2 Definition of level n squares

3.3 The DM Stages for The Homogeneous Case

For the homogeneous case m, = M - p Hence we obtain that almost surely:

¢ If0 < p < ;5 then E = 0.
o If # <p< ﬁ then the system is in stage II.
o If % < p < pc then the system is in stage V.

Stages III and IV do not appear in the homogeneous case.

4 The Arithmetic Sum/Difference of Two Fractal Percolations

There is a very nice and more detailed survey of this field due to M. Dekking [De09].
In the previous section we studied the connectivity properties and the 90° projec-
tions of random Cantor sets. In this section we consider sets which are products of
inhomogeneous fractal percolation sets and we take their 45°, (—45°) projections in
order to study the arithmetic difference (arithmetic sum) respectively of independent
copies of E(1, M, p).

4.1 The Arithmetic Sum and Its Visualization

Let A, B C R be arbitrary. Then the arithmetic sum A + B := {a+b:a € A,
b € B} is the —45°-projection of A x B to the x-axis (this is the direction of the
line £, on Fig.3). Similarly, we can visualize the arithmetic difference by taking the
projection of the product set with the line of +45° angle.

The motivation for studying the arithmetic difference (or sum) of random Cantor
sets comes from a conjecture of Palis which states that typically (in a natural sense
which depends on the actual setup), the arithmetic difference of two dynamically
defined Cantors is either small in the sense that it has Lebesgue measure zero or big
in the sense that it contains some intervals, but at least typically, it does not occur
that the arithmetic difference set is a set of positive Lebesgue measure with empty
interior. This conjecture does not hold for the algebraic difference of inhomogeneous
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X a T
Fig. 3 Algebraic sum as —45° projection: a = x + y = proj_so (x, y)

fractal percolation sets, but it holds in the homogeneous case. The way to prove this
is via the 45°-projections of E(1, M, p) x E(1, M, p).

4.2 The Product of Two One Dimensional Fractal Percolation
Versus a Two Dimensional Fractal Percolation

We explain this relation in the case when M = 3. Assume that we are given the
inhomogeneous fractal percolations E(1, 3, a), and E(1, 3, b), where a = (ay, a2,
az), b = (b1, ba, b3) are the vectors of probabilities. We define the vector p € [0, 17°
as their product p = a X) b in the natural way which is suggested by looking at Fig. 1a.
That is:

pi=ay -byifi—1=3x@w-1D4+w—-1), 1 <u,v=<3.

The reason that £(2, 3, p) and E(1, 3, a) x E(1, 3, b) are similar is explained in (a)
and the essential difference between them is pointed out in (b) below:

(a) Leti e {1,...,9}". Then the probability that Qj is retained is the same during
the construction of E(2, 3, p) and the construction of E(1, 3,a) x E(1, 3, b).

(b) Let K and L be level n squares for some n. Assume that both K and L are
retained during the construction of £(2, 3, p) and E(1, 3, a) x E(1, 3, b). Then

e Intheconstructionof E = E(2, 3, p) the sets ENK and ENL are independent.
e In the construction of E(1,3,a) x E(1,3,b) thesets E N K and E N L are
independent iff proj, K # proj, L and proj, K # proj, L hold.

In dimension d > 2 the analogy is the same: the probability of the retention of a
level n cube is the same for the d-dimensional percolation and for the d-fold product
of the corresponding one dimensional percolations. On the other hand, the future of
what ever happens in two distinct retained level n cubes is:
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e always independent in the d-dimensional percolation case,

e independent for the d-fold product of the corresponding one dimensional fractal
percolations iff the two cubes do not share any common projections to coordinate
axes.b

4.3 The Existence of An Interval in the Arithmetic Difference Set

Let £y := E(1, M, p) and E, := E(1, M, q). We define the cyclic cross correlation

coefficients:
M

Yk = ZPiqt—k(mOd M) for k = 1,..., M. (41)

i=1
Theorem 7 ([DSO08]) Assuming that E|, E» # @, we have
(a) IfNi=1,...,M: ~; > 1 then almost surely

E> — Eq contains aninterval.
(b) Ifdi e{l,....,M}:7i,Vitimodm < 1 then almost surely
E> — Ejdoes not contain any interval.

In the homogeneous case and in the case when M = 3 this gives complete charac-
terization. Otherwise we can change to higher order Cantor sets (collapsing n > 2
steps of the construction into one) and we can apply the same theorem in that case.
The fact that this can be done is not trivial because higher order fractal percolations
are correlated. That is the way as the random set develops in one level n square is
dependent how it develops in some other squares. Nevertheless, M. Dekking and
H. Don proved that this can be done by pointing out that the proof of the theorem
above can be carried out for more general, correlated random sets than the inho-
mogeneous fractal percolations. This more general family includes the higher order
fractal percolation sets.

4.4 The Lebesgue Measure of the Arithmetic Difference Set

Let E, E; be two independent realizations of E(1, M, p). Then

M
Yk = Zpipi—k(mOdM) fOl‘k: 1,...,M.

i=1

LetT :=~v1---vum.
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Fig. 4 Projections of fractal percolation

Theorem 8 ([MSS09]) If T > 1 then
Leb(Ey) — Ep) > 0.

Combined application of Theorems 7 and 8 yields that the Palis conjecture does not
hold in the case when for M = 3 and p = (0.52, 0.5, 0.72). Namely, in this case y; =
1.0388 and 72 = 73 = 0.941. Let E, E; be two independent copies of E(1, 3, p).
Then by Theorem 7 there is no interval in E1 — E» (since there are two consecutive
~’s that are smaller than one) and by Theorem 8 we have Leb (E| — E;) > 0 since
Y172 -3 = 1.0272 > 1.

5 General Projections: The Opaque Case

In this and in the following sections we study the projections of fractal percolation sets
in general directions. In this section we consider the case dimy (£) > 1. Under some
mild assumption, almost surely projections of E have not only positive Lebesgue
measure, as per Marstrand theorem, but also non-empty interior. Furthermore it holds
for all and not only almost all directions. Moreover, this remains valid if we replace
the orthogonal projection with a much more general family of projections.

One practical application of our result is shown above (Fig.4). One does not need
to rotate such a set to use it as an umbrella.
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P i

CProj,(E) ¢

Fig.5 The orthogonal proj,,, radial Proj, co-radial CProj, projections and the auxiliary projections
I1,, R;, and R,

We have already studied the horizontal and vertical projections. So we can restrict
our attention to the directions o € D := (0, 90°) A condition A(«), @ € D on the
vector of probabilities p will be defined below.

Theorem 9 ([RS00b]) Let o € D. If A(«) holds and E is nonempty then almost
surely proj, (E) contains an interval.

Theorem 10 ([RSO0b]) If A(«) holds for all o« € D and E # () then almost surely
all projections proj,,(E) contain an interval.

Remark 11 The assertions of Theorems 9 and 10 remain valid if we replace proj,,
with more general families of projections, see [RSO0b, Sect. 6]. In particular, radial
or co-radial projections (see Fig.5) are included. O

Example 12 1f either

(1) Homogeneous case: p; = p > M~ forall i, or
(2) Generalized random Sierpifiski Carpet: M = 3, ps = ¢q, p; = p fori # 5, and

1 1—g¢g
>max | -, ——
P 372

then Condition A(«) is satisfied for all & € D. Note that (1) is equivalent to
dimg(E) > 1 almost surely. O
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5.1 Horizontal and Vertical Projections

Let us start by presenting the large deviation argument (by Falconer and Grimmett)
working for horizontal and vertical projections. If dimg A > 1 then from the dimen-
sion formula for some n one can find a level n column with (exponentially) many
squares. We prove inductively that in its every N-th level sub-column, N > n, we
typically have exponentially many squares on each level (probability of existence
of N > n and an N-th level subcolumn which does not have exponentially many
squares is super-exponentially small). When we move from level n column to its
level n+ 1 subcolumns, each square in the column gives birth to an expected number
of pM > 1 number of level n + 1 squares in each of the subcolumns. By large devi-
ation theorem there is only a superexponentially small probability that the number
of level n 4 1 squares in a subcolumn is smaller than a fixed o € (1, pM) multiple
of the level n squares in the column. By induction, if this exceptional situation does
not happen (or happens only finitely many times), for each N > n the number of
squares of level N in each subcolumn will be at least of order a™ ~".

M

5.2 Condition A

Our goal in this subsection is to modify this argument to work in a more
complicated situation of projections in general directions. Indeed, contrary to the
horizontal/vertical projections case, here it is in general not true that if a line



316 M. Rams and K. Simon

intersects a square of level n then the expected number of squares of level n + 1
it intersects is greater than 1. It is still true if the line intersects ‘central’ part of the
square, but not if it hits it close to the corners.

Nevertheless, we are able to find a modified version of the argument. We fix
o € D. We are going to consider I, instead of proj,, i.e. we are projecting onto a
diagonal A, of Q, see Fig.5. Foranyi € 7" the map [T, 05 : A, — A, is alinear
contraction of ratio M ~". We will use its inverse: a map ©q.i : [1,(Qi) = A,. Itis
a linear expanding map (of ratio M") and it is onto.

Consider the class of nonnegative real functions on A, vanishing on the end-
points. There is a natural random inverse Markov operator G, defined as

Gof)= D [othailx).

ie€rixella(Q))

The corresponding operator on the n-th level is

GUfey = D fotailx),

iEgn;XEHa(Qi)
In particular for any H C A® we have
GW1y(x) =#{i€ & x e, (pi(H))}.

Although Gg ) should not be thought of as the n-th iterate of G, the expected value
of G is the n-th iterate of the expected value of G . Namely, let

Fo =E[G,] and F} =E[G}]
We then have the formulas

Faf() = > pi-fotai)

i€Z;xela(Q))
and
Fify= > pi-fotail),
i;xela(0i)
where

n
pbi = H Diy -
k=1
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Fig. 6 Condition A(c): I" is the small red, /5" is the big blue interval on the left. o, = 2 and the
small red intervals are the scaled copies of I{*

Definition 13 We say the percolation model satisfies Condition A(«) if there exist
closed intervals I{*, I5* C A, and a positive integer r,, such that

() I Cintly, I CintA,,
(ii) F(;”l]p >2. 1151.

It will be convenient to use additional notation. Forx € A,,a € D,and I C A,
we denote

Dy(x,I,0) ={ieZ";x € I, 0 pi(I)}.

That is, if we write £*(x) for the line segment through x € A, in direction «,
D, (x, I, o) is the set of i for which £*(x) intersects ;i (/).
The point ii) of Definition 13 can then be written as

Vaerg Z piz2.

ieD;, (x,I{",a)

In other words, Condition A(«) is satisfied if for given « one can define ‘small
central’ and ‘large central’ part of each square in such a way that for some r € N
if a line in direction « intersects the ‘large central’ part of some n-th level square
then the expected number of ‘small central’ parts of its n + r-th level subsquares it
intersects is uniformly greater than 1 (Fig. 6).
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5.3 Consequences of Condition A (o)

It is clear that if A(«) holds then one can apply the large deviation argument for
projection in direction a-modulo a minor technical problem that the random variables
in the large deviations theorem are not identically distributed.

A bit more complicated is the proof that almost surely all the projections contain
intervals. It is based on the following robustness properties:

Proposition 14 If condition A(a) holds for some o € D for some I*, I5* and 1,
then it will also hold in some neighbourhood J > «. Moreover, for all 0 € J we can
choose 119 = I{, 129 = Ip, rg = ro not depending on 6.

A natural corollary is that the whole range D can be presented as a countable
union of closed intervals J; = [a;, af] such that for each i Condition A(«) holds

for all o € J; with the same I{, Ié, ri.

Proposition 15 LetI C B(I,£) C J C Ay Ifi € D, (x, I, @) theni € Dy(x, J, )
forall B e (a—EM™", a+LM™").

Hence, inside each J; one does not need to repeat the large deviation argument
separately for each a. At level n it is enough to check it for approximately M"
directions. As the number of directions one needs to check grows only exponentially
fast with n, the proof goes through.

5.4 Checking Condition A ()

One last thing needed is an efficient way to check whether A(«) holds.

Definition 16 We say that the fractal percolation model satisfies Condition B(«) if
there exists a nonnegative continuous function f : A, — R such that f is strictly
positive except at the endpoints of A, and that

Fof 20 +e)f (5.1
for some ¢ > 0.
Proposition 17 B(«) implies A(«).

In particular, for homogeneous case p; = p > M~! for any o one can choose
f (x) as the length of the intersection of Q with the line in direction « passing through
x. It is easy to check that this function satisfies (5.1) fore = pM — 1.
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5.5 Application: Visibility

For a given set E, we define the visible subset (from direction «) as the set of points
x € E such that the half-line starting at x and going in direction o does not meet
any other point y € E. Similarly, given z € R?, the visible subset (from z) is the set
of points x € E such that the interval Xz does not meet any other point y € E.

Let E be a homogeneous fractal percolation with p > M~!. By Theorem 9, E is
quite opaque: the orthogonal projection in any direction almost surely contain inter-
vals. In particular, with large probability it contains large intervals. By stochastical
self-similarity of E, the same is true for each E N Qj. Hence, not many points can
be visible:

Theorem 18 ([Arl2]) If E is nonempty, almost surely the visible set from direction
« has finite one-dimensional Hausdorff measure for each o and the visible set from
point z has Hausdorff dimension 1 for each z € R?.

6 General Projections: The Transparent Case

In this section we present results analogous to the second part of the Marstrand
theorem. For homogeneous fractal percolation with Hausdorff dimension smaller
than 1 almost surely dimy (proj, (E)) = dimy E for all o. Together with the results
of the previous section, it implies

Theorem 19 ([RS00]) In the homogeneous case, that is E = Eh (2, M, p) for
almost all realizations of E

Vo, dimy(proj, £) = min {1, dimy(E)}. 6.1

Principal Assumption for this Section: In this section we always work in the
homogeneous case:
E=E"(2,M, p),

where
MZ2<p<M' (6.2)

That is p is chosen to ensure that E # ) with positive probability and dimp(E) < 1
almost surely conditioned on non-extinction. To prove Theorem 19 one needs to
analyze the structure of the slices of E;:

Informal description of the structure of slices of E,, (which was defined as the n-th
approximation of E): Namely, for almost all realizations of E and for all straight
lines £: the number of level n squares having nonempty intersection with E is at most
const - n. On the other hand, almost surely for n big enough, we can find some line
of 45° angle which intersects const - n level n squares.
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Let £¢ be the set of lines on the plane whose angle is separated both from 0° and
90° at least by . Further for a line ¢ let £, (£) be the set of retained level n squares
that intersect £. That is,

E ) ={ie& : 0int #£0}.
Theorem 20 ([RS00]) For almost all realizations of E we have

vee (0.3). 3N, V=N, VEe £ #E,(0) Sconston. (63)

For simplicity, the proof in horizontal/vertical direction only (for general direc-
tions one needs to apply techniques presented in previous subsection). The proof
is once again based on the large deviation argument, but working in the opposite
direction. This time the expected number of squares in a subcolumn is smaller (by
a constant bounded away from 1) than the number of squares in the column (and
not greater, like in the opaque case). Hence, we can guarantee that if the column
has sufficiently many squares for the large deviation theory to work, the number of
squares in all subcolumns will shrink. This leads to an estimation on the possible
rate of growth.

This estimation is sharp:

Proposition 21 ([RS00]) There exists a constant 0 < A < 1 such that for almost
all realizations, conditioned on E # {, there exists an N such that for alln > N
there exists a line £ with

#E, (£) > An. (6.4)

Theorem 19 is an immediate consequence of Theorem 20.

7 The Arithmetic Sum of at Least Three Fractal Percolations

To study arithmetic sums of more than two fractal percolations we need to com-
bine results of the previous three sections. Like in Sect. 4, we look at the projection
(x1,...,xq) = > x; from the cartesian product of fractal percolations to the real
line. The proof is based on the large deviation argument presented in Sect.5. How-
ever, the main technical difficulty is the presence of dependencies. We will use the
results from Sect. 6 to bound their impact.

Let

E':=E"(1,M,p), i=123, p:=p -pr-psand E:=E"(3,M,p).

Then
logM? - p

dimg (El x E% x E3) — dimy(E) =
log M
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Moreover, the probability that a level n cube C is contained in any of the two random

Cantor sets above is equal to p”.
Let S, be the plane {>_ x; = a}. We can write

Esum:=E1+E2+E3={a:Saﬂ(El><E2><E3)7E(ZJ}.

Sa Se ={(zyz ) t+y+z=a}
o(z,y.2)
D .

That is we can consider ES"™ as the projection of E| x E; x E3 to the x-axis with
planes orthogonal the vector (1, 1, 1). So, ES"™ can contain an interval only if its
dimension is greater than one, that is p > M 2. It is a sufficient condition as well:

Theorem 22 ([RSO00]) Letd > 2 and fori = 1,...,d let El = Eh(l, M, p;i)
satisfying
d
p=[]pi>m" (7.1)
i=l1

Then for every b = (b1, ...,by) € R4, bi # 0 foralli = 1,...,d the sum

d , 4

E)'™ = > biE' contains an interval almost surely, conditioned on all E' being
i=1

nonempty.

We explain the proof of this theorem in the special case whend = 3andb = (1, 1, 1).
To verify that a certain a € E®™ we need to prove that the n approximation of the
product intersects S, that is (E! x E* x E3), NS, # @ for every n. It follows
from the dimension formula and (7.1) that we have M"1+7) retained level n cubes
for some 7 > 0. By the pigeon hole principle for at least one k = 0, ..., 3M" the
plane Sj,—» intersects at least M"7 retained level n cubes. For such a k we write
a=kM™. So,#{E, NS} = M.

Fixan 0 < m < M. How many level n + 1 retained cubes intersect S, , ,,, py—@+1?
If the way E' x E? x E3 develops in every level n cube was independent then we
could get that the answer by the large deviation argument: exponentially many except
for an event with a super exponentially small probability.

We remind that the cubes are dependent if they have the same xp, x» or x3
coordinate. Figure7 shows the geometric position of (some of: we consider only
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a L M
e J[ -n S

Fig. 7 The cubes intersecting the red line are not independent

the cubes with the same x3 coordinate) cubes dependent on one chosen cube:
X1 + x2 + x3 = const and x3 = const imply x; + xp = const. Potentially there
could be exponentially many such cubes. The key step of the proof is that using a
theorem analogous to Theorem 20 for E Iy E2 instead of E" (2, M, p1 - p2) one can
check that on the red dashed line on Fig.7 there are only constant times n retained
squares, consequently the M"" level n cubes having non-empty intersection with S,
(the blue plane on Fig. 7) can be divided into const - n classes such that the coordinate
axes projection of any two cubes in a class are different. The events inside each class
are independent, hence we can use the large deviation theory separately for each
class. A technical comment: in order to be able to go with this procedure we may
have to decrease pi, p2, p3 in such a way that for the modified values we have

p1-p2-p3 > M~ but pi-Pj < M~ for distinct i, j € {1,2,3}.

Thatis, E' x E? x E3 is a big set in the sense that it has dimension greater than one but
its all coordinate plane projections should be small sets having dimension smaller than
one—only then the n-th approximates of the coordinate plane projections intersect
every line in at most const - n retained squares. However, the property of almost
surely having intervals in the algebraic sum is monotonous with respect to {p; }.
Hence among those level n retained cubes that intersect the blue plane S, there
cannot be more than const - n on the red line (any coordinate plane parallel line)
which imply that the number of cubes dependent on any one cube is polynomial
(const - n). This bound on the dependency matrix lets us control the dependencies.
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Self-affine Sets and the Continuity
of Subadditive Pressure

Pablo Shmerkin

Abstract The affinity dimension is a number associated to an iterated function
system of affine maps, which is fundamental in the study of the fractal dimensions of
self-affine sets. De-Jun Feng and the author recently solved a folklore open problem,
by proving that the affinity dimension is a continuous function of the defining maps.
The proof also yields the continuity of a topological pressure arising in the study of
random matrix products. I survey the definition, motivation and main properties of
the affinity dimension and the associated SVF topological pressure, and give a proof
of their continuity in the special case of ambient dimension two.

Keywords Topological pressure - Self-affine sets - Affinity dimension - Subadditive
thermodynamic formalism
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1 Introduction

Let F = (f1, ..., fm) be a collection of contractive affine maps on some Euclidean
space R?. That is, f;(x) = A;x + 1;, where A; € R?*? are linear maps, t; € R? are
translations, and ||A;|| < 1, where || - || denotes Euclidean operator norm (although
any other operator norm would work equally well). It is well known that there exists
a unique nonempty compact set £ = E(F) such that

E:Uﬁ(E):UAiE+ti. (1.1)

i=1 i=1
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Such sets are called self-affine. The tuple F is termed as an iferated function system,
and E is the attractor or invariant set of F.

An important special case is that in which the maps f; are all similarities; in this
case E is known as a self-similar set. It is known that for self-similar sets, Hausdorff,
lower and upper box counting dimensions all agree. Moreover, if s is the only real
solution to > "2, r’ = 1, where r; is the similarity ratio of f;, then s is an upper
bound for the Hausdorff dimension of E, and equals the Hausdorff dimension of E
under a number of “controlled overlapping” conditions, the strongest and simplest
being the strong separation condition, which requires that the basic pieces f;(E)
are mutually disjoint. The number s is called the similarity dimension of the system
F, and is clearly continuous, and indeed real-analytic, as a function of the maps f;
(identified with the Euclidean space of the appropriate dimension).

The situation is dramatically more complex for general self-affine sets. It is well-
known that the Hausdorff and box counting dimensions of self-affine sets may differ,
and that each of them is a discontinuous function of the defining maps, even under the
strong separation condition. Strikingly, it is not even known whether lower and upper
box dimensions always coincide for self-affine sets. No general formula for either
the Hausdorff or box counting dimension is known or expected to exist, again even
in the strongly separated case. However, although the dimension theory of self-affine
sets may appear at first sight like a bleak subject, many interesting and deep results
have been obtained. Among these, Falconer’s seminal paper [Fal92] has been highly
influential. There, Falconer introduces a number s = s(F) associated to an affine
IFS F, which we will term affinity dimension (no standard terminology exists; the
term singularity dimension is also often used). As a matter of fact, s depends only
on A = (Ay,..., Ay), ie. the linear parts of the affine maps f;, and is independent
of the translations.

Falconer proved that the affinity dimension is always an upper bound for the
upper box-counting, and therefore the Hausdorff, dimension of E, and in some sense,
“typically” equals the Hausdorff dimension of E; his resultis described in more detail
in Sect.2.3 below. The definition of the affinity dimension is rather more involved
than the definition of similarity dimension, which it extends, and is postponed to
Sect.2.3.

The question of whether the affinity dimension is continuous as a function of the
generating maps has been a folklore open question in the fractal geometry community
for well over a decade (I learned it from B. Solomyak around 2000), and was raised
explicitly in [FS09]. Recently, together with Feng and Shmerkin [FS13] we proved
that the answer is affirmative:

Theorem 1.1 The affinity dimension s is a continuous function of the linear maps
(A1, ..., Ap).

A related but in some sense simpler result concerns the norms of matrix products.
Againlet A = (A1, ..., Ay) be a finite collection of invertible linear maps on R,
Given s > 0, define
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o1
M(A,5) = lim —log | > llAi- Ayl ), (1.2)
(1)
where || - || is the standard Euclidean norm (the limit is easily seen to exist from

subadditivity). The reader familiar with the thermodynamic formalism may note
that this definition resembles the definition of topological pressure of a continuous
potential on the full shift on m symbols, except that here we consider norms of matrix
products instead of Birkhoff sums; this is an instance of the topological pressure in
the setting of the subadditive thermodynamic formalism. This will be discussed in
Sect.3.1.

The quantity M (A, s) is rather natural. On one hand, in the thermodynamic setting
it is closely linked to the Lyapunov exponent of an IID random matrix product (with
respect to ergodic measures under the shift). On the other hand, the “zero temperature
limit” as s — oo is the joint spectral radius of the matrices (Aq, ..., A;), which is
an important quantity in a wide variety of fields. Although the joint spectral radius is
well-known to be continuous, it is far from clear from the definition whether M (A, s)
is always continuous. Together with Feng [FS13], we have proved that it is:

Theorem 1.2 M (A, s) is jointly continuous in (A, s).

Although Theorems 1.1 and 1.2 are in effect linear algebraic statements, the proofs
make heavy use of dynamical systems theory, and in particular the variational
principle for sub-additive potentials.

The goal of this survey is twofold. On one hand, it is an overview of the definition
and main properties of the affinity dimension and the closely related singular value
pressure, and the geometric reasons why it comes up naturally in the study of self-
affine sets. On the other hand, it contains a full proof of Theorems 1.1 and 1.2 in
the case of ambient dimension d = 2 (for d = 1, both results are trivial). The two-
dimensional case captures many of the main ideas of the general case, while being
technically much simpler.

I note that De-Jun Feng [private communication] has observed that a result of
Bocker-Neto and Viana [BV10] on continuity of Lyapunov exponents for IID R?
matrix cocycles can be used to give a short alternative proof of Theorems 1.1 and 1.2
in the case d = 2. However, that proof does not generalize to any other dimensions.

2 SVF, Topological Pressure, and Affinity Dimension
2.1 Definition and Basic Properties of the SVF

Recall that given a linear map A € GL;(R), its singular values a1 (A) > -+ >
ag(A) > 0 are the lengths of the semi-axes of the ellipsoid A(B%), where B¢ is
the unit ball of R?. Alternatively, the singular values are the square roots of the
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eigenvalues of A*A (where A* is the adjoint of A). In particular, j (A) is nothing
else than the Euclidean norm of A:

ar(A) = sup{[|Av| : v = 1},
where ||v|| denotes the Euclidean norm of v € R?. Likewise,
aqa(A) = inf{[|Av| : v =1} = A7~

Also,
d
det(A) = det(A*A)'? = [T i (A).
i=1

Given s € [0, d), we define the singular value function (SVF) ¢° : GLy;(R) —
(0, 00) as follows. Let m = |s]. Then

" (A) = ai(A) - - am(A)am1(A) .
An alternative way of expressing this is:

K 1—s —
O (A) = A A (2.1)

where
|Alle = a1(A) - - - ax(A).

The reason why (2.1) is useful is that ||A|x is a sub-multiplicative seminorm
(NAB|lx < |AllxlIBllx)- Indeed, ||A]lx is the operator norm of A when acting on
the space of exterior k-forms. Alternatively, ||A|lx = sup{det(A|;) : m € G(d, k)}
where G (d, k) is the Grassmanian of k-dimensional linear subspaces of R?. As an

immediate consequence of (2.1), we get the following key property of the SVF:

Lemma 2.1 (Sub-multiplicativity of the SVF) ¢©*(AB) < ¢*(A)¢*(B) for all
A, B e GL;(R) and s € [0,d).

It is also clear that ¢ (A) is jointly continuous in s and A; it is also jointly real-
analytic for non-integer s, but in general it is not even differentiable ats = 1, ...,d —
1 for a fixed A. We note also that gpl(A) = a1(A) = ||A|| and limg_, 4 p*(A) =
det(A). For completeness we define ¢ (A) = det(A)* /d for s > d, and note that this
definition preserves all of the previous properties when s > d.
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2.2 SVF Topological Pressure

Let I = {1, ..., m}. We denote by I* the family of finite words with symbols in 7,
and write |i| for the length of 1 € I*. The space X := [ Nof right-infinite sequences
is endowed with the left-shift operator o, i.e. o(i1iz--+) = (i2iz---). Given 1 € X,
the restriction of 1 to its first k coordinates is denoted by 1 |k. Finally, if j € I*, then
[J1 C X is the family of all infinite sequences which start with j.

Given A = (Ay,...,Ay) € (GLg(R)™ and 1 = (i ---i,) € I*, we denote
A(i) = A;, - -+ Aj,. The next lemma introduces the main concept of this article.

Lemma 2.2 Given A € (GLy(R))™ and s > 0, let

Sa(A,5) =log D ¢ (AR)).

ieln
Then the limit
Sy(A,
P(A.s) = lim 2249 (2.2)
n—00 n

exists and equals inf,>1 S, (A, s)/n > —oo.

Proof Lemma?2.1implies thatthe sequence S, = S, (A, s) is subadditive,i.e. S, ; <
Sn + Sk. But it is well known that for any subadditive sequence S,,, the limit of S,,/n
exists and equals inf,,~1 S, /n. Finally, since ¢°(A) > det(A)® and we are assuming
that the maps A; are invertible, one can easily check that

.S, .
Jim =% > log(Zdet(A(l)) ) > —o0.

iel

Definition 2.1 The function P (A, s) defined in (2.2) is called the SVF topological
pressure.

It is instructive to compare the definitions of P(A, s) and M (A, s) given in (1.2).
Both quantities coincide for 0 < s < 1; for s > 1, the definition of P(A, s)
takes into account different singular values of the matrix products involved. Since
@ (A) < ||A||*, one always has P(A,s) < M(A,s).

The following lemma summarizes some elementary but important continuity
properties of the topological pressure.

Lemma 2.3 The following hold:
(1) Given A= (Ay,...,Ap) € (GLz(R))™, let

o, = minf{ag(A;)}, o = max{a1(A;)}.
iel iel
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Then
(logas)e < P(A,s +¢) — P(A,s) < (loga™)e.

(2) For fixed A = (Ay,...,An) € (GLz(R))™, the function s — P(A,s) is
Lipschitz continuous, the Lipschitz constant is uniform in a neighborhood of A.
(3) P(A, s) is upper semicontinuous (as a function of both A and s ).

Proof Note that ©*(B)ag(B)° < ¢*T¢(B) < ¢*(B)aj(B)° for any s, > 0 and
B € GL;(R). Also, a1 (B) = ||B]| is sub-multiplicative and oz (B) = I1B=1~1 is
super-multiplicative. Combining these facts yields

nelogay + Sy(A, s) < S, (A, s +¢) <neloga™® + S, (A, s),

which yields the first claim. The second claim is immediate from the first, and the
fact that o, avy are continuous functions of A.

Finally, upper semicontinuity follows since P(A,s) = inf,>1 S,(A, s)/n is an
infimum of continuous functions. m|

In light of the previous lemma, it seems natural to ask whether P(A, s) is not
just upper semicontinuous but in fact continuous. As we will see in the next section,
this question is closely linked to Theorem 1.1. Falconer and Sloan [FS09] proved
continuity of P at tuples of linear maps satisfying certain assumptions, and raised
the general continuity problem. Feng and the author [FS13] recently proved that
continuity always holds:

Theorem 2.1 The map (A, s) — P(A,s) is continuous on (GL;(R))™ x [0, +00).

A proof of this theorem in dimension d = 2 will be presented in Sect. 4.

2.3 Affinity Dimension and Self-affine Sets

So far, no assumptions have been made on the maps A;, other than invertibility.
However, the motivation for the study of the SVF topological pressure came from
the theory of self-affine sets, and in this context the maps A; are strict contractions.

Lemma 24 IfA = (Ay,...,Ay) € (GLg(R))" and ||A;|| < 1 foralli € I, then
s — P(A, s) is a continuous, strictly decreasing function of s on [0, 00), and has a
unique zero on (0, 00).

Proof That P(A, s) is continuous and strictly decreasing in s follows immediately
from Lemma 2.3, since o < 1 when the maps are strict contractions. By definition
P(A,0) =logm > 0. On the other hand,

P(A,s) < log(z gps(Ai)) — —00 as s — 00.

iel

Hence P (A, -) has a unique zero. m|
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Definition 2.2 Given A = (Aq,..., A,) € (GLy(R))"™ with ||A;|| < 1 for all
i € I, 1its affinity dimension is the unique positive root s of the pressure equation
P(A,s)=0.

Note that Theorem 1.1 is in fact an immediate corollary of Theorem 1.2.

In the rest of this section we indicate why this number is relevant in the study of
self-affine sets; this material is by now standard. To begin, let us recall the definition of
Hausdorff dimension in terms of Hausdorff content: dimpy (E) = inf{s : H{ (E) =
0}, where

HS(E) = inf{er L EC B(xi,r,')].

i

Now suppose E = Uie] A; E + t; is the invariant set of the IFS {A;x + t;}ies-
Since the maps f;j(x) = A;x + ¢; are strict contractions, for all large enough R the
closed ball Bg of radius R and center at the origin is mapped into its interior by
all the maps f;. Let Eg = Bg and define inductively Eyy| = Uiel fi(Ey). By our
choice of R, it is easy to see inductively that E} is a decreasing sequence of compact
sets; moreover, if we call F = ()72, Ek, then one can check that F = J,; fi (F).
Thus E = F by uniqueness.

The above discussion shows that E is covered by Ej for any k; moreover, by
construction

Ex=J fi-- fuBr) = | Uiy,

ielk ielk

where Uj,..;, is an ellipsoid with semi-axes Raj(A; ---A;) > -+ > Ray
(A, - -+ Aj;). This shows that there is a natural cover of the self-affine sets by ellip-
soids. In order to estimate Hausdorff content (and hence Hausdorff dimension) effec-
tively, one needs to find efficient coverings by balls. What Falconer observed is that
we can cover each ellipsoid efficiently by balls, in a way that depends on the dimen-
sion of the Hausdorff content we are trying to estimate. Namely, for each integer
1 <m < d, we can cover an ellipsoid in RY with semi-axes aj > --- > ag by a
parallelepiped with sides 2ai; > - - - > 2. In turn, this can be covered by at most

(4Rat/am) -+ (ARom—_1/am) GR)* !
cubes of side length oy, each of which is contained in a ball of radius Jd . It turns
out that if we want to estimate H_(E) by covering each of the ellipsoids that make

up Ej in this way, independently of each other, the optimal choice of m is |s]. This
particular choice yields (after some straightforward calculations) a bound

HG(E) <Cra D, (A -+ Ay).



332 P. Shmerkin

From here one can deduce that if P(A,t) < O, then wa (E) = 0, whence
dimpy (E) < t. Letting t — s, the affinity dimension, finally shows that dimg (E)
< s.

The argument above can be modified to reveal that the affinity dimension is also
an upper bound for the upper box counting dimension of E. Thus, we can say that the
affinity dimension is a candidate to the (Hausdorff, or box-counting) dimension of a
self-affine set, obtained by using the most natural coverings, and is always an upper
bound for both the box-counting and Hausdorff dimension. In general, these natural
coverings may be far from optimal. For example, many of the ellipsoids making up
E may overlap substantially or be aligned in such a way that it is far more efficient to
cover them together rather than separately. Also, most of the cubes that we employed
to cover each ellipsoid might not intersect E at all. And indeed, it may happen that the
Hausdorff dimension, and/or the box-counting dimension are strictly smaller than
the affinity dimension; this is the case for many kinds of self-affine carpets, see e.g.
[Ba07] and references therein. However, it is perhaps surprising that, as discovered by
Falconer [Fal92], typically the Hausdorff and box-counting dimensions of self-affine
sets do coincide with the affinity dimension, in the following precise way:

Theorem 2.2 Let A = (Ay, ..., Ay), with the A; invertible linear maps on R4,
Assume further that ||A;|| < 1/2 foralli € I. Given ty, ..., t, € R% denote by
E(ty, ..., ty) the self-affine set corresponding to the IFS {A;x + t;}icj.

Then for Lebesgue-almost all (11, ..., t,) € R™, the Hasudorff dimension of
E(t1, ..., tm) equals the affinity dimension of A.

We remark that Falconer proved the second part under the assumption ||A4; | <
1/3. Solomyak [Sol98] later pointed out a modification in the proof that allows to
replace 1/3 by 1/2. By an observation of Edgar [Edg92], the bound 1/2 is optimal.
Since Falconer’s pioneering work, many advances have been obtained in this direc-
tion. A natural question is whether one can give explicit conditions under which
the Hausdorff and/or box-counting dimensions equal the affinity dimension; this
was achieved in [Fal92, HL95, KS09]. In a different direction, Falconer and Miao
[FMOS] provided a bound on the dimension of exceptional parameters (f1, ..., t;).
For other recent directions in the study of the dimension of self-affine sets, see the
survey [Fall3].

3 Further Background

3.1 Subadditive Thermodynamic Formalism

The topological pressure P () of a Holder continuous potential ¢ is a key compo-
nent of the thermodynamic formalism, which in turn, as discovered by Bowen, is
a formidable tool in the dimension theory of conformal dynamical systems. In the
classical setting, the functional P is continuous as a function of ¢ in the appropriate
topology.



Self-affine Sets and the Continuity of Subadditive Pressure 333

It is well-known that the dimension theory of non-conformal dynamical systems
is far more difficult, and the classical thermodynamic formalism is no longer the
appropriate tool. Instead, starting with the insights of Barreira [Ba96] and Falconer
[Fal88], a sub-additive thermodynamic formalism has been developed. Both the ther-
modynamic formalism itself and its application to the dimension of invariant sets and
measures is far more difficult in the non-conformal case. The proofs of Theorems 2.1
and 1.2 depend crucially on this subadditive thermodynamic formalism, and hence
we review the main elements in this section.

We limit ourselves to potentials defined on the full shift on m symbols X = IV,
Let ® = {,}7°, be a collection of continuous real-valued maps on X. We say that
® is subadditive if

Qrpn(1) < @r(1) + n(0¥1) forall i € X. 3.1)

Important examples of subadditive potentials, which will be relevant in the proofs
of Theorems 2.1 and 1.2, are

en(i) = slog|lA;, --- Aifll, (3.2
en(1) =log @’ (A;, -~ Ai)). (3.3)

We note that the order of the products is the reverse of the order usually considered
in the IFS literature; the reason for this will become apparent later when we apply
Oseledets’ Theorem. Let £ denote the set of probability measures ergodic and invari-
ant under the shift 0. The thermodynamic formalism consists of three main pieces:
the entropy h,, of a measure p € &, the topological pressure P(®) of a subadditive
potential ®, and the energy or Lyapunov exponent E,(®) of ® with respect to a
measure 4 € £. These are defined as follows:

1 . .
hy = lim ZI —plillog pli],
ie n

1 .
P(®) = lim —log > supp(3),

jeqn I€1
. 1
E, () =n1ggo;10g on dp.

By standard subadditivity arguments, all the limits exist. Moreover, if © € &, then
for p-almost all i,

. —logpuliln]
= Jim, —S G4
ow s
E(®) = lim 28#nd) (3.5)
n— 00 n
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The first equality is a particular case of the Shannon-McMillan-Breiman, while the
second is a consequence of Kingman’s subadditive ergodic theorem.

These quantities are related via the following variational principle due to Cao,
Feng, and Huang [CF08]:

Theorem 3.1 ([CFO08], Theorem 1.1) If ® is a subadditive potential on X, then
P(®) =sup{h, + E (D) : pe&}.

Particular cases of the above, under stronger assumptions on the potentials, were
previously obtained by many authors, see for example [Kae04, MumO06, Bal0] and
references therein.

It follows from the semicontinuity of the entropy with respect to the shift map
that the supremum in Theorem 3.1 is in fact a maximum; measures which attain
the supremum are known as equilibrium measures or equilibrium states (for the
potential ®). The variational principle and the existence of equilibrium measures for
the potentials given in (3.2) and (3.3) go back to [Kae04]. We remark that, unlike the
classical setting, equilibrium measures do not need to be unique in the subadditive
setting, not even in the locally constant case. Feng and Kdenméki [FK11] characterize
all equilibrium measures for potentials of the form ¢, (1) = slog [|A;, - - - A;, ||

3.2 Oseledets’ Multiplicative Ergodic Theorem

We recall a version of the Multiplicative Ergodic Theorem of Oseledets. For sim-
plicity we state it only in dimension d = 2; see e.g. [Krel85, Theorem 5.7] for the
full version.

Theorem 3.2 Let By, ..., By, € GLy(R), and for 1 € X write
B(i, I’l) = Bin Bin—l e Bi1 .

Further, let v be a o-invariant and ergodic measure on X. Then, one of the two
following situations occur:

(A) (Equal Lyapunov exponents). There exists A € R such that for p-almost all i,

. log|B(1,n)v|
lim ————

n—o00

= X uniformly for |v] = 1.

(B) (Distinct Lyapunov exponents). There exist A\ > Ay and measurable families
{E1(D)}, {E2(1)} of one-dimensional subspaces such that for p-almost all 1:

(a) R? = Ei(i) ® Ex(d).
(b) By E;j(i) =Ej(ci), j=1,2
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(¢) Forallve E;j(i)\ {0}, j =1,2,

_ log|B(i,n)v|
lim —o P

n— 00 n

Aj.

3.3 The Cone Condition

The proof of Theorems 1.2 and 2.1 rely on finding a subsystem (after iteration) which
is better behaved than the original one and captures almost all of its topological
pressure. In the case of distinct Lyapunov exponents (with respect to a measure
chosen from an application of the variatonal principle), the good behavior of this
subsystem will consist in satisfying the (strict) cone condition: all the maps will send
some fixed cone into its interior (except for the origin). Recall that a cone K  R?
is a closed set such that K N —K = {0} and rx € K whenever ¢ > 0, x € K (here
—K ={—x:x € K}).

This kind of cone condition is ubiquitous in the study of dynamical systems and
associated matrix cocycles. In our situation, its usefulness will be derived from the
following lemma.

Lemma 3.1 Let K', K C R< be cones such that K' \ {0} C interior(K). There
exists a constant ¢ > 0 (depending on the cones) such that

A
1A] = o 1Al (3.6)
ol

forallw € K and all A € R4*? such that AK C K'.
In particular, there is ¢’ > 0 such that if Ay, Ay € RI%d qre such that AjK C
(K'U—=K"), j =1,2, then

IA1A2]l = "Il AL ]| A2ll.

Proof Suppose (3.6) does not hold. Then, for all » we can find a linear map A, of
norm 1 with A,,(K) C K’,andw, € K’alsoofnorm 1, suchthat ||A,w,| < 1/n.By
compactness, this implies that there are a linear map A on V of norm 1 (in particular
nonzero) such that A(K) C K’, and a vector w € K’ such that Aw = 0. Now pick
u € K suchthat Au # 0and w—u € K ;thisis possible since K'\ {0} C interior(K).
It follows that A(w — u) = —Au € —K’, whence Au € K’ N —K’, contradicting
that K’ is a cone.

For the second claim, we may assume (replacing A; by —A; if needed) that
A;K C K "for j = 1, 2. The claim now follows from the first one, since for fixed
w e K’ of norm 1,
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IA1A2]l = cll A1 (Aw)ll = Al AL Asw]l > A1l Az]l.

O

Atuple A = (Ay, ..., Ay) is said to satisfy the cone condition if there exist cones
K’, K such that K’ \ {0} is contained in the interior of K, and A;K C (K’ U —K")
foralli e I. The relevance of this condition can be seen from the following lemma.

Lemma 3.2 [f A satisfies the cone condition, then M is continuous on U x [0, +00)
for some neighborhood U of A, and the same holds for P if d = 2.

Proof We know from Lemma 2.3 that P is upper semicontinuous and Lipschitz
continuous in s, with the Lipschitz constant locally uniformly bounded. The same
arguments show that the same is true for M. Hence the task is to prove the claim
with “lower continuous” in place of “continuous”, with the value of s fixed.

A trivial but key observation is that the cone condition is robust, in the following
sense:if A = (Ay, ..., A,,) satisfies the cone condition with cones K, K’, then there
are a neighborhood U/ of A and cones K, K’ such that any B € U satisfies the cone
condition with cones K, K'. In particular, applying Lemma 3. 1 we find that there
exists a constant ¢ = ¢(Uf) € (0, 1), such thatif B = (By, ..., B;,) € U, then

BiB5| = cIBillllB;s| foralli,jel". (3.7
Now, for this constant c, let

Su(B,s)=c D IB:ll’,

iel”

and observe that if B € U then, thanks to (3.7), §n+k(B, s) > En(B, s)gk(B, ).
Therefore, for B € U,

1 - 1~
M(B,s) = lim —logS,(B,s) =sup—=S,(B,s).
n—oon n n

Since a supremum of continuous functions is lower semicontinuous, this yields the
claim for M.

Suppose now d = 2. Since az(B) = ||B~!|| 7! for B € GL,(R), we have that
a2(B1B3) > az(B1)an(By) forany By, By € GL(R). Let E E/, U, c be as before.
Then

(p‘Y(BiBj) > C(pS(Bi)gOS(Bj) for all i, j S I*.

Thus, arguing as before,
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P(B,s) = sup % log(z cgp‘Y(Bi)),

iel”
which is lower semicontinuous as a supremum of continuous functions. O

Although we will not use this result directly, the ideas in its proof will arise in our
proof of continuity of M and P in dimension d = 2.

4 Proof of the Continuity of Subadditive Pressure in R?

4.1 General Strategy and the Case of Equal Lyapunov Exponents

In this section we prove Theorems 1.2 and 2.1 in dimension d = 2 (recall that
Theorem 1.1 is an immediate corollary of Theorem 2.1). We are going to give the
details of the continuity of P(A, s); the proof for M (A, s) is essentially identical. We
have already observed that P is upper semicontinuous, hence it is enough to prove
it is lower continuous. Moreover, by the second part of Lemma 2.3, it is enough to
prove continuity in A for a fixed value of s.

Fix ¢ > 0 for the course of the proof. Consider the potential & = {y,} where
pn(1) = p*(A(L, n)) (this is the potential given in (3.3)). Thanks to the variational
principle for subadditive potentials (Theorem 3.1), we know that there exists an
ergodic measure . on X, such that

hy+ E (@) = P(®) —e = P(A,s) —&. 4.1)

(In fact, by the remark after Theorem 3.1, we can take € = 0 in the above, but we do
not need this). The potential ® and the measure © will remain fixed for the rest of
the proof; we underline that they depend on s and A.

We apply Oseledets’ Theorem (Theorem 3.2) to the the matrices (A, ..., Ay)
and the measure p. The proof splits depending on whether the resulting Lyapunov
exponents are equal or distinct. However, in both cases we will rely on the general
scheme given in the next lemma.

Lemma 4.1 Suppose there are n = n(e), Y,, C I", and a neighborhood U of A
such that the following hold:

(1) log|Yy| = n(hu —01(9)),
(2) If i is a juxtaposition of k words from Y,, and B € U, then
log ¢’ (Bi) = nk(Eu(®) — 02(8)).

Then P(B,s) > P(A,s) —e — p1(e) — 02(¢) forall B € U.

Proof Let Ynk denote the family of juxtapositions of k words from Y,,. If B € U, then
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1
P(B, ) = limsup —- log > ' (Bs)

koo Tt ieyk
.1 . s
> lim — | klog|Y,| + min log ¢’ (B;)
k—o0 nk ieyk

= hp, + Eu(d)) —01() — ()
> P(A,s) —e—01(e) — 02(e),

where in the last line we have used (4.1). m]

In practice we will take p; (¢) to be a multiple of ¢, so that in the limit as ¢ — 0
we obtain the required lower semicontinuity. Finding a set Y, such that (4.1) holds
is not difficult, and likewise if we also require (4.1) only for i € Y,, (rather than Y, ,11‘ ).
The challenge is to make (4.1) stable under compositions of the maps By, j € ¥, as
well, and for this we will need geometric and ergodic-theoretic arguments depending
on Oseledets’ Theorem.

First we deal with the simpler case in which the Lyapunov exponents are equal;
the case of different exponents is addressed in the next subsection.

Suppose then that there is a single Lyapunov exponent A. It follows easily from
(3.5) and Theorem 3.2 that

lim l/loggoS(A(i,n))d,u(i) =5\ “4.2)

n—oon

By Theorem 3.2, (3.4) and Egorov’s Theorem, we can find a set ¥ C X such that
w(Y) > 1/2,and ng € Nsuch thatif i € Y and n > ng then

|A(i, n)v] = eMe "|v| forall v € R?\ {0}, (4.3)

plifn] < e "o,

Fix some n > ng and write Y, = {i|n : 1 € Y}. Note that

L IR A

2 —_ I —_ n ’
jeYy

whence (if n is large enough)

|Yn| 2 en(h#—ZE)'

On the other hand, since Y, is finite, we can find a neighborhood U/ of A such that
if B=(By,...,By) €U, then

|Bsv| > e™e " |y| forallv e R?\ {0}, 5 € Y,.
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Therefore
|Biv| > e 2k y| forall v e R?\ {0}, i € Y,

where Y,’f C I is the set of all juxtapositions of k words from Y,,. In particular,
@ (By) > ke 25 forall i e YE,

We have therefore established the hypotheses of Lemma 4.1, with g1 () = 2¢ and
02(¢) = 2se. Applying that lemma and letting ¢ — 0 establishes lower semiconti-
nuity when the Lyapunov exponents are equal.

4.2 The Case of Distinct Lyapunov Exponents

Suppose now that the Lyapunov exponents are \; > ;. We will again construct sets
Y, so that we can apply Lemma 4.1; this is trickier in this case, and the main idea
is to use Oseledet’s Theorem, Egorov’s Theorem and recurrence, to find sets Y;, (for
n arbitrarily large) so that the hypotheses of Lemma 4.1 hold when k = 1, and in
addition {A; : 1 € Y,} satisfies the cone condition. The cone condition will allow
us to pass to a neighborhood of A first, and to iterates of the B;, 1 € Y, later.

Recall that for pi-almost all i there is an Oseledets splitting RZ = E, (1)BDEL(3).
The family of splittings R> = E1 @ E, has a natural separable metrizable topology;
for example, we can take d(E| @ Ez, E| @ E}) = max(ZL(Ey, E}), Z(Ex, Ezé)),
where Z is the angle between two lines. We can then find a fixed splitting R~ =
F1 @ F> which is in the support of the push-forward of ;s under the Oseledets splitting
or, in other words,

p(id(E(1) @ Ex(1), F1 ® F2) <) >0 forallp > 0.
We write F? ={E : L(E, F;) <~}

Lemma 4.2 There are R, > 0 and two cones K', K C R* with K’ \ {0} C K,
such that the following holds. Suppose that A € GLy(R) is such that Av; € F;]

for some v; € an of unit norm, j = 1,2, and moreover |Avi| > R|Ava|. Then
AK C (K'U—=K").

Proof The lemma is essentially a consequence of compactness. Let v be a unit vector
in F1, and let K, K’ be any cones such that

v € interior(K") \ {0} € K’ \ {0} C K C R\ F,.

Suppose the claim fails with this choice of cones. Then for each n there are A, €

GL4(2) and v, € F]V " such that

1= |Anvn,l| > n|AnUn,2|s 4.4)
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and A, K ¢ K’ U —K'. By passing to a subsequence (and replacing v, | by —vy |
whenever needed), we may assume that v, ;| — v, v, 2 — wand A, — A for some
w € F> of unitnorm, and A € R2*2. Moreover, there is z € K of unit norm such that
Az ¢ interior(K' U —K’). However, (4.4) implies that Az is a non-zero multiple of
v for any z ¢ F>, which contradicts our choice of cones. This contradiction finishes
the proof of the lemma. O

From now on let R, 7, K, K’ be as in the statement of the Lemma. By our choice
of F1, F>, we have u(A) > 0, where

A:{ieX:E,-(i)eF;’, j=12}

At this point we recall the following quantitative version of Poincaré recurrence due
to Khintchine, see [Pet89, Theorem 3.3] for a proof. Although it applies to any set
of positive measure in a measure-preserving system, we state only the special case
we will require.

Lemma 4.3 For every 6 > 0, the set {n : (c™"A N A) > u(A)? — 8} is infinite
(and it even has bounded gaps).

In particular, if we set x := M(A)2/2 > 0, thentheset S :={n: u(c™"ANA) >
k} is infinite. On the other hand, by (3.4), (3.5), the last part of Oseledets’ Theorem,
and Egorov’s Theorem, we may find ng € Nandaset ¥ C X with u(X) > 1 —x/2,
such thatif n > O and i € X, then:

pliln] < e "hi=e), (4.5)
log ¢* (A(i, n)) > n(E,(®) —e), (4.6)
|A(L, n)E1(1)] = RIA(i, n)Ea(i)],

where E j(1) is a unit vector in E;(i). This is the point where we use that the
Lyapunov exponents are different.

Taking stock, we have seen that if n > ng,and 1 € A No™"A N X then, by
Lemma 4.2, the map A(1i, n) satisfies

A(i, MK C (K'U—K').

Hence forn € S N [ng, 00), we define ¥,, = {i|jn: 1 € ANoc™"AN X} We will
show that these sets meet the conditions of Lemma 4.1, with suitable functions g, ().
Firstly, note that

K2<p(ANc"ANI)
< > ulil
JjeYy

S AT
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Hence log |Y,,| > n(h, — 2¢), provided n is taken large enough that e™*" < /2.

On the other hand, {A; : j € Y,} satisfies the cone condition with cones
K, K’ (these cones are independent of 7). Then there are a neighborhood ¢/ of A in
(GL;(R))™ and cones K, K’ such that if B €U, then{Bj, --- Bj : (j1.--jn) € Yn}
satisfies the cone condition with cones K , K’. In particular, by Lemma 3.1, there
exists ¢ > 0 (depending only on I/, and not on n) such that

k
I1Bs | > ! (min Il B ||) forall i € Y}.
jey,
Arguing as in the proof of Lemma 3.2,

k
©*(B;) > &1 ( ei)p <pS(Bj)) forall i e YX.

J

By taking n large enough, we may assume that log c/n > —e. Furthermore, in light
of (4.6) we may find a neighborhood V C U containing A, such that if B € V and
j € Yy, thenlog ©*(B5) > n(E,(P) — 2¢). We conclude thatif B € Vand i € Y,],‘,
then

log ¢*(By) > kn(E, (®) — 3¢).
We are now able to apply Lemma 4.1 to conclude that if B € V), then
P(B,s)> P(A,s) — 6e.

As € > 0 was arbitrary, this yields the desired lower semicontinuity.

4.3 Some Remarks on the Higher-Dimensional Case

We finish the paper with some brief remarks on the proof of the continuity of M and
P in any dimension.

The proof of the continuity of M in dimension 2 extends fairly easily to arbitrary
dimension d (using the general version of Oseledets’ Theorem): if all d Lyapunov
exponents are equal, then the proof is identical to the two-dimensional case. If not
all exponents are equal, let 1 < k < d be the multiplicity of the largest Lyapunov
exponent. Then the argument is very similar, except that one uses cones around
k-planes.

For d > 3, one cannot reduce ¢* to a quantity involving only matrix norms (of
the given maps and their inverses), so it is clear that some new tools are required
to prove continuity of P in general dimension. The proof follows the same outline,
but it involves working with higher exterior powers of the maps A;, and proving
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cone conditions for two different exterior powers simultaneously. Altough passing
to exterior products is a common trick in the area, this makes the general proof
far more technical. The reader is referred to [FS13] for further details, as well as
consequences and generalizations of these results.

Acknowledgments I am grateful to De-Jun Feng for useful comments on an earlier version of the

article.

References

[Ba07]  Barariski, K.: Hausdorff dimension of the limit sets of some planar geometric construc-
tions. Adv. Math. 210(1), 215-245 (2007)

[BalO]  Barreira, L.: Almost additive thermodynamic formalism: some recent developments.
Rev. Math. Phys. 22(10), 1147-1179 (2010)

[Ba96]  Barreira, L.M.: A non-additive thermodynamic formalism and applications to dimension
theory of hyperbolic dynamical systems. Ergodic Theor. Dyn. Syst. 16(5), 871-927
(1996)

[BV10] Bocker-Neto, C., Viana, M.: Continuity of lyapunov exponents for random 2d matrices
(preprint) (2010). http://arxiv.org/abs/1012.0872

[CF08] Cao, Y.-L., Feng, D.-J., Huang, W.: The thermodynamic formalism for sub-additive
potentials. Discrete Contin. Dyn. Syst. 20(3), 639-657 (2008)

[Edg92] Edgar, G.A.: Fractal dimension of self-affine sets: some examples. Rend. Circ. Mat.
Palermo 2(28), 341-358 (1992) (Measure theory (Oberwolfach, 1990))

[Fal88]  Falconer, K.J.: A subadditive thermodynamic formalism for mixing repellers. J. Phys. A
21(14), L737-L742 (1988)

[Fall3]  Falconer, K.: Dimensions of self-affine sets: a survey. In Barral, J., Seuret, S. (eds.) Further
Developments in Fractals and Related Fields, pp. 115-134. Springer, Berlin (2013)

[FMO08] Falconer, K., Miao, J.: Exceptional sets for self-affine fractals. Math. Proc. Camb. Philos.
Soc. 145(3), 669-684 (2008)

[FS09]  Falconer, K., Sloan, A.: Continuity of subadditive pressure for self-affine sets. Real Anal.
Exchange 34(2), 413-427 (2009)

[Fal92]  Falconer, K.J.: The Hausdorff dimension of self-affine fractals. Math. Proc. Cambridge
Philos. Soc. 103(2), 339-350 (1988)

[FK11] Feng, D.-J., Kdenmiki, A.: Equilibrium states of the pressure function for products of
matrices. Discrete Continuous Dyn. Syst. (DCDS-A) 30(3), 699-708 (2011)

[FS13]  Feng, D.-J., Shmerkin, P.: Non-conformal repellers and the continuity of pressure for
matrix cocycles. Geom. Funct. Anal. (2014)

[HL95] Hueter, 1., Lalley, S.P.: Falconer’s formula for the Hausdorff dimension of a self-affine
set in R2. Ergodic Theor. Dyn. Syst. 15(1), 77-97 (1995)

[Kae04] Kienmiki, A.: On natural invariant measures on generalised iterated function systems.
Ann. Acad. Sci. Fenn. Math. 29(2), 419-458 (2004)

[KS09] Kiéenmiki, A., Shmerkin, P.: Overlapping self-affine sets of Kakeya type. Ergodic Theor.
Dyn. Syst. 29(3), 941-965 (2009)

[Kre185] Krengel, U.: Ergodic theorems, vol. 6 of de Gruyter Studies in Mathematics. Walter de
Gruyter & Co., Berlin (1985) (with a supplement by Antoine Brunel)

[Mum06] Mummert, A.: The thermodynamic formalism for almost-additive sequences. Discrete
Continuous Dyn. Syst. 16(2), 435-454 (2006)

[Pet89]  Petersen, K.: Ergodic theory, volume 2 of Cambridge Studies in Advanced Mathematics.
Cambridge University Press, Cambridge (1989) (corrected reprint of the 1983 original)

[Sol98]  Solomyak, B.: Measure and dimension for some fractal families. Math. Proc. Camb.

Philos. Soc. 124(3), 531-546 (1998)


http://arxiv.org/abs/1012.0872

Stability Properties of Fractal Curvatures

Martina Zihle

Abstract Lipschitz-Killing curvatures of singular sets are known from geometric
measure theory. These are extensions of classical notions from convex and differential
geometry. In recent years their fractal versions have been introduced via approxima-
tion by parallel sets of small distances. In the present paper stability properties of the
corresponding limits under small perturbations of these neighborhoods are studied.
The well-known Minkowski content may be considered as marginal case.

1 Introduction

Fractal versions of the Lipschitz-Killing curvatures of singular sets known
from geometric measure theory [Fed59] have been introduced via approximation by
parallel sets of small distances. This construction generalizes that of the Minkowski
content considered by many authors, which is a marginal case. A survey on related
developments over the last years as well as on some background from classical convex
and differential geometry is given in [Zah13]. Moreover, in this paper we outline an
approach for self-similar sets by means of an associated dynamical system, which
leads to short proofs for the total curvatures, their densities and the curvature
measures.

An extension of the average limits of the curvature-direction measures to
self-conformal sets is given in [Boh13]. There the tools of thermodynamic formalism
are more involved, but the proofs are shorter and the results are more general than in
the literature.

An advantage of the approaches via renewal theory, e.g. in [Gat00, Win08, Winl 1,
WZ13, Zahl11, Zah13], or gap structures [FK12, KK12, Kom11, LPW11, LPW13,
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PW12], are the more practicable integral representations of the fractal limits for
special classes of self-similar or self-conformal sets.

The aim of the present paper is to show that the difference between the
approximation by parallel sets and by neighborhoods arising from certain small
perturbations of these sets is asymptotically vanishing. To this aim we use suitable
Lipschitz mappings between the unit normal bundles of the parallel sets and those
of the close neighborhoods describing the perturbations. They have to be chosen in
such a manner that the geometry is asymptotically the same. In this approach the
representation of the curvature measures by means of associated normal cycles, i.e.
by integration of the Lipschitz-Killing curvature forms over the unit normal bundles,
appears as a useful tool. We present here only the main ideas. More precise error
estimates can be derived.

In Chap.2, Lemma 2, a general estimate of the difference between the
curvature-direction measures of two subsets of R? admitting normal cycles which
are close to each other is derived. It is assumed that the second normal cycle is the
pushforward of the first one under a Lipschitz mapping f, and there distance is mea-
sured in terms of the distance between the orthogonally transformed approximate
differential of f and the identity in R? x §9~1.

If we are only interested in Lebesgue measure or surface area, which corresponds
to the Minkowski content in applications to fractals, Lemma 1 provides evident tools.
The main result is formulated in Theorem 1, where we prove stability of the above
mentioned fractal curvatures under asymptotically vanishing perturbations. Here we
specify Lemma 2 to this situation. Finally we demonstrate on the example of the
Sierpinski gasket how the theorem can be applied.

2 Some Background from Geometric Measure Theory

2.1 Normal Cycles and Curvatures

Throughout the paper we use notions and notations from geometric integration theory
in the sense of Federer [Fed69] (see also Morgan [Mor88], Krantz and Parks [KPOS]).
In particular, we consider multivector fields and differential forms in RY x R9 in the
language of the exterior algebra and the alternating algebra, respectively. The symbol
(n, ) denotes dual pairing of a multivector 1 and a differential form ¢. Currents
are continuous linear functionals on spaces of differential forms. In our case they
are given by integrating differential (d — 1)-forms over certain Hausdorff-(d — 1)-
rectifiable subsets of R? x $?~! namely the unit normal bundles of geometric sets
in R?. 79~ denotes the corresponding Hausdorff measure.

‘We next recall some results from [RZ01, Zah86], and [RZ05].

For general X with reach X > 0 there is an associated rectifiable current called
the unit normal cycle of X which is given by
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Nx(g) = / (ax (x. 1), (e, M)A (d(x, n)

norX

for an appropriate unit simple (d — 1)-vector field ay = a; A ... A ag—1 associated
a.e. with the approximate tangent spaces of the unit normal bundle norX and for
integrable differential (d — 1)-forms ¢. In these terms for k < d — 1 the curvature
measure may be represented by

Ce(X, B) = Nxt 1, pa(9p) = / (ax (x, n), o)) A2~ (d(x, n))

norXN(B xR9)

for any bounded Borel set B C RY, where the k-th Lipschitz-Killing curvature form
@i does not depend on the points x and is defined by its action on a simple (d — 1)-
vector n = n1 A ... A ng—1 as follows: Let

mo(y,z) :=yand mi(y,z) i =2

be the coordinate projectionsin R4 x R9, ey, ..., e, bethedual basis of the standard
basis ef, ..., eq in RY and &} be the surface area of the k-dimensional unit sphere.
Then we have

m, pr(n)) := ﬁ;_]k Z (e, M A ATy  Nd—1 AR €] AL A€Ey).
& €{0,1}, > ei=d—1—k
(1)
Moreover, in these notations the sign of the above unit simple (d — 1)-vector field
ay is a.e. determined by

<Ad71(n0 +em)ar(x,n) An,ej A A e;i> >0

for sufficiently small €. It can be represented in the formax = a; A ... Aag—1 with

»i(x,n)

1
—bi b b I T
1 + 5 (x, n)? o) 1 + ;(x, n)?

where the s (x,n) € (—oo, oo] are the generalized principal curvatures of X at
(x, n) (with convention % = 1), and their direction vectors b;(x, n) form together
with the unit normal vector n a positively oriented orthonormal basis in R?, i.e.,
(by A...Abg_1 An, e} A...Ne);) = 1. (Note that for convex sets all s; (x, n) are
either O or 00.)

From this one obtains the integral representation of the curvature-direction
measures Cy(X, B) := Nx_15(g) on R x §9-1:

aj(x,n) = ( bi(x, n)) , 2)
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Gom=ogy [aem 3 TR IO it g )

d—1 \/—2
I <-<ig—1—k i=1 1 +%l(-xv n)

norX

for any bounded Borel set A in R? x §9~!. We define its strong variation measure
by
G A= [ Laligdldor !,

norX

where ||¢(x, n)|| denotes here the comass norm of an alternating (d —1)-form ¢ (x, n)
on the tangent space Tan(nor F, (x, n)), defined for a.a. (x, n) € norX. Then one
infers

~ U v A
Civar(X’ A) — ﬁz;ll—k / 1A Z | i1 Id—1 k| %d l

porx | i1<- <ld1kH \/1+%

(X, ) = 62"“’ (X, () x S is called strong variation measure of the cur-
vature measure Cy (X, -).

For d-dimensional domains X denote the closure of the complement of X by X.
If the latter has positive reach then the normal cycle of X may be introduced by the
pushforward of that of X under the normal reflection p (x, n) := (x, —n):

norX := p(nor)?) and Ny := ps#Ny ,

which yields B
Ce(X, ) = (=D (X, ),

and B
C]ivar(X, ) — CivuV(X’ )

for the strong variation measures. Note that for such X, Cy_1(X, -) agrees with half
the surface are measure .7?~! on the boundary of X.

Normal cycles and curvatures have been introduced for various other classes of
singular sets X. (These are (d — 1) rectifiable currents without boundaries vanishing
on the contact 1-form.) Then the above representations remains valid, but in general,
the orienting (d — 1)-vector field ax has to be multiplied be an associated integer-
valued topological index function iy, i.e.,

Nx(p) = / (ix (x, max (x, n), p(x, n)) A4 (d(x,n))

norX

and the strong variation measure of the k-th curvature (-direction) measure is given by
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/ 16, Ge mlix G m] gl (e, ) A Gr )

norX

The index function is determined by

ix(x,n) = 1x() (1 - lin})gin%)x(X N B(x + (& + 8)n, e)))

for the Euler-Poincaré characteristic x in the sense of singular homology, where
B(z, r) denotes the closed ball with centre z and radius r.

In the general case one introduces additionally C;(X, -) := 24X N (+)) for the
Lebesgue measure.

Then the fotal values C;(X) := C;(X, Rd), i = 0,...d, for certain classes of
sets X form a complete system of motion invariant Euclidean valuations, which are
continuous with respect to the flat seminorms of the associated normal cycles Ny,
see [Zah90]. (In the convex setting this is a well-known theorem of Hadwiger.)

Below we will choose for X the parallel sets F; of small distances ¢ or different
neighborhoods F? of self-similar and other fractals F' with normal cycles Nr, and
NFe, respectively. We are seeking for conditions that guarantee the same fractal
curvatures arising from the average limits if in the approximation procedure the
parallel sets F, are replaced by the F?¢. Here we need a stronger continuity version
than that of flat convergence.

2.2 Distance Estimates for Curvature Measures

Let us first mention some simple distance estimate for the Hausdorff measures of
rectifiable sets which can be applied to the above cases k = d — 1 and k = d. They
easily follow from the Area theorem [Fed69, 3.2.22]. Here and in the following
I denotes the identity map and ap Df the approximate differential of a Lipschitz
mapping f.

Lemma 1l If X and Y are (F€™, m)-rectifiable and 7™ -measurable subsets of
R? and there exists a Lipschitz mapping f from X onto Y such that for ™ -a.a.
y € Y the set f~'(y) is a singleton, then we get for any Borel set B,

m
|o#™ (X 0 f7Y(B)) — A" (Y N B)| < / > (@)A"f dA™ ,
. i
xnj-1s) =
where Ay(x) = ||I —ap Df(x)|| at a.a. x € X, for the operator norm in the

corresponding approximate tangent spaces.

A similar version for the curvature measures can be formulated as follows. For a
rectifiable set Z C R? x R? in the above sense, a Lipschitz mapping f : Z —



348 M. Zihle

R? x R?, and any family of orthogonal mappings O (n) : R? — R¢, measurable in
ne Sd_l, such that

m1(f(x,n)) = O(m)nata.a.(x,n) € norX 3

we use the notation B B
Df(x.,n):= O(n) ' oap Df (x,n) 4)

for a.a. (x, n) € Z, where the approximate differential of f is extended to the whole

R? x R? by the identity on the orthogonal complement of the approximate tangent

space of Z at (x, n). The mappings O(n) : R? x R? — R? x R? are given by
O(n)(u,v) := (O(n)u, O(n)v), u,veR?.

Lemma 2 [f X and Y admit normal cycles Nx and Ny and there exists a Lipschitz
mapping f : notX — norY such that

f#+Nx = Ny ,

then we get fork =0, ...,d — 1 and any bounded Borel set A in RY x s4-1

d—1 d—1
|Ce(X, f7H(A) = Cr(Y, A)] < D > el klm) A% dCP(X, ),
=0 1) m=max(k—I[,1)

for certain constants c(d, k, 1, m) and
Ag(x,n) = || = Df(x,n)l
at a.a. (x, n) € norX, in the above notations.
Proof Since Ny = fgNx we obtain (in short notation ap Df = Df)
Ce(Y, A) = / La(f (e, m) Ly (e, m(AYT D (x, max (x. n), @i (f (e, n))) A4 (d(x.n))
norX
Moreover,

Ce(X, f71(A) = / La(f (x, ) 1x(x, n){ax (x, n), g (x, n)) A9 (d(x, n))

norX

Below we shall show that for 7#?~!-a.a. (x,n) € norX,
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d—1
[(ax e, m), g, m) = (A9 D e max ), g (F )| = T (1455, m?) 772
j=1

d—1 m
> 2o ar > JJa+1emD H e, ml, (5)

i1 <..<ig_1_p m=1 Ji<e<jm I=1 Jeliteeia—1—i\J1s e}

where all indices are positive and do not exceed d — 1, and the last product over the
empty set equals 1. Recalling that

d—1
x| H (1+%12')_1/2 Z o€y - gy
j=1

i1<..<ig—1-;

equals the density of the strong variation measure 5;"”’ (X, -) with respect to
Hausdorff measure .77¢~! and rearranging the summands in (5) according to the
number of »; in the corresponding products the assertion follows by integration.
(Note that the constants ¢(d, k, [, m) can be determined by combinatorial arguments.)

In order to prove inequality (5) we rewrite the operators DfinR? x R? in matrix

representation as
~ I+ Dy Do
Df = ,
f ( Do I+ D

for linear operators D;; : RY — R? and note that ||D;;|| < As,i,j = 0,1.In
this notation we obtain for the basis vectors ay, . . ., ag—1 in the approximate tangent
spaces of norX chosen according to (2)

~ 1
mo(D fa;) = ———=( + Doo + »; Do1)b;
1+%i2
~ 1
mi(Dfa;) = ——=—==(¢j1 + Do + »;D11)b; .
l—i-%l.2

Setting Iio =1 and Il,1 =1, D? := Do + »; Do1, Dl.1 := Djo + 2; D11 we get

e, (D fai) = ——=("+ D{)bi , & =0,1,
+

B

and
1D < (A + 156 Ap, 1] = |54] . (6)

Furthermore, recallingax = a; A...ag—1 and the definition of the Lipschitz Killing
curvature form ¢ we infer (for the sum running over & = 0, 1 with Z 1 & =
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d — 1 — k and the for volume form Q; := ¢} A ... A€

(AYTIDF (x, myax (x, n), i (f (x, 1))
= Z(nal (Df (x,m)ay(x,n)) A... N7, (Df (x, n)aq—1(x, n)) Ami(f(x,n)), QLq)

= D (e, (Df(x,mar(x, m) A ... ATty (D f (x, m)ag—1(x, m) An, Qa),

because of the invariance of 2; under the orientation preserving orthogonal map-
ping O(n) and the definition of Df(x,n). Using the above representation of
7, (D f (x, n)a;) (and omitting the arguments (x, n) for brevity) the last expression
may be rewritten as

d—1
[T 45D DU + DIDbA LA U + Dby An, Qa)

i=1

d—1
= [T+ U b A AT by A, Q)
i=1
d—1
+ T+ 2D D UE by AL A S gy An, Q)
i=1

where the last inner sum runs over §; = 0, 1 with Z?;} 8; > 1, and Ef.j = Ijj
its; =0, E/7 == DY ifs; = 1.

The first summand of the last expression agrees with (ay, ¢x). The absolute value
of the second summand coincides with the left hand side of the asserted inequality.

In view of the above operator norm estimates (6) it does not exceed

d—1 d—1 d—1
[Ta+:72 3 > T1E bl < [T+
i=1 i=1

& g i=1

> > [T (@ =8plxl 48,0+ 15D Ay)

i1<e.<ig—1-k 2. 8;>1 j€lit,ia—1-k}

d—1
(1=8;+8;(1+150Ap) =[] + 27"
JElin,.ia—1-k} i=1

d—1 m
> 247 > [a+bgam I1 |5 (x, n)| .

i1<..<ig—1—x m=1 J1<..<jm =1 JElityesia—1—k N1, m}
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The last expression equals the right hand side of the asserted inequality (5), thus it
is proved.

Note that the formal multiplication by H?;ll(l + %iz)_l/ 2 everywhere has to
be understood in the commutative sense, i.e., the factors with s;; = oo should be
canceled with the corresponding || in the following products. O

3 Stability of Fractal Curvatures Under Approximate
Perturbations

We now turn back to the problem of approximating fractal curvatures by different
neighborhoods. For simplicity we here consider only the total values. Recall that for
certain classes of compact fractal sets F' the average Minkowski content (k = d, d—1)
and fractal curvatures of order 0 < k < d — 2 have been introduced by means of the
parallel sets F; as

1
|Iné|

: o
C/"(F) = ess lim / ePkCL(F) e \de 7)
§—0 s

where D is the Hausdorff or Minkowski dimension of F' and the essential limit is
taken with respect to the Lebesgue measure. Under additional assumptions (non-
arithmetic cases) the ordinary limits are shown to exist. Then the question arises
whether one can choose other approximating sets, say F¢, in order to obtain the
same limits. For example, for practical purposes, it would be useful to replace the
parallel sets by close polyhedra. The above estimates can be applied to this and more
general situations, where the F, are not necessarily parallel sets:

Theorem 1 For Lebesgue a.a. ¢ < &g let F, and F® be any compact subsets of
R? admitting normal cycles N F, and Nre, resp., such that there exists a Lipschitz
mapping fe : norFy — norF¢ satisfying

(fe)#Np, = Npe and ||I — D f:|| < a(e)e (8)

for some bounded function a(¢g), where D fe is defined as in (4). Then we get for
k=0,...,d—1,

8o 30
1 D—k - 1 /D—k -
C(F, de — —— Cy(F¢ d
|1n8|/8 k(Fe) e” de o] € (F°) e de

1) )
-1 3

< const%m / a(e)eleyrar(Fy) e~ lde )
= S

provided the first two integrals exist for some D > 0. If
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1
max  sup
0<i<d-1 0<8<8 | In 8]

E—>0

)
/SD_IC,”‘”(Fg) e~ 'de < 0o and ess lim a(e) =0 (10)
8

then we get the same limits

8o
1 1
ess lim —/8D_ka(F5) e 'de = ess lim
§—0 |Iné| =0 |Iné]|
§

30
/sD—ka(Fg) e lde
)

(1
provided one of them exists.
Analogous statements hold for the non-averaged versions.

Proof We substitute in Lemma 2 the set X by F¢, the set Y by F® and the mapping
f by fz. Using the estimate
Af Il < eale)

we then infer for ¢ < §p and varying constant factors independent of F,, F¢,

k—1 d—1 d—1 d—1
|Cx(Fe) — C(F®)| < const (ZC;”"”(FE) > )" + D C(F) Y 8"‘0{(8)”‘)
1=0 m=k—I I=k m=1
k—1 d—1—(k—=1) d—1 d-2

< const (Z Cl(Foea(e) ™ D" emale)" + D CM (Foeale) Y ema(e)’")
=0 m=0 =k m=0
k—1 d—1 k—1
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i.e. (9). The limit equality (11) is a consequence. Finally note that the above estimates
also work without averaging over ¢. O

Remark 1 For F, we can take the parallel sets of a self-similar or self-conformal
fractal with the open set condition and Hausdorff dimension D. If the parallel sets
are regular in the above mentioned sense and the integrability condition in (10) is
satisfied then the average limits
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do exist (see [Boh13, BZ13, RZ12, Win08, WZ13]). Note that the integrability
condition (10) can be checked for many classical examples, where even existence of
the average limits of the strong variation measures can be proved. Then the theorem
states that one obtains the same limits if one considers small perturbations F¢ of F,
in the sense of (8).

For example, in the case of a general Sierpinski gasket in the plane only the
interior triangular holes of the parallel sets determine the limit behaviour. If one
investigates small affine perturbations of these triangles such that distances between
the corresponding vertices are of order o(g), then the mappings f; : nor F; — nor F¢
can locally be chosen as follows

Je(x,n) == (Hfg(x — ,3(8)71), - Hﬁ(x - ,8(8)”) ) '

v — Mz (x — )]

Here Ilz denotes the metric projection onto Fé = W and the constant S(e)
depends on the corresponding affine transformation. (The parallel set of distance S (¢)
of the triangle of F, under consideration must contain the corresponding perturbed
triangle of F¢.) Note that in view of convexity in such a case the estimates are simpler
than in general.

Remark 2 The error estimates in Lemma 2 and Theorem 1 are rough. Our method
of proof shows that they can be improved and the corresponding constants can be
computed. For the cases k = d — 1, d, which yield up to some constant the same
limit, namely the (average) Minkowski content (see [RW13]), Lemma 1 provides
better tools than Lemma 2 and the above conditions are not needed. The remaining
arguments in this case are similar and we do not expose the details.
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