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Preface

This volume comprises the proceedings of the 21st EuroSPI Conference, held
during June 25–27, 2014, in Luxembourg.

Since EuroSPI 2010, we have extended the scope of the conference from
software process improvement to systems, software, and service-based process
improvement. EMIRAcle is the institution for research in manufacturing and
innovation, which is a result of the largest network of excellence for innovation
in manufacturing in Europe. EMIRAcle key representatives joined the EuroSPI
community, and papers as well as case studies for process improvement on sys-
tems and product level will be included in future.

Since 2008, EuroSPI partners have packaged SPI knowledge in job role
training and established a European certification association (www.ecqa.org)
to transport this knowledge Europe wide using standardized certification and
exam processes.

Conferences were held in Dublin (Ireland) in 1994, in Vienna (Austria) in
1995, in Budapest (Hungary) in 1997, in Gothenburg (Sweden) in 1998, in Pori
(Finland) in 1999, in Copenhagen (Denmark) in 2000, in Limerick (Ireland) in
2001, in Nuremberg (Germany) in 2002, in Graz (Austria) in 2003, in Trondheim
(Norway) in 2004, in Budapest (Hungary) in 2005, in Joensuu (Finland) in 2006,
in Potsdam (Germany) in 2007, in Dublin (Ireland) in 2008, in Alcala (Spain) in
2009, in Grenoble (France) in 2010, in Roskilde (Denmark) in 2011, in Vienna
(Austria) in 2012, and in Dundalk (Ireland) in 2013.

EuroSPI is an initiative with the following major action lines
{http://www.eurospi.net}:

• Establishing an annual EuroSPI conference supported by software process
improvement networks from different EU countries.

• Establishing an Internet-based knowledge library, newsletters, and a set of
proceedings and recommended books.

• Establishing an effective team of national representatives (from each
EUcountry) growing step by step into more countries of Europe.

• Establishing a European Qualification Framework for a pool of professions
related with SPI and management. This is supported by European certifi-
cates and examination systems.

EuroSPI has established a newsletter series (newsletter.eurospi.net), the SPI
Manifesto (SPI = Systems, Software and Services Process Improvement), an
experience library (library.eurospi.net) that is continuously extended over the
years and is made available to all attendees, and a Europe-wide certification
for qualifications in the SPI area (www.ecqa.org, European Certification and
Qualification Association).
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A typical characterization of EuroSPI is reflected in a statement made by a
company: “... the biggest value of EuroSPI lies in its function as a European
knowledge and experience exchange mechanism for SPI and innovation.”

Since its inception in 1994 in Dublin, the EuroSPI initiative has outlined that
there is not a single silver bullet with which to solve SPI issues, but that you
need to understand a combination of different SPI methods and approaches to
achieve concrete benefits. Therefore, each proceedings volume covers a variety
of different topics, and at the conference we discuss potential synergies and
the combined use of such methods and approaches. These proceedings contain
selected research papers under seven headings:

• Section I: SPI and Very Small Entities
• Section II: Process Improvement Frameworks
• Section III: Testing and Improvement Issues
• Section IV: SPI and People Issues
• Section V: SPI and Quality Issues
• Section VI: Software processes in various contexts
• Section VII: Selected Key Notes and Workshop Papers

Section I presents three papers related to “SPI and Very Small Entities”
with a particular focus on the international standard ISO/IEC 29110 Process
Lifecycle Standard for Very Small Entities (VSEs). In the first of three papers,
Moreno-Campos et al. discuss VSE measurement, while in the second paper
Laporte and O’Connor introduce the new systems engineering part of ISO/IEC
29110, and finally in the third paper Mesquida et al. discuss project management
aspects of VSEs.

Section II presents three papers under the umbrella topic of “Process Im-
provement Frameworks.” Firstly Regan et al. present a methodology for the
generation of software process improvement roadmaps within the medical device
domain. Barafort et al. present how the Tudor’s IT process assessment (TIPA)
framework has been designed and improved via a design science research ap-
proach in the case of IT service management processes for the IT infrastructure
library (ITIL). The final paper of this section by Jaakkola and Thalheim de-
scribes a framework for change management of software systems that covers the
entire lifecycle and with a focus on change management.

Section IV explores the theme of “SPI and People Issues.” In the first of
three papers Yilmaz et al. present a study on personality profiling of software
developers and its relationship to proves improvement. Munoz et al. continue this
theme by exploring the human perspective in SPI. In the final paper, O’Connor
and Duchonova investigate one people-related issue in SPI, that of the role of
agile coaches in agile method adoption.

Section V presents three papers dealing with associated issues surrounding
the topic of “SPI and Quality Issues.” In the first paper Seth et al. focus on the
influence of management on software product quality by describing an empiri-
cal study in software development companies. In the second paper, Yli-Huumo
et al. focus on a South Korean study of software quality assurance and devel-
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opment methods. Finally de Souza et al. propose to improve a project’s cost
predictability by using earned value management and quality data techniques.

Section VI discusses issues surrounding “Software Processes in various con-
texts.” In the first paper Osborne O’Hagan et al. present a systematic literature
review (SLR) of software development processes used for computer games devel-
opment. Munoz et al. investigate improving the software requirements gathering
process, and in the final paper of this section Regan et al. present a traceability
model for use in process assessment in a medical device context.

Section VII presents selected keynotes from EuroSPI workshops concern-
ing the future of SPI. From 2010 EuroSPI has been inviting recognized key
researchers to publish new future directions of SPI. These key messages are dis-
cussed in interactive workshops and help creating SPI communities based on
new topics.

Six invited papers concerning “Creating Environments Supporting Innova-
tion and Improvement” illustrate that SPI is inherently linked to innovation
and that innovation requires a transfer of ideas to an exploitation, a strategy
for valorization of new ideas and products or services, a long-lasting scope and
sustainability, a roadmap for innovation in development and production, and a
concept for software process innovation. Georgiadou et al. describe the results of
the EU project VALO and how successful innovation has to focus on the value
creation for stakeholders. Fistis et al. describe a new EU project LEADSUS,
which develops success criteria and a training program to enable European in-
dustry to have leadership in sustainability. Morten Elvang outlines that even if
everything changes all the time there are some principles an organization can al-
ways believe in. Flatscher et al. describe the experiences of a leading automotive
supplier in establishing technology and innovation roadmaps. Eva Homolova et
al. provide information about the current activities of the EU project “Idea 2
Enterprise” and how an entrepreneurship schema is rolled out in different EU
countries. Finally Kouichi Kishida analyzes the principles of how the notations
we use in software process innovation and modelling underline an innovation and
evolution by themselves and which factors influence this.

Three invited papers concerning “Risk Management and Functional Safety
Management” illustrate experiences from the medical device and automotive
industry about the implementation of recent risk management and functional
safety standards. Messnarz et al. outline the results of the EU project AQUA
where a toolbox for the integrated use of functional safety, Automotive SPICE
and Six Sigma, has been developed for the automotive industry. Varkoi and
Nevalainen analyze how rigorous an assessment should be to be useful in the
safety-critical domain, a pure process assessment would not be sufficient. Finally
Masao Ito provides insight into a method that helps to analyse hazards in the
concept.

Two invited papers concerning “Assessment and Improvement” illustrate new
assessment and improvement models and standards. Tomas Schweigert provides
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insight into the new version of Test SPICE 3.0, while Pries-Heje and Johansen
explain how to use the practice of identifying the right change strategy in the
new ISO/IEC 33014 standard.

June 2014 Béatrix Barafort
Rory V. O’Connor

Alexander Poth
Richard Messnarz



Recommended Further Reading

In [1] the proceedings of three EuroSPI conferences were integrated into one
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[8], [9], and [10], respectively.
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Béatrix Barafort, Anne Rousseau, and Eric Dubois

A Framework for Systematic Change Management . . . . . . . . . . . . . . . . . . . 60
Hannu Jaakkola and Bernhard Thalheim

Testing and Improvement Issues

Engineering Process Improvement in Heterogeneous Multi-disciplinary
Environments with Defect Causal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Olga Kovalenko, Dietmar Winkler, Marcos Kalinowski,
Estefania Serral, and Stefan Biffl

Information Sources and Their Importance to Prioritize Test Cases in
the Heterogeneous Systems Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Ahmad Nauman Ghazi, Jesper Andersson, Richard Torkar,
Kai Petersen, and Jürgen Börstler

Software Process Assessment Validation and Improvement
Prioritization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Sven Richter and David Escorial Rico



XVI Table of Contents

SPI and People Issues

An Exploration of Individual Personality Types in Software
Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Murat Yilmaz, Rory V. O’Connor, and Paul Clarke

Covering the Human Perspective in Software Process Improvement . . . . . 123
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Abstract. The software industry recognizes the value of VSEs in contributing 
valuable products and services. Unfortunately current ISO/IEC standards do not 
completely address the needs of VSEs. Due to this, the ISO/IEC 29110 standard 
has been developed. The aim of this paper is to analyze the impact of the initia-
tive by means of a systematic literature review of the ISO/IEC 29110 standard. 
This analysis was conducted using the most significant bibliographic databases. 
The result of the analysis reflects some tendencies in research that target the de-
velopment of software process assessment and SIP models for supporting the 
standard, the performance, creation and utilization of deployment packages,  
pilot projects and ISO/IEC 29110 standard implementation approaches, the en-
couragement on concluding the remaining profiles or the creation of new pro-
files and the design, development and implementation of documentation and 
knowledge management tools in order to support the adoption of the standard 
by VSEs.   

Keywords: VSE, ISO/IEC 29110, SLR, systematic literature review, very 
small entity, software engineering. 

1 Introduction 

The software industry recognizes the value of Very Small Entities (VSEs1) in contri-
buting valuable products and services [2, 3]. In fact, certain VSEs provide software 
components that are being assembled in larger software companies in order to gener-
ate critical and intensive software configurations [4]. According [2], the OECD (Or-
ganization for Economic Co-operation and Development) SME and Entrepreneurship 
                                                           
1 The terms "very small entity” and “very small entities" (VSE/VSEs) have been defined by the 

ISO/IEC JTC1/SC7 Working Group 24 (WG24) as being "an entity (enterprise, organization, 
department or project) having up to 25 people" and have subsequently been adopted for the 
use in the ISO/IEC 29110 standard [1]. 
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Outlook report (2005) “SMEs constitute the dominant form of business organization 
in all countries world-wide, accounting for over 95 % and up to 99 % of the business 
population depending on country”. 

From studies and surveys conducted, it is clear that the majority of International 
Standards do not address the needs of VSEs. Conformance with these standards is 
difficult, if not impossible. Subsequently VSEs have no, or very limited, ways to be 
recognized as entities that produce quality software in their domain. Therefore, VSEs 
are often cut off from some economic activities. It has been discovered that VSEs find 
it difficult to relate International Standards to their business needs and to justify the 
application of the standards to their business practices. Most VSEs can neither afford 
the resources, in terms of number of employees, budget and time, nor do they see a 
net benefit in establishing software life cycle processes. To rectify some of these dif-
ficulties, a set of standards and guides has been developed according to a set of VSE 
characteristics. The guides are based on subsets of appropriate standards elements, 
referred to as VSE Profiles such as ISO/IEC 12207 and ISO/IEC 15289) [2, 4]. The 
so-called guides are gathered into the ISO/IEC 29110 Software engineering — Life-
cycle profiles for Very Small Entities standard, which describes processes for project 
management and software implementation [5] and pretends to facilitate access to, and 
utilization of, ISO software engineering standards in VSEs [3].   

The ISO/IEC 29110 Software engineering — Lifecycle profiles for Very Small 
Entities standard is aimed to approach Software Engineering and Project Management 
good practices to VSEs. According to [2], the ISO/IEC 29110 standard is divided in 
five parts as follow: 

ISO/IEC TR 29110-1 defines the business terms common to the VSE Profile Set of 
Documents. It introduces processes, lifecycle and standardization concepts, and the 
ISO/IEC 29110 series. It also introduces the characteristics and requirements of a VSE, 
and clarifies the rationale for VSE-specific profiles, documents, standards and guides. 

ISO/IEC 29110-2 introduces the concepts for software engineering standardized 
profiles for VSEs, and defines the terms common to the VSE Profile Set of Docu-
ments. It establishes the logic behind the definition and application of standardized 
profiles. It specifies the elements common to all standardized profiles (structure, con-
formance, assessment) and introduces the taxonomy (catalogue) of ISO/IEC 29110 
profiles. 

ISO/IEC TR 29110-3 defines the process assessment guidelines and compliance 
requirements needed to meet the purpose of the defined VSEs Profiles. ISO/IEC TR 
29110-3 also contains information that can be useful to developers of assessment 
methods and assessment tools. ISO/IEC TR 29110-3 is addressed to people who have 
direct relation with the assessment process, e.g. the assessor and the sponsor of the 
assessment, who need guidance on ensuring that the requirements for performing an 
assessment have been met. 

ISO/IEC 29110-4-1 provides the specification for all the profiles of the Generic 
Profile Group. The Generic Profile Group is applicable to VSEs that do not develop 
critical software products. The profiles are based on subsets of appropriate standards 
elements. VSEs’ Profiles apply and are targeted to authors/providers of guides and 
authors/providers of tools and other support material. 
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ISO/IEC 29110-5-1 provides an implementation management and engineering 
guide for both the Entry and Basic Profile of the Generic Profile Group described in 
ISO/IEC 29110-4-1. The Entry Profile describes software development of a single 
application by a single project team with no special risk or situational factors for start-
up VSEs (i.e. VSEs who started their operation less than 3 years) and/or for VSEs 
working on small project (e.g. project size of less than 6 person-months). The Basic 
Profile describes software development of a single application by a single project 
team with no special risk or situational factors.  

As far as authors can see, the impact or, in other words, the actual adoption of the 
ISO/IEC 29110 standard in the literature has been increasing since the time of its 
publication (and even before), although there is no formal systematic literature review 
(SRL) on the impact of the standard in the research field [4]. Thus, the main purpose 
of this paper is to review the existent literature regarding ISO/IEC 29110 standard 
with the detection of potential improvements and developments on this subject.  

2 Research Methodology 

2.1 Motivation and Objectives  

The literature presents a lack of studies on the adoption and implementation of the 
standard. At the present time, there are few documented and published research work 
regarding to the implementation of the standard in small organizations[4]. Therefore, 
this study will facilitate the understanding of the current status of research in different 
areas and address further investigation.   

2.2 Research Method  

According to [6], in order to achieve an overview of the state of the question, a re-
search must be carried out following Kitchenham and Charters’ guidelines on Syste-
matic Literature Review (SLR). An SLR is defined as a methodical way to synthesize 
existing work in a manner that is fair. An SLR is a means of identifying, evaluating 
and interpreting all available research relevant to a definite research question or topic 
area or phenomenon of interest. After reviewing the literature on SLR for similar 
research objectives, it can be identified that there is no previously published search on 
the topic. This section presents each step followed to carry out this systematic review 
study, based on the guidelines provided by Kitchenham and Charters. 

2.3 Planning  

The goal of the study is to achieve an overview of the current status of the ISO/IEC 
29110 standard in scientific literature. An SLR protocol was adapted to describe the 
plan for the review. The protocol includes research background, research questions, 
search strategy, study selection criteria and procedures, data extraction, and data syn-
thesis strategies to ensure that the study is undertaken as planned and reduce the pos-
sibility of researcher bias. In this review protocol, the whole study timetable was not 



4 E. Moreno-Campos et al. 

decided from the beginning, but rather the actual timetable of the study and results 
produced were recorded as the study progressed [6]. 

2.4 Research Questions  

The research question is threefold: 

1. What is the impact of the ISO/IEC 29110 standard in the scientific literature? 
2. Which areas of research are more influenced by the ISO/IEC 29110 standard? 
3. Which research trends are revealed from the systematic review of the ISO/IEC 

29110 standard? 

The keyword used to find an answer to the research question was: ISO/IEC 29110. 
The results expected at the end of the systematic review were, among other things, to 
discover what surveys exist as well as to identify the implications of the ISO/IEC 
29110 standard in scientific literature. Authors also expected to see which applied 
researches had been carried out on the topic, as well as which trends are revealed 
from the performance of the systematic review. 

2.5 Search Strategy and Search Process  

The search strategy includes search resources and a search process as follows: 

2.5.1 Search Resources 
This study was planned to find all the literature available about the ISO/IEC 29110 
standard. Given the diversity of sources to be consulted electronically via the web, five 
electronic databases of established literature resources were used for the actual SLR, 
namely IEEEXplore, Web of Science (WOS), ACM Digital Library, ScienceDirect and 
SpringerLink. It is important to highlight that a manual search on the EuroSPI's indus-
trial proceedings conferences was also performed in order to find relevant literature.  

2.5.2 Search Process 
The overall search process is depicted in figure 1. First, the search string was applied 
in December 2013, returning 86 papers in total. Duplicate documents were removed, 
remaining with a set of 62 unique papers. After this, the EuroSPI's industrial proceed-
ings conferences (from 2011 to 2013) were manually searched in January 2014, at the 
time that a second review of electronic databases was performed. In these books, three 
more papers were found, so the number of total unduplicated papers increased from 
62 to 65. Second, the papers were reviewed based on titles, abstracts, conclusions, 
references and keywords, and then were classified into three different types: 

• Relevant papers: if the paper satisfies the inclusion criterion (depicted further in 
this sub-section). 

• Process assessment papers: if the paper is somehow related to the ISO/IEC 
29110 standard and could be relevant for this study. 

• Excluded papers: other papers, which are not relevant to the topic. 
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2.6 Data Extraction 

The data extracted from each paper was documented and kept in a reference manager. 
After identification of the papers, the following data was extracted: (i) Source (journal 
or conference), (ii) Title, (iii) Authors, (iv) Publication Year, (v) Classification, ac-
cording to topics in Table 2, and (vi) Summary of the research, including which ques-
tions were solved. Based on the papers classification criteria, all these were reviewed, 
and the corresponding data was extracted. To be able to analyze the 24 papers, there 
was a need to classify and sub-classify them in more ways than just according to the 
framework defined in Section 2. For this purpose, further criteria for classifying the 
papers were defined based on what information was available in the papers (i.e. re-
search areas and trends). When needed, the topics were updated or clarified during the 
classification and sub-classification processes. 

2.7 Results 

The data required for analysis was extracted by exploring the full-text of each paper. 
Table 1 presents the results of the search and the source of the documents. As men-
tioned before, after the papers exclusion process, total number of publications remained 
in 24. Table 2 includes the classification of papers with regards to the knowledge area. 

Table 1. Results with and without filtering 

Source Relevant literature 
EuroSPI Industrial Proceedings 3 

ScienceDirect 6 
ACM Digital Library 14 

WOS (Web of Science) 14 

IEEE Digital Library 25 
SpringerLink 27 

Total (with duplication) 89 
Total (without duplication) 65 

Total (after the inclusion/exclusion criteria) 24 

Table 2. Classification of papers with regards to the knowledge area 

Area Topic Relevant Studies # 
Education Dissemination [7], [8], [9] 3 

Research 

Generate further study proposals [10], [11]  2 

New contributions 
[12], [13], [14], [15], [16], 
[17], [18],  [19], [20], 
[21], [22], [23], [24]        

13 

Importance of the ISO/IEC 29110 in 
other related issues 

[25]  
  

1 

Validate the results of the study [26], [27], [28], [29], [30]  5 
Total 24 
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3 Topics Influenced by the ISO/IEC 29110 Standard 

3.1 Dissemination 

In 2008, Laporte et al. [7] highlighted the importance of VSE. They summarized the 
efforts taken place in the ISO/IEC JTC1/SC7 Working Group in order to obtain the 
Technical Report TR 29110. Thereafter, separate documents were developed as part 
of the new ISO/IEC 29110 standard (e.g. ISO 29110-2, ISO 29110-4). Afterwards, 
Weiß et al. [8] included a brief description of the standard, and Buchalcevova [9] 
presented an Enterprise Architecture (EA) framework for VSEs and the ISO/IEC 
29110. The latter author also outlined the existing relationships between EA and SPI 
(Software Process Improvement). 

3.2 Generate Further Study Proposals 

Ribaud et al. [10] proposed the incursion in new process areas, such as "Infrastructure 
and Support" for including in the future evolution of ISO/IEC 29110 Process Profiles. 
Meanwhile O’Connor and Laporte [11] highlighted the need for creating a light-
weight flexible approach to the ISO/IEC 29110 standard process assessment. 

3.3 New Contributions 

Cruz Mendoza et al. [12] focused on the development of a e-learning-based tool, in 
order to help VSEs to get to know and understand SPI models, through the creation of 
a Deployment Package (DP) set in accordance to ISO/IEC 29110. The developed tool 
also serves as a mean for spreading and disseminating COMPETISOFT2 as SPI mod-
el and the ISO/IEC 29110-5-1 as Software Process Development Model. Ribaud et al. 
[13] provided a simple knowledge management system intended to gather, link, and 
reuse knowledge about Software Engineering activities related to the ISO/IEC 29110. 
Varkoi [14] proposed a process assessment method for VSEs according to ISO/IEC 
29110. Likewise, Ribaud and Saliou [15] presented the establishment a set of Base 
Practices conforming to the ISO/IEC 29110 Basic Profile and reduced from ISO 
15504-5. Contribution made by O’Connor and Laporte [16] is centered on DPs and 
pilot projects initiatives, to evaluate these DPs and assist VSEs in understanding and 
exploring the potential of the ISO/IEC 29110. Ribaud and Saliou [17] proposed the 
use a semantic wiki for documentation management in VSEs, in the scope of the 
ISO/IEC 29110; to assist them both unlock the potential benefits of using software 
engineering standards and improve the documentation management infrastructure and 
processes. They also pretend to implement this proposition in the form of a pilot 
project. Takeuchi et al. [18] designed and developed a process assessment method 
based on the ISO/IEC 29110 and the ISO/IEC 15504 as framework. This method was 
later implemented in a VSE in order to evaluate its effectiveness. The assessments 

                                                           
2 COMPETISOFT provides the Latin American software industry with a reference framework 

for improvement and certification of its software processes [4]. 
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results were useful for identifying problems, issues and risks in low efforts. O’Connor 
and Laporte [19] presented the design and development of project management sup-
port documentation and their associated usage in early trials of ISO/IEC 29110. 
Boucher et al. [20] described an approach based on configurable workflows to assist 
VSEs in adopting ISO/IEC 29110 compliant processes. Wen and Rout [21] used 
Composition Trees (CT) as formal notation to compare ISO/IEC 29110 to its counter-
part, the ISO/IEC 12207. They also proposed this approach to study, develop and 
implement software processes, such as the ones depicted in ISO/IEC 29110. Mas and 
Mesquida [22] proposed the use of the ISO/IEC 29110-5-1-2 Project Management 
process, complemented by the PMBOK (Project Management Body of Knowledge) 
Guide. Mas and Mesquida [23] also described the results obtained and lessons learned 
from the implementation of the ISO/IEC 29110 in four VSEs, grouped in a process 
improvement program.  Finally, Garzás et al. [24] presented the use and adaptation of 
some ISO models to the creation of an organizational maturity model for the Spanish 
software industry using the latest versions of the ISO/IEC 15504, ISO/IEC 12207 and 
ISO/IEC 17021. According the authors this model has been created to comply with 
ISO standards such as ISO 9001 and ISO/IEC 27001, 20000 and 29110. 

3.4 Provide Evidence of the Importance of the ISO/IEC 29110 in Other 
Related Issues 

IEEE P730™/D8 Draft Standard for Software Quality Assurance Processes [25], in 
annex G, provides a mapping between IEEE 730 and ISO/IEC 29110 for VSEs. That 
means a description of the coverage of the IEEE 730 tasks by the ISO/IEC 29110 
Basic profile. Authors evidenced that most of IEEE 730 software quality assurance 
activities are covered by ISO/IEC 29110 objective 7. 

3.5 Validate the Results of the Study 

Basri and O’Connor [26] presented a series of industry data collection studies. They 
concluded: (i) The acceptance level of any type or model of software quality or life-
cycle standard in VSEs is a very low priority item, but the level of awareness of stan-
dards and potential benefits was high. (ii) The main reason for not adopting standards 
was a lack of customer requirement, a lack of resources and the perceived difficulties 
in defining an organizational process. (iii) The acceptance level of quality standard 
such as ISO among VSEs is still low even though the staff and management are 
knowledgeable and aware about the benefits of adopting such standards.  

O’Connor and Laporte [27] outlined the ISO/IEC 29110 standard and the imple-
mentation of a series of pilot project initiative harnessing the DPs to assist VSEs in 
understanding the potential usage of this software process standard. They also hig-
hlighted the need for a lightweight flexible approach to process assessment. O’Connor 
[28] presented the results of a set of interviews with senior management in a series of 
development VSEs in Ireland, which were conducted to gauge their opinion, software 
attitude and sentiment towards the ISO/IEC 29110 standard. As result, none of the 
VSEs had plans to adopt any particular standard in their software development 
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Abstract. Very small entities, organizations with up to 25 people, are very 
important to the worldwide economy. The products they develop are either 
developed specifically for a customer or are integrated into products made by 
larger enterprises. To address the needs of Very small entities, a set of standards 
and guides have been developed using the systems engineering lifecycle 
standard ISO/IEC/IEEE 15288 as the main framework. The systems 
engineering handbook, developed by the International Council on Systems 
Engineering (INCOSE), is used as the reference for the development of a set of 
systems engineering deployment packages. Two pilot projects, using the new 
ISO/IEC 29110 guide for systems engineering, are presented as well as a cost 
and savings analysis. Finally, the certification scheme is discussed as well as 
the future developments. 

Keywords: VSE, ISO/IEC 29110, ISO, Standards. 

1 Introduction 

Today, the ability of organizations to compete, adapt, and survive depends 
increasingly on software. In 2010 a cellular phone contained 20 million lines of code 
and some cars had up to 100 million lines of code. Manufacturers depend increasingly 
on the components produced by their suppliers. A manufacturing chain of large mass-
market products often has a pyramidal structure, for example, a large mass product 
manufacturer recently integrated into one of its products a part with an unknown 
software error that was produced by one of its 6,000 lower-level producers.  This 
defective part resulted in a loss of over $200 million by the mass product 
manufacturer. 

The term Very Small Entities (VSEs) has been defined as being “an enterprise, 
organization, department or project having up to 25 people” [1]. VSEs have unique 
characteristics, which make their business styles different to SMEs and therefore most 
of the management processes are performed through a more informal and less 
documented manner [2]. Furthermore there is an acknowledged lack of adoption of 
standards in small and very small companies, as the perception is that they have been 
developed for large software companies and not with the small organisation in mind 
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[3]. Accordingly the new standard ISO/IEC 29110 “Lifecycle profiles for Very Small 
Entities” is aimed at meeting the specific needs of VSEs [4]. The overall objective of 
this new standard is to assist and encourage small software organization in assessing 
and improving their software process and it is predicted that this new standard could 
encourage and assist small software companies in assessing their software 
development process. The approach [5] used to develop ISO/IEC 29110 started with 
the pre-existing international standards ISO/IEC 12207 and ISO/IEC 15504. 

The working group behind the development of this standard is advocating the use 
of pilot projects as a mean to accelerate the adoption and utilization of ISO/IEC 
29110 by VSEs [6]. Pilot projects are an important mean of reducing risks and 
learning more about the organizational and technical issues associated with the 
deployment of new software engineering practices [7]. To date a series of pilot 
projects for the software engineering profile standard have been completed in several 
countries with the results published in a variety of literature [8, 9, 10]. 

2 The Development of Systems Engineering Standards for 
VSEs 

In 2008, after a presentation at the annual International Council on Systems 
Engineering (INCOSE) symposia it was agreed by the INCOSE Board of Directors, to 
setup up a working group to develop a set of standards and guides, for systems 
engineering VSEs, similar to the one developed for software VSEs. A new INCOSE 
working group, the Very Small and Medium-sized Enterprise (VSME) working 
group, was mandated in 2009 to apply systems engineering to product development 
for small and very small entities. The working group, created in April 2009, co-
chaired by one co- author, is composed of INCOSE members from mainly from 
Canada, France, Germany, and the US. At the first meeting of the INCOSE WG, the 
project editor of ISO/IEC 29110 proposed an approach similar to that developed by 
WG24, i.e. the conducting of a survey, the development of a set of requirements, the 
creation of profiles (e.g. roadmaps), the development of deployment packages to 
facilitate the implementation of the standards and guides, and the conduct of pilot 
projects. The members of the working group agreed with this proposition. The initial 
goals of the INCOSE WG were to [11]: 

• Improve or make product development efficient by using systems 
engineering methodology, 

• Elaborate tailored practical guidance to apply to VSMEs in the context of the 
prime contractor or subcontractor of commercial products, 

• Contribute to standardization 

At the SC7 Plenary meeting in France in May 2011, the ISO/IEC 29110 project 
editor submitted, on behalf of Canada, a formal project proposal to develop a set of 
systems engineering standards for VSEs similar to the set developed for software 
VSEs. A draft systems engineering Management and Engineering guide for the Basic 
profile was attached to the formal proposal. The scope of this work includes the 
current scope of ISO/IEC/IEEE 15288, the associated guidance documents and other 
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relevant SC7 Standards such as ISO/IEC/IEEE 15289 and ISO/IEC 29110. The 
project will produce Standards and Technical Reports (Guides), similar to the 
ISO/IEC 29110 set of Software documents for the Generic profile group (i.e. for 
VSEs developing non critical system), which establishes a common framework for 
describing assessable system engineering life cycle profiles for Very Small Entities 
(VSEs). 

In August 2011, the proposal, as well as a draft systems engineering management 
and engineering guide for the Basic profile, were circulated for approval by the 
members of SC7. In September 2011, the proposal to develop SE standards for VSEs 
has been accepted by twenty countries. Nine countries made a commitment to 
participate in the development of the new ISO Systems Engineering standard.  

Instead of developing a complete set of 5 documents, as illustrated in table 3, 
similar to the ones developed for software, it was proposed by the project editor to 
broaden scope of existing Part 1- Overview, Part 2- Framework and Part 3- 
Assessment guide to cover also systems engineering while Part 4- Profile 
specifications and Part 5- Management and engineering guide would be specific to 
systems engineering. 

In November 2011, WG24 met in Ireland to launch the official development of the 
systems engineering ISs and TRs for VSEs. Delegates from Brazil, Canada, France, 
Japan, Thailand, United States and INCOSE participated to the first meeting. A draft 
was sent for a round of review within ISO in January 2012. More than 450 comments 
have been submitted by seven countries. A new version was sent for a second round 
of review in December 2012. Less than 150 comments have been submitted. The 
Management and engineering guide for the Basic Profile has been published by ISO 
in 2014. 

The Basic profile, as illustrated in Figure 1, is composed of two processes: a 
Project Management (PM) process and a System definition and Realization (SR) 
process. The PM process uses the Acquirer’s Statement of Work to elaborate the 
Project Plan. If there is no statement of work available from the customer, the PM, in 
collaboration with the Work Team, has to clarify the basis to develop the Statement of 
Work.  The PM project assessment and control tasks compare the project progress 
against the Project Plan and actions are taken to eliminate deviations or incorporate 
changes to the Project Plan. The PM project closure activity ensures delivery of the 
product (new or modified product), produced by SR (System definition and 
Realization) process, and gets the Acquirer’s acceptance to formalize the end of the 
project. A Project Repository is established to save the work products and to control 
its versions during the project. 

It is to be noted that the ISO/IEC 29110 SE standards and guides are not intended 
to dictate the use of different lifecycles such as: waterfall, iterative, incremental, 
evolutionary or agile. The ISO/IEC 29110 systems engineering standards and guides 
have been developed to work hand-in-hand with the published ISO/IEC 29110 
software engineering standards and guides. 
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• PM.O6. A Product Management Strategy is developed. Items of Product are 
identified, defined and baselined. Modifications and releases of the items are 
controlled and made available to the Acquirer and Work Team. The storage, 
handling and delivery of the items are controlled. 

• PM.O7. Quality Assurance is performed to provide assurance that work 
products and processes comply with the Project Plan and System 
Requirements Specifications.  

• PM.O8. A Disposal Management Approach is developed to end the 
existence of a system entity.  

To show the links between ISO/IEC/IEEE 15288 and the objectives of the PM 
process, we illustrate in table 1 the outcomes of the project planning process and the 
measurement process of ISO15288 used to develop objective 1 of the PM Process of 
ISO/IEC 29110. Notice that just a subset of the Project Planning and Measurement 
processes of ISO 15288 has been selected for the Basic profile. 

Table 1. Links between the ISO15288 outcomes and the PM.01 process 

6.3.1 Project Planning Process 
a) Project plans are available; 
e) Plans for the execution of the project are activated. 
6.3.7 Measurement Process 
a) The information needs of technical and management  

[ISO/IEC 15288, 6.3.1, 6.3.7] 
 

2.2 Modifications to the Software PM process of the ISO 29110 Software 
Engineering Basic Profile 

Few modifications/additions were made to the Software engineering Basic profile to 
develop the PM process of the SE Basic profile. The role of Customer was replaced 
by the role of Acquirer. Two tasks were added: Define the system breakdown 
structure and Identify and document a disposal management approach. Two tasks 
were modified: Identify and document risks was replaced by Identify and document a 
Risk Management Approach; the Version Control Strategy was replaced by 
Configuration Management Strategy. 

2.3 System Definition and Realization Process of the Systems Engineering 
Basic Profile 

The purpose of the System Definition and Realization (SR) process is the systematic 
performance of the analysis, design, construction, integration, verification, and 
validation activities for new or modified system according to the specified 
requirements. The seven objectives of the SR process are [12]: 
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• SR.O1. Tasks of the activities are performed through the accomplishment of 
the current Project Plan.  

• SR.O2. System requirements are defined, analyzed for correctness and 
testability, approved by the Acquirer, baselined and communicated.   

• SR.O3. The System architectural design is developed and baselined. It 
describes the System elements and internal and external interfaces of them. 
Consistency and traceability to system requirements are established. 

• SR.O4. System elements defined by the design are produced or acquired. 
Acceptance tests are defined and performed to verify the consistency with 
requirements and the design. Traceability to the requirements and design are 
established.  

• SR.O5. System elements are integrated. Defects encountered during 
integration are corrected and consistency and traceability to System 
Architecture are established.  

• SR.O6. A System Configuration, as agreed in the Project Plan, and that 
includes the engineering artifacts is integrated, baselined and stored at the 
Project Repository. Needs for changes to the Product are detected and related 
change requests are initiated.  

• SR.O7. Verification and Validation Tasks of all required work products are 
performed using a defined criteria to achieve consistency among output and 
input products in each activity. Defects are identified, and corrected; records 
are stored in the Verification/Validation Reports. 

2.4 Modifications to the Software Implementation Process of the ISO 29110 
Software Basic Profile 

Some significant changes were made to the software implementation (SI) process of 
the ISO 29110 basic profile to produce the System Definition and Realization process 
(SR) of the SE basic profile: new system activities and tasks were added, irrelevant 
SW activities were suppressed, new system roles were defined. Also, new system 
documents were added as the result of the addition/modification to the tasks.  

2.5 Roles for Systems Engineering and Management 

The Analyst role was replaced by the Systems Engineer role. The Customer was 
replaced by the Acquirer and the Stakeholders. The Programmer was replaced by the 
Developer. Two new roles were also defined: the IVV (Integration, Verification and 
Validation) Engineer and the Supplier. 

2.6 Product Description 

Product descriptions are based on ISO/IEC/IEEE 15289 [13] Information Items with 
some exceptions. Nine product descriptions were added to the software basic profile: 
Data Model, Disposed System, Integration Report, IVV Plan, IVV Procedure, 
Justification Document, Systems Engineering Management Plan, System Design 



 A Systems Process Lifecycle Standard for Very Small Entities 19 

Document, System Element, System Element Requirements Specification, and 
System Maintenance Document. The product descriptions were modified to align 
them with the system engineering context. 

2.7 Deployment Packages to Support the Systems Engineering Basic Profile 

Members of the INCOSE VSME working group defined a set of guidelines 
explaining in more detail the processes defined in the Basic profile. These guidelines 
are freely accessible to VSEs on the internet as a collection of Deployment Packages. 
Since the INCOSE Handbook is a 'how to' document, it has been used to develop the 
set of DPs. Figure 8 illustrates the proposed set of SE Deployment Packages for the 
Basic Profile which are available, at no cost to members of INCOSE, on the Internet 
and on the INCOSE VSME working group page. 

A first commercial software solution, using the deployment packages, has been 
developed to facilitate the implementation of the Basic Profile. The tool is based on 
the well-known Atlassian tool suite. The solution facilitates the role of the project 
manager and enhances team collaboration. It has the following characteristics: 

• Project artifacts shared in one place 
• Project documentation is managed 
• Project progress dashboard can be generated 
• Integrated with Model-based solutions 

The solution provides project artifacts and documentation templates. It enforces the 
project management process, the system definition, the realization process and it 
facilitates progress tracking. When using a model-based approach, project artifacts such 
as: requirements, tests, changes and model artifacts, can be integrated and traced.  The 
solution is already available in different languages such as English, French and Spanish. 

3 Pilot Projects Conducted in Engineering Enterprises 

So far, two systems engineering organizations implemented the ISO/IEC 29110. We 
shortly describe below two applications of the Engineering and Management Guide: 
one in a start-up VSE and one in a large engineering firm. 

A first implementation project has been conducted in a start-up VSE specialized in 
the integration of interactive, communication systems such as Public Address, Visual 
Information and Media, Vehicle Wayside Communications, Networking and Radio 
and safety systems such as CCTV, Fire Management, Access Control and Intrusion 
Detection, Perimeter Protection, Emergency Intercom, in the public transportation 
field such as trains and buses. In this domain, customers often require a CMMI® 
maturity level (SEI 2010), such as a CMMI level 2 for sub-system suppliers. In 2012, 
the VSE was composed of just 4 professionals. It was felt that implementing the 
process areas of the level 2 of CMMI was too demanding at that time. The company 
decided to implement the draft version of ISO/IEC 29110 systems engineering Basic 
profile as a foundation for its development work. It was felt that, once the processes 
would have been documented and implemented in a few projects, the VSE could, if 
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required, perform a gap analysis between the CMMI level 2 practices and the Basic 
profile and implement the practices needed for a level 2 assessment. 

A large engineering firm has implemented a program to define and implement 
project management processes for their small-scale and medium-scale projects. The 
firm already had a robust and proven process to manage their large-scale projects. 
Their projects are classified into three categories as illustrated in Table 2. 

Table 2. Classification of projects by the engineering firm [10] 

 Small 
project 

Medium 
project 

Large project 

Duration < 2 months >2 and <8 
months 

>8 months 

Team size <= 4 people 4-8 people >8 people 

No. engineering 
specialties 

1 >1 Many 

Engineering fees $5,000 - 
$70,000 

$50,000 - 
$350,000 

>$350,000 

 
The engineering firm documented the business goals, as illustrated in Table 3, as well 

as the problems that one division of the company wished to solve. The division used the 
project management process of the Entry profile of ISO/IEC 29110 to document their 
small-scale project management process and they used the project management process 
of the Basic profile to document their medium-scale project management process.  

Table 3. Division’s business goals [10] 

ID No. Description 

O-1 Facilitate the integration of new project managers 

O-2 Achieve a global customer satisfaction level of 80 %. 

O-3 Meet the deadlines and costs planned for the projects, 
within a margin of 5%. 

O-4 Reduce resource overload by 10 %. 
O-5 Reduce time delays to one week and cost overruns to 5 % 

of the initial budget. 
O-6 Reduce corrective work during the quality control phase 

by 10 %. 
O-7 Reduce non-chargeable time for resources by 10 %. 

 
ISO has developed “The ISO Methodology to assess and communicate the 

economic benefits of standards” [14]. This methodology was used, by the engineering 
firm, to estimate the anticipated costs and benefits over a period of three years. The 
estimates were made by the sponsors of this process definition project. Figure 2 
illustrates the value chain of the company. 
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Fig. 2. Value chain of the company  

An estimate of anticipated costs and benefits over a period of three years was made 
by the improvement program project sponsors. Table 4 shows the results for the first 
three years of this cost/benefit estimation. 

Table 4. Costs (in $CAD) and benefits estimations from implementing ISO/IEC 29110 [10] 

 Year 1 Year 2 Year 3 Total 

Cost to implement 
&maintain 

59,600 50 100 50,100 159,800 

Net benefits 255,500 265,000 265,000 785,500 

 
The engineering firm is planning to document and implement their systems 

engineering processes for the small-scale and medium scale projects once the 
ISO/IEC 29110 systems engineering guide of the Basic profile gets published by ISO.  

4 ISO/IEC 29110 Certification of VSEs 

For most enterprises, but in particular for VSEs, international certifications can 
enhance credibility, competitiveness and access to national and international markets. 
Brazil has led the development of an ISO/IEC 29110 certification process. An 
ISO/IEC 29110 auditor should be competent in auditing techniques, have expertise in 
ISO/IEC 29110 and have experience in systems or software development. For VSEs, 
such a certification should not be too expensive and short. The certification process 
has been successfully piloted in a few Brazilian VSEs. For these pilots, it took about 4 
staff-days of work by the auditors. A first auditor course was conducted in English in 
Dublin in November 2013.  

The certification scheme, described in ISO/IEC 29110-3-2 document [15] is based 
on ISO Standards on Conformity Assessment. As illustrated in figure 3, it is a four-
stage certification process. 
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6 Conclusions and Future Work 

Industry recognizes the contribution of VSEs in terms of the valuable products and 
services they offer. A large majority of organisations worldwide have up to 25 people. 
The collection of ISO/IEC JTC1 SC7 standards was not easily applied in VSEs, 
which generally found standards difficult to understand and implement.  

After having developed ISs and TRs for VSEs involved in the development of 
software, WG24 developed the ISO/IEC 29110 systems engineering Basic profile 
management and engineering guide. Then members of the INCOSE VSME WG 
developed a set of Deployment Packages to help implement the Basic profile. WG24 
started the development of the Entry profile for systems engineering. Once a stable 
version of the SE Entry profile is available, the INCOSE VSME working group will 
be able to start the development of the deployment packages to support the Systems 
Engineering Entry Profile. Once the ISO/IEC 29110 software Intermediate and 
Advanced profiles are ready, the development of the two matching systems 
engineering profiles for VSEs will start [16]. 

Since many VSEs developing systems are also involved in the development of 
critical systems, WG24 and the INCOSE VSME Working Group will conduct an 
analysis to determine if a set of systems/software engineering standards for VSEs 
developing critical systems should be developed. 
 
Additional information: The following website provides more information, as well 
as articles by WG24 members and deployment packages for software and systems 
engineering: http://profs.logti.etsmtl.ca/claporte/English/VSE/index.html 
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Abstract. Small software development companies need to have simple but 
useful tools in order to perform an efficient management of their projects and 
become more productive in their daily work. From the demand of four small 
software development companies, clustered in a joint process improvement 
programme for the implementation of the ISO/IEC 29110 standard, we selected, 
proposed and agreed a set of software tools to support both collaborative work 
and project management tasks. In this paper, an integrated environment for 
project management that brings together a set of tools supporting some of the 
PMBOK® Guide good practices is presented. This environment is composed of 
both transversal tools, such as office suites, social bookmarking services or 
virtual storage services, and specific applications for managing project scope, 
time and communications. 

Keywords: Project Management, Tools, Very Small Entities (VSE), Software 
Process Improvement (SPI), ISO/IEC 29110, PMBOK®. 

1 Introduction 

Software development small and very small enterprises (VSEs) have the challenge of 
handling multiple small-scale, fast-moving projects allowing little room for unwieldy 
management processes, but still requiring an efficient and straightforward monitoring 
process [1]. Moreover due to the small number of people involved in the project and 
the organization, most of the management processes are performed through an 
informal way and less documented [2]. The perception of heavyweight processes, 
especially in terms of documentation, cost and nonalignment with current 
development process, are among the reasons why the companies did not plan to adopt 
a lifecycle standard in the short to medium term [3]. 

VSEs use project management both to manage operations, to deliver tailored or 
bespoke products to customers, and manage innovation and growth [4]. However, 
these companies usually do not have efficient tools or project management processes 
suited to managing small-scale projects [1]. Project management tools and techniques 
are being used to a limited extent by high-technology SMEs [5]. 

We have been able to validate and be aware of all these distinctive features of 
software development projects in VSEs during our participation in a joint process 
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improvement programme involving a set of four very small companies. Our initial 
aim was to support them both in the definition of the best practices that should follow 
their software development processes, and in the management of their projects [6]. 
From our experience in implementing process improvement programmes in VSEs [7-
9] and, given the nature of these organizations, we suggested to adopt the ISO/IEC 
29110 international standard for software process improvement, since it is specific for 
VSEs and completely fitted their needs [10, 11]. 

The ISO/IEC 29110-5-1-2 standard [12] is aimed at providing a management and 
engineering guide which is applicable to the vast majority of small and very small 
entities that do not develop critical software. This standard defines two processes, 
Software Implementation and Project Management. The purpose of the Software 
Implementation process is the systematic performance of the analysis, design, 
construction, integration and tests activities for new or modified software products 
according to the specified requirements. The purpose of the Project Management 
process is to establish and carry out in a systematic way the tasks of the software 
implementation project, which allows complying with the project’s objectives in the 
expected quality, time and cost. Since the companies participating in this programme 
did already perform many of the tasks proposed by the Software Implementation 
process, the main goal of our work supporting these organizations was focused on 
establishing the project management activities. 

The main results of the joint process improvement programme were on the one 
hand, the definition of a standardized set of processes and procedures and, on the 
other, the development of a Process Asset Library to support project management 
good practices. In order to provide detailed knowledge about project management 
inputs, outputs and best techniques, the Project Management Body of Knowledge 
(PMBOK®) Guide [13] was used to complement the ISO/IEC 29110-5-1-2 standard. 

The PMBOK® Guide is a collection of recognised good practices that are widely 
applied by project management professionals and practitioners for the successful 
management of projects around the world. The project management good practices in 
the PMBOK® Guide cover the entire project lifecycle, from proposal to delivery, final 
acceptance and closing. The standard defines 47 project management processes which 
are grouped into five categories known as Project Management Process Groups: 
Initiating, Planning, Executing, Monitoring and Controlling, and Closing. Moreover, 
the PMBOK® Guide recognises ten Knowledge Areas typical of almost all projects: 
Project integration management, scope management, time management, cost 
management, quality management, human resources management, communications 
management, risk management, procurement management and stakeholder 
management. 

In parallel with the implementation of the ISO/IEC 29110-5-1-2 standard, and from 
the demand to provide the participant companies with supporting software tools, we 
were trying different software to facilitate the development and management of the 
assets in the Process Asset Library. These tools should follow the techniques 
recommended by the PMBOK® Guide. Currently, in the scope of the joint 
programme, which is still in force, we have developed a pilot project in which 11 
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project managers in the 4 participant companies use the proposed software supporting 
toolset for managing projects. 

As an individual can design and create a Personal Learning Environment (PLE) 
that integrates a set of tools, services and links needed to achieve different goals 
linked to the acquisition of new skills, a project manager can also create a personal 
environment for project management that integrates the most useful software tools to 
support the entire project life cycle. 

This paper presents an Integrated environment to support project management in 
VSEs, which has been defined using Symbaloo [14]. This environment has been 
designed to operate, from a single interface, all digital resources and Web 2.0 tools 
that regularly use a project manager either from the computer, tablet or mobile phone. 

The paper is structured as follows: section 2 presents the software tools to support 
the project management process asset creation and the application of some techniques 
recommended by the PMBOK® Guide. Section 3 describes the integrated 
environment that brings together all the identified software tools. Finally, in section 4 
the conclusions are presented. 

2 Tools to Support Project Management in VSEs 

The tools that the Integrated environment to support project management in VSEs 
brings together can be grouped into different categories. On the one hand, some of 
these tools are transversal, that is, they have a general purpose and can be used in any 
management area. More specifically, we refer to: 

• Office tools. Word processors to elaborate templates (such as a 
communications plan or a progress status record), tools to create presentations 
(such as the kick-off presentation), spreadsheets, among others. Some of the 
office tools we recommend are Zoho Docs [15] and OpenOffice [16]. 

• Social bookmarking tools. They allow saving and sharing links to blogs and 
websites of interest. This category includes Diigo [17], Mister Wong [18] and 
Citeulike [19]. 

• Cloud computing tools. They offer storage and resource sharing services. The 
most commonly used are Dropbox [20], Google Drive [21] and OneDrive 
(formerly SkyDrive) [22]. 

However, other tools are specific for a particular management area. Concretely, we 
have compiled software to support processes of the following areas: scope 
management, time management and communications management. The following 
subsections details the selected tools for each of these three management areas. 

2.1 Tools for Scope Management 

One of the actions proposed by the PMBOK® Guide related to defining the scope of a 
project consists in collecting all the relations with other past or future projects in the 
organizational portfolio. To capture these relations among projects is recommended to 
develop flow charts and relations diagrams using a tool such as Flowchart [23]. 
Flowchart is an online multi-user and real-time collaboration service. 
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The next action to be carried out to define the project scope is to identify the 
requirements of the project, including both the project restrictions (infrastructure 
needs, deadlines, etc.) and the product requirements. All these requirements can be 
collected using the Mind Mapping technique. A very simple and intuitive mind 
mapping tool is FreeMind [24]. Figure 1 presents an example of mind map with all 
the requirements of a software development project. 

 

 

Fig. 1. Example of mind map created in FreeMind 

Another action of this management area consists in defining groups of tasks to be 
performed by the team, both for executing all software engineering tasks and for 
managing their execution. The PMBOK® Guide recommends using the Work 
Breakdown Structure (WBS) technique in order to obtain a hierarchical representation 
in work packages for all the project tasks. A software tool for this type of diagrams is 
WBS Chart Pro [25]. Figure 2 shows a WBS created in this tool. 
 

 

Fig. 2. Example of WBS created in WBS Chart Pro 
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2.2 Tools for Time Management 

The work packages identified in the WBS must be broken down into more specific 
tasks. In addition, milestones should be set, which can match with the provision of a 
product or service by a contracted provider or with the delivery of a release to the 
customer. Once the tasks list is established, these tasks must be sequenced and 
distributed on the calendar. The end result of this process is a schedule diagram 
showing the timing of all planned tasks. 

Google Calendar [26] can be used to set the work calendar. This tool allows 
generating diverse calendars containing all work days for different project 
stakeholders. These calendars can be shared with internal project team members (who 
will be able to edit and make changes on them) and other guests (with only query 
options). 

A free tool for sequencing tasks and setting milestones is Gantter [27]. This tool 
can be used to develop a Gantt chart with all temporal dependencies between tasks. 
Additionally, it allows allocating resources to tasks in order to indicate the team 
member who is going to execute it or the stakeholder who will supervise it. Even the 
project manager can also assign materials and infrastructure resources that the 
assigned member must have to perform that task. Figure 3 shows the Gantt diagram 
created in Gantter with the tasks and milestones for a software development project. 

 

 

Fig. 3. Example of Gantt diagram created in Gantter 

Other tools for managing task and time assignments are Asana [28] and Trello 
[29], both with web and mobile devices applications. Asana is a collaborative tool to 
facilitate users or teams planning and managing their projects and tasks. Each team 
has a workspace. Workspaces contain projects and these, in turn, contain tasks. Asana 
provides many features, such as personal projects, tasks, tags, notes, comments and a 
mailbox that organizes and updates information in real time. Figure 4 shows the list of 
tasks in a project (on the left side of the image) and detailed information for the 
selected task (right side). 
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Fig. 4. General view of a project in Asana 

Trello uses the Kanban project management paradigm. Projects are represented by 
boards containing lists. These lists contain cards (matching with the project tasks on 
the Gantt chart). The cards are moved from one list to another reflecting, for example, 
the flow of a task since it is planned until it has been executed. Users can be assigned 
to cards. Each card can store different attributes of a task such as: description, 
deadline, list of activities, comments, etc. Trello also allows attaching files required 
for the execution of the identified tasks, linking them to a Dropbox or Google Drive 
account. Figure 5 shows the board for a project with four tasks lists. 

 

 

Fig. 5. A project board in Trello 

2.3 Tools for Communication Management 

Another need when planning a project is to define all communication procedures both 
internal within the team and external with customers and other stakeholders. 
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Doodle [30] is a very useful tool when planning meetings, such as requirements 
elicitation meetings with customers or internal coordination meetings. This tool 
allows users to create a poll to determine the best date and time for the meeting. The 
survey administrator receives email alerts with votes and comments. Doodle can 
operate with several external calendar systems as Google Calendar, Microsoft 
Outlook, IBM Lotus Notes and Apple iCal. Figure 6 shows an example of a survey to 
plan a coordination meeting. 
 

 

Fig. 6. Example of a survey for a coordination meeting in Doodle 

Other tools that can be used for daily communication between the team 
components are Skype [31] and Google Hangouts [32]. These tools allow text, voice 
and video communications and file sending between users. They also offer screen 
sharing and remote desktop features. 

There are different collaborative work tools that can be used to support and 
enhance communication and coordination among stakeholders. These tools can be 
used with two different objectives: to organize the internal tasks of the team, and to 
track the work progress of the different providers or other stakeholders. Some of the 
collaborative work tools that can be used to manage projects in VSEs are Wiggio 
[33], Redbooth (previously known as Teambox) [34] and TeamLab [35]. 

Wiggio is a free tool that is divided into three main sections: the groups and 
members bar, the work area and the utilities bar (providing different communication 
tools, document creation features and survey creation tools). The work area contains 
three tabs: feed, summarizing the activities that have taken place in the group, folder, 
with all files shared in the group, and calendar, which stores information about 
activities, meetings and planned or held events. A very useful feature is the alert 
system, which prior to a scheduled event occurs, reports it by email to the affected 
users. Wiggio supports integration with the calendars of Google Calendar, Microsoft 
Outlook, etc. Figure 7 shows the working area for a project team in Wiggio. 
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Fig. 7. Working area for a project team in Wiggio 

Redbooth is another collaborative work tool which is free for teams of up to five 
users. It supports the creation of task lists to structure projects and, also, the definition of 
conversations that can be converted into activities, and, in turn, into deliverables. Notes 
feature allow sharing documentation within the team like a Wiki. In order to perform 
time control of each task, Redbooth has a time tracking system. It also allows file 
sharing in Dropbox or Google Drive. Figure 8 shows a view of the conversation feature. 
 

 

Fig. 8. Example of a team conversation in Redbooth 

3 Integrated Environment to Support Project Management in 
VSEs 

The Integrated environment to support project management in VSEs has been 
developed using the Symbaloo tool [14], which provides very useful features to 
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visually create and organize links. This management environment integrates all the 
tools listed above for each of the knowledge areas described (Scope, Time and 
Communication Management). In addition, it also incorporates the transversal tools, 
such as office suites, social bookmarking tools, virtual storage services, content 
generators and social networks. 

The Integrated environment is organized into blocks, to which the link to the 
resource is attached: video, feed, RSS news reader, etc. Each block can have a color, a 
title and an icon assigned. As many block pages (called webmix) as desired can be 
created. The webmix background can be customized. All blocks can be easily moved 
by dragging them with the mouse, offering the possibility to design the webmix as the 
company likes the most. An extension can be installed in the browser in order to 
automatically add links while browsing. The webmix can be kept private or be shared 
both publicly (appearing on Google and Bing search results) and with specific 
stakeholders. 

Figure 9 provides a view of the Integrated environment to support project 
management in VSEs developed in Symbaloo. The transversal tools are grouped in the 
lower rows. The other tools are grouped by rows, one for each project management 
knowledge area. 
 

 

Fig. 9. Main view of the Integrated environment to support project management in VSEs 

4 Conclusion and Lessons Learned 

In this paper, an Integrated environment to support project management in VSEs has 
been presented. This integrated environment is the result of a research in which we 
selected, proposed and agreed a set of tools to support both collaborative work and 
project management tasks. 

The Integrated environment has been developed with a double objective. On the 
one hand, to promote project management good practices in small and very small 
software development companies. The authors of this article truly believe that 
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planning in detail the scope of a project, estimating the time for each work package 
and task, and deciding which team member is better able to perform each task, 
provides an invaluable support not only so that every member can control the own 
work and be coordinated with the entire team, but also for the customer or other key 
stakeholders to know in detail all aspects of the progress of the project and, 
ultimately, to obtain results that comply with the scope, time and quality restrictions. 

On the other hand, we pursue a second objective which is to validate, expand and 
improve the set of project management procedures, tools and process assets in our 
Process Asset Library [6] to support the implementation of the ISO/IEC 29110-5-1-2 
standard. 

The valuation of the Integrated environment in the context of the currently ongoing 
pilot project is totally positive. Each company selected, from the list we had proposed, 
the subset of tools that best suited their needs. From the feedback offered by the 
participant project managers, working in different companies, with different ways to 
manage their work, we have been able to identify the most effective software tools. 

Participant VSEs all agreed on the need to have simple but useful tools to become 
more productive in their daily projects. It seems that this kind of companies is willing 
to bet on free software tools, mainly for economic reasons. However, they have 
traditionally found difficulties, due to the lack of knowledge of the existing tools, to 
decide which ones could better fit to its internal organization. It has to be noted that, 
during the last years, there has been an increasing proliferation of software tools to 
address specific project management aspects. 

The results presented in this paper represent one more step on the road to 
developing a method with the necessary guidelines for the implementation of 
ISO/IEC 29110-5-1-2 project management good practices reducing the amount of 
effort. Further work is expected to be performed to determine what more tools should 
be added to the Integrated environment in order to meet different management needs, 
in other PMBOK® Guide knowledge areas not covered so far. 
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Abstract. For medical device organisations to market their devices in specific 
geographic regions they must adhere to the regulations of that region. These 
regulations often recommend that organisations adhere to specific standards and 
guidance documents which specify “what” must be achieved without specifying 
“how” this may be done. Due to changes to the medical device directive, which 
governs the development of medical devices within the EU, in March 2010, 
software can now in its own right be considered a medical device. This change 
has meant that a number of software organisations developing software for the 
medical device domain must now adhere to the same regulations as other medi-
cal device manufacturers. In this work we present a concept for a Software 
Process Improvement (SPI) roadmap to guide such organisations through the 
task of implementing medical device standards and guidance documents. In ad-
dition we present and evaluate a methodology that can be used to create a SPI 
roadmap from a set of requirements such as the aforementioned standards and 
guidance documents.   

Keywords: software process improvement roadmaps, medical device standards, 
software, usability, risk management, research method. 

1 Introduction 

Software can be easily used to configure a medical device without the need for expen-
sive and time consuming hardware changes [1]. In 2006, Faris et al. [2] estimated that 
approximately half of all medical devices on the US market contained software. 
Complexity of software has been increased dramatically, posing higher risks of soft-
ware malfunction and miss-application. Between 2005 and 2009, 87 models of infu-
sion pumps were recalled due to safety problems [3]. In response to this, a whitepaper 
on the use of infusion pumps produced by the FDA, reports that “many of the prob-
lems that have been reported are related to software defects”. 

Although this is only one example, recent trends show that an increasing number of 
medical devices are being recalled due to software failures. Due to the increasingly 
important role of software in these devices, software is now included in the EU’s 
definition of a medical device [4] subjecting it to the same processes and standards as 
other medical devices.  
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To ensure compliance, organisations are facing the challenge of implementing a 
number of medical device standards and guidance documents. These standards and 
guidance documents clearly define what must be achieved without providing specific 
methods for achieving them [5]. 

In this work we aim to alleviate this problem through the use of a series of software 
process improvement roadmaps. These roadmaps will not only outline what an orga-
nisation must do and when it should be introduced (in line with the software devel-
opment lifecycle), but will also provide specific guidance on the best way to achieve 
these requirements for individual organisations. 

Previous work by the authors [6] has outlined the structure of these roadmaps and 
proposed a methodology for their development. In this paper we aim to re-evaluate 
this methodology in light of its application to two medical device standards, IEC 
62366[7] and ISO 14971[8], and to share our experiences in the application of the 
methodology to allow future researchers learn from these experiences.  

The remainder of this paper is structured as follows: Section 2 outlines the back-
ground to this work and discusses the importance of software to the medical device 
domain. Section 3 examines the role of software processes and software process im-
provement within the medical device domain. In section 4 we describe the structure of 
the roadmaps and a methodology for their development. Section 5 then discusses how 
the roadmap development methodology was applied to two international standards 
and discusses the impact this will have on the methodology in the future. Section 6 
then concludes the paper with an outline of how this work will progress. 

2 Medical Device Regulations, Standards and Guidance 
Documents 

In order to sell a medical device within the European Union (EU), the medical device 
organisation must demonstrate that they are compliant with the regulations set forth 
by the EU. Similarly, to sell medical devices within the US the organisation must 
demonstrate compliance with the FDA regulations [9]. In order to help organisations 
achieve compliance with these regulations, the EU and FDA have published standards 
and guidance documents that address specific aspects of the regulations and also rec-
ommend compliance with harmonised and consensus international standards, such as 
IEC 62304 [12] and ISO 13485 [10]. ISO 13485 Quality management system (QMS) 
ensures that the processes used during the development and production of a medical 
device are defined and monitored to ensure high quality products are developed. This 
standard is referred to by the European regulations and has recently been accepted by 
the FDA as adequate fulfilment of the requirements of a QMS. 

As part of the QMS, organisations must perform risk management activities. ISO 
14971:2007 [8] describes the requirements of a risk management process for medical 
device development. This standard identifies 6 key stages of a risk management; risk 
analysis, risk evaluation, risk control, evaluation of overall residual risk acceptability, 
risk management report, and production and post-production information. 
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During the development of a medical device, it is important to consider how the 
user will interact with it. Usability (the extent to which a product can be used by spe-
cified users to achieve specified goals with effectiveness, efficiency and satisfaction 
in a specified context of use [11]) can be a source of great risk. The IEC 62366 [7] 
standard defines a usability engineering process that can help medical device devel-
opers produce usable products thereby reducing the risk of use errors.  

IEC 62304:2006 – Medical device software – Software life cycle processes [12] 
provides specific guidance on how to perform software development activities for 
software that is to be incorporated in a medical device. It is therefore used to develop 
medical device software for both the European and US markets. 

3 Software Process Improvement within the Medical Device 
Domain 

There has been very limited adoption of software process improvement within the 
medical device domain [4]. In addition existing generic SPI models, such as the 
CMMI® and  ISO/IEC 15504-5:2012 (SPICE), do not provide sufficient coverage to 
achieve medical device regulatory compliance [15] [2] [13] [1].  To address this issue 
a medical device specific SPI framework, titled Medi SPICE, is being developed [16].  

The objective of undertaking a Medi SPICE assessment is to determine the state of 
a medical device organisation’s software processes and practices, in relation to regu-
latory requirements and best practices with the goal of  identifying  areas for under-
taking process improvement [15] [13].  It can also be used as part of the supplier 
selection process [17].  

Medi SPICE is based on ISO/IEC 15504-5:2012 [14], IEC 62304:2006 [12] and 
ISO/IEC 12207:2008 [18]. It is being developed in line with the requirements of 
ISO/IEC 15504-2:2003 [19] and contains a Process Reference Model (PRM) and 
Process Assessment Model (PAM). It also incorporates the requirements of the rele-
vant medical device regulations, standards, technical reports and guidance documents. 

The Medi SPICE PRM consists of 44 processes and 15 sub-processes with clearly 
defined purpose and outcomes that must be accomplished to achieve that purpose. 
The Medi SPICE PAM which is related to the PRM, forms the basis for collecting 
evidence that may be used to provide a rating of process capability.  

4 Software Process Improvement Roadmaps 

In this work we propose the use of a software process improvement framework for the 
implementation of medical device standards. Unlike traditional SPI models, the goal 
of the roadmap implementation framework is not to improve existing processes but to 
implement the processes necessary to meet the requirements of a specific standard. 
Initially this work will focus on the development of SPI roadmaps for key medical 
device standards; IEC 62366, ISO 14971, ISO 13485 and IEC 62304. 
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For the purposes of this work we define a roadmap as: A series of milestones, com-
prised of goals, that will guide an organisation, through the use of specific activities, 
towards compliance with regulatory standards. 

The roadmap is divided into two levels. The first level defines the goals, grouped 
into milestones that the organisation should achieve throughout the SPI initiative. And 
contains no detail relating to how the goals should be achieved. This is done for two 
reasons. Firstly, by presenting the roadmap as a series of goals traceability to the rele-
vant standard can be easily achieved. Secondly, the high-level roadmap can form a 
basis for communication across the industry as the same high-level roadmap can be 
applied to all organisations. The second level roadmap contains specific guidance for 
organisations on how to achieve the goals outlined in the high level roadmap and is 
comprised of multiple activities that can achieve each goal so that the most suitable 
activity can be presented to an organisation wanting to implement the roadmap. 

4.1 Roadmap Development Methodology 

The following approach is similar to the transformation method presented in [20] for 
the construction of ISO/IEC 15504-2 compliant process assessment and process refer-
ence models. The goal of the transformation methodology presented in [20] was to 
develop a process reference model and a process assessment model. As the goal of 
this methodology is to develop a roadmap for implementing medical device standards 
it was necessary to alter the methodology to account for the order of implementation 
and the distinction between the goals and activities (or practices in ISO 15504) in the 
roadmap. 
The methodology used for the development of the roadmaps is as follows: 

1. Identify requirements of the standard: (The requirements will henceforth 
be known as ‘goals’ to differentiate the roadmap from the standard). This 
will be achieved through manual analysis of the standard. 

2. Logically group all goals. Goals are grouped based on the stage of the soft-
ware development lifecycle at which they occur. However as some goals are 
performed throughout the lifecycle, these goals should be grouped together 
and placed at or before the first stage at which they are performed. 

3. Separate grouped goals in line with ISO/IEC 15504 capability levels. 
These groups are separated based on the capability level at which the re-
quirements should be performed. These groups form the milestones of the 
roadmap. 

4. Order the milestones based on the capability level and logical groups. 
All milestones containing level 1 goals should be implemented first in the 
order in which they will occur in the development process, followed by all 
milestones containing level 2 goals, and subsequently by all milestones con-
taining level 3 goals until all of the milestones are in order. 

5. Validate generated roadmap. The generated roadmap should be validated 
with industry experts. Members of the standards committee could also assist 
with the validation. Interviews or workshops are methods that could be used. 
A Delphi study could also be used. The validation should aim to ensure that: 
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• The goals are correctly grouped 
• The milestones are in the correct order for implementation  

6. Identify activities that can meet the identified goals.. This can be done 
through a systematic literature review and/or case studies with organisations 
already implementing the standard. 

7. Validate activities in host organisation. This will involve the generation of 
a roadmap for the host organisation and then undertaking a software process 
improvement initiative to implement the roadmap. 

5 Evaluation 

This section presents two case studies that have used the roadmap development meth-
odology to develop and validate a high-level roadmap for two medical device stan-
dards (IEC 62366 and ISO 14971). A full description of the developed roadmaps is 
beyond the scope of this experience report. 

5.1 Validation Methodology 

To validate each of the roadmaps an expert evaluation was used. There were two 
aims established for each validation: 

1. To determine if the goals are appropriately grouped into milestones 
2. To determine if the ordering of the milestones is appropriate for implementa-

tion in a medical device organisation. 

Experienced personnel within each of the two domains, risk management and usa-
bility of medical devices, were asked to complete the on-line questionnaire illustrated 
in Figure 1. The questionnaire showed participants each milestone in turn and asked 
them to state whether they thought each goal belonged in the milestone it was in-
cluded in. In addition the participants were asked to rate on a 5 point likert scale 
(where 1 = strongly disagree and 5 = strongly agree) whether they agreed with the 
following statement; The order of this milestone within the roadmap is correct. The 
participants were also provided with the opportunity to add any additional comments 
they felt were relevant. 

In addition to this, the online questionnaire also provides the user with the oppor-
tunity to state at what capability level, in line with 15504-2, each goal should be ac-
complished at. As the participants who took part in the study were experts in medical 
device standards and not software process improvement these results were not in-
cluded in the study. However we did manage to recruit 1 software process improve-
ment expert whose feedback is included. 
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Fig. 1. Screenshot from online questionnaire 

5.2 Case Study 1- IEC 62366 

The first case study conducted applied the roadmap development methodology to the 
IEC 62366 standard. This standard outlines the requirements for a usability engineer-
ing process and describes what needs to be done to minimise use related risks. The 
standard requires the development of a number of documents, including a usability 
engineering file which should at least reference all of the documentation relating to 
the usability engineering process. 

Step 1 of the methodology identified 44 goals, that were separated into 10 mile-
stones (step 3) that are implemented throughout the software development lifecycle. 
Table 1 shows the number of goals that were included in each of the milestones for 
the IEC 62366 roadmap. It can be seen that the number of goals range from 2 to 7 per 
milestone. 

Table 1. Initial IEC 62366 Roadmap 

Milestone # of goals Milestone # of goals 
Task 5 Training 4 
Usability Specification 5 Verification 4 
Risk Management 7 Validation 4 
Implementation 2 Validation Management 3 
Documentation 6 Process  4 
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Once the roadmap was produced it was validated by 5 participants with experience 
of usability engineering for medical devices. In total 18 individuals were contacted in 
relation to the validation however, only 5 agreed to participate in the study. Overall 
the participants felt that the initial roadmap was well structured, however they did feel 
that the last two milestones should be implemented earlier. It was felt that the Process 
milestone should be the first milestone as it defines and maintains the overall process 
of usability engineering. 

Although a full overview of the results is beyond the scope of this paper, it is im-
portant to mention that the results obtained in relation to the capability level of each 
goal provided little agreement among the participants. This result may be explained 
by the participants’ area of expertise being in the area of usability engineering and not 
in ISO 15504 capability levels. 

As a result of the validation, the roadmap was revised to include only 39 goals 
(some of the original goals were merged where the documentation of an activity and 
the activity itself were separate goals) divided into 9 milestones. Two milestones, 
validation and validation management, were merged to form a single goal as these 
were originally separated based on their capability level. Table 2 shows the number of 
goals by milestone for the revised roadmap. 

Table 2. # of goals in the revised IEC 62366 roadmap  by milestone 

Milestone # of goals Milestone # of goals 
Process 3 Documentation 6 
Task 3 Training 4 
Usability specification 4 Verification 4 
Risk Management 6 Validation 7 
Implementation 2   

5.3 Case Study 2 – Roadmap for ISO14971 

The second case study applied the roadmap development methodology to the ISO 
14971 standard. ISO 14971 describes the risk management process that should be 
applied during the development of medical devices. The standard itself is not limited 
to software but can apply to any type of medical device. The standard outlines a 6 
phase risk management process ranging from risk analysis, which is the identification 
of possible risks posed by the medical device to Production and post-production man-
agement of any residual risks.  

The roadmap generated by the roadmap development methodology contained 51 
goals divided among 14 milestones. Table 3 shows that there are between 1 and 7 
goals per milestone in the roadmap. As risk management is an on-going activity with 
each stage being repeated throughout the software development lifecycle, the road-
map should be used to introduce the goals early in the product lifecycle so that the 
necessary activities are in place when needed. 
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Table 3. # of goals per milestone 

Milestone # of 
Goals 

Milestone # of 
Goals 

Initial Planning 6 Pre-Production 1 
Risk Analysis 4 Post-Production 2 
Risk Evaluation 3 Management Planning 4 
Risk Control 3 Staff Planning 4 
Verification of Risk Control 5 Final Review 2 
Residual Risk 7 Risk Management System Review 3 
Pre-Release 6 Traceability 1 

 

As was found in case study 1, the validation of the roadmap found that a number of 
the milestones, which contained goals believed to be at capability level 2 (Managed 
process- the process meets the requirements for capability level 1 where the process is 
performed, and is now implemented in a managed fashion), were introduced too late 
in the roadmap and as such should be introduced earlier. In addition it was also found 
that in a number of cases the separation of an activity from its documentation was 
unnecessary and these goals should be grouped into a single goal. 

The validation resulted in a number of changes to the roadmap. The resulting 
roadmap contains 44 goals divided among 14 milestones. Three of the final 4 miles-
tones were moved so that they would be implemented at the beginning of the imple-
mentation process. The final number of goals and order of the milestones can be seen 
in table 4 (read from top to bottom, then left to right). 

Table 4. # of goals per milestone in the ISO 14971 Roadmap 

Milestone # of 
Goals 

Milestone # of 
Goals 

Initial Planning 6 Verification of risk Control 3 
Management Planning 3 Residual Risk 7 
Staff Planning  3 Pre-Release 6 
Traceability 1 Pre-Production 1 
Risk Analysis 4 Post-Production 1 
Risk Evaluation 3 Risk Management System Review 3 
Risk Control  2 Final Review 1 

6 Discussion 

The case studies described above have provided a lot of insight into the methodology 
and have highlighted a number of issues that can arise when applying it to medical 
device standards.  

The first stage is to determine the requirements of the standards. The standards 
contain a lot of supporting information which can be difficult to discern from the 
requirements. The authors judgement was used in determining this and the validation 
found that these judgements were correct. Additionally, it was found that the  
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standards use consistent terminology to describe what needs to done in order to be in 
compliance with the standard.. This consistency could also allow for the use of Natu-
ral Language Processing (NLP) techniques to identify the requirements from the stan-
dard.  

During the application of step 2 (logically group all goals) it was identified that not 
all processes can adhere to the software development lifecycle. In the cases outlined 
above it was found that there were logical groupings that could be easily identified 
however, some requirements would not easily fit into these groupings. For example in 
case study 2 it can be seen that 2 of the milestones contained only a single goal. Al-
though the methodology itself can be quite flexible it was found in both case studies 
that dividing the goals based on their capability level provided little benefit as most of 
the goals should be implemented by a level 1 organisation. During case study 1, an 
ISO 15504-2 expert was asked to review the goals to determine if they were assigned 
an appropriate capability level. This expert remarked that as they are a requirement of 
the standard they should all be assigned a capability level of 1. For this reason it has 
been determined that this step (step 3) should be removed from the methodology. 

In the cases outlined above it was found that the logical groupings provided a clear 
path to implementation. The use of the ISO 15504 capability levels in this step how-
ever, did cause problems. Some of the goals that were determined to be implemented 
at level 2 are necessary at the start of the implementation, for example the develop-
ment of a standard operating procedure. Including these levels in the ordering of the 
milestones lead to the development of inaccurate roadmaps that was quickly identified 
by the experts. The case studies also revealed that it is important to select the correct 
method for validation. In both cases an online form was used to collect the opinions 
of the validators on the roadmap. Although this approach provided sufficient valida-
tion for the two standards selected, this may not scale well due to the large number of 
inputs that would need to be completed. In case study 2 one participant opted to email 
their comments directly to the author instead of completing the online form. To ad-
dress this issue future validation studies may instead opt to take on a different format. 
One possibility is the use of a workshop whereby the participants are co-located and 
presented with the roadmap and provided an opportunity to discuss the roadmap in 
much more detail. 

During the case studies it was found that the separation of the documentation of an 
activity from the activity itself, as was done in a number of cases, should not be done. 
One of the validators remarked that “If it’s not documented, it’s not done”, and sug-
gested that the documentation of an activity should not be a separate goal but incorpo-
rated into the activity that is being performed.  

7 Revised Roadmap Development Methodology 

As a result of the validation the methodology now consists of: 

1. Identify requirements of the standard: It is important to ensure that re-
quirements of the standard are identified and distinguished form supporting 
advice. These requirements should then be phrased as goals of the roadmap. 
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2. Logically group all goals. Each group should not contain too many goals. If 
this is the case they may be separated into multiple sub-groups. The resulting 
groups will form the milestones for implementation. 

3. Order the milestones based on the logical groups. The milestones should 
ordered in a way that is compatible with implementation in a software devel-
opment process to ensure that organisations suffer limited disruption due to 
the implementation. 

4. Validate generated roadmap. The validation should be performed with in-
dustry experts and evaluate the roadmap to answer the following questions: 

• Are the goals appropriately grouped into milestones? 
• Is the ordering of the milestones appropriate for implementation in a 

medical device organisation? 
5. Identify activities that can meet the identified goals.. This may be done 

through a systematic literature review and/or case studies with organisations 
already implementing the standard. 

6. Validate activities in host organisation.. Generate a roadmap for the host 
organisation through collaboration between the organisation and industry 
experts and then undertaking a software process improvement initiative to 
implement the roadmap. 

8 Limitations 

The validation described above did not include development of the activities reposi-
tory or industry validation of a complete roadmap. For this reason the validation pre-
sented above is limited to the first 5 steps of the methodology which can be used to 
develop a high-level roadmap. This in itself in a vital aspect to the development of 
software process improvement roadmaps. 

The development methodology has been applied to two standards within the medi-
cal device domain. Before it can be established that the methodology can be applied 
as is to other domains, such as the automotive or aerospace domains, it must be vali-
dated within these domains.  

9 Conclusions and Future Work 

The implementation of any standard required in the development of medical devices 
can be a complex and time consuming issue. SPI roadmaps provide specific activities, 
in-line with the medical device standards, for an organisation to implement the chosen 
standard in a way that complements existing software development lifecycle proc-
esses. 

This paper outlines how such roadmaps can be developed through the use of the 
roadmap development methodology and report on the application of this methodology 
to two medical device standards, IEC 62366 and ISO 4971. In light of these case stud-
ies it was deemed that the methodology can be used to develop high level software 
process improvement roadmaps that would be well received by the medical device 
community. 
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In the future this work will examine the use of Natural Language Processing (NLP) 
techniques to assist in the development of such roadmaps, in line with the roadmap 
development methodology. NLP techniques could be used to automatically identify 
the requirements of a medical device standard, the first step in the presented method-
ology. This could greatly simplify the process of roadmap development as the identi-
fication of such requirements can be a time consuming task. 

Using the roadmaps presented here, it is intended to recruit a number of 
medical device organisations to implement the roadmaps to evaluate how well 
the proposed roadmaps work in an industry setting. After an initial evaluation 
of the organisations existing processes, a customised roadmap will be devel-
oped for the organisation and they will be guided through its implementation, 
until they have met all of the requirements of the medical device standard 
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Abstract. A design science research method can be applied for designing 
innovative services. In our research and technology organization, a macro-
process model underlying activities of this method is formalized for governing 
innovative services. It is refined continuously according to current Research, 
Development and Innovation (RDI) activities such as the Tudor’s IT Process 
Assessment (TIPA®): an open framework for assessing and improving IT 
service management processes. The TIPA for ITIL (IT Infrastructure Library) 
case illustrates how this innovative framework has gone through all over the 
innovation chain.  

Keywords: service design, innovative service, service system, science-based 
sustainable service innovation process model, process assessment, process 
improvement, IT service management. 

1 Introduction  

Luxembourg country is concentrating a lot of service industries and suppliers, like 
in many other European countries, in the United States and Japan. Actually, more 
than 90% of the Luxembourg GNP is based on services. The financial sector is an 
important target for services in Luxembourg, but other sectors such as logistics, 
construction and telecommunication are also expanding. They contribute largely to 
the service supply. The progressive mutation of the traditional industry can also be 
observed: once focused on products, towards a more service-oriented industry. 
Finally, beyond the services of a commercial nature, there are also services of a 
public nature for the benefit of society in general and for the citizens in particular.  

Innovation is essential for Luxembourg and IT is largely recognised as a driving 
force for service innovation. It is even more the case in the new governmental 
programme [1]. According to OECD, innovation can be classified in several types. 
These include: a pure technological innovation, a process innovation (like TIPA® 
, the Tudor’s IT Process Assessment tackled in this paper, with a process reference 
model and a process assessment model, and its associated process assessment 
method applied to IT Service Management) and an innovation based on the 
development of new human competences. Ultimately, the innovation can be at the 
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level of a complete information system delivered as a service system, defined by 
Spohrer et al. as “a configuration of people, processes, technology and shared 
information connected through a value proposition with the aim of a dynamic co-
creation of value through the participation in the exchanges with customers and 
external/internal service systems” [2]. Finally IT can also be considered as a vector 
for other types of innovations like those related to new business models or to new 
regulations and standards. 

In this context, it is very important for Luxembourg to propose innovative IT- 
related services. The application of design science principles guarantees the value 
chain linking research and technological activities. As a Research and Technology 
Organization (RTO), the Public Research Centre Henri Tudor (hereinafter referred to 
as Tudor) proposes to align on Design Science approaches [3], and particularly to a 
Design Science Research Method (DSRM) [4] with six sets of activities founding the 
approach. Then in the context of service systems, Tudor enhances its process 
framework formerly known as S2IP (standing for Sustainable Service Innovation 
Process) [5, 6] to S3IP: Science-based Sustainable Service Innovation Process.  

The paper firstly presents the features of Tudor’s S3IP aligned with the Peffer’s 
DSRM in Section 2. Then Section 3 illustrates the approach in the innovative context 
of the Process-based framework dedicated to IT Service Management: the ITIL® 
2011 based framework named TIPA® for ITIL (TIPA stands for Tudor IT Service 
Management). The paper concludes on the enhancements provided by S3IP, and what 
innovation the TIPA framework introduces on the market. 

2 A Design Science Research Method Meeting Tudor’s RTO 
Goals 

According to Wikipedia, the term Design Science was introduced in 1963 by R. 
Buckminster Fuller [7] who defined it as a systematic form of designing. The concept of 
design science was taken up in S. A. Gregory's 1966 book of the 1965 Design Methods 
Conference [8] where he drew the distinction between scientific method and design 
method. Design science is a “problem-solving paradigm and seeks to create innovations 
that define the ideas, practices, technical capabilities and products through which the 
analysis, design, implementation, management and use of Information Systems can be 
effectively and efficiently accomplished“ [9]. Design Science attempts to “create things 
that serve human purposes, and then to create new and innovative artifacts“ [10] such as 
constructs, models, methods, and instantiations. 

Thus in the Tudor’s RTO context, we have the twofold mission to produce 
technological innovations in response to market needs and goals, and to contribute to 
the scientific theory underlying these innovations. Our focus is on service-based 
innovations for an enterprise or a network of enterprises: we are targeting systems of 
services. 

A service system design science research method, adapted to the context of a RTO 
like Tudor has been investigated [3], with the goal to demonstrate a science based 
approach applied to services.  
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Peffers et al. proposes a process model consisting of six activities in a nominal 
sequence [4]. They indicate that the need of relevance in service science finds a 
multidisciplinary response with a design based approach which enable to bring 
closer research and practice [11, 12]. Each set of activities of the nominal process 
sequence is presented in table 1: 

Table 1. DSRM activities 

1.  Problem identification and motivation.  
This activity aims at defining the specific research problem and justifying the value 
of a solution. The problem definition will be used to develop an artifact that can 
provide a solution. In order to motivate the value of a solution, this set of activities 
includes knowledge of the state of the problem and the importance of its solution. 

2.  Define the objectives for a solution  
This activity aims at inferring the objectives of a solution from the problem 
definition and knowledge of what is possible and feasible. 

3.  Design and development 
This activity aims at creating the artifact(s). These artifacts can be “constructs, 
models, methods, or instantiations” [13] or “new properties of technical, social, 
and/or informational resources” [14]. A design research artifact can be any 
designed object in which a research contribution is embedded in the design. 

4.  Demonstration 
This activity aims at demonstrating the use of the artifact to solve one or more 
instances of the problem. This can be done via the experimentation of the artifact’s 
use. 

5.  Evaluation 
This activity aims at observing and measuring how well the artifact supports a 
solution to the problem. This activity involves comparing the objectives of a 
solution to actual observed results from use of the artifact in the demonstration. It 
requires knowledge of relevant metrics and analysis techniques. 

6.  Communication 
This activity aims at communicating the problem and its importance, the artifact, 
its utility and novelty, the rigor of its design, and its effectiveness to researchers 
and other relevant audiences such as practicing professionals, when appropriate. 

2.1 The Science-Based Sustainable Service Innovation Process Model 

The DSRM principles that were presented previously are jointly applicable to service 
systems. Because of the specific nature of services, a particular attention should be 
paid to service systems features. This is the reason why a dedicated process model 
(S3IP) has been proposed in Tudor in order to illustrate the appropriate application of 
a DSRM into our RTO context and innovation mission dedicated to service systems. 
This process model highlights the influence of intensive networking and internal 
collaborations within an organization. It also emphasizes the alliances with key 
beneficiaries and end-users of the proposed innovations. 



 How to Desi

Our S3IP framework 
especially service  innovat
uncertainty implied. Of c
depends on the degree of n
of services have been l
production/interactivity, si
cultural specificity and in
speaking here about incre
uncertainty as this is abo
considerable competitive a
gate one [20]; it mobilize
perspective.  So we use fo
requirements of the service
stakeholders within an itera

Figure 1 presents the ov
Sustainable Service Innova

Fig. 1. The Science-ba

This is a process model 
processes and no frozen 
process. 

•  Service Value 
This process 
opportunity for 
instantiated pro
of view (gener
technological/sc
innovation. Stat
play the role 
investigated. A 
value propositio

•  Service Design
This process ai
objectives, qua
constraints are i

ign an Innovative Framework for Process Improvement? 

was defined on empirical basis in order to supp
tion projects taking into account the market and techni
course, as highlighted by Herstatt & Verworn [15]
newness of an innovation project. The main characteris
largely discussed in the literature: intangibility, 
imultaneity, heterogeneity, perishability, transferabi-l
nformation-intensity [16, 17, 18, 19]. Although we 
emental innovations with a lower market and techni
out process improvements that could also result in

advantage. Our S3IP is well a process model but not a st
es not only engineers as we are in an open innovat
or example as well as persona and scenario to extract 
e design  in order to involve collaboration between m
ative design process [21].     
verall picture associated with our proposed Science-ba
ation Process model (S3IP). 

 

ased Sustainable Service Innovation Process model (S3IP) 

composed of six processes, with interactions between 
temporality. Several iterations can happen for a sin

- Problem identification 
aims at identifying an unsolved problem and/or 
a new service innovation from a general perspective. 

oblem should be analyzed and isolated from a general po
ralization) via the identification of a gap in terms
cientific knowledge associated with the propo
te of the art technologies and scientific results that wo

of enablers for the innovative service solution 
preliminary identification of the business model and of 

on is also performed. 
n – Solution objectives 
ims at defining services in terms of business functio

ality criteria and rationale for acceptance. If necessa
identified (e.g. regulations). Requirements as properties

51 

port 
ical 
], it 
tics 
co-

lity, 
are 
ical 
n a 
tage 
tion 
the 

multi 

ased 

the 
ngle 

an 
An 

oint 
s of 
osed 
ould 

are 
f the 

onal 
ary, 
s of 



52 B. Barafort, A. Rousseau, and E. Dubois 

the service are formulated (they can be expressed in terms of a service 
contract such as a Service Level Agreement). 

•  Service Engineering – Development of the artifact(s) and 
demonstration of its(their) use 
This process aims at developing the solution according to its 
requirements. The solution should be a class of solutions bringing an 
answer to a class of problems. It is corresponding to the development of 
an artifact (or several artifacts) contributing to demonstrate the feasibility 
of a service: prototypes, complete specification of the service (e.g. 
architecture model).  

•  Service Exposition – Communication 
This process aims at validating the service contract with early adopters 
and at promoting the service to other potentially interested parties. It can 
be via marketing related to the socio-economical sustainability of the 
service, branding of the new service through some label definition and 
associated certification schemes (that can be professional and sector-based 
certifications), and standardization at the national or international levels 
(e.g. ISO).  

•  Service Operation – Evaluation 
This process aims at deploying the service. This process implementation 
is not in the scope of a RTO like Tudor where it should be performed by 
companies on the market. This is nevertheless supported by Tudor by 
defining and providing tools for service providers intended to check and 
to measure the correctness of its implementation (in particular measures 
of quality and degree of appropriation).  

•  Service Monitoring – Communication 
This process aims at collecting feedbacks associated with the measures as 
well as from the assessment performed with the end-users. This is a 
starting point for incremental innovation in terms of improvement, 
optimization and new requirements of the service.  

3 TIPA's Innovation Case Illustrated with the S3IP Model 

After having introduced the Design Science approach reflected in the Tudor’s S3IP, 
this section is analysing the TIPA's framework. The origin of TIPA appeared in 2002 
[22] with the idea of combining the ISO/IEC 15504 standard series requirements and 
guidance [23] for Process Assessment, and the ITIL® [24] de facto standard (IT 
Service Management best practices) in order to enable end-users and consultants to 
improve ITSM processes with the support of a standard-based, objective, 
repeatable and trustful method. The overall TIPA framework is composed of the 
following set of artifacts: 

• Process models: Process Reference Models (PRM) and Process 
Assessment Models (PAM) transforming the set of requirements and 
practices respectively included in the ITIL de facto standard, into a set of 
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However a challenge for large and small companies is about how to translate these 
requirements and practices into a set of processes that they can deploy for 
demonstrating compliance and/or to measure their level of maturity regarding the 
performance of these processes. 

In the Design Science context, the identified problem was “how to improve ITSM 
processes?”. Thus with the need for improving ITSM processes, there was a lack of 
an objective and repeatable approach for assessing processes in order to be able to 
know “where we are” and a lack of a very structured improvement path in order to 
target “where to go”. Moreover, similar approaches combining the improvement of 
software development processes and ITSM ones were missing [22]. Consequently, we 
have developed the TIPA framework to assess and improve IT service management 
processes based on the ITIL de facto standard quoted above.  

Regarding the first iterations of the S3IP, the business model was weak. 
Nevertheless, it has been strengthened, and everything was studied in order to cover 
all relevant topics such as the value proposition, the benefits of TIPAs, the branding, 
Intellectual Property Rights, ITIL trademark and ISO standards use... In order to 
transfer TIPA RDI results on the market and after some business prospection and 
negotiations, a first company was candidate for publishing the method (TIPA 
handbook) [25] and a second one for commercializing the TIPA framework: a 
research contribution partnership contract was signed in 2010 with ITpreneurs [26] 
who is selling TIPA Assessor and Lead Assessor training courses, with the associated 
professional certification scheme. A mechanism of paying licenses had been set up. 
This is contributing to the Key Performance Indicators (KPI) of Tudor’s Performance 
Contract regarding Luxembourg government.  

3.2 Service Design - Define the Objectives for a Solution  

The objective of the TIPA framework is to provide the key factors for determining an 
improvement path for ITSM processes. With the TIPA for ITIL application of the 
framework, we claim that the TIPA framework is a unique solution regarding ITIL.  
The objectives of the TIPA solution were considered in order to define what was 
possible and feasible. The TIPA service features were determined as follows to ensure 
the quality and consistency of the whole TIPA framework: 1) ISO/IEC 15504-2 
conformance; 2) Process models quality; 3) Process assessability; 4) Assessment 
approach effectiveness; and 5) Quality of assessment results, with a particular 
attention paid to the Process models and the Process assessment method. 

From the first drafts of the TIPA process models and the method, as well as the 
characterization of the TIPA training courses for Assessor and Lead Assessors, the 
properties of the training courses and certification scheme were defined in factsheets 
that are reflecting the method content.  

From the State-of-the-Art of Scientific and Technological Knowledge, we can 
argue that the ISO/IEC 15504 standard series requirements and guidelines have been 
followed for building the maturity assessment model associated with TIPA as well as 
for the assessment method, the Assessor and Lead Assessor training courses and the 
certification scheme for TIPA Assessors and Lead Assessors. Goal-oriented 
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requirements engineering techniques have been applied for the systematic 
organization and traceability of requirements into the process models [27, 28]. This is 
the main research contribution for the TIPA framework. 

3.3 Service Engineering - Artifact(s) Creation Development and 
Demonstration of Its (their) Use 

The TIPA framework has been progressively defined and experimented through its 
application in collaboration with two kinds of experts: ITIL ones and ISO/IEC 15504 
ones. The co-design of the process description in the process models was performed 
and its usage was confirmed throughout process assessment projects with various 
Luxembourg (Dimension Data, Sogeti, and BCE RTL) and international companies 
(Dimension Data, Fujitsu Oy [29], Critical Software…) as well as with international 
experts in the ITIL and/or ISO/IEC 15504 communities. Several releases of the 
process models have been delivered, in alignment with new releases of the ITIL de 
facto standard. These process models releases have been formally validated by 
experts of the domains. 

Regarding the TIPA method, it has been recently enhanced with the concepts of 
classes of assessment in order to better address the needs coming from the market for 
a sizeable assessment method. Moreover, at the same period, the ISO/IEC 15504 
standard, on which the TIPA Process Assessment Method was previously based, had 
started to be progressively replaced by the ISO/IEC 33000 series. In order to propose 
this gradual approach for TIPA assessment services, the method modifications have 
been done for updating the training courseware. The TIPA handbook should also be 
updated in a near future and published in a version 2. All these changes will allow 
companies to use the TIPA framework with more flexibility according to their 
constraints: regulatory, service procurement, risk management, costs… 

For the TIPA toolbox, updates have been performed in parallel with the various 
process models releases and the classes of assessment modifications in the method 
and training courseware. 

3.4 Service Exposition - Communication  

The TIPA artifacts have been used by early adopters (Qualium, DimensionData, 
Fujitsu Oy [29], Sogeti, and BCE RTL) and since the commercialization of TIPA via 
ITpreneurs, by consultants and end-users in various companies worldwide. A 
community of Grandfathers intervened as experts for using, supporting and promoting 
the framework. 

TIPA trademark has been registered and a dedicated web site has been developed 
by our industrial partner [30]. TIPA’s competitors have been identified and some 
works were performed and still need to be strengthened in terms of TIPA’s 
positioning on the market and TIPA for ITIL’s framework adoption curve. Some 
marketing efforts have been performed in order to spread the adoption of TIPA, in 
particular with our industrial partner, with marketing campaigns, the TIPA online 
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website upgrade, and dissemination activities via professional and scientific events 
(importance of the networking efforts). 

Since the beginning of the TIPA initiative, Tudor has been very active in 
standardization at the ISO level [23, 31, 32, 33], for national as well as for 
international committees. Tudor was also committed for editorship, in particular for 
the ISO/IEC 20000-4 (IT Service management process reference model) [32]. More 
recently, Tudor has carefully participated in the ISO/IEC 15504 revision for 
developing the new ISO/IEC 33000 series [33] on Process assessment, in order to 
anticipate updates to apply to the TIPA framework and also to enable the international 
ISO committee to take profit from the TIPA framework experience. 

Last but not least, an international working group has been set in November 2013 
in order to develop a new architecture and ontology on service management: this is 
the “Taking service Forward” initiative. The vision of “Taking Service Forward” is to 
provide the service community with an Adaptive Service Model. A member of the 
TIPA team is participating and can use some items of TIPA artifacts (including 
intermediate deliverables) for contributing to the discussions and developments. The 
“Taking Service Forward” initiative sees the need for a basis for co-creation and 
crowd-sourcing of future service management best practices. The initiative may give 
birth to the structures supporting that vision. 

3.5 Service Operation - Evaluation 

As previously mentioned the TIPA artifacts have been used by early adopters and 
experimented through living lab missions. It means that the first uses of a new release 
of process models have been analyzed at the end of each mission, as well as the 
toolbox, in order to apply an improvement loop on the artifacts..  

The TIPA adoption curve is increasing regularly. Today there are 163 TIPA 
Assessors or Lead Assessors from 24 countries that were trained and certified in 2 ½ 
years all over the world [30]. The satisfaction of trainers, consultants and end-users is 
collected via ITpreneurs and other channels are used to collect feedback for 
improving the TIPA framework and its various artifacts: blogs, social networks, 
LinkedIn groups, TIPA training courses, TIPA process assessment missions… 

3.6 Service Monitoring - Communicate the Problem and Its Importance  

Tudor is responsible for the functional evolutions of the TIPA process models, 
method and toolbox, as well as its consequences on the training courseware. There is 
a maintenance agreement with our industrial partner in order to update the training 
courseware and certification scheme if needed as well as ensuring some support as a 
Subject Matter Expert. From interactions with stakeholders, we collected a set of 
requirements for new features such as the classes of assessment (cf. § 3.3).   

The impact of TIPA’s innovation still needs to be completed, even if some 
activities have already been performed such as publications [34] and postdoctoral 
research [35]. Thus, the National Fund for Research (FNR) in Luxembourg supported 
a postdoctoral research project entitled “Impact Analysis of Process Assessment 
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and Process Improvement on IT Service Management”. The research questions 
were twofold: (1) What is the impact of process assessment on the success of process 
improvement? (2) What is the impact of process improvement on IT service quality? 
These postdoctoral studies were based on IT service management and process 
improvement – both domains being much applied and having very immature 
knowledge base in research. Thus the research questions came from the industry need 
for increasing quality and productivity in organizations and services. The research 
focus was on process assessment impact on process improvement and on process 
improvement impact on IT service quality. After the first one was completed, the 
second question was tackled and took us to realize that there are no common practices 
regarding IT service quality measurement and no thoughts for proposing an 
innovative artifact for measuring IT service quality. This is an open perspective in 
terms of research. 

4 Conclusions and Perspectives 

This paper presents how an innovative framework for process improvement has been 
designed in a design science research context of our RTO, namely Tudor. After 
presenting key activities of a Design Science Research Method, we explained how it 
is underlying a Science-based Sustainable Service Innovation Process (S3IP) model in 
a service system environment. The TIPA for ITIL case illustrated the whole path 
throughout the innovation chain. 

In 2009, a first analysis of deployment of the TIPA for ITIL framework had been 
performed. It has shown that the innovation processes maturity level was uneven. 
After the TIPA for ITIL transfer on the market, we can see that it is still the case 
today but with the enrichment of the S3IP model with DSRM aspects, the Science-
based dimension is enhanced as well as the problem-solving one for the innovative 
services that are developed. In the TIPA for ITIL illustration, we have seen the 
incremental innovations of the TIPA service system in terms of improvements and 
optimizations of the services throughout the artifacts evolution. We have also seen 
that the impact and degree of appropriation of the TIPA for ITIL services still need to 
be carefully analyzed and improved. The uniqueness of the ITIL-based proposed 
solution and the qualities of the TIPA for ITIL services for assessing and improving 
ITSM processes have to be strengthened. In this context, the S3IP model refinements 
and IT service quality research perspectives represent future works and perspectives. 
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Abstract. Change management is an essential part of the whole software life
cycle. A systematic treatment for changes is still an open issue. In order to over-
come this situation we develop a framework for change management of software
systems that covers the entire lifecyle and allows to focus change management
within a software development process to individual steps. This framework is
based on problem description, on categorisation of problems, on elicitation of
causes, and solutions to these problems. We show how the framework may be
extended for special systems such as database systems.

1 Change Management for Software Systems

1.1 Characteristics of Software System Development

Software systems are change-sensitive. This feature is built-in to the basic characteris-
tics of them. Information systems typically are built for long time use and in variety of
environments by the different users. Changes in software systems are most commonly
related to the front-end engineering processes (requirements elicitation and analysis,
design). Requirements are tended to change, because the customers do not exactly un-
derstand and know their needs. The needs are also changing in time, as well as the
importance of them. In addition, new requirements appear as well as the importance of
earlier detected ones is lost.

Boehm [5] separates two different approaches to software engineering (SE): Plan
driven refers to the traditional way of software development. Engineering phases are
following each other in sequence and the baseline of every phase is frozen to avoid
changes to it. In this sequential development following the water-fall model the require-
ments baseline acts as a basis for design, design baseline for construction, construction
baseline for testing. Even the incremental and iterative modifications of this process im-
plement the same principle - frozen specifications related to every iteration / increment.
Plan driven software development can also be called ”contract based” - all is agreed in
written contracts and assessed against the project documentation. Agile software devel-
opment has become popular because reactivity in continuing changes (in requirements)
is built-in into the development processes itself. It is based on small increments, short
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(time) iteration cycles, immediate integration of modules and proximity (active role) of
the client during the whole development process. Attitude to documentation also differs
from plan-driven culture - only such documentation is produced that is really important
for the development work itself.

Boehm’s article [5] does not provide Plan driven and Agile culture as alternatives to
each other. In his article [4] Boehm points out five factors indicating suitability of devel-
opment cultures in development situations: criticality of software, skill level of the per-
sonnel, dynamism of the application (requirement changes per time unit), organisation
culture and size of development team. To simplify his characterisation, critical software
having static requirements is developed by large teams having non-experienced mem-
bers and the organisation itself has used to work according to predefined rules indicates
plan driven culture; the opposite values (non-critical, highly skilled and experienced
personnel, dynamics in requirements, work organised in small teams used to chaos) on
behalf indicate the suitability of Agile culture.

One important factor is not considered in the analysis of Boehm - the expected
lifespan of information systems. Long lifespan makes software systems susceptible to
changes having their origin in the environment (original requirements, platforms, exter-
nal connections, new interest groups, etc.).

1.2 Change Management - Specifications and Discussion

Change management is an essential part of every development step and it relates both
in the product itself and the process (Fig. 1).

Fig. 1. The role of change management in software development

Figure 1 illustrates a development path of software pointing out some of the de-
velopment steps in a process oriented way. The process structure related to software
engineering is specified by ISO [1] in its “Software Life Cycle Standard”. This stan-
dard introduces seven process groups and altogether 43 processes related to software
life cycle. Figure 1 simplifies and completes this structure in two ways to fill better
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the needs of this paper: we have pointed out the main processes of software devel-
opment itself (engineering processes), separated the related change management tasks
(not included in the standard, as discussed later) and dispelled the other processes of
the process standard (not relevant to this paper) on the background (see Figure 1).

To find the answer in question “What is change management” we have analyzed the
process assessment standards ISO 12207 [1] and ISO 15504-5 [6]. The CMMI for De-
velopment Version 1.3 [11] was used to augment the analysis with additional aspects
having their root in CMMI community. In addition we used SWEBOK - Software En-
gineering Body of Knowledge [2] document to find how change management should be
taken into account in SE education.

The process standard [1] includes only two minor notifications related to change
management. The first one refers to contract change control mechanism.

– p. 21: “The contract change control mechanism should address the change manage-
ment roles and responsibilities, level of formality of the proposed change requests
and contract renegotiation, and communication to the affected stakeholders.”

– p 111: “The purpose of the Contract Change Management Process is to develop
the new contract contents as agreed by both the acquirer and the supplier when a
change request affecting the agreed contract contents is proposed. This process be-
gins with a proposal of the change request by either the acquirer or the supplier and
ends with the conclusion acceptable for both parties: withdrawal or overall/partial
approval of the change request.”

The process assessment standard ISO 15504-5 ([6], p. 57) recognises the need of change
request as an artifact to manage. A process (SUP.10) is included in the Supporting
Processes Group and its purpose is specified: “The purpose of the Change Request
Management Process is to ensure that change requests are managed, tracked and con-
trolled.” As a result of successful implementation of it the standard lists the following
outcomes: (1) a change management strategy is developed; (2) requests for changes are
recorded and identified; (3) dependencies and relationships to other change requests are
identified; (4) criteria for confirming implementation of change requests are defined; (5)
requests for change are prioritized, and resource requirements estimated; (6) changes
are approved on the basis of priority and availability of resources; (7) approved changes
are implemented and tracked to closure; and (8) the status of all change requests is
known. These outcomes are implemented by nine base practices (BP). In addition, the
standard defines the need for Problem and Change Management System as a generic
resource for the Process Deployment Attribute PA3.2 (p. 91). The standard also gives
guidelines for the contents of Change Management Plan (p. 143). To conclude, the de-
tailed guidelines related to change management are in the hands of the organisation and
individual developers.

The first reference to change management in CMMI [11] is connected to General
Goals and General Practices section (p. 85) as a training topic related to Organiza-
tional Process Focus (OPF) and Organizational Process Management (OPM) process
areas among the list of training topics. The next references are related to Configuration
Management (p. 137). Baselines are stable basis for the continuing evolution of con-
figuration items; change management in this context relates to the changes of baselines
as further defined by SG 1.2 (Establish Baseline; p. 140-142) and its SP 1.2 (Establish
a Configuration and Change Management System for controlling work products). In
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this context change management system includes the storage media, procedures, and
tools for recording and accessing change requests. The change management is further
discussed in SG2 (Track and Control Changes) in its SP 2.1 (Track Change Requests).
The very analogical approach is included in the Requirements Development section
(p. 328). Its SG2 (Develop Product Requirements) includes SP2.1 (Establish Product
and Product Component Requirements), which points out the need to traceability of
requirements as a part of change management.

The SWEBOK report [2] is developed to give common guidelines on SE education.
It points out the importance of requirements’ changes as a part of Software Require-
ments Subarea (Chapter 2 in the document), which is seen to span the whole software
life cycle. It includes change management and maintaining the requirements in a state
that accurately mirrors the software to be, or that has been built. The document also
notices the importance or recognition the inevitability of change and adopting mea-
sures to mitigate the effects of change. Change has to be managed by applying careful
requirement tracing, impact analysis and version management.

In addition to the Software Requirements Subarea, change management is included
as an essential part of Software Configuration Control (Chapter 7). It is concerned with
managing changes during the software life cycle. It covers the process for determin-
ing what changes to make, the authority for approving certain changes, support for the
implementation of those changes, and the concept of formal deviations from project
requirements, as well as waivers of them. Information derived from these activities is
useful in measuring change traffic and breakage, and aspects of rework. The change
control process is defined in detail (p. 7-7). It has the incoming Software Change Re-
quest (SCR) as a starting point of the flow, which is controlled by the Configuration
Control Board (CCB). Version management is mentioned also in this context with ref-
erence to the implementation of the change.

A main conclusion of the review is that the role of change management is tightly
bounded to requirements management along the life cycle of software and focused espe-
cially in configuration management. All changes are seen to have their origin in require-
ments changes. However, there would be need to change the architecture of software
without having special request related to requirements (functional or non-functional),
as well as to make changes in the coding practices having its origin in organizing the
work. ISO 15504-5 [6] and CMMI [11] also point out management of process changes
related to software process capability improvement. To conclude, detailed and focused
discussion covering change management as a part of individual processes (Figure 1) is
missing. Our approach provides a systematic conceptual approach to change manage-
ment in general level; handling this topic only as a part of configuration management
or process capability improvement we see too limited.

1.3 The Motivation and Structure of This Paper

As discussed above, change management is not handled in a systematic way by the im-
portant reference manuals used as guidelines to specify and develop software engineer-
ing processes. However, change management is an important area related to the whole
life cycle of software. In the development time it is closely related to product manage-
ment - in the form of version and configuration management. In deployment phase it is
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closely related to the acceptance tests of the product - as reactions to the faults detected.
After deployment the software life cycle turns into ”use and maintain” phase, to post-
detection of faults. Van Vliet [13] lists four types of maintenance activities: corrective
(correcting errors discovered), adaptive (adapting the software in the changes in its envi-
ronment), perfective (improving software from some quality criteria point of view), and
preventive (correcting errors that are not fired yet). This approach differs from ours: in
maintenance it is more or less question on the change process, whereas our approach ex-
plicitly considers the sources of problems causing the need for maintenance; the causes
are context independent and may be the same in different maintenance tasks.

The Category-Cause-Solution (CCS) Model is a systematic framework to increase
understanding of the complex phenomenon of change management. The focus in our
model is in the cause - source of the factor causing the need for change. The framework
provides a conceptual structure for systematic handling of the complexity related to
change management. Our framework consists of five steps: 1. recognising the reasons
for changes (organisational, IT, business); 2. analysing the cause of the change (within
the system, observations and symptoms); 3. categorising the causes in the selected cat-
egories; 4. applying the cause-solution pattern to solve the problem; 5. understanding
and deployment of the solution. The aim of our framework is to remain simple. Be-
cause of that we have listed only five change categories. For every category we have
given some typical example solutions, that solve the problems in a systematic way -
independently on the context of the problem. The model provides means for similar
solutions for similar problems and also gives a list guiding a developer to find a contin-
uum from a problem to the cause of it and opportunity to apply a ready cause-solution
template to solve it. The framework is aimed to be incremental. The user may expand
the amount of categories as needed, and to add new cause-solution pairs to the patterns.

The rest of the paper is organised in the following way. The paper starts with con-
ceptualization of change management. The basic framework introduced in Section 2
allows a systematic development of solutions for problems related to the change man-
agement of software systems. The framework is cause driven. Causes are classified in
categories and solutions are given in the form of solution patterns. A pattern [6] de-
scribes a commonly-recurring structure of elements that solve a general problem is a
particular context. The basic framework can be extended to fill the needs of a specific
application area, e.g. database maintenance (Section 3). . This application area is se-
lected because of two reasons: first it is a typical part of almost any information system,
secondly it is an example of a complex change management problem. The beginning of
the Section 3 covers problem description and the latter part gives step-by-step solution
to it. The paper ends with concluding remarks self-assessment of our framework.

2 The Category-Cause-Solution Framework to Change
Management

2.1 Some Problems Causing Changes of Software Systems

We can classify and manage changes based on distinction of their causes. The fault in
a system indicates and error, which is the simplest and most obvious cause requiring a
change (Figure 2).
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Fig. 2. The CCS framework and its conceptual model

The five step CCS framework is introduced on the left hand side of the figure. The
framework implements the conceptual model on the right hand side of the figure: The
error encountered has to be analyzed to find the cause for it. The source of it may be
related to design, operation or organisation, and they can occur during application do-
main description, requirements prescription, software specification as well as during
coding. The key element of our framework ist the cause-solution pattern, which pro-
vides means for solution knowledge in the form of cause-solution pairs, measures and
other remarkable notifications worth of understanding in connection with solving the
problem. However, there is no simple treatment for solving the problem. To simplify
the problem solving the framework provides the concept of cause categories. In our
basic model five main kinds of changes can be distinguished:

– The first cause requiring a change is incompleteness (A). A software system op-
erates in an environment (or context), which, following McCarthy [9], we denote
by (w, t), where w is a slice of the world at time t. Unfortunately it is rarely pos-
sible to determine in advance all the components of w that are relevant, and how
the relevant components are expected to evolve over time. It is impossible to de-
termine in advance the effect of these components on a computation, which means
that changes due to incompleteness require human intervention.

– The second cause requiring a change is based on insufficiency (B) to represent
the current knowledge about the application, about technology on hand or other
issues such as organisational, social and strategic background. Insufficiency typi-
cally leads to so-called workarounds that partially patch or repair a situation. This
approach causes another stream of changes.

– The third and fourth type corresponds to deviation from normality. Users, system
developers, and implementers are biased by the ‘normal’ case and do not keep in
mind that states different from the normal ones may occur. The system thus operates
well in 80% of operating time and suddenly stops normal operating or suddenly
behaves in a way that has not been anticipated.

• Changes are caused when lifespan changes (C) are not foreseen.
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• Another kind of change is caused by overestimation of the normal case. Hidden
cases (D) are overlooked but important.

– The fifth cause requiring a change is context dependence (E). Systems are not oper-
ating on their own. They share resources with other systems, are used in a combined
fashion by users, have different maintenance regimes, have different deployment
conditions and thus must be considered to be context dependent. This kind of de-
pendence on the system is observed for all engineering disciplines but not properly
handled for software systems.

As indicated in Figure 2 we have tried to keep the model simple by allowing only one
category for each cause, but in spite of that we allow several solutions for it. The model
is also extendable: new categories may be defined, as well as new cause solution pairs
in the patterns.

Architectures of modern computer systems, solutions to application domain tasks,
and code developed under these assumptions and environments are interdependent.
Change problems are typically observed at the runtime but must be directly tracked
back to the systems development and deployment decisions. For instance, the change
category ‘space’ with the problem ‘out of space conditions (storage structures)’ can be
tracked back to change causes in the DBMS Oracle ‘poorly forecasted data volumes in
physical design’, ‘tablespace fragmentation’, ‘invalid settings for either object space
sizes or tablespace object settings’, or ‘not using locally-managed tablespaces’.

This characterisation of problems by Category-Cause pairs is the basis for our
framework. It is combined with the characterisation by content, motivation, examples,
fit criterion, measurements, and considerations.

2.2 Some Patterns for Change Management

We may now develop a framework to change handling based on the five categories and
the causes of problems that require changes in a system. A number of solutions can be
developed for each category-cause pair. The following list demonstrates our approach.

(A) Incompleteness of specifications as “modelling gap” [12]:
Cause of problem Potential solution
incomplete knowledge add neglected specification
incomplete coverage develop robust specifications
macrodata modelling redesign to microdata
library integration complete knowledge on libraries, minimise libraries
inability to represent apply explicit replacement specifications
missing background data link explicitly to background

Acceptance criteria: We may apply procedures for measuring incompleteness of
specification, implementation etc. Typical ones are:

completeness of schema #represented concepts
#application world concepts ,

capability #conflict−free types among application world concepts
#types among application world concepts ,

changes of various types (e.g. correctness),
incompleteness of the type or constructor system,
incompleteness of structuring, and
incompleteness of static semantics.
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Notes: One of the most difficult incompleteness problems is the current intensive
use of libraries. If a library changes then the corresponding code behaviour might
change. This has already been a nightmare at PL/1 programming age [7] but it is
still valid in the case of Java. It is more severe for current deployment of unknown,
partially known or intentionally hidden libraries.

(B) Insufficiency to represent the current knowledge in the application domain:
Cause of problem Potential solution
implementation restrictions extend by theories and languages
conceptual language restrictions apply novel theories, advanced logics
restricted attention of developers extend scope of reference models
non-axiomatisability change logics
locality of reasoning use interference reasoning
partial change of objects separate stable and transient parts
bundled complex objects separate objects according to inner life

Acceptance criteria: Insufficiency is difficult to measure. We may however use cri-
teria such as:

occurrence of work around code,
interdependent objects with complex coexistence constraints, and
unnatural database dictionary structures that cannot be easily described.

An approach that might be used in future research is the introduction of robust
schema parts based on tolerance and distance to error measures, e.g. metrics:

correctness of schema #correct types
#types .

Notes: Insufficiency is treated through concurrent actions and overcoming locality,
e.g., mapping to atomic constraint cases. Specific default values can be deployed for
problematic cases in domains (e.g., dates misspelled, wrong, not according rules, or
doubtful data). Often database types integrate stabile - almost not changing - prop-
erties of objects (e.g., ISBN for a book) and transient - often changing - properties
of objects (e.g. shelf for storing a book). Objects are however taken as a whole.

(C) Lifespan changes over time due to evolution of system context:
Cause of problem Potential solution
change-sensitive normalisation change of normal form
time overload and mingling separate kinds of time
non-temporal types use temporal types
too restrictive models gain flexibility
instability of schema develop dynamic schemata
temporary runtime error solve similar to 9 kinds of nulls [10]

Acceptance criteria: Lifespan changes can be characterised through statistics which
are supported by measures, e.g.

ratio of objects that are updates against the number of updates in the reality,
subschema complexity for real world conceptions,
evolution ratio within a database dictionary and complexity of changes, and
ratio of types that must be supported by transactions for data modification.

In some cases we also apply criteria such as existence of an inner structuring within
the value domain types, e.g. for representation of different facets of time and meta-
data.
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Notes: Database applications as a part of software systems are often assuming cer-
tain normal forms. We can however weaken such requirements. For instance, the
schema can be separated into a robust sub-schema and an evolving sub-schema.
Separation of strong and soft constraints and introduction of “almost valid”
constraints supports flexible constraint maintenance. Other facilitation solutions
are explicit introduction of time domains and separation of time into its kinds
(e.g., transaction, user, validity time). We may introduce temporal types, i.e., ex-
plicit volatile types (temporary tables) and explicit virtual types. Flexibility can be
achieved through robust schemata. Dynamic schemata can use the explicit intro-
duction of explicit semantics states. In this case, we use state management similar
to classical transaction management.

(D) Hidden cases due to limiting the consideration to the “normal case” and neglecting
the complexity of the application world:

Cause of problem Potential solution
pragmatic assumptions apply explicit modelling
hidden assumptions use iterative testing
self-restrictions during development detect reasons
restricted scope of users extend education, sharpening
overlooked cases use analysis, verification

Acceptance criteria: Hidden cases often result in a larger set of “exceptions” which
are handling all cases beyond the normal ones. We may thus use criteria, e.g.

existence of exceptions or specific values as defaults,
unspecific value domain types that are restricted by constraints,
value domain types that are used as “proxy” types (e.g. string values), and
overly complex structuring for real world entities.

Notes: Assumptions must be made explicit. They can also be based on the develop-
ment and programming culture within a community (e.g., dialects of the ER model
(Chen, Merise, SERM, HERM styles)). It is necessary to make restrictions explicit.
Developers have their own preferences and styles.

Iterative modelling can increase robustness. Explicit change and version manage-
ment allows to track hidden or folklore assumptions. We need to detect reasons for
self-restrictions often made by programmers. Another good practice is to broaden
the scope of developers with techniques of abstract programming.

Techniques that need further research are: control and correction of completeness
problems; development of completeness criteria; analysis and verification tools;
and predictability of correctness and changes.

(E) Context dependence is rather difficult to handle since it depends on the environ-
ment. Context-aware programming is rather novel. For instance, compilers opti-
mise expressions in their way without taking into account the order a programmer
had in mind while writing the expression.
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Cause of problem Potential solution
hidden environment use context-aware programming
automatic optimisation develop directives for the optimiser
operational freedom apply dynamic hints for execution
change from test to operational mode analyse defects from test environment
consolidation and integration start re-engineering and redesign

Acceptance criteria: Context dependence occurs in many facets. It seems to be im-
possible to measure such. We may however use observations and characteristics for
context dependence, e.g.

unexpected behaviour of the system,
sudden behavioural picks and performance bottlenecks, and
changes of behaviour due to other concurrent systems.

Notes: For instance, database systems rely on automatic optimisation of queries,
requests and of maintenance. This optimisation is poly-dimensional and can be di-
rected by directives. Dynamic hints are used for restricting the optimisers’ freedom
to choose any query plan. Software is often tested in the testing environment. Later
– e.g. for performance reasons – the testing environment is switched off; the system
is newly compiled and runs now differently after compilation.

The list of category-cause-solution pattern is never complete. We show however how
a number of solutions can be developed for each singleton case. The list also shows that
the cure of each cause problem is thus different. Therefore, self-curation of systems is
not feasible for the general case..

The solution pattern cannot be developed in a general way. We may however specify
these patten in dependence on the kind of knowledge. Let us consider database sys-
tems as one case. For instance, incomplete knowledge is not only caused by incomplete
models but also by non-separation of three parts of the the application:

(1) the part of the application that is currently covered by the specification and the
model,
(2) the part of the application that might be of interest in the future but is not yet covered,
and
(3) the part of the application that is never be of interest.

It is often assumed that only the first and the third part must be considered. But then
the second part strikes through and enforces changes that cannot be easily handled.
Migration and evolution projects into which we have been incorporated is showed how-
ever that a systematic treatment of the second case would have given a chance to avoid
evolution problems.

2.3 Validation of the Framework to Database System Changes

Database modelling does not start from scratch anymore. Typically, modellers reuse,
extend, refine, adapt, integrate, or modify solutions that have already been developed.
Change management is not applied systematically yet. Development of database
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structures can rely on the experiences of several decades of database realisation.1. The
body of knowledge for changes in real practice is very large. It needs, however, a sys-
tematisation, categorisation, and generalisation.

We analysed the life evolution of more than 100 database application in our li-
brary. The selected applications have undergone several dozens of deep changes. Simple
changes such as the addition of an attribute have been neglected. Constraint changes of-
ten resulted in a deep revision of the system. Severe changes are also observed due to
platform changes, to integration and merge with other systems, to strategy and organisa-
tion in an enterprise, to performance requests, to consolidation of systems, to extension
of the system for wider use, to extensions of view sets, to migration of systems, to mod-
ernisation of the information system, to integration into data warehouses, etc. Some of
these systems became already legacy (better saying heritage) systems since they have
been operating already since the early 90ies until now.

In order to systematise our observations we used the following frame:
Problem: explicit statement based on the database dictionary;
Category-Cause-Solution: explicit and refined statement together with the scope;
Criteria and measures: for scheduling and triggering the change;
Controller: monitor deviations from expected behaviour and evaluate;
Tradeoff: evaluation of the solution after change;
Change pattern: applied pattern with database transformation;
Data change functions: explicit functions for database renovation;
Function/view/support change mechanics: changes to the entire interface system.
This frame extends our framework. We chose a dozen among the applications and traced
all changes made in the system. All these changes can be specified in our framework.
The changes themselves have been specified in a three-step procedure [8] (as an ex-
tension of the transformation in [3]): (i) initialisation, (ii) intermediate database change
with time constraints for observational period, and (iii) finalisation or rejection of the
change.

3 Conclusion

The paper has pointed out that change management is not widely handled by the hand-
books, standards and guidelines used to develop software engineering processes.

1 Due to our involvement into the development and the service for the CASE workbenchs (DB)2

and ID2, we have collected a large number of real life applications. Some of them have been
really large or very large, i.e., consisting of more than 1.000 attribute, entity and relationship
types. The largest schema in our database schema library contains of more than 19.000 entity
and relationship types and more than 60.000 attribute types that need to be considered as
different. Another large database schema is the SAP R/3 schema. It has been analysed in 1999
by a SAP group headed by the last author during his sabbatical at SAP. At that time, the
R/3 database used more than 16.500 relation types, more than 35.000 views and more than
150.000 functions. The number of attributes has been estimated by 40.000. Meanwhile, more
than 21.000 relation types are used. The schema has a large number of redundant types which
redundancy is only partially maintained. The SAP R/3 is a very typical example of a poorly
documented system. Most of the design decisions are now forgotten. The high type redundancy
is mainly caused by the incomplete knowledge on the schema that has been developed in
different departments of SAP.
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Because of that there is a need for systematic approach applicable to structurise the
complex phenomenon related to the implementation of changes in information sys-
tems. The Category-Cause-Solution (CCS) framework introduced in this paper starts
from the problem encountered and defines the five step process for solving the prob-
lem. The solution applies the cause-solution pattern, which is and incremental base of
knowledge giving solution alternatives for problem causes classified in selected cate-
gories. Our basic framework introduces five common categories, but the structure is
modifiable. In addition to the modifications in the structure the framework may be also
extended to fill the needs of specific application area. The extended framework is based
on the principles of the basic one, uses the solutions listed in there, but covers extra
features important to know and understand in this specific application area. We do not
claim that our list of causes and categories is complete. It is, however, an aim to develop
a framework for systematic change management.

The CCS framework fills the requirements of good methodology, i.e.

systematic: it provides a systematic approach to a complex common problem;
simplicity: it structurizes the complexity and is straightforward to apply;
reusability: it provides means for documenting the solutions found and acts as a base

for reusable knowledge;
similarity: it standardizes the solutions providing opportunity to apply similar solution

in similar problems and it transfers good practices inside and between organisa-
tions;

modifiability: it is incremental, extendable and can extended to be used in complex
application contexts.

The purpose of this paper is not to solve all problems related to change management, but
provide a simple approach applicable for different purposes. The basic model is con-
text independent, valid in different application areas and sufficient in most cases. The
(example) extended model takes into account the special requirements of the selected
application area.
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Abstract. Multi-disciplinary engineering environments, e.g., in automation  
systems engineering, typically involve different stakeholder groups and engi-
neering disciplines using a variety of specific tools and data models. Defects in 
individual disciplines can have a major impact on product and process quality 
in terms of additional cost and effort for defect repair and can lead to project de-
lays. Early defects detection and avoidance in future projects are key challenges 
for project and quality managers to improve the product and process quality. In 
this paper we present an adaptation of the defect causal analysis (DCA) ap-
proach, which has been found effective and efficient to improve product quality 
in software engineering contexts. Applying DCA in multi-disciplinary engineer-
ing environments enables a systematic analysis of defects and candidate root 
causes, and can help providing countermeasures for product and process qual-
ity. The feasibility study of the adapted DCA has shown that the adaptation is 
useful and enables improving defect detection and prevention in multi-
disciplinary engineering projects and fosters engineering process improvement. 

Keywords: defect causal analysis, automation systems, multi-disciplinary pro-
ject, product improvement, product quality, process improvement.  

1 Introduction 

Multi-disciplinary engineering (ME) projects (e.g., building a power plant and corres-
ponding control systems) represent complex heterogeneous environments, where partic-
ipants coming from different disciplines (e.g., mechanical, electrical, and software  
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engineering), have to collaborate efficiently in order to satisfy quality and time con-
straints [18]. Loosely coupled tools and data models with limited interaction and data 
exchange capabilities might lead to deviations and defects that are hard to identify and 
costly to repair [17].  

Ensuring consistency and correctness of project data is crucial, as the cost for de-
fect detection and repair can be very high. A defect can have a strong negative impact 
on data of several disciplines; therefore, detecting defects in primary data sources will 
result in required corrections in related disciplines. For instance, if a wrong sensor 
type was specified in the physical topology (mechanical engineering) of the automa-
tion system, wrong information could be inserted in the corresponding electrical plan 
(electrical engineering) and wrong value ranges could be specified for control  
variables (software engineering). These interrelations between artifacts of different 
disciplines are often not explicitly documented, which makes defect detection and 
correcting time and efforts consuming, increasing the risks of ME projects [2]. Thus, 
efficient and effective defect detection methods and the ability to learn from past de-
fects to avoid them in the future become key factors for successful projects.  

In this paper we present an adapted method based on defect causal analysis (DCA) 
for systematically analyzing defects and their root causes [4] to (a) enable early defect 
detection and (b) prevent similar (maybe systematic) defects in future projects. Main 
challenges focus on the main characteristics of ME projects: (a) different disciplines 
involved in the engineering process; (b) large number of heterogeneous engineering 
artifacts; and (c) inter-disciplinary dependencies in project data. As an efficient DCA 
implementation requires an appropriate defect classification (DC) scheme (e.g., based 
on [10]), we built a DC scheme reflecting specifics of the ME domain based on exist-
ing DC schemes in software engineering. We also present an application scenario of 
the adapted DCA in an ME project context of our industry partner. The results of the 
initial feasibility study show that the adapted DCA approach provides a solid founda-
tion for improving engineering processes and product quality in ME projects. 

The remainder of this paper is structured as follows: Section 2 describes related 
work. Section 3 highlights the research issues. Section 4 presents the adaptation of the 
DCA in the context of ME environments. Section 5 provides an example on how 
adapted DCA method can be applied in a ME project of our industry partner. Finally, 
Section 6 discusses the results, concludes and lists future work.  

2 Related Work  

This section summarizes related work on engineering processes in multi-disciplinary 
engineering (ME) environments, introduces defect classification approaches, and the 
DCA method successfully applied in software engineering.  

2.1 Engineering Process in Multi-disciplinary Environments 

ME projects, e.g., in the automation systems engineering (ASE) domain, typically 
follow a rather sequential engineering process (see Figure 1 for an example of a  
high-level process). However, in industry practice different stakeholders typically 
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work concurrently because of tight time schedules and project constraints. Different 
phases of the engineering process involve various stakeholders who have to collabo-
rate and exchange data. Thus, ME projects include additional potential risks coming 
from the heterogeneity of data models and concurrent engineering [2][17]. Defects – 
especially if detected in later project stages – can have a major impact on product and 
process quality [7]. Therefore, a key challenge is enabling efficient and effective me-
chanisms for early defect detection, repair, and prevention.  

 

Fig. 1. Observed Sequential Engineering Process in ASE Projects, acc. to [17] 

To enable high product quality in ME projects, artifacts – derived from different 
disciplines – have to be synchronized frequently to (a) propagate changes across dis-
cipline boundaries and (b) identify defects early. See Figure 2 for an example of a 
data synchronization process with defect detections mechanisms. 
 

 

Fig. 2. Synchronization Process in Multi-Disciplinary Engineering Projects 

Basically two important types of defects affect engineering processes (a) intra-
disciplinary defects (affect data within one discipline) and (b) inter-disciplinary de-
fects (affect data in more than one discipline), e.g., changing a sensor (mechanical 
engineering) might have an effect on the related software component (software engi-
neering) and might lead to defects if not addressed properly. While intra-disciplinary 
defects are usually covered by discipline-specific tools, inter-disciplinary defects are 
discovered and fixed mainly during the synchronization. To better address such de-
fects the DCA method can be applied during the synchronization process to enhance 
defect detection and defect prevention methods. 

2.2 Defect Classification Schemes in Software Engineering 

In software engineering several defect classification (DC) schemes are available for a 
range of software artifacts. For instance, the IBM’s Orthogonal Defect Classification 
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proposes defect classes that cover a set of different dimensions [6]: Activity, Trigger 
and Impact, which can be collected when the defect is detected; and Target, Defect 
Type, Qualifier, Age and Source, which can be collected when the defect is fixed [6]. 
Another DC scheme has been designed by Hewlett-Packard [8][9]. It considers three 
dimensions: Origin, i.e. the source of the defect; Type, i.e. the description of what is 
wrong; and Mode that can be one of missing, unclear, or wrong [8]. The latest version 
of the IEEE standard for classifying software anomalies [10] considers – in addition 
to source, type and mode – attributes like defect severity, priority, status as well as 
defect insertion and detection activities. Finally, another DC scheme, used mainly in 
the context of software inspections, has been proposed by Shull [15], who distin-
guishes a set of defects classes: omission, ambiguity, inconsistent information, extra-
neous information and incorrect facts [15]. 

Although these DC schemes are rather mature and there have been numerous at-
tempts reported to apply them in software engineering projects for different purposes, 
none of them are commonly used in practice [16]. On the contrary, general classifica-
tions are difficult to apply in practice and need to be adapted to a specific discipline, 
domain, or organization [16]. Also, all these DC schemes are designed to mainly deal 
with the defects in selected software artifacts. The variety of different engineering 
artifacts that are used during the project and product life-cycle in ME projects requires 
adjusting the DC scheme. In addition, the presence of several different engineering 
disciplines that cooperate concurrently within the project must be reflected in the 
desired DC scheme for ME projects.  

2.3 Defect Causal Analysis 

In literature and industry practice many process improvement approaches (e.g., Six 
Sigma [14] or FMEA [3]) incorporate causal analysis activities [12]. Defect Causal 
Analysis (DCA) [4] is a prominent and well-established method in software engineer-
ing to analyze and classify defects and to identify root causes as important driver for 
improvement actions. In addition the DCA enables learning from defects to improve 
processes and products – an important benefit in context of continuous improvement 
strategies [5]. Thus, applying DCA in ME projects might increase project, product, 
and process quality. Card [4] proposed six basic steps of the DCA process that must 
be performed during the DCA session, e.g., in a workshop (see Figure 3). 

 

 

Fig. 3. Defect Causal Analysis Approach, according to [5] 

The individual steps of the DCA process include: 
 
1. Selecting a defect sample with focus on defects to be analyzed during the DCA.  
2. Classifying selected defects according to a defined classification scheme.  
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3. Identifying systematic errors. A systematic error is an error that results in similar 
defects repeated in different occasions. To support identifying relevant systematic 
errors within the defect data, a common practice is to use (a) filtering on specific 
attribute(s) of the defect classification (DC) scheme and (b) applying Pareto charts 
on one (or several) other attributes from the DC scheme [12] in order to identify 
most common defect classes. This strategy is based on the assumption that relevant 
systematic errors are more likely to occur in the defect classes that contain most 
defects [4]; defects of those classes are read and analyzed to identify the systematic 
errors causing them.  

4. Determining the main causes. Experts identify the main causes responsible for 
each systematic error. To support their reasoning they can use a cause-effect dia-
gram [11], which typically graphically represents problems related to people, input, 
process/methods, tools, or the organization structure itself [12]. 

5. Developing action proposals. Action proposals aim to avoid similar defects in 
future. Objectively comparing the outcomes in future projects (number of severe 
defects) is important to measure the overall benefits of the DCA session. 

6. Documenting session results. This step reinforces the importance of documenting 
identified defect classes, systematic errors, root causes and action proposals. 

Based on the experiences in software engineering, the application of DCA in ME 
projects seems to be promising to improve quality of engineering processes.  

3 Research Issues  

ME projects require effective and efficient methods for defect detection, repair, and 
prevention. Thus, analyzing defects and identifying their root causes are success criti-
cal issues in order to improve process and product quality. Therefore, we identified 
two main research issues.  

RI.1. How to adapt the DCA process to the context of ME projects? DCA has been 
successfully applied in software engineering [13], also in industrial settings. However, 
the question is to which extent the DCA is applicable (or have to be adapted) in ME 
environments involving distributed and heterogeneous tools and data sources. Basi-
cally, we believe that similar steps – proposed by Card [5] – are applicable. However, 
some adjustments regarding the defect classification scheme and DCA process are 
required to address requirements and needs of ME projects. Thus, the first research 
issue focuses on how to adapt DCA process for application in ME domains. 

RI.2. How to adapt a defect classification (DC) scheme to the context of ME 
projects? The challenge is to identify and encode the characteristics of the heteroge-
neous ME environments into the desired DC scheme. The important questions are (a) 
how to address defects in various artifacts along the ME project life-cycle; (b) how to 
consider different disciplines; and (c) how to capture relationships and dependencies 
between different disciplines. Thus, the second research issue focuses on how to de-
sign and adapt the DC scheme for the ME domain.  
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4 DCA in Multi-disciplinary Engineering Environments  

In this section we propose a defect classification (DC) scheme for multi-disciplinary 
engineering (ME) environments as an extension of existing software engineering best-
practices (i.e., based on the IEEE standard [10]) and present an adapted DCA process 
approach with focus on ME characteristics, i.e., (a) involvement of different discip-
lines; (b) large number of heterogeneous engineering artifacts; and (c) inter-
disciplinary dependencies in project data.  

4.1 Adapting Defect Classification Scheme to the ME Environments 

The minimal information captured by the DC scheme to be suitable for the DCA must 
cover: (a) defect insertion (to identify the cause of a defect); (b) defect detection (to 
understand how the defect detection methods can be improved); and (c) defect type 
(explains the nature of defect, which is useful both for identifying the possible causes 
and actions for process improvement) [12]. In order to build a DC scheme that is suit-
able for DCA in ME contexts, we base on the established IEEE standard [10]. This 
DC scheme already covers defect insertion and detection activities, which is impor-
tant for DCA. Also, IEEE DC scheme is a good compromise between brevity and 
having all necessary information to describe the nature of defect, i.e., such informa-
tion as type, mode, status and effect of a defect is already included. The adapted DC 
scheme consists of seven attributes that are described in details below.  

Information about insertion and detection is represented by Insertion Context and 
Detection Context that both take into account the presence of different disciplines and 
the heterogeneity of engineering artifacts in ME projects. Insertion Context includes 
several sub-attributes, which are Discipline, i.e., the engineering discipline on which 
side a defect was inserted; Artifact Type, e.g., specifications, PLC code, or electrical 
plans; Artifact, i.e., specific engineering artifacts, in which a defect was inserted; Ac-
tivity during which a defect was inserted; and project Phase during which the defect 
was inserted. Detection Context has similar structure and consists of Discipline, Arti-
fact Type, Artifact, Activity and Phase sub-attributes, but related to defect detection. 

Importance of inter-disciplinary relations between engineering artifacts and estima-
tion of how a certain defect affects data in ME project are represented by 2 attributes: 
Impact and Rating. Impact describes other engineering artifacts which are affected by 
the original defect. These artifacts can come from the same discipline or from other 
disciplines involved in a project. Rating consists of Priority and Severity. Priority 
specifies how urgent a defect has to be fixed and Severity describes the potential 
project risk resulting from the defect. A specific value of Severity is assigned based on 
the impact that a certain defect has on data of other disciplines, i.e., a defect that in-
fluences many artifacts in other disciplines might gets a higher risk level than defects 
that affect only artifacts of the same discipline. 

Further information related to defect nature and candidate defect causes is captured 
by Current Status, Type and Mode attributes. Current Status describes current defect 
status within the defect life-cycle. Type characterizes a high-level artifact type where 
the defect is located, i.e., in specification documents, data, interface, or logic. Mode 
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represents the nature of a defect. To specify values for this attribute we adopted the 
classification of Shull [15], who distinguishes between omission, ambiguity, inconsis-
tent information, extraneous information and incorrect fact. 

4.2 Adapting DCA Process to the ME Environments 

Although the general DCA process flow proposed by Card [5] remains unchanged, 
most of the process steps must be adapted according to the characteristics of the ME 
domain. Figure 4 presents the general DCA process, including the required adapta-
tions with focus on ME characteristics: (A) refers to different engineering disciplines; 
(B) focuses on heterogeneous engineering artifacts and data; and (C) identifies 
changes related to inter-disciplinary dependencies in project data.  

 

Fig. 4. Adaptation of the DCA steps in ME Environments based on Card [5] 

DCA is typically executed in an expert workshop, where related disciplines have to 
participate in order to analyze defects and identify root causes and counter measures 
for defect detection and prevention. In general it is important that at least one repre-
sentative from each discipline participates in a DCA meeting. This enables appropri-
ate defect classifying and identifying credible candidate root causes (from perspective 
of all disciplines). It is also desirable that sample defects for a specific DCA meeting 
are taken from the defect data of one individual discipline. This helps to (a) narrowing 
the range and decreasing diversity of candidate root causes and (b) allowing a better 
focus of meeting participants. In addition, DCA should focus mainly on inter-
disciplinary defects, as intra-disciplinary defects are usually covered by discipline-
specific defect detection tools before synchronization steps (see Figure 2). 

The Defect Classification process step is based on the adapted defect classification 
(DC) scheme (described in Section 4.1). Inter-disciplinary dependencies between engi-
neering artifacts are covered by Impact attribute and partially by Priority and Severity 
attributes that reflect how many inter-disciplinary dependencies a specific defect has. 
Links to specific engineering disciplines are provided by the Discipline sub-attribute of 
Insertion Context and Detection Context. This information helps understanding in which 
discipline (a) something wrong happened and (b) which methods, tools and/or processes 
should be improved to avoid similar defects in the future. 

Identifying systematic errors. In this step we suggest using filtering on Impact 
or/and Rating attributes, which will ensure that analysis focuses on defects that have 
the strongest impact on artifacts of other disciplines and are the most risky for the ME 
project. Additionally, applying Pareto charts on defect Mode and Type could be help-
ful to decrease the variety of engineering artifacts that must be considered during the 
DCA analysis and, thus, to reduce the complexity of the DCA process.  
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Determining main causes. Based on identified systematic errors and defects, DCA 
participants identify possible root causes in all related disciplines. We propose adding 
one extra dimension to a standard cause effect diagram [11] that will represent indi-
vidual disciplines and a separate first level arrow for representing causes related to 
communication and exchange problems between the disciplines (e.g., defects in the 
change propagation tool between two disciplines). Each discipline dimension consid-
ers five standard root causes related to people, input, process/methods, tools and or-
ganization. Figure 5 shows the adapted cause-defect diagram including additional 
dimensions related to different disciplines and communication mechanisms in a typi-
cal ME project. 

 

Fig. 5. Adapted Cause-Effect Diagram applicable for ME projects 

Developing action proposals. Actions proposals focus on engineering processes of 
involved disciplines, communication, and data exchange mechanisms to enable defect 
correction and prevention in future ME projects. 

5 Feasibility Study and Improvement Results 

This section presents a typical scenario in ME project environments, observed at our 
industry partner, a large-scale automation systems integrator, and reports on four steps 
of an improvement strategy based on DCA applications. Following a pragmatic ap-
proach (see Figure 6), the authors started with a context analysis and definition (step 
1), followed by an initial DCA application in ME (step 2) and the implementation of 
improvement actions (step 3). Finally, a second DCA session is performed to analyze 
if identified defect types have been addressed properly (step 4).  

 

Fig. 6. Improvement Strategy based on two DCA Applications 

5.1 Use Case Scenario in Multi-disciplinary Engineering Projects 

As use case scenario we consider a typically ME project at a large-scale power plants 
systems integrator. Figure 7 (upper part, yellow) presents the initial starting point, i.e., 
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three different disciplines involved in the ME project (i.e., mechanical, electrical, and 
software engineering). Every discipline applies individual and specific tools and data 
models with limited capabilities for collaboration and data exchange. Because of li-
mited resources parallel engineering activities of individual disciplines is required. 
Thus, individual disciplines data have to be synchronized manually, which include a 
notable effort by experts (see Figure 7a). Note that in the observed project, a set of 
20k data objects are available which makes the manual synchronization process error-
prone and risky. Based on this initial setting we applied the adapted DCA process 
approach (see Section 4.2) to derive improvement options for engineering processes. 
Note that Figure 7b (i.e., lower part, green) illustrates the improved engineering 
process after implementing improvement actions (see Section 5.3for details). 

 

Fig. 7. Collaboration Challenges and Solution Approach in ME projects 

5.2 Applying the DCA Process to Find Improvement Options  

A typical check during the synchronization is the so-called end-to-end test [17] in-
cluding the overall tool chain from hardware sensors (mechanical engineering) to 
wiring inputs and outputs (electrical engineering) and further to software variables in 
the Programmable Logic Controller (PLC) code (software engineering).  

 

Fig. 8. End-to-End Test in ME Projects across Disciplines and Domain Data [17] 
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Figure 8 illustrates the related engineering objects and their connection points. 
Sample candidate defects are: D1 – no link from variable to the electrical wiring I/O 
interfaces; and D2 – variable is linked to multiple sensors. The DCA aims at finding 
the root causes of these types of defects.  

The initial DCA meeting aims at addressing software engineering defects with a 
main focus on inter-disciplinary defects. We assume that the sample defect data was 
obtained from end-to-end test (e.g., based on Figure 8). After classifying all defects 
according to adapted classification scheme (see Section 4.1), systematic errors can be 
identified. As the main focus is on defects that have the highest impact on data across 
discipline borders, participants apply filtering on the Impact followed by a Pareto 
chart on Type and Mode. Result of this step includes 3-4 most common defects types, 
which are analyzed to identify the systematic errors. From industry partners we 
learned that one of the most common defect types is “inconsistent variable data in 
PLC code”. One of the systematic errors defined for this defect type is that the type of 
variable (e.g., integer or float) differs from the type of corresponding sensor (e.g., 
digital or analog). Figure 9 presents the cause effect diagram with candidate root 
causes for this systematic error. Basically the root causes focus on issues related to 
data exchange and communication, people and a lack of tool support. 

 

Fig. 9. Sample Defect Causal Diagram for finding Root Causes 

The last step is proposing actions for process improvement based on identified root 
causes. Possible actions can go towards improving the exchange and notification me-
chanisms between the disciplines in an automated way. A specific example of such 
action will be the application of a common concept approach [1]. Common concepts 
refer to a systematic mapping of different and heterogeneous disciplines based on 
commonly applied information sets to support data exchange. For instance, signals in 
the automation systems domain [18] are used to identify individual devices (e.g., 
within the physical topology of the system), wires in the electrical domain to identify 
the voltage level of a signal, and software variables to control the systems behavior. 

5.3 Improved Engineering Process Based on Action Proposals  

The DCA results have shown improvement options for (a) data exchange between 
different data models in heterogeneous environments; (b) communication issues 
(changes are not propagated sufficiently to affected disciplines); and (c) people that 
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have to overcome these technical limitations manually (including high work effort 
and cost). Based on the results we recommended the application of common concepts 
and an automation-supported synchronization [18]. The main contribution of this 
solution is to overcome the technical gap between different tools and the semantic gap 
between data models by introducing common concepts. The application of the colla-
boration platform (ASB) [1] enables experts to focus on changes (propagated from 
individual disciplines) and defects (deviations of data models linked by the common 
concepts). Thus, applying common concepts aims at mitigating risks from process and 
human related aspects to software and system related issues (see [18] for details and 
the pilot application at the industry partner. Figure 7b (i.e., lower part, green) illu-
strates the contribution of the common concepts in ME projects. Due to the automa-
tion supported communication and data exchange mechanisms, provided by the ASB, 
identified root causes, i.e., data exchange and communication issues (the ASB pro-
vides a link between heterogeneous sources), people (experts can focus on the most 
relevant parts, i.e., changes and deviations in related data models), and tool support 
(for the synchronization process) have been addressed.  

In terms of continuous improvement strategies we repeated the adapted DCA me-
thod on the ASB solution and identified two important findings: (a) the originally 
identified root causes have been solved sufficiently and (b) one new root cause came 
up. In case of (systematic) errors in the common concepts, i.e., if the mapping be-
tween the heterogeneous data sources and the common concepts are incorrect (either 
missing information and/or wrongly configured mapping table), an automation sup-
ported synchronization will lead to systematic errors that have to be fixed again. Nev-
ertheless, these defects are easier to find and to repair by experts. 

6 Discussion, Limitations and Future Work  

In heterogeneous and multi-disciplinary engineering (ME) environments, where 
stakeholders coming from different disciplines have to collaborate, defects play a 
crucial role. If related engineering tools are loosely connected and data models are not 
compatible, engineering process is error-prone and risky. Manual effort has to be 
invested to synchronize data in ME environments. Methods for analyzing defects and 
identifying their root causes, e.g., the Defect Causal Analysis (DCA) might help to 
mitigate related risks. However, although DCA has successfully applied in software 
engineering [13] there is little experience on how to apply it in ME projects.  

In this paper we presented an adapted DCA approach for ME projects and applied 
this approach in context of a project at our industry partner in order to identify root 
causes of defects and to prevent them in future. Main results of this paper were that 
the basic DCA steps [4] are quite similar; however, individual adaptations (RQ.1) are 
required in individual steps of the process (see Section 4.2). Compared to defect clas-
sification schemes in Software Engineering, adaptations are required (RQ.2) to ad-
dress special characteristics of ME projects (see Section 4.1).  

The feasibility study, carried out at our industry partner, a large-scale system inte-
grator in the hydro power plant domain, showed, that the application of the adapted 
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DCA approach can help identifying defects and root causes as well as identifying and 
mitigating risks in ME projects. In this context we identified three main root causes 
for defects (e.g., inconsistencies and errors) based on human errors (because they 
have to handle a large amount of data), loosely coupled tools (limited interoperability 
of tools), and incompatible data models (semantic heterogeneity). To overcome these 
limitations we introduced an automation supported synchronization process that helps 
experts and engineers to overcome these limitations. However, based on a second 
application of the modified DCA approach, we identified a new root cause that can 
cause a systematic error and – as a consequence – incorporates additional risks which 
have to be mitigated in a next step. As a result, we learned that in context of a conti-
nuous improvement process, a series of DCA can help to improve projects, processes, 
and products. 

Limitations. Regarding the limitations of the presented approach, additional time 
and manpower will be required to implement DCA in ME projects. First of all, engi-
neers (in an ideal case at least one representative from each involved discipline) must 
participate in a DCA meeting. Secondly, if there are no established techniques applied 
in a project to collect and trace necessary defect data, such techniques must be in-
cluded in order to provide required input for the DCA. Finally, additional efforts are 
required from the engineers (possibly on the side of all involved disciplines) to im-
plement the action proposals for process improvement. 

Future work. As future work, we plan to (a) investigate the possibility for provid-
ing automated support during the execution of adapted DCA, e.g., using a knowledge 
base to store defect types and corresponding root causes, in order to reduce the added 
cost for its application; and (b) perform an experiment on the data from a ME project 
of an industry partner involving domain experts from different disciplines in a DCA 
meeting. 
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Abstract Context: Testing techniques proposed in the literature rely
on various sources of information for test case selection (e.g., require-
ments, source code, system structure, etc.). The challenge of test selec-
tion is amplified in the context of heterogeneous systems, where it is
unknown which information/data sources are most important.

Contribution: (1) Achieve in-depth understanding of test processes in
heterogeneous systems; (2) Elicit information sources for test selection
in the context of heterogeneous systems. (3) Capture the relative impor-
tance of the identified information sources.

Method: Case study research is used for the elicitation and understand-
ing of which information sources are relevant for test case privatization,
followed by an exploratory survey capturing the relative importance of
information sources for testing heterogeneous systems.

Results: We classified different information sources that play a vital
role in the test selection process, and found that their importance differs
largely for the different test levels observed in heterogeneous testing.
However, overall all sources were considered essential in test selection for
heterogeneous systems.

Conclusion: Heterogeneous system testing requires solutions that take
all information sources into account when suggesting test cases for selec-
tion. Such approaches need to be developed and compared with existing
solutions.

1 Introduction

With the technological advancement in the software industry, more and more
heterogeneous systems are introduced in the market. A heterogeneous system is
comprised of multiple subsystems. A review of literature on the topic conducted
by us did not reveal a commonly agreed definition of what a heterogeneous
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system is. Though, literature provides examples, such as, heterogeneity in this
context can refer to that systems are implemented on different platforms, being
developed using different processes, be of different size, etc.

A subsystem can exhibit heterogeneity in terms of both hardware and soft-
ware. It does not limit itself to these aspects, though. Heterogeneity can also
occur at different levels within the software development process. Heterogeneous
systems are inherently complex and pose certain challenges to the verification
and validation activities, such as specification, selection and execution of tests.

Testing of heterogeneous systems has received vast attention in recent years. In
large heterogeneous systems it was observed that regression test suites grow, and
hence require too much time to execute. In response, there is a need to prioritize
and select test cases [1]. The challenge of test selection has been thoroughly
investigated in previous research (e.g., in systematic reviews [4, 10]), but there
still is a need to understand which information needs and sources are of relevance
to guide practitioners of heterogeneous systems in selecting tests.

In this research, we identify the information sources required by practition-
ers involved in developing heterogeneous systems to prioritize test cases. This is
done in a two step process. In the first step an industrial case study is conducted
to understand how heterogeneous systems are tested and to elicit information
sources, followed by an exploratory survey. The findings are compared with the
literature investigating test selection independently of heterogeneous systems.
The information gathered could be used in organizations to assure that the
required information is available to testers to support them during the selec-
tion process. From an industrial perspective, identification of these information
sources will further help to develop a framework to initiate a search space for
automating test selection in different stages of development using search-based
software testing techniques.

The remainder of the paper is structured as follows: Section 2 presents the
related work. Section 3 outlines the research method, followed by the results in
Section 4. Section 5 concludes the study by presenting a discussion of observa-
tions from the results.

2 Related Work

Heterogeneous Systems: Testing a heterogeneous system implies that several
possible configurations must be tested. Reuse of artifacts is one way to speed up
such repetitive activities considerably [6]. Otani et al. propose a framework that
depends heavily on UML artifacts, which are used to automate independent ver-
ification and validation practices using generative technologies. These reusable
artifacts are stored as XML data and reusable for other activities as well as
other testing projects [5]. Otani et al. extend this work further [6] and introduce
goal-driven reuse of artifacts in the context of heterogeneous systems. Changing
configurations pose challenges to combinatorial testing techniques. To that end,
Cohen et al. [3] conducted an empirical study to quantify the effectiveness of test
suites. The study shows that there is an exponential growth of test cases when
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configurations change and subsets of test suites are used, similar to what is com-
mon in regression testing. Vega et al. [11] propose a TTCN-3 based framework
to test HL7 health-care applications. The technique supported by the framework
is generic and does not need customization every time a configuration changes.
Brahim et al. [2] provide a technique to specify test cases in globally distributed
environments. This framework uses the UML 2 testing profile and TTCN-3 for
test specification and generation. The authors claim that the use of TTCN-3 in
combination with other languages and test notations ensures transparency and
cost benefits. Overall, testing of heterogeneous systems involves testing multiple
configurations and dealing with complex systems accross a variety of platforms.

Test Case Selection: We identified two recent secondary studies on test case
prioritization and selection (cf. [4, 10]). Singh et al. [10] conducted a system-
atic literature review on test case prioritization in the context of regression
testing. The authors implicitly mentioned some information sources while cat-
egorizing the techniques for test case specification and prioritization. Singh et
al. categorized techniques, which implicitly point to the following information
sources: requirements, source code structure, historical information (with respect
to changes made to the system or execution history), fault-driven approaches
(e.g., fault proneness), as well as cost. Furthermore, combinations of approaches
have been evaluated. Engström et al. [4] identified code-based techniques as the
most commonly investigated in the literature.

3 Research Method

We first conducted a case study [9] to gain an in-depth understanding of infor-
mation sources and their relevance for heterogeneous system testing. Thereafter,
based on the case study results, a survey is conducted to explore the importance
of the identified information sources in a more broader perspective.

3.1 Case Study Design

Objectives. The case study took place in close collaboration with industry. The
long-term expectation of our industrial partner from this research is to optimize
their overall test methodology and practices for the organization’s software prod-
uct line. The overall long-term objectives of our research are to understand the
state of practice in testing heterogeneous systems, and how this relates to a sys-
tem’s heterogeneity characteristics. In the long-term perspective a process for
optional test selection should be defined. Identifying the relevant sources for test
selection is the first step towards that overall goal. The goal of this study is for-
mulated by following the Goal-Question-Metric approach: To gain an in-depth
understanding of the test process and relevance of information sources (Purpose)
for test selection (Issue) in the context of heterogeneous systems (Object) from
an industrial point of view (Viewpoint).

Research Questions. In this exploratory case study we intend to answer the
following research questions:
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– RQ1: How are complex heterogeneous systems tested in practice from a pro-
cess perspective?

– RQ2: What are the different information sources used in test selection?
– RQ3: Which information sources are most relevant in selecting and priori-

tizing test cases for testing complex heterogeneous systems in that process?

Case and Context: Petersen and Wohlin [8] suggest a checklist to report con-
text in relation to an object of study. The test process and related information
sources for test case selection are the object of study in this research. Table 1
provides an overview of context information for the test process studied, derived
from process documentation and the interviews conducted.

Table 1. Context

Context Description
Product System type: System of systems (multiple subsystems developed autonomously) with

a total of 22 subsystems
Domain: Telecommunication systems
Customization: Highly customizable based on individual customer needs
Programming language: Java
Quality: The most highly prioritized quality attributes driving tests are: (1) scalabil-
ity, (2) usability, (3) performance, (4) robustness and recoverability, (5) throughput,
(6) stability, (7) variability, and (8) maintainability of a total of 33 attributes priori-
tized.

People See Table 2
Organization ISO 9001:2000 Certified
Size More than 5000 employees
Market Market-driven development (high number of potential customers)
Process Agile software development

Data Collection: Multiple methods of data collection are used in this case
study. However, the main source of data collection in this study are semi-
structured interviews with selected practitioners from the case company. These
interviews mainly resulted in identifying different dimensions of heterogeneity,
the test selection process, identification of multiple key information sources that
lay the foundations for the test specification process, important quality criteria,
weaknesses in the test process and factors that influence test case selection.

Although the interviewed practitioners have diverse roles, the information
regarding different information sources for test selection, test prioritization based
on quality attributes, and challenges in the test process converged after the third
interview. Table 2 provides a brief profile of the interviewed practitioners.

Interview questions were structured into six themes, namely: (1) Experience
and current role of the interviewee, (2) verification model, (3) levels of het-
erogeneity in product and test process, (4) test prioritization based on quality
attributes, (5) test selection process, and (6) tester’s perspective on weaknesses
in test process. These interview themes are formulated to answer the research
questions as well as to gain a better understanding of the current test activities
at the organization which is the case under study and the context of each ac-
tivity. The interviews were semi-structured and included open-ended questions.
Each interview took approximately 60 minutes.



90 A.N. Ghazi et al.

Table 2. Practitioners’ profile

ID Description
1 The interviewee is currently the head of functional node test team responsible for test activities

within a subsystem, and has been working as a functional tester in this company since 2005.
2 The interviewee has worked in this company for 16 years overall. For the first 10 years worked

as a requirement engineer and currently working as functional tester for last 6 years.
3 The interviewee is working as a system developer at the company and is exposed to design, de-

velopment and test activities at the company. The interviewee has also worked in development
of legacy system which is to be replaced with the current system.

4 The interviewee is part of the core test team and therefore is responsible for design decisions.
The interviewee has responsibility for overall development and test strategy.

Documentation is also used as a data collection method for triangulation in
this case study. Process and design documents of the product were obtained to
capture the development and test processes at the company. These documents
provided the researchers with a better understanding of different test levels and
the strategy of the company.

Data Analysis: Interviews were recorded with the consent of the interviewees
and later transcribed. For data extraction from these transcribed interviews, we
used color coding, where unique colors were assigned to key areas important to
answer the research questions. We identified and color-coded the following key
areas:

– Test activities including test selection process as well as test execution
– Information sources for test selection
– Different levels of heterogeneity exhibited by the case under study
– Quality attributes that play an important role in test selection
– Weaknesses and challenges in the current test process

The documentation was analyzed using the same coding scheme.

Threats to Validity: A discussion of validity threats for software engineering
is provided in [7].

Objectivity: An important threat is if the questions asked during the interviews
are misunderstood. However, this threat was reduced by explaining the context
to the interviewees, cross referencing the information gathered with the product
documentation, and through member checking. Another threat to objectivity
is that the interviewees may provide the information from a single perspective
depending on their roles. This threat is minimized by carefully choosing the
interviewees from different testing teams and development teams.

Theoretical Validity: Theoretical validity is concerned with not being able to
capture what we intend to capture. In this case, we intend to prioritize the infor-
mation sources used for test selection in the context of heterogeneous systems.
To reduce this threat to theoretical validity, we first captured the information
sources for test selection using both documentation and the interviews. We con-
tacted further practitioners from other organizations involved in development of
heterogeneous systems. These practitioners were asked to prioritize the list of
information sources extracted from the documents and interviews to strengthen
our findings.
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Generalizability: The exploratory nature of the case study does not allow to
generalize the results for all heterogeneous systems and all types of organiza-
tions. However, the results can be generalized to large scale telecommunication
organizations involved in the development of system of systems that exhibit
heterogeneity. Furthermore, even though not statistically generalizable, the re-
sults from the survey allowed to make qualitative reflections on the information
gathered.

Interpretive Validity: Interpretive validity is concerned with researcher bias
when drawing conclusions. Since the involved researchers have no particular
preference for any of the solutions presented in the case study based on previous
research, this threat can be considered low in this study.

3.2 Survey

Objective: The survey captured the relative importance of information sources
in relation to test case selection, leading to research question RQ3.

Survey Distribution and Sample: A convenience sampling strategy was fol-
lowed targeting practitioners that work with heterogeneous systems. We utilized
personal contacts as well as communities (e.g., LinkedIn and Yahoo Groups) to
acquire additional answers. Overall we obtained 42 answers of which 27 were
complete and could be used for analysis.

Instrument: The survey1 was capturing information about respondents, the
characteristics of their organization and products, as well as test coverage goals
and importance of the information sources for test selection and prioritization.

Analysis: For the analysis descriptive statistics are utilized.

Validity Threats: The same types of validity threats as for the case study.
Objectivity: To avoid possible misunderstandings of the survey questions, it

was pre-tested and revised based on the feedback received. Furthermore, the
survey was tested for duration to take at most 15 minutes to complete to avoid
maturation.

Theoretical validity: One threat to inference is the number of participants.
The present results are not statistically generalizable to a whole population.
However, for the given context information gathered about the participants,
some interesting qualitative observations can be made.

Generalizability: The surveyed companies have specific context characteristics
that limit generalizability. The majority of respondents is related to consultancy
(35.7%), followed by computer industry (28.9%) and communications (25.0%);
other industries are under-represented. Agile and hybrid processes have the high-
est representations. Another possible bias is that only persons with a specific
interest may have answered the survey.

Interpretive validity: Given that only quantitative data is studied in the survey
part, the risk of bias is reduced.
1 The supplementary information about interview and survey can be found at
http://www.bth.se/tek/aps/kps.nsf/pages/sources-for-test-case-selection
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4 Results

4.1 Test Process for Testing Heterogeneous Systems (RQ1)

Heterogeneity in the System under Test: The system of systems ap-
proach [1] used in the development of software products at the case company
leads to heterogeneity. We identified three different dimensions of heterogeneity:
(1) hardware heterogeneity, (2) software heterogeneity, and (3) process hetero-
geneity. These dimensions of heterogeneity are important to consider in an overall
strategy to minimize the challenges they pose to the overall system(s).

During the interviews with the practitioners, we found that third-party open-
source components are also used throughout the development of subsystems of
the case company’s next generation billing system. As the next generation billing
system is developed to replace an existing telecom billing system that is used
by a large number of globally distributed customers, there exist some legacy
software components that are reused in the new system. Although, the complete
product is developed using Java, due to legacy software there exist heterogeneity
on the platform level.

It is also important to note, that the company recommends the use of certified
hardware, but does not limit the customers to use the recommended hardware,
which leads to hardware heterogeneity. Another factor that leads to hardware
heterogeneity is the notion of variability. The next generation billing system is
shipped to customers as part of different commercial offerings customized as per
customer requirements. Therefore, this system can be used on multiple clusters
configured to function as a single entity.

We also found, that due to multiple test levels, the practitioners perceive
the underlying heterogeneity as an important factor while designing the test
strategy. Heterogeneity at the verification level at telecom grade systems is very
important to be considered. Otherwise, it may lead to the challenge of dealing
with a huge number of tests to be executed to reach a thorough test coverage.

Test Levels and Selection Process: The case company is involved in the
development of a large system of systems that exhibits heterogeneity at multi-
ple levels, therefore optimal test selection is an important challenge. The case
under study involves a test strategy with four different test levels: (1) software
component test, (2) application component test, (3) subsystem component test,
and (4) offering test. Each test level involves different test activities to ensure
software verification.

Software component test: Test activities at this test level comprise interface
and unit testing. The test tool JUnit is used for unit testing.

Application component test: This test level is targeted for testing of sub-
subsystems that comprise several software components. The major challenge at
this test level is the integration of software components to form functionally
independent sub-subsystems. Integration testing at this level is performed us-
ing Pax-Exam, which is a test tool specialized for integration testing of OSGi
components.
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Subsystem component test: To test a functionally independent subsystem com-
prising several sub-subsystems, this test level includes multiple test activities.
These test activities are functional testing, unit testing, tests for installation,
testing upgrades, integration testing and tests for stability. A virtual test envi-
ronment is set up for the continuous subsystem component integration testing.
This environment consists of subsystems that comprise more components. Each
subsystem team owns the component and is thus responsible for its delivery,
update and installation.

Offering test: Once a subsystem component is verified, it is moved into the
next integration environment for commercial offering validation. At this test
level, in the integration environment different configurations and end-to-end
communication are tested. This test level also validates the deployability on
commercial offering environments. The deployment environment consists of de-
livered subsystem components as per the requirement of commercial offering.
Each subsystem component is evaluated upon deployability on certified hard-
ware.

Test case selection is performed for each of the test levels mentioned above.
A core test team is responsible for developing the overall test strategy for the
complete product. We also found that, apart from the core test team, there are
dedicated test teams for each test level that are responsible for both test selection
and execution. Test prioritization at each level is also done by these dedicated
teams.

For test case selection and test prioritization, an in-house software is devel-
oped. This software, based on features, tags the test cases with certain labels by
analyzing the keywords in each of the test cases. These test cases are further cat-
egorized into various groups to test certain features of the system. This software
also assigns weights to different feature categories taking in consideration the
system’s requirements to prioritize the categories to be tested more frequently
under constraints. However, under the time constraints, functional system test-
ing is given the highest priority for verification of a commercial offering.

Every software component undergoes the unit test and application test, sep-
arately. Once these components are integrated to form an independently func-
tional subsystem, functional node testing is done to identify possible defects in
the system. Sub-net testing and network integration testing are later carried out,
when all subsystems are integrated in the final product.

For different test activities and levels, the case company uses different testing
tools. JUnit is used for unit testing of software components and Pax-Exam is used
for the purpose of integration testing. However, there are other in-house testing
tools used for functional testing of the functionally independent subsystems, as
well as for system testing. Other than functional testing, non-functional testing
for performance is also carried out at different levels.

Weaknesses in the Process for Test Case Selection: From the interviews
we found the main weakness in the current test process to be a large regression
test base. There are many test levels and each test level generates a huge number
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of test cases. The heterogeneous nature of the system also poses a huge challenge
to the testing of the complete system.

To maximize the test coverage, functional test cases to cover every subsystem,
sub-subsystem and its components are developed. These test cases are most of
the time overlapping with the unit tests, therefore a good test selection process
is required to avoid this overlapping of functional test cases and the unit test
cases. The maximum test coverage is an important test objective stated by the
practitioners. However, it also leads to a combinatorial explosion and in this case
a robust test selection process that can help avoid executing the same test cases
again and again.

It is also a challenge that each commercial offering has a different configu-
ration and testers are required to test all possible configurations. Therefore, a
process for efficient system configuration is needed. However, this challenge is
more related to the design and the development process but it affects the overall
test process. There shall be a procedure to facilitate functional testing to be
self contained so they can be installed and configured automatically for each
customizable commercial offering.

4.2 Information Sources (RQ2)

We identified a number of information/data sources that are of vital importance
for the test selection process. The information sources comprise important in-
formation sources needed for optimal selection and prioritization of test cases.
Other than the information sources, different roles that are vital for test selection
are included in the list of data sources. The information sources mentioned later
in this section are extracted from the documentation provided by the company
and further validated during the interviews with the practitioners. Practition-
ers are also asked to list additional information sources, which they perceive as
important for test selection.

Functional and non-functional requirements serve as the foundation of the
complete development process that also encompasses the testing. The System
model of the complete product provides a detailed overview of the system and
its constituent subsystems. This model also identifies the data flow between the
subsystems as well as sub-subsystems and software components. Configurations
are important, as the system we studied has multiple telecom operators as its
target customer base. The system is developed to be customizable for different
customer needs. Various system configurations need to be tested for each com-
mercial offering. Test objectives are the reason or purpose that drive the design
and execution of a test case. These test objectives are used to derive an effective
test strategy for different test levels and also serve as an important data source
for test selection under resource constraints. Environment descriptions and high-
level analyses, based on tester’s input, are also found to be data sources that
shall be used in the test selection process.

From the interviews, we found that in software component test, an important
data source for unit and integration test activities is the tester’s input. However,
the importance of requirements and test objectives as information sources, for
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test selection at this test level, can not be overlooked. All data sources men-
tioned for software component test are also valid for application component test.
Functional testing on the basis of requirements and test objectives is carried out
at this test level. Subsystem component test comprises mainly integration and
verification activities. Hence, environment description, test objective and tester’s
input serve as the prime data sources at this test level. As for the offering test,
other than all data sources mentioned for preceding test levels, configurations
play an important role. For testing of each commercial offering, specific configu-
rations are pushed to the system to customize it according to the requirements.
These configurations must be considered for test selection at this level to avoid
execution of unrelated tests in the context of specific offerings and customer
requirements.

4.3 Relative Importance of Information Sources (RQ3)

Demographics: With respect to the roles of subjects, mostly technically
oriented roles answered the survey, in particular developers (22.2%), software
architects (18.5%), software verification and validation (18.5%), and quality con-
trol/management (14.8%). Other roles were only represented by less than 10%
of the respondents (system analysts, project managers, product managers, and
software process engineers). With respect to experience in software engineering
the average experience was 10.55 years. The average experience in testing het-
erogeneous systems was 4.63 years. Companies of various sizes participated: less
than 50 employees (18.5%), 50 to 249 employees (29.6%), 250 to 4499 employ-
ees (29.6%), and 4500 and more (22.6%). The most common system type was
data dominant software (63.0%), followed by control-dominant software (25.9),
computation-dominant software (25.9%), and systems software (22.2%). Other
systems were represented by 14.8%. The most common development models
were agile (29.6%) and hybrid processes dominated by agile practices (29.6%).
Other processes were represented by 11% or less (e.g., waterfall, V-model, spiral
model).

Coverage and Information Sources Prioritization: We analyzed the im-
portance of coverage criteria (see Figure 1), and found that specification-based
criteria are considered most important, followed by fault-based coverage. All
coverages are considered overall important.

We also analyzed how practitioners prioritize different information sources
(see Figure 2), and found that most practitioners consider functional require-
ments as the most important information source followed by test objectives and
system model. Each identified information source is considered important to a
significant number of practitioners and therefore cannot be neglected. One re-
spondent mentioned that they are utilizing 37 different information sources, but
did not specify which these are.
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Fig. 1. Importance of test objectives

Fig. 2. Importance of data sources in test specification

5 Discussion and Conclusion

In this study, we investigated a heterogeneous testing process to understand how
complex heterogeneous systems are tested. The main focus of this research was
to identify information sources for test case selection. The literature as well as
the results of our case study indicate that it is essential to reduce the size of
continuously growing test suites.

We conducted a case study to gain an in-depth understanding of test selec-
tion in heterogeneous systems, followed by a survey to understand the relative
importance of information sources. The following summarized our findings with
respect to our research questions:

Test Process (RQ1): Multiple hierarchies of test levels have been identified
that are relevant to test selection. Overall, the test levels map well to test levels
one would expect from the V-model. Functional testing was given the highest
priority, though at the same time quality characteristics were prioritized highly.
The complexity of the overall system led to having several testing teams focusing
on their specific test levels. Overall, a situation of overlapping tests occurred.
Furthermore, core challenges were growing regression test suites and a high num-
ber of configurations to be tested when combining different (sub-)systems. The
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lessons learned regarding RQ1 are: First, a systematic investigation is needed
to understand responsibilities of different test levels to avoid overlapping test
cases. That is, one has to clearly determine which value each test level adds in
terms of the kind of quality that is assured with it. Having a good understand-
ing of this could potentially reduce the size of test suites significantly. Second,
solutions from software product-line testing might be applicable to the testing of
heterogeneous systems, since product-line testing faces similar challenges: when
different (sub-)systems/features are combined, the number of configurations to
be tested increases.

Information Sources for Test Selection and their Priorities (RQ2/3): In
the research we identified multiple sources of information. Comparing with the
literature, non-functional requirements and environment description are high-
lighted in the heterogeneous systems context. Generally, all sources were rated
as either very important or important by the majority of respondents. But, the
most important source of information were functional requirements. Looking at
the existing techniques proposed for selection and prioritization, those techniques
combining different information sources for prioritization are hence of particular
interest, given that all sources appear to be of relevance when selecting tests in
this context. Figure 3 shows that, given the high priority of information sources,
they all have to be considered in the selection process. The selection process
utilizes approaches to search for a set of good solutions for the next regression
test run, taking the information sources into account.
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Fig. 3. Information Sources in the Test Process

In future work, we propose to focus on identifying and evaluating test selec-
tion approaches that are able to utilize all data sources for test selection, and
comparing them with existing solutions on real systems.
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Abstract. After a software process assessment is performed there are
two main problems decision-makers face. First, how reliable are the as-
sessment results presented. Though assessments are often performed by
an independent competent third party, it is still important to be able
to judge the validity of the determined capability profile and to assure
that a faithful picture of the organisation has been captured. Second, in
consideration of the results, identify what are the process-related risks
for the organisation so they can guide the establishment of the priorities
for a process improvement. This paper presents a method based on the
dependencies between processes in order to support the validation of the
assessment results and the identification of business critical processes for
improvement.

Keywords: Space domain, ISO 15504, SPICE for Space, Risk identifi-
cation, Assessment Validation, Improvement Prioritization.

1 Introduction

Process assessments provide means of characterizing an organizational unit in
terms of the capability of selected processes and allow to identify strengths,
weaknesses and risks related to the assessed processes. Target process profiles
for these assessments are for example driven by customers who use process as-
sessments as an input for supplier selection (”supplier capability determination”)
or by the criticality of the software to be developed. Often assessments are per-
formed by a competent assessor on behalf of a so-called assessment sponsor and
it is of utmost importance to the sponsor that the assessments will be performed
with the required rigour allowing him to verify that the results are sound and
consistent.

When the results of an assessment are evaluated, risks for ongoing and future
projects can be identified and measures can be put in place to mitigate them. A
common way to act on the results is to start a planned and structured process
improvement initiative. However, it is usually difficult for organisations to es-
tablish a long-term roadmap for strategic process improvement. Even short-term
improvement plans can be hard to define as organisations have to determine what
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processes they should improve first as most likely they cannot improve all at the
same time, due to resource limitations. Improvement is an initial investment
and requires the commitment of a company’s management. If the managers do
not understand clearly what can probably go wrong in future projects they are
less likely to commit any resources for mitigating these risks. Without a proper
approach they may not select the most business-critical processes as priority for
improvement.

Voelcker et al. [11] tackled the issue of identifying critical processes for im-
provement and developed a method called R4S Risk Analysis with SPiCE for
SPACE (S4S). S4S is an ISO 15504 (SPiCE) [7] conformant method for the eval-
uation of software processes in the space domain and has been developed by and
for the European space industry and has been in use for more than 10 years
[2]. R4S is based on four core elements: 1) a risk model which sets the generic
correlation between risks and S4S processes; 2) an algorithm for risk likelihood
calculation; 3) guidelines for risk severity estimation and 4) a scoring scheme
for risk magnitude determination. Potential risks are identified from the risk
model by using the process capability gap, i.e. the mismatch between target and
achieved capability level. This capability gap is used to calculate the likelihood.
The severity of the risks are determined by experts who gather in a workshop
and finally establish the list of risks and their ranking based on the likelihood
and severity. A similar but more straight forward approach was included in ISO
15504, Part 4, Annex A [7], as a way of analysing process-related risks.

In 2004 ISO/IEC 15504 was updated and in 2010 the European Space Agency
(ESA) published its Software process assessment and improvement handbook
ECSS-Q-HB-80-02 [4,5], based on the original SPiCE for SPACE. However, the
approach of integrating risk management [3] into process assessment and im-
provement was not reflected in the handbook at the time of its publication.

A review of the R4S method revealed a number of possibilities for enhance-
ments. R4S considers the gap analysis (achieved versus target) only at process
level but not at the level of Work Products or Base Practices. This can be con-
sidered in some cases too coarse-grained for risk identification as for example for
partially performed processes it is not clear which Base Practices are performed
or which Work Products are produced. Additionally and more importantly, S4S
and by extension R4S, as well as most of the assessment methods, consider all
processes individually and do not fully take into account the interrelationship
between processes. For example if one process P1 does not produce a Work Prod-
uct which is an input to another process P2 it is likely that P2 will be exposed to
some risk not achieving its purpose. Assessment methods consider the determi-
nation of the ”sequence and interaction” with other processes (see ISO15504-2,
Process Attribute 3.1), although each process is assessed individually and its
Process Attributes are rated independently.

2 Assumptions

This paper takes the assumption that processes in a software assessment frame-
work are interrelated: the performance of a process has an influence on the
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performance of other processes to different degrees. These relationships have
been shown in some studies, for example in the case of Medi SPICE [6] and
CMMI [9]. However, these studies only perform an analysis within the frame-
work models of the relationships and cross-references between processes. We
propose to go one step further and assume that actual processes, evaluated in
particular assessments, also influence each other’s performance. Moreover, this
interdependency which is supported by the process architecture specific to each
organisation can be used for validating process assessments and prioritizing pro-
cess improvement activities.

The method assumes that the target profiles in the assessments have been
defined using techniques such as the ones described in Part 9 of ISO15504 [7].
The same standard identifies a set of generic consequences as a result of the
process-related risks. We consider that these final consequences are also valid for
the method presented.

This paper presents the first results of an on-going research about the creation
of a method which identifies risks based on the outcome of a process assessment,
taking into account the above mentioned assumptions.

3 The SCANNER Method

The developed method has been named SCANNER (Software proCess
Assessment validatioN aNd improvemEnt pRioritization) as it ”scans” per-
formed process assessments in order to validate them and find priorities for
improvement actions based on identified risks. The method is based on three
steps. The first preparatory step can be executed once in order to create the
necessary infrastructure to apply the method. The second step aims at collect-
ing the necessary information from the assessment reports, while the last step
objective is to perform the dependency analysis and visualise the results.

3.1 Preparation

Creating the Logical Reference Model. The central item of any process
assessment is the Process Assessment Model (PAM) and there are a number
of ISO 15504 conformant PAMs available. Most prominent examples are the
exemplar software life cycle PAM as defined in ISO-15504 [7] or Automotive
SPICE [1]. With many different instances of ISO 15504 conformant models it
is important to ensure that the selected PAM is in itself sound and does not
contain major inconsistencies.
ISO 15504 describes a process by:

– an identifier,
– a name,
– a purpose,
– several outcomes,
– several base practices, and
– several work products.
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Base Practices and work products are contributing to the achievements of the
outcomes.

As a first preparatory step of the research, the generic process model as defined
in ISO 15504 has been converted into a logical model (see e.g. [12] pp. 7-32).
Having a logical representation allows to detect inconsistencies in any PAM.
Some of the consistency checks verify that a process does not expect an undefined
Work Product as an input or output, or that all Base Practices of a processes
support an Outcome.

Figure 1 gives a graphical presentation of the logical model as an Entity
Relationship Diagram:

Outcome

Work Product

output

*

*

input

*

*

Process
has*

1

Process Attribute

is rated by
*

*

Purpose

has

1

1

Base Practice

supports
*

*

Fig. 1. Logical model of a PAM

Furthermore, having a logical representation of a PAM allows to query it
using standardised languages like the Structured Query Language (SQL) and
subsequently evaluate process models in an automated way.

In a second step the logical model as shown in Figure 1 has been instantiated
by inserting the data from the PAM as defined in ECSS-Q-HB-80-02 Part 2A.
From the population of the logical model the following was obtained:

– 6 capability levels (CL), which is a 6 point ordinal scale (0 to 5) representing
an increasing capability of the performed process.

– 9 process attributes (PA), which indicate whether a process has reached a
given capability. They are denoted as PA[CL].[id], e.g. PA2.2 (Work product
management).

– 52 processes (P), denoted as [Class].[No], e.g. ENG.1 for the Engineering
process one (Requirements Elicitation),

– 282 outcomes (O) which are observable results of the successful implemen-
tation of a process,

– 364 base practices (BP) which are activities addressing 446 outcomes (a BP
can be linked to more outcomes), e.g. ENG.1.BP.1 for the first BP of ENG.1,



Software Process Assessment Validation and Improvement Prioritization 103

– 223 work products (WP) which are used for the verification of the 1.505
outcomes (a WP can be linked to more outcomes) and the performance of the
BPs. They are named WPxx-xx where xx are numbers uniquely identifying
the work product, e.g. WP11-05 Software Unit.

Definition of Risk Patterns. A risk is characterized by reference to potential
events and consequences, or a combination of these. ISO 31000 [8] defines an
event as an ”occurrence or change of a particular set of circumstances”. Thus,
applied to our model, risk events could be defined as a violation of a relationship
of the entities, e.g. a BP is not performed or a WP is not created.

These risk events can further be linked to the achievement of process attributes
where defined. Considering the complexity above Capability Level 3, CL4 and
CL5 are disregarded and will be addressed at a later stage.

The following list shows the identified risk events grouped by entities of the
model.
Process risk events:

– P <process>is not performed, i.e. does not achieve its purpose (PA 1.1)
– P <process>takes more resources than expected
– P <process>is not managed (PA 2.1)
– P <process>is not based on a standardized process PS (PA 3.1)
– P <process>is not properly tailored from a standardized process PS (PA

3.2)

Outcome risk events:

– O <outcome>is not achieved
– O <outcome>loses BP <base practice>
– O <outcome>loses WP <work product>

WP risk events:

– WP <work product>is not developed (PA 1.1)
– WP <work product>is not managed (PA 2.2)
– WP <work product>is not based on a standardized work product WPS (PA

3.1)
– WP <work product>is not properly tailored from a standardized work prod-

uct WPS (PA 3.2)

Base Practice risk event:

– BP <base practice>is not performed (PA 1.1)

In order to model the dependency between processes, we incorporated the
idea of the risk of unwanted effects in our model. This means a risk event in
one process generates an unwanted effect (propagation of risk) in another. Sub-
sequently, we can define risk patterns as a combination of risk events following
the logic (see also [10]):

If <Event 1>occurs <Event 2>might occur later in another process <P>.

After performing a full combination of the 12 risk events as defined above 144
(i.e. 12*12) risk identification patterns were derived.
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Model and Risk Pattern Validation. During the population of the model
as described at the beginning of this chapter several inconsistencies of ECSS-
Q-HB-80-02 Part 2A were detected, for example a base practice was related to
an outcome which was not defined for this process. Another example was that a
base practice had no outcomes defined.

The 144 identified risk patterns were analysed by an expert committee. This
review excluded several patterns as they were not perceived to make sense, for
example ”if P <process>is not performed then P <process>is not managed”.
Below are two examples of many generic risk identification patters which were
judged to be valuable:

If WP <work product> is not developed
then O <outcome> loses WP <work product>.

’Loses’ in this case means that a missing work product endangers the achieve-
ment of an outcome either of the same process or of another process which uses
this WP as an input.

If BP <base practice> is not performed
then WP <work product> is not developed.

Since BPs are not directly related to WPs in the logical model of a PAM,
this pattern is created by combining the relationships between BPs and Out-
comes and between Outcomes and WPs. The following list shows an extract for
the instantiated risk patterns for a particular process, namely ENG.6, Software
construction.

If WP06-01 (Customer Manual) is not developed
then outcome 3 of ENG.8 loses WP06-01 (Customer Manual).

This means that outcome 3 (”test results are recorded”) of ENG.8 (Software
testing) is endangered.

If WP15-10 (Test Incident Report) is not developed
then outcome 2 and 3 of SUP.2 loses WP15-10 (Test Incident Report).

This means that outcome 2 (”criteria for verification of all required software
work products is identified”) and 3 (”required verification activities are per-
formed”) of SUP.2 (Verification) are endangered.

3.2 Collecting Information from Assessments

After an assessment is performed the results are typically captured in a so-called
Process Assessment Report. Such a report gives an overview of the results as
shown in Table 1 and also contains all the findings in detail.
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Table 1. Process attribute rating achievement following the original target profile in
the assessment plan. Note: The characters N, P, F and L denote the ratings: Not
achieved (0%-15%), Partially achieved(16%-50%), Largely achieved(51%-85%) and
Fully achieved (86%-100%). The white boxes correspond to not in scope attributes
for that process.

Process PA1.1 PA2.1 PA2.2 PA3.1 PA3.2

SPL.2 Product Release F N P

ENG.1: Requirements Elicitation F N N N N

ENG.4: Software Requirements Analysis L P P N N

ENG.5: Software Design P N P N N

ENG.6: Software Construction P P P

ENG.8: Software Testing F P P N N

ENG.12: Software and System Maintenance P N N N N

SUP.8: Configuration Management L N N P N

SUP.9: Problem Resolution Management L N N

All the findings as captured in an assessment report were added to the model
following these four steps:

1. Instantiate the model with only the processes assessed (see e.g. the 9 pro-
cesses of Table 1)

2. For every entity add available information from the assessment report. For
simplicity this has been done in a binary way only, e.g. achieved/not achieved,
produced/not produced, etc. Examples are not produced work products, not
achieved outcomes and not performed base practices.

3. Generate a number of risks from the model by combining the instantiated
patterns as outlined in chapter 3.1 with the information added in the previous
step for example by transforming the pattern

If WP is not developed then outcome O of P is endangered. into
As WP is not developed outcome O of P is endangered.

in the case that WP was not developed.
4. Assess the generated risks and rank them.

It is noted that sometimes Process Assessment Reports do not contain suf-
ficient justification for particular ratings especially when a Process Attribute
was only Partially or Largely achieved. This implies that assessors should be
instructed, via the assessment procedure for example, to collect this additional
information. Note also that use of existing assessment tools can support the au-
tomatic collection not only of the rating of Process Attributes, but also regarding
the more detailed information on WPs, Outcomes and BPs.

3.3 Analysis of the Collected Data

Once all the assessment information is added to the model and the list of risks
is generated the results have to be evaluated.
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Fig. 2. Example of connected processes via work products
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WP08-21

ENG.7

WP11-01

Fig. 3. Example how two processes are connected via work products

Data Visualization. In order to facilitate the understanding of the results,
it was decided to generate high level views of the evaluated processes showing
how the processes are connected via the work products. For the example given
in Table 1 the graph which was generated is shown in Figure 2.

This graphical representation gives a high level idea about the interconnec-
tivity. Furthermore, with the logical model at hand it is also straightforward to
visualise the work product interactions between processes as shown in the next
graphic for ENG.6 (Software Construction) and ENG.8 (Software Testing).

As seen in Figure 3 the two processes are directly connected via WP06-
01 (Customer manual) and indirectly via ENG.7 (Software Integration) which
transforms WP11-05 (Software unit) into WP 11.01 (Software product).
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Some process also influence the Process Attributes of other processes (see
ECSS-Q-HB-80-02 Part 2A). In the example of Figure 2 one could assume that
SUP.8 (Configuration Management) and SUP.9 (Problem Resolution Manage-
ment) have only little influence on the other processes. Looking at Figure 4
however shows, that these process have a high influence on the level 2 of all
other processes.

SUP.8

ENG.1

PA 2.2

ENG.4

PA 2.2

ENG.5

PA 2.2
ENG.6

PA 2.2

ENG.8

PA 2.2

ENG.12

PA 2.2

SPL.2

PA 2.2

SUP.9

PA 2.2

PA 2.1, PA 2.2PA 2.1, PA 2.2

PA 2.1, PA 2.2

PA 2.1, PA 2.2

PA 2.1, PA 2.2

PA 2.1, PA 2.2

PA 2.1, PA 2.2

PA 2.1, PA 2.2

Fig. 4. Supported process attributes by certain processes

Data Interpretation. As outlined in chapter 3.2, after all the data for a cer-
tain process assessment is added to the logical model, graphs are generated and
analysed.

In a first step the results are validated. In order to do that the graph as shown
in Figure 2 needs to be tested: if a process P1 depends on the outputs from other
processes P2 ... Pn and P2 ... Pn do not produce all the required work products
P1 cannot be fully achieved and reach capability level 1.

As an example by looking at Table 1 and comparing it to Figure 2 immediately
the question arises how ENG.8 (Software Testing) can be fully achieved on CL 1 if
one of its input processes, namely ENG.6 (Software construction) is only partially
achieved. In order to further analyse this the work products by which these
two processes are connected were visualised (Figure 3) and it became apparent
that the only direct connection is via the WP06-01 (customer manual) and an
indirect connection through a not assessed process (in grey) by the software
unit/product (WP11-01/05). When analysing this further it became clear that



108 S. Richter and D. Escorial Rico

ENG.6 produced the software, however, no unit tests were performed and as
these are a big part of ENG.6 the process scored low. However, all the other
products were fully created and thus this was a ”false positive”.

When assessing the generated risks for this assessment as described in chapter
3.2 it could be seen that indeed no risks attached to ENG.6 for level 1 were
created. The patterns as shown at the end of chapter 3.1 for example were
eliminated and not converted into risks as WP06-01 (Customer Manual) was
created and though WP15-10 (Test Incident Report) was not created it only
imposed a risk on SUP.2 which was not in scope of the assessment.

A solution to eliminate false positives earlier is to include the risks as deter-
mined into the validation right at the beginning (see chapter 5). Furthermore,
this example already showed that determining risks at the level of processes is
too coarse-grained in some circumstances.

The graph analysis further included the identification of processes that did
not depend on any other process or the identification processes which provided
inputs to many other processes and might therefore be business-critical. From
Figure 2 for example it became apparent that ENG.4 (Software Requirements
Analysis) influences a high number (5) of other processes directly by its output
work products while ENG.8 (Software Testing) has no influence on any other
process. Combining this with the generated risks as described under chapter
3.2 allows to determine which processes should be improved first. For example
ENG.4 was only Largely achieved because the output work product WP17-11
(Software Requirements) was not properly developed. The risk elicitation flagged
this and indicated that this work product is used by 4 of the 5 processes which
depend on ENG.4. Below are the created risks for this example:

As WP17-11 is not developed
- outcome 1 of ENG.5 is endangered,
- outcome 4 of ENG.5 is endangered,
- outcome 1 of ENG.6 is endangered,
- outcome 3 of ENG.6 is endangered,
- outcome 1 of ENG.8 is endangered,
- outcome 4 of ENG.8 is endangered, and
- outcome 1 of ENG.12 is endangered.

This did not only help understand that it is critical to improve ENG.4, but it
also showed which work product is crucial for improvement.

4 Evaluation of the Method

At this point the evaluation of the method was performed based on trials with
the results of three assessments of different organizational size: small (less than
20 employees), medium (between 20 and 400 employees) and large (more than
400 hundred). The assessment results were fed into the method and were used for
its verification, however, no quantitative data was collected, since the evaluation
of the trials was based on the perceived usefulness and reliability of the method.
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5 Future Work

The presented method currently relies to a great extent on manual analysis. The
graph analysis for example was perceived as a valuable improvement as compared
to analysing text from the evaluation of performed assessments. However, this
analysis could be further automated as all the required data is present in the
model. Additionally, in order to reduce false positives, the identified risks should
be taken into account when the validity of the graphs is assessed.

The risk ranking is also still a manual exercise and it could be further auto-
mated taking the existing approach from the R4S method into account. Along
the same line, the role of target profiles to identify business critical processes and
gaps should be included. Right now, the method looks to a great extent only at
the interdependency of processes which is established via work products.

The synthesis of results should be improved as well. The graphs currently vi-
sualise the processes and work products in the same way which makes it difficult
to determine the ranking or even the degree of dependency of processes. Also, a
method to trace the justification of the decisions on priorities for improvement
has to be added, as for example backwards reasoning.

The method will be fully validated with panels of experts performing the
analysis with the same assessment reports, contrasting the divergences and the
justifications for the different conclusions. This can help tune the method, iden-
tifying new risks and dependencies between processes.

6 Conclusion

In this paper we present the current status of an ongoing research trying to
validate the outcomes of a process assessment and to use the interconnectivity
of processes to establish a prioritization of processes for improvement based on
the identified process-related risks.

The conversion of the Process Assessment Model to be applied into a logical
model proves to be a valuable way to detect inconsistencies.

The presented SCANNER method complements the existing R4S method as
it approaches the risk problem from a different perspective. In a first step it can
be used to assess the validity of a performed assessment. However, it is perceived
that it generates a number of ’false positives’, i.e. it indicates possible problems
where there are none. This should be addressed in the future (see chapter 5).

Using graphs to visualise assessments proves to be useful for the identification
of which processes to improve first. Using the interconnectivity of processes to-
gether with the elicited process-related risks gives similar results. This provides
a good indication that the interconnectivity of processes and the analysis of the
process-related risk propagation are valuable inputs to support the prioritization
of processes for improvement.
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Abstract. Previous research - using conventional psychometric ques-
tionnaires - has highlighted the importance of aligning compatible per-
sonality types in software development teams. However, there does not
exist a dedicated, robust questionnaire instrument for revealing the perti-
nent personality types for software development practitioners. This study
analyzes the validity and reliability of a 70-item (context dependent)
personality-profiling questionnaire particularly developed to assess per-
sonality types of software practitioners. A systematic process of vali-
dation, using an iterative approach to questionnaire development, was
employed. The questions were developed both with a qualitative analy-
sis of interview data, and based on the opinions of expert reviewers who
revised the items through a set of examination. To investigate how sta-
ble the questions and reproducible the results, we measured test-retest
reliability of the instrument, yielding satisfactory results. The present
study provided evidence for the construct validity of the instrument. Ul-
timately, an initial comparison of the results delivered by the instrument
demonstrated positive correlations with the findings acquired with well-
known personality assessment instrument, i.e. the big five personality
questionnaire.

Keywords: Software Developers Personalities, Personality Profiling,
Myers-Briggs Type Indicator (MBTI) , Questionnaire Validation.

1 Introduction

Software projects face several challenges in their dynamically changing organi-
zational environments [1]. These challenges form perceived productivity differ-
ences among software practitioners who have a number of distinctive personality
types. Considering software development as a socio-technical practice, members
of a software team should interact and follow a software development process [2].
One of the key components of success in a software development organization is
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selection of the right employee or a team for the right tasks [3]. Indeed, compat-
ibility of practitioners’ personalities becomes an important concern for the team
success [4]. It is therefore not surprising to discover that several researchers in
the field of software engineering have focused on the effects of personality types
on the software development process and organizational performance [5–7].

In today’s software engineering landscapes, technical skills of the individuals
should certainly match with the required talents and experience. In addition,
to place the individuals in the right groups or jobs, the social aspects such as
individuals’ compatibility within a team has emerged as a research interest. This
requires a new way of understanding the personality differences with a focus on
personality types over structural configurations [8]. The notion of MBTI classi-
fies personality types via four dichotomous dimensions; extroversion-introversion
(E-I), which shows the methods for an individual to draw energy (outer word
versus inner word of ideas), sensing-intuitive (S-N), which refers the methods
of individuals to process data (facts versus possibilities), thinking-feeling (T-F),
which is related with people’s decision making (objective versus subjective), and
judging-perceiving (J-P) identifies whether an individual has a structural or an
adaptable style to deal with the word. Although the Myers-Briggs Type Indica-
tor (MBTI) is the most well known and widely used self report instrument in
the software industry, some critics argue that individuals may have problems in
distinguishing their true preferences from socially desirable type of responses. In
fact, some researchers hold the view that the MBTI test results may not reflect
the true personality types of individuals [9, 10]. As it is a self-report measure,
thus, some may fake their answers. To deal with such a problem, we envision that
such a test should be conducted as an interactive face-to-face assessment where
the context of the questions on such a dichotomous personality scale should be
based on real situations and events extracted from software development indus-
try. In support, Kaluzniacky argues that a personality instrumental specific to
IT should be based on a IT-related content while being parallel with the original
MBTI [11].

In light of these remarks, we propose a personality-profiling questionnaire,
which was tested on practitioners both from academia and industry. The pur-
pose of the present study is to investigate the developed personality-profiling tool
for software practitioners and explore its reliability and validity. To evaluate its
validity and internal consistency, we carried out a validation process where we
assessed the aspects of content validity, and performed a factor analysis for the
hypothesized 4-factor personality model. To compare the results of the assess-
ment with other instruments, we conducted well known and a comprehensive
psychometric questionnaire (i.e. Big Five questionnaire [12]) on a selected group
of participants. Based on a five-factor model, the big five personality inventory
is a measurement device, which is used to assess the personality traits.

2 Method

This study was conducted in six main steps. Although, it was conducted with
both academia and industry in different steps of the work, the main part of the
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was performed within a middle-sized software company. During all industrial
assessments, interviewees were selected by the managerial team of the software
development organization. In the assessments conducted in academia, we used
individuals, who were novice developers with at least a year of industrial experi-
ence. These individuals were picked by the criterion of either whether either they
have worked together as a team for some projects or they are the individuals
who worked in the same environment at least for sometime.

An illustration of all the steps used in the present study is shown in Figure 1

Development of
Questionnaire

Content
Validation

Construct
Validation

Pilot Study  I
Pilot Study

II

A Comparison of
Instrument with big
five questionnaire

Correlation AnalysisReliability of QuestionnaireValidity of Questionnaire

Fig. 1. The steps of the study

The first step is the question development process where a 70-item question-
naire was constructed based on a number of interviews with twenty software
practitioners and selected experts from the company. In the second step, we
critically reviewed the content of the questionnaire with a group of experts from
the managerial team of the company to validate its content. For the third step,
we investigated the assessment validity, which is based on the analysis of the
correlations among the proposed questions using confirmatory factor analysis
with 213 participants from the middle-sized software company. In the fourth
and fifth step, to assess the reliability, a pilot study was conducted with a group
of novice developers twice (six weeks after the first round of data collection) in
a university environment.

Lastly, using 15 participants we conducted an alternative big five personal-
ity assessment, and the two assessment scores were compared using correlation
analysis. The descriptions of all those involved are shown in Table 1.

Table 1. Research steps and number of participants

Step Number of participants Type of Assessment

1st 20 (12 males, 8 females) Interviews
2nd 10 (8 Males, 2 females) Experts Reviewers
3rd 213 (165 Male, 48 Female) Questionnaire Validation
4th 15 (9 males, 6 females) Reliability Study I
5th 15 (9 males, 6 females) Reliability Study II
6th 15 (9 males, 6 females) Comparison Study
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2.1 Development of Questionnaire

In the first part of our approach, we carefully investigated the 70 questions of
Keirsey’s temperament sorter [13], which encompasses all four personality types
of the MBTI scale as an initial template. Using 10 academics from a psychology
department and 10 highly experienced software practitioners, we assessed the
personality types of participants with Keirsey’s sorter. Next, we conducted a
total number of 30 semi structured interviews where we first asked 5 selected
individuals a number of questions that were asked verbally such as “What do
you think about a content specific personality type assessment?”, “What kind of
events or situations have you observed in software development landscapes that
can be useful for an new kind of assessment?”. Using the acquired information,
we built a new set of questions and asked 10 other participants “What about
this situation; do you think about it may be able to reflect the characteristics of
a software practitioner?”, “How would you react such a question?”. After per-
forming a rigorous analysis of collected data, we formed 70 questions regarding
software engineering context and conducted 15 more follow-up discussions with
the participants, and asked them each question “How do you find the tone of
such a question?”, “Do you think that question sound right?”. Lastly, the final
form of the personality-profiling questionnaire was discharged to 6 participants
who had previously completed the earlier version of the questionnaire - and the
results of both engagements were compared.

Table 2 outlines the profile of the 20 participants including their roles (titles),
age, years of experience and level of education.

Table 2. Participants’ Information

Title Age Years of Experience Education
IT Specialist 33 6 MSc.

Project Manager 47 7 PhD.
Software Architect 37 12 BSc.
Software Developer 31 6 BSc.
Software Developer 33 7 BSc.
R&D Team Lead 39 14 PhD..
Software Tester 32 4 MA.
System Analysis 34 9 BA.

R&D Team Member 32 7 MSc.
R&D Team Member 31 5 MSc.

Organizational Psychologist 49 17 PhD..
Clinical Psychologist 57 20 PhD.
Student Psychologist 24 1 BA.
Student Psychologist 22 1 BA.
Novice Psychologist 26 2 BA.
Novice Psychologist 26 2 BA.
Student Psychologist 24 1 BA.
Student Psychologist 23 1 BA.
Student Psychologist 25 1 BA.
Industrial Psychologist 54 14 MA.
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2.2 Content Validation

As a second step, we worked directly with 10 experts for validating the content
of the questionnaire. The selection of expert reviewers was mainly based on their
experience on the field and scientific qualifications. The candidates were proposed
to the middle-sized software company and the selection process was executed by
the management team. At this point, we conducted several expert review sessions
and two panel discussions where all questions were investigated independently
by experts with view to identifying problematic items. The participants were
required to rate the content for clarity, readability, relevance, etc. on a 4-point
Likert scale (1=not clear, 4=very clear).

Table 3 shows the profile of the 10 expert reviewers including their roles (job
titles), age, years of experience and level of education.

Table 3. Expert Reviewers’ Information

Expert ID Title Age Years of Experience Education
E1 Software Manager 46 20 PhD.
E2 UX Designer 36 7 MSc.
E3 Graphical Designer 30 4 BA.
E4 Software Practitioner 31 6 BSc.
E5 Clinical Psychologist 43 16 PhD.
E6 Organizational Psychologist 39 11 PhD.
E7 Instructional Designer 38 9 MA.
E8 Assist. Prof. Dr. (Researcher) 40 14 PhD.
E9 Assoc. Prof Dr. (Researcher) 45 17 PhD.
E10 Prof. Dr. (Researcher) 58 25 PhD.

Next, we quantified the extent of agreement among the participants. Based on
the experts’ ratings, the content validity index (CVI) was calculated as follows:

CV I =
number of raters giving a rating of 3 or 4

Total number of raters
(1)

where CVI is a coefficient when calculated as 0 indicates that there is a total
lack of agreement among participants, and a value 1 shows a total agreement
among the experts [14]. After having a discussion with the experts, we had an
agreement that items should be accepted when CVI is higher than 80%. A value
between 70% and 79% was considered questionable whereas all items below that
threshold were considered as unacceptable for validity of its content. Among the
70 questions, 48 questions were rated as accepted. In addition, 12 questions were
found questionable (between 70% and 79%) where 8 items were found below the
threshold. All questionable items were revised and all unacceptable items were
completely changed regarding the reviews and further sent back to experts for
rating. Finally, the finished questionnaire was discussed with experts from the
software engineering field.
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2.3 Assessing Construct Validity

This part of the paper investigates the construct validity with respect to per-
sonality characteristics similar to Myers-Brigs approach where four dichotomies
were assumed to be the identifiable by the questions, which were asked during
the assessment. To assess the validity of the developed questionnaire, the test
scores were interpreted with respect to the understanding of participants and the
researcher. To analyze the correlation among the questions of the instrument,
personality assessment was conducted on 213 software practitioners (Cronbachs
alpha was .86). We used factor analysis method where we identified four clusters
of questions compatible with the personality constructs all of which were highly
correlated. For example, a question regarding social interactions was found to
be correlated with extroversion-introversion.

To investigate the hypothesized four factors of personality using the ques-
tionnaire, LISREL [15] is used to perform confirmatory factor analysis of the
measurement items, and test the five factor model. The hypothesized model had
statistically significant values of all of the factor loadings that were between .51
and .80 (p < .05). The independence model was clearly rejectable where the χ2

for independence model with 170 degrees of freedom was 922.319. The proposed
model yielded a good-fit1, where χ2(186, N = 192) = 242.505, p < 0.001, and the
fit indices for the proposed model were satisfactory; RMSEA = .0615, GFI =
.87, AGFI = .82, CFI = .896, NNFI = .88). Furthermore, a χ2 difference test
was conducted, Δχ2(24, N = 192) = 679.814, p < 0.001).

Overall, the hypothesized factor-based model for personality, which was pro-
posed based on the questionnaire items: EI (10 items), SN (20 items), TF (20
items) and JP (20 items) were assessed using empirical data.

Table 4 illustrates the number of items with highest loading values for the four
factor design extracted in this study. For this model, loading on the first factor
was the EI scale, which has all of its items. Although some items were found to
be loading a few items in other scales, the offending items were essentially evenly
distributed on the other scales. The four factor model approach seems to fit with
the data where questions were found to be correlated with the constructs that
they were suppose to measure. Overall, the analysis suggested that the structure
of the questionnaire showed evidence of satisfactory item-to-scale structure.

Table 4. Number of Factors with the highest values of loading in 4-Factor Design

Factor 1 Factor 2 Factor 3 Factor 4

EI 10 0 0 0
SN 3 17 0 0
TF 3 1 16 0
JP 0 0 2 18

1 RMSEA = root mean square error of approximation; NNFI = nonnormed fit index;
CFI = comparative fit index; AIC = Akaike information criterion.
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2.4 Assessing Reliability

To investigate the reliability of the questionnaire, we assessed 15 novice software
practitioners who were studying at a university. The participants who were se-
lected had to satisfy the following criteria: They have all either worked as a team
member previously or collaborated in a software project. Biemer suggests that
the test-retest method for a questionnaire is one of the most common methods
for investigation especially to identify errors of measurement [16]. In support,
Presser et al. [17] indicate that parallel measurements conducted to replicated
the original assessment is a useful method for assessing the quality of a survey,
which can highlight problematic questions.

To assess the reliability of the instrument, the developed questionnaire was
conducted twice with the same participants over a six weeks period. Without
changing any environmental conditions, the reliability of responses was investi-
gated with the replication study where same questions were asked to the same
set of participants. At this point, the goal of the study was to observe “the
measurement error variance associated with the original survey response” [16,
pp. 298]. Using such a re-measurement approach, we analyzed the response of
the participants for each question in the questionnaire to calculate “the ratio of
question-level measure of response variance to the total response variances” for
a given question termed as index of inconsistency (I ) [18] whereas the reliability
ratio (1 − I = κ) is also known as Cohen’s measurement of reliability [19]. (I )
can be represented as

I =
g

p1q2 + p2q1
(2)

where total sample size is n = a+ b+ c+ d where a indicates the individuals
who select the first option in both interviews, d shows the participants who
select the second option in both runs. The number of participants who chose the
first option in the first run and second option in the second run is denoted as c.
Lastly, b is the number of individuals who select the second option in the first
run and first option in the second run. Furthermore, g = (b+ c)/n is considered
as the rate of disagreement, the ratio p1 = (a + c)/n shows the first answer in
the first run, where for the second run the ratio is shown as p2 = (a+ b)/n.

To check the reliability of each question, κ values were obtained where κ
ranges are shown in Table 5. During the analysis, we observed that these values
are too sensitive, i.e. even one different answer could change the course of results
very significantly. After discussing the sensitivity with an expert, we decided to
chose 30% as a cut-off range for the question, and therefore the questions Q4,
Q21, Q22, Q24, Q26, Q27, and Q31 were found below the expected value.

Further analysis showed that one question type from extroversion-introversion,
and two question from other types were found to unreliable. By revisiting sev-
eral experts once again, we discussed the possible updates and alterations for
the identified questions. Later, the questions were readjusted. Additionally, we
conducted the assessment on 15 software practitioners on a middle-sized soft-
ware company. Once again, the test was replicated after six weeks to measure the
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Table 5. The Range of κ numbers found for the academic pilot study

κ % Range Number of Questions
0 - .30 7

.31 - .45 9
.46 - .60 10
.61 - .75 14
.76 - .90 30

reliability of each question. The results obtained from the analysis of κ values
for the questionnaire are presented in Table 6.

Table 6. The Range of κ numbers found for the pilot study

κ % Range Number of Questions
0 - .30 1

.31 - .45 9
.46 - .60 12
.61 - .75 18
.76 - .90 30

Data from Table 5 can be compared with the data in Table 6, which shows that
two questions from 30% range has moved to 60% range, whereas four questions
were moved to 75% range, hence we were able to improve the reliability of six
more questions after having various iterations for fine-tuning the questionnaire.

From this data, we can see that this part of the study yielded relevant results
where only 7 of 70 questions were found problematic (one question from (E/I)
trait, and two questions from each (S/N), (T/F), (J/P) traits were out of range).
Therefore, we performed our calculations by dropping these questions, and the
ultimate results are shown in Table 7.

What is interesting in this analysis is that extroversion was observed as a
dominant dichotomy during the pilot study, which is compatible with the recent
findings in MBTI research in the field of software engineering (see e.g. [20]).

Table 7. Personality Types found in the Pilot Study

MBTI Type Number of Participants % in Sample Population
ENFJ 2 13
ENTJ 2 13
ESFJ 3 20
ESFP 3 20
ESTP 1 7
INTP 1 7
ISFJ 2 13
ISFP 1 7
Total 15 100

To reinterpret our work in terms of the five factor model, using a randomly
selected subset of software practitioners, we correlated the results of the assess-
ment device and the Big Five personality constructs. To this end, among the
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participants, 15 of them were assessed with the Big Five Inventory (BFI-44 item
scale) [12]. Next, the results acquired from the two scales were compared using
correlation analysis (see Table 8).

Correlations between the results of the proposed scale, and BFI scale are
shown in Table 8. It can be seen from the table that EI was highly correlated
with the extroversion, and SN scale was correlated with openness. There were
also significant relations between SN versus agreeableness, and JP versus consci-
entiousness. However, there were no significant relationships were found between
any subscales with neuroticism (N = 15, p < 0.01). The findings of the current
study are consistent with those of McCrae and Costa who observed significant
correlations between MBTI scale and big five personality characteristics [21].

Table 8. Pearson correlations between proposed instrument and BFI

Extraversion Openness Agreeableness Conscientiousness Neuroticism

EI 0.82 0.02 -0.01 -0.15 0.10
SN 0.11 0.58 0.03 -0.08 0.01
TF 0.17 0.02 0.49 -0.10 0.03
JP 0.13 0.29 -0.03 -0.37 0.18

3 Discussion

One of the identified problems in the software engineering community is the im-
proper use of personality tests or wrongly selected assessments where many tests
in the field are not conducted appropriately [22]. To cope with such issues, we
created a questionnaire with situation-oriented questions based on the content
of software engineering context. The goal of the assessment device (i.e. ques-
tionnaire with 70-items), which was designed for software practitioners, was to
measure their personality characteristics on a newly formed MBTI compatible
scale. Consequently, the developed questionnaire was tested over different groups
of practitioners including expert reviewers, a pilot group of university students,
a large sample of software practitioners, etc.

There were several reasons that the proposed instrument was found to have ac-
ceptable levels of the content validity, reliability and construct validity. First, in-
ternal consistency reliability coefficient (as measured by Cronbach’s alpha) found
satisfactory for the entire questionnaire with different sample sets. Secondly, fac-
tor analysis indicated that the four-factor model has high item-scale correlations,
which was found to be strong evidence for construct validity. Thirdly, to improve
the content validity, problematic questions were analyzed, identified, and revised
by expert reviews. After having a number of iterations, the high values obtained
for CVIs were considered for evidence of content validity. Lastly, the correlative
results from 15 participants for both the proposed scale and BFI was inves-
tigated. Hence, further studies should aim to compare two scales. Ultimately,
future research with more participants should therefore concentrate on the in-
vestigation of the assessment scale and other personality inventories.
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3.1 Threats to Validity

This section details some potential threats to validity and the methods we used
to address them. To deal with internal validity problems, during the time be-
tween the two pilot studies, there was no outside event that might affect partic-
ipants; therefore, we confirmed that there were no observable change that may
potentially affect the results. Secondly, participants were exposed to the same
questions, therefore we did not observe a testing that might potentially affect or
threaten the internal validity. In other words, during the experiments, we did not
change our survey instrument (i.e. measuring device), which could potentiality
be a threat to validity.

In the sixth step of the work, for different personality assessments, we built
within-participants design in which we used the participants from the same group
to take measures for the two attempts. One advantage of this work is that when
the same participants contribute to the same conditions, it increases the chance
of having statistical significance [23].

Finally, the construct validity shows the ability of an instrument to measure
the operational form of a construct (e.g. extroversion, introversion), which it
was built to measure. To investigate this phenomenon, initially construct valid-
ity of the questionnaire was comprehensively discussed by using experts from
several fields (see Table 3). Secondly, we corroborated with a selected group
of participants to review their personality traits (i.e. how accurate their traits
were described), and latter several discussions were conducted with experts to
systematically investigate the validity of the measurement scale. Notwithstand-
ing the great care that has been taken to raise the reliability and utility of our
work to date, future valuable research should focus on further evaluations of the
effectiveness of the instrument.

4 Conclusions and Future Work

This study set out to determine the personality profiles of software practitioners
by using a context dependent questionnaire. The questionnaire is based on the
concept of situational context cards [24], which relies on the notion of person-
ality that is a product of personal choices, thoughts, and opinions. Although
personality measurements could show a spectrum, which are not rigid and may
consist a wider margin of variance, personality profiling is still a useful technique
to understand practitioners strengths and weaknesses against particular situa-
tions [25]. However, traditional MBTI-based psychometric tests are not context
oriented [11]. To deal with this issue, in this research, we formulate a context
dependent approach to reveal the personality type of individuals.

This paper has shown that it is now possible to construct a context specific
MBTI assessment. It potentially improves the participants engagement encour-
aging individuals to reveal their personality types.. The empirical findings in this
study provide a new understanding of the personality profiling process, which is
more context specific, tangible, and therefore obtain more concrete results from
the participants. Most importantly, however, our approach explores the fabric
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between the actions of individuals and social landscapes of software development
teams. It should therefore be possible to establish some structural improvements
for a software team, based on the fact that the quality of organizational produc-
tion relies on the structure of the organization [26].

The vision of this novel approach and its implementation in software devel-
opment organizations can provide a way to explore the effects of personality
types on team compositions where this information can be used to investigate
effective team configurations. Our next goal is to dynamically portray the per-
sonality traits of an individual for designing an optimal team structure using an
extended implementation of the assessment model. Such an approach should be
designed to illustrate the social structure of software teams as a whole based on
job roles [27], and its members’ personality types.
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20. Varona, D., Capretz, L., Piñero, Y.: Personality types of cuban software developers.
Global Journal of Engineering Education 13 (2011)

21. McCrae, R.R., Costa, P.T.: Reinterpreting the myers-briggs type indicator from
the perspective of the five-factor model of personality. Journal of Personality 57,
17–40 (1989)

22. McDonald, S., Edwards, H.: Who should test whom? Communications of the
ACM 50, 66–71 (2007)

23. Jackson, S.: Research methods and statistics: A critical thinking approach.
Wadsworth Publishing Company (2011)

24. Yilmaz, M., O’Connor, R.V.: A software process engineering approach to improv-
ing software team productivity using socioeconomic mechanism design. ACM SIG-
SOFT Software Engineering Notes 36, 1–5 (2011)

25. Yilmaz, M., O’Connor, R.V: Towards the understanding and classification of the
personality traits of software development practitioners: Situational context cards
approach. In: 2012 38th EUROMICRO Conference on Software Engineering and
Advanced Applications (SEAA), pp. 400–405. IEEE (2012)

26. Yilmaz, M., O’Connor, R.V., Collins, J.: Improving software development process
through economic mechanism design. In: Riel, A., O’Connor, R., Tichkiewitch, S.,
Messnarz, R. (eds.) EuroSPI 2010. CCIS, vol. 99, pp. 177–188. Springer, Heidelberg
(2010)

27. Yilmaz, M., O’Connor, R.V., Clarke, P.: A systematic approach to the comparison
of roles in the software development processes. In: Mas, A., Mesquida, A., Rout,
T., O’Connor, R.V., Dorling, A. (eds.) SPICE 2012. CCIS, vol. 290, pp. 198–209.
Springer, Heidelberg (2012)



 

B. Barafort et al. (Eds.): EuroSPI 2014, CCIS 425, pp. 123–134, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Covering the Human Perspective  
in Software Process Improvement 

Mirna Muñoz1, Jezreel Mejia1, Gloria Piedad Gasca-Hurtado2,  
Claudia Valtierra1, and Brenda Duron1  

1 Centro de Investigación en Matemáticas  
Av. Universidad no 222, 98068 Zacatecas, México 

{mirna.munoz,jmejia,claudia.valtierra,brenda.duron}@cimat.mx 
2 Facultad de Ingeniería, Universidad de Medellín 

Medellín, Colombia 
gpgasca@udem.edu.co 

Abstract. Most of the approaches to improve software process focus on formal 
process descriptions based on models and standards of best practices. However, 
the human factor has not been covered, as a result, an important gap arises 
between processes description and process execution. This gap takes special 
value in Small and Medium Enterprises (SMEs) because most of them do not 
have enough resources (time, budget and human) to implement a software 
process improvement (SPI) without a guarantee of any result due to the 
investment it represents for them. In order to help SMEs in the implementation 
of SPI initiatives, this paper presents a set of identified needs that SMEs must 
face in the implementation of SPI since the human perspective. Moreover, the 
needs are compared with the results of a local study perform at SMEs of 
Zacatecas. Besides, the paper includes a proposal focusing on two factors which 
aims to help them covering the set of needs. Finally, the paper shows the 
relation of these two factors and the SPI manifesto. 

Keywords: Human factor, Software Process Improvement, SPI, SME’s, small 
and medium enterprises, SPI manifesto. 

1 Introduction 

Nowadays it is necessary that software development organizations have the skills to 
create strategic advantages with respect to its competitors [1-3] especially SMEs. 
Since the point of view that software quality is directly related to the quality of 
process used to develop it [4], improving the organizational processes offer a key 
opportunity for organizations to become more efficient and competitive [5].  

Unfortunately, even when many authors have recognized the importance of 
implementing SPI as mechanism to launch the competitiveness and efficiency in 
software industry, it has been path full of obstacles for most organizations [6]. 

To help organizations in the implementation of SPI, a set of models and standards 
such as CMMI [7], ISO 15504[8] and Moprosoft [9], has been arising in the last 10 
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years. These are focused on providing a framework of best practices that serve as 
reference in the implementation of SPI, but they do not have the power to create 
competitive advantages by themselves [10]. 

In this context, the human factor is highlighted because it is the main source of 
commitment and responsibility needed to achieve effective, efficient and quality 
processes as strategy advantage [10]. 

Authors such as O’Connor and Basri [11] and Janh and Nielsen [12] have 
identified the involvement of stakeholders in the implementation of improvements as 
key aspect for achieving this successfully. Therefore, processes are nothing without 
being performed by people [10].  

This research work arises focusing on that processes entirely depend on the 
organization work culture and the motivation of people to evolve processes. Then, a 
set of needs that SMEs must face in the implementation of SPI are identified since the 
point of view of the human perspective. Besides, we present a proposal as solution to 
covering and supporting the set of identified needs. 

This paper is structured as follows: section 2 presents a characterization of a set of 
SPI needs covering the human perspective; section 3 shows the mapping between the 
identified set of SPI needs focusing on human factors and the results of an analysis 
done at SMEs from Zacatecas Region; section 4 describes a proposal to address the 
human perspective in SPI; and finally, section 5 presents the conclusions. 

2 Characterizing SPI Needs in SMEs Covering the Human 
Perspective 

To achieve the identification of a set of SPI needs, we focus on analyzing three main 
sources of information: 1) organization main limitations; 2) organization’s experience 
in the implementation of SPI and 3) an analysis of models, methods and frameworks 
used by organizations to implement improvements. After analyzing these sources the 
identified SPI needs are listed.   

2.1 Main limitations 

This section analyzes the main limitations that an organization faces when 
implementing SPI from the human perspective. To have a better understanding of 
these, the set of identified limitations have been classified in 5 groups as follows: 

• Organization: there is a high dependency with immature customers, and a lack of 
knowledge of the importance between development processes and product quality. 

• Human Resources: lack of personnel (usually the number of their employees is 
minimum); lack of roles definition (employees perform several functions) and 
employees lack of knowledge about process improvement methods. 

• Processes: lack of defined processes, therefore, the software is developing as a 
craft. Besides, implementing and providing SPI results represent a high economical 
investment. Finally, SMEs implement processes most of the time because it is a 
customer’s requirement. 
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• Projects: works with very small size projects, therefore, the projects are developed 
in a short period of time. 

• Models and standards: few or any experience in the adoption of SPI models and 
standards. Therefore, the SME is adapted to the selected model or standard to be 
applied; this is the reason why it is very difficult to adopt it and to achieve the 
SMEs’ goals and vision. 

2.2 Organization’s Experience in the Implementation of SPI 

This section analyzes the experience of organizations in the implementation of SPI. 
The analysis is focused on human perspective, so that manager’s needs, problems and 
some lesson learned are highlighted: 

• Manager’s needs: studies such as [13-15] show that 67% of the managers seek for 
guidance on how to implement improvement initiatives, instead of what activities to 
implement.  

• Problems: common problems identified when organizations implement SPI 
initiatives are that they: 1) do not have clear SPI objectives; 2) do not pay enough 
attention to the factors that promote or inhibit organizational process improvements 
and; 3) do not take into account the human resource, therefore, senior management 
tend to have an unexpected or undesirable performance of human behavior [13]. 

• Lesson Learned: 1) the business goals and SPI should be successfully combined; 2) 
an explicit definition of SPI goals help stakeholders to have a good information of 
operational tasks and monitoring; 3) providing and using interviews in early stages 
of SPI help stakeholders to feel important part of the SPI, making easily to 
understand the organization’s key knowledge and specific problems; 4) using 
automated tools, metrics and organization’ data reduce the learning curve; 5) 
persistence and patience is needed to face internal resistance of implementing new 
processes and standards; and finally 6) people needs to know the benefits involved 
in the SPI to reduce the resistance of implementing it [13]. 

2.3 Models, Methods and Frameworks Used to Implement SPI 

This section analyzes the methods, models and frameworks currently used in the 
implementation of improvements focused on human perspective. To achieve this, a 
set of features was established as follows: a) it provides an improvement 
implementation integrated framework, b) it analyzes the organization needs, and c) it 
has a support tool. Table 1 shows the analysis performed. 
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Table 1. Analysis of methods, models and frameworks 

Method/ Model /Framework a b c 

SPI implementation maturity model [16]   

iFLAP [17]  
Karlstrom D. et all [18]    

Asato, R et all [19]    

iSPA framework [20]     

METvalCOMPETISOFT [21]    

Galinac Tihana et all [22]    

Knowledge driven model (KDM) [23]  
MPS model [24]    

SPI Framework: OWPL [25]  
Organizational-level SPI Model (O-SPI) [26]    

MIGME-RCC [27]   

As Table 1 shows, the methods, models and frameworks analyzed do not make a 
completely coverage of the established features related to human factor in SPI. 

2.4 Characterization of SMEs Needs in the Implementation of SPI from 
Human Perspective 

This section shows the needs that SMEs must to face in the implementation of a SPI 
initiative. 

a) Define SPI based on SME´s mission, vision and values. 
b) Use a model or standard tailored this to SMEs needs. 
c) Find a customizable guide that addresses the organization for best way to 

implement SPI according to its specific needs and environment. 
d) Provide rules adapted to the SMEs size and level of maturity in the implementation 

of the SPI. 
e) Reduce the learning curve in the implementation of SPI 
f) Support to develop skills and abilities in the implementation of SPI. 
g) Observe tangible results in short period of time. 

These needs most of the time represent both 1) a motivation to improve and 2) an 
important barrier to implement SPI in SMEs. Therefore, providing a support to these 
needs can cover the human factor in SPI.   

3 Mapping the SPI Needs to those Identified at SMEs from 
Zacatecas Region 

An analysis of SMEs at Zacatecas-Mexico was performed to identify the SPI needs 
based on human factor and map them with those found in literature. It is important to 
highlight that the analysis included both organizations without any experience in the 
implementation of SPI and with any kind of experience. 
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3.1 SMEs’ Description 

The interviews were conducted at 7 SMEs, for confidentiality reasons they are named 
as SME1, SME2, SME3, SME4, SME5, SME6 and SME7.  

SME1 is a company dedicated to develop products and services with high impact 
in the education of children and teenagers. Currently, it does not have staff, but it 
hires external staff to develop a project. 

SME2 is a company dedicated to develop software and web products; support and 
marketing. Currently, it has a staff of 4 people, including developers and marketing.  

SME3 is a company dedicated to IT consulting, marketing, digital media and web 
development. Currently, it has a staff of 37 employees, including developers, graphic 
designers, maintenance personnel and executives. 

SME4 is a company dedicated to develop organizational software for educational 
institution. Currently, it has a staff of 13 employees, including developers, project 
leaders and managers.  

SME5 is a company dedicated to develop high quality software. Currently, it has a 
staff of 8 employees, distributed in the state of Zacatecas and Mexico City.  

SME6 is a company dedicated to IT consulting and training, they have Personal 
Software Process (PSP) and Team Software Process (TSP) couches. Currently, it has 
a staff of 2 people.  

SME7 is a company dedicated to develop software and web development, support 
and security. Currently, it has a staff of 16 people, including developers and 
marketing. 

3.2 Analysis of SMEs 

Findings after analyzing the interviews performed in SMEs were identified as 
follows, in organizations without experience in SPI: 1) a poor understanding of using 
process approach to develop software product and services, as consequence, 
organizations perceive the implementation of software engineering practices 
contained in models and standards as unnecessary; 2) organizations do not match their 
reality with the use of models and standards; and 3) organizations do not have enough 
budget for performing improvement activities, being their main limitations: (a) lack of 
enough budget to invest in process improvement; (b) high dependence on external 
budget and support to implement SPI; (c) lack of knowledge and skills needed to 
implement SPI; (d) lack of knowledge or a guide of how to implement improvements; 
and (e) lack of experience in the implementation of SPI.  

In organizations with any kind of experience some practices, which have helped 
them in the implementation of a successfully SPI, were identified: 1) setting goals 
since the beginning help the organization to understand the need of implementing 
process improvement; 2) providing a guide for addressing improvements 
implementation achieve better results than without any support; 3) highlighting the 
benefits derived from the implementation of the improvement to reduce resistance to 
change of stakeholders; and 4) betting on the intellectual capital of the company to 
achieve better results. 
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3.3 Mapping 

The results of the interviews at SMEs from Zacatecas and the identified needs in 
literature were mapping in order to reinforce the actual needs of SMEs in the 
implementation of SPI focused on human factor. Table 2 shows the mapping between 
them. 

Table 2. Mapping between needs focused on human factor from literature and real needs found 
at SMEs of Zacatecas Region 

SPI needs focusing on human 

factor from literature 

Mentioned by Zacatecas SMEs 

without experience 

Mentioned by Zacatecas SMEs with 

experience 

Define SPI based on SME´s mission, 

vision and values 

Lack of experience in the 

implementation of SPI 

Setting goals since the beginning 

help the organization to understand 

the need of the implementation of 

process improvement 

A model tailored to SMEs needs Lack of knowledge about the way to 

follow in the implementation of 

improvements 

Providing a guide for implementing 

improvements achieve better results 

than without support 

Guide for addressing the 

organization in the best way for 

implementing a SPI according to its 

specific environment 

Lack of knowledge about the way to 

follow in the implementation of  

improvements 

Providing a guide for implementing 

improvements achieve better results 

than without support 

Provide rules adapted to the SMEs 

size and level of maturity in the 

implementation of SPI 

Lack of knowledge about the way to 

follow in the implementation of  

improvements 

Providing a guide for 

implementation achieve better 

results than without its support 

Reduce the learning curve when an 

organization implement SPI 

Lack of knowledge and skills needed 

to implement SPI 

Betting on the intellectual capital of 

the company to achieve better results 

Support to develop skills and 

abilities in the implementation of 

SPI 

Lack of experience in the 

implementation of SPI 

Betting on the intellectual capital of 

the company to achieve better results 

Obtain tangible results in short 

period of time 

Lack of experience in the 

implementation of SPI 

Highlighting the benefits derived to 

the implementation of the 

improvement 

 
As Table 2 shows, the needs from literature can be mapped with the needs obtained 

from the study of Zacatecas SMEs with experience and without experience in the 
implementation on SPI. 
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4 Proposals to Cover the SPI Needs Focused on Human 
Perspective   

This section aims to show a proposal related to two factors: (a) to characterize SMEs 
according to their SPI needs, so that, a way to address the SPI can be provided; and 
(b) to create and select implementation strategies focused on helping organizations to 
address the human factors in SPI. 

4.1 Proposal One: Characterization of Software Development SMEs’ 
According to Their Needs for Implementing a SPI 

This proposal aims to identify and define process improvements patterns, which 
enable an organization to identify its current scenario and to provide the best way to 
start a SPI according to its specific features. Therefore, this proposal is focused on 
providing a set of process patterns as a solution to the problem that SMEs should face 
in selecting a right way to implement a SPI initiative.  

According to [28] process patterns are reusable building blocks that organizations 
adapt or implement to achieve mature software process. As Figure 1 shows in order to 
define processes patterns this proposal takes into account three key aspects: 

1. Pattern elements: elements that should be included in the definition of a pattern. 
This research takes the elements proposed in [29, 30]: name, context, problem, 
forces, solution, resulting context, related patterns and known; 

2. Characterization: features that help to characterize an organization environment. 
This research uses a characterization previously performed focused on 
characterizing software processes improvement needs in SME’s [31];  

3. Contextual aspects: a selection of contextual aspects that are considered key 
aspect in the implementation of SPI. This research uses the contextual aspects 
proposed in [32]: product, process, practices, tools, techniques, people, 
organization and finally market. 

Besides, a software tool is proposed to use the patterns. The software tool aims to 
guide SME's in the selection of the optimal path to start a SPI initiative adapted to its 
business goals, current environment, features and specific needs.  

 

Fig. 1. Diagram of the first proposal 
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4.2 Proposal Two: Selection of Strategies for Implementing the Process 
Improvements 

This proposal is focused on helping organizations to select the right strategy to 
implement process improvements in an appropriate way according to the specific 
context and organizational work culture.  

According to [32], the software development process should be in harmony with 
the context in which the software is developed and delivered. This is the reason why 
even when some strategies have reported some benefits, these do not guarantee they 
are suitable for all organizations [33]. In other words, there is no single rule that 
ensure success.  

Then, in order to establish if a specific strategy is suitable for an organization, 
should be analyzed the context and work culture of the organization in which the 
improvement will be implemented.  

As Figure 2 shows, the proposal starts using a checklist that analyzes the 
organization environment such as work culture, business goals and the process 
improvement goal. Then, the organization identifies its environment according to a set 
of categories. After, the strategy that suits the organization’ needs is provided.  

It is important to highlight that to create the strategies are used the six contextual 
aspects proposed in [32]. Then, the process improvements are implemented following 
the strategy. Finally, the improvement implementation strategy is monitored to 
evaluate the improvement performance and to identify lessons learned. 

Besides, a software tool is proposed to use facilitate organizations the selection of a 
strategy. The software tool aims to guide SME's in the selection of the optimal 
strategy to implement the improvements at a pace supported by the organization 
according to its current environment, features, needs and the way they work. 

 

 

Fig. 2. Diagram of the second proposal 
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4.3 Mapping the Proposals with the SPI Manifesto 

This section shows the analysis between the proposals and the values included in the 
SPI manifesto.  

The SPI manifesto is a document which contains a set of values and the consequent 
principles. It was established in 2009 for a group of experts in SPI which aims to 
provide an expression of the state-of-art knowledge on SPI based on hundreds of 
person-years of experience and practice from organizations around the world [34]. To 
perform this analysis we analyse the SPI manifesto principles and our proposals. 
Next, Table 3 shows the analysis performed. 

Table 3. Mapping between SPI manifesto and the two proposal 

SPI manifesto Proposal one Proposal two 

Know the culture and focus on needs Provides patterns that organization 

can select based on its culture and 

current needs 

Creates a strategy work culture and 

current needs 

Motive all people involved The improvement is addressed so 

that people identify the way they 

work 

Addresses the improvement so that 

people identify the way they work 

Base improvement on experience and 

measures 

Analyzes and characterize the 

organization  

Analyzes and characterizes the 

organization 

Create learning organization Provides the pattern that best fit with 

the organization or create it. 

Therefore, a path or way to improve 

is provided  

Creates a strategy for implementing 

improvements, so that, the 

organization learns the suitable way 

to implement improvements and to 

identify lesson learned of using the 

strategy 

Support the organization’s vision and 

business objectives 

Takes into account business goals to 

provide the optimal way to follow in 

the improvement implementation 

Analyzes business goals to create 

the implementation strategy 

accorded to organization needs and 

prioritize 

Use dynamic and adaptable models 

as needed 

Provides specific models and 

standards or the multi-model 

environment as reference according 

to the organization specific needs 

Provides strategies as the 

organizations evolves and their 

needs and business goals change 

Apply risk management   

Manage the organizational change in 

your improvement effort 

Provides a way taking into account 

the contextual aspects that helps to 

address the improvement effort 

Creates a strategy taking into 

account the pace of change 

supported by the organization 

Ensure all parties understand and 

agree on process 

  

Do not lose focus Takes into account business goals to 

provide the optimal way to follow in 

the improvement implementation 

Analyzes the prioritize of  business 

goals providing the optimal way to 

monitor the implementation using 

the strategy 

As Table 3 shows 8 of 10 principles are covered by our proposals. This result gives 
us a validation of coverage of human perspective for the proposals presented in this 
research work. Then, both proposals have a good coverage of the human perspective 
in software process improvement. Referring to the 2 principles not covered by the 
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proposals: (1) apply risk management, we are going to include the identification of 
risk management associated to the proposals and (2) ensure all parties understand 
and agree on process, this factor will be analyzed using the software tools. 

5 Conclusions 

Since the point of view that quality of software product and services has a directly 
dependence of the quality of processes used to develop them. The implementation of 
SPI enables organizations to create strategic advantages with respect to its 
competitors. However, not all organizations obtain the same results when 
implementing improvements in their processes. Two main problems are associated 
with: 1) models and standards to be used as reference and; 2) a process definition 
without taking into account the human perspective.  

This paper presented two proposals derived from two factors that aim to address 
the SPI since the human perspective. On the one way, the characterization of software 
development SMEs’ needs for implementing a SPI aims to help organizations in 
selecting an optimal way to follow when starting an implementation of SPI according 
to its actual environment and specific needs.  

On the other way, the selection of strategies provides a guide for organization in 
the implementation of process improvements according to the way the organization 
works, its culture, its organizational environment and the pace of change supported by 
it.  
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Abstract. This paper explores the value of Agile Coaching for companies 
adopting agile methods.in order to assist those who are adopting agile methods 
to decide on using or not using an Agile Coach by examining the value they can 
bring to companies adopting agile methods. In our research we surveyed three 
distinct groups: companies that used an Agile Coach for agile adoption, 
companies that adopted agile on their own and Agile Coaches themselves 
without the help of an Agile Coach. The data collected indicates that Agile 
Coaches can bring numerous benefits to companies, which in fact exceed the 
financial costs of using an Agile Coach. Therefore we suggest that there is 
financial value in using an Agile Coach for agile adoption, which is represented 
by faster return on investment (ROI) on the change.  

Keywords: Agile Methods, Agile Coach, SPI. 

1 Introduction 

Since the introduction of Agile Manifesto in 2001, many companies engaging in 
software development have replaced the traditional methodologies by agile methods 
[1]. To help companies adopt agile methods smoothly, a new field of Agile Coaching 
has been introduced and is constantly gaining in popularity. Conferences are being 
held on Agile Coaching where experienced practitioners share their ideas, and some 
of them even started to offer Agile Coaching courses in order to teach others how to 
become a qualified Agile Coach [2]. In addition, some organizations developed Agile 
Coaching certification programs to standardize the qualification process. As a 
consequence, the agile community grows, however, there is evidence from numerous 
sources indicating a lack of qualified and well-experienced coaches to support the 
demand [3] [4]. 

The goal of this research is to assist companies who are adopting agile methods 
decide on using or not using an Agile Coach. This is achieved by examining the value 
Agile Coaches can bring to companies adopting agile methods, as so far there has 
been no supporting research evidence about the value they can bring to companies 
and whether the benefits brought exceed the financial costs. This objective is 
accomplished by an investigation involving Agile Coaches, companies that adopted 



136 R.V. O’Connor  and N. Duchonova 

 

agile methods with the help of an Agile Coach, as well as companies that adopted 
agile methods on their own. The value can be then identified by analyzing and 
comparing responses from all parties in order to get an objective point of view. 
Moreover, the value of different types of Agile Coaches should be understood and 
compared. The research should be beneficial for companies planning to adopt agile 
methods, but hesitating on whether to utilize an Agile Coach or not. In addition, once 
the company decides to use Agile Coaching for agile adoption, the research should 
help them identify the right type of an Agile Coach based on the company’s 
characteristics, as well as to choose the right candidate by providing a baseline profile 
of an Agile Coach. Last, but not least, the dissertation will investigate how to best 
facilitate an Agile Coach in terms of authority given, in order to create a productive 
coaching environment within a company. 

1.1 Agile Adoption 

Agile Adoption is a term used to describe a process of adopting and implementing 
agile practices, processes and values in software development. The practices to be 
implemented may either correspond to just one agile method or to a combination of 
multiple agile methods. According to numerous surveys [5, 6, 7], the most popular 
combination of agile methods is Scrum with XP. In addition, organizations or 
development teams often do not implement all practices of the chosen agile 
method(s), but select only the ones that are compatible with the organization and/or 
the team. Such an adoption is called ‘a la carte’ agile adoption [8]. To conclude, some 
even customize the agile practices to suit the company’s development environment 
[9]. Typically, the agile adoption process contains the following steps [10]: 

• Set business goals (e.g. reduce time to market)  
• Choose a pilot project 
• Analyze company’s and project’s characteristics (size, criticality, etc.) and 

current practices 
• Choose the method(s) to adopt 
• Choose the practices to adopt (in case of an ‘a la carte’ agile adoption) 
• Train the development team and the management 
• Start applying the chosen practices 

An interesting point to note is that despite the fact that most agile practices are 
considered to be very straightforward, the adoption of agile methods is not easy. The 
reason for that is that agile adoption represents an organizational change that will 
affect the company’s organizational structure, processes, as well as people’s behavior, 
and therefore it requires a carefully thought-out preparation [11]. In relation to this, a 
2010 survey by Version One incorporating 4770 participants from 91 countries 
revealed the following list of leading causes of the failed agile projects [6]:   

• Lack of experience with agile methods (14% of respondents)  
• Company philosophy/culture at odds with core agile values (11%)  
• External pressure to follow traditional waterfall practices (10 %)  
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• Reason not known (11%) 
• Lack of management support (7%) 
• Lack of cultural transition (8%)  
• Insufficient training (5%) 

In addition to this, the agile adoption process is even more difficult within large 
organizations, as they usually have many formalized processes, have to conform to 
numerous norms and standards and consist of many teams often geographically 
dispersed with time differences between the locations of these teams. All of this 
causes even bigger problems when trying to implement agile methods, therefore it is 
not a surprise that some companies either fail completely and reject the agile adoption 
for years, or they adopt an  ‘Agile-But‘, meaning that they drop the key practices and 
as a result the adoption may not bring the company any noticeable improvements. 

One way how companies can reduce the risk of failure when adopting agile 
methods is to use an Agile Coach. This role has evolved naturally to provide coaching 
and mentoring to agile teams, and is relatively new and little researched. Therefore 
our aim is to find out whether Agile Coaching is really beneficial for companies 
adopting agile and what value it can bring them. 

1.2 Agile Coach Value 

The literature provides many definitions of value based on the field the value is being 
defined in. In marketing for example, value is defined as a difference between the 
price and the worth of a product, or in other words, the difference between what a 
customer receives and has to give in return. In coaching, value can be defined as the 
difference between the costs of hiring/using a coach and the benefits brought by the 
coach to the company in question. The value (benefits minus costs) provided by the 
coach can be also categorized as financial and non-financial. For evidence, a 2006 
survey incorporating 30 companies revealed that coaching can bring numerous non-
financial benefits (e.g. acquiring a new skill, increased motivation) as well as 
financial benefits (increased sales and revenue), however the financial benefits were 
secondary and not measurable [12].  

Building upon this, value in Agile Coaching can be determined as the difference 
between the costs of hiring/using an Agile Coach and the benefits brought by the 
Agile Coach to the company in question. Despite the fact that the value of Agile 
Coaching is not yet researched, deriving from the previous comments about coaching 
it is reasonable to state that Agile Coaching may also provide financial and non-
financial costs and benefits. However, these and the differences between them (i.e. 
financial and non-financial value) are not known and thus will be researched as part 
of this dissertation, with the primary focus on the non-financial value. Therefore for 
the purposes of this dissertation by the value in Agile Coaching we mean the non-
financial value unless stated otherwise. 

1.3 Research Problem 

The goal of this research is to assist companies adopting agile methods decide on 
using or not using an Agile Coach. The motivation for this research comes from an 
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identified gap in the literature. It is apparent that there is little published research on 
the area of Agile Coaching, and no published research on the value that Agile 
Coaches can bring to companies adopting agile methods. Moreover, there is no 
integrated research on what companies can benefit/not benefit from the use of an 
Agile Coach, and what type of an Agile Coach is most suitable for what type of 
companies.   

On this basis, the main objective of this dissertation is to provide an answer to the 
following three related questions: 

• RQ1: What non-financial value can Agile Coaches bring to companies 
adopting agile methods? 

• RQ2: What factors determine whether a company should use/not use an 
Agile Coach for agile adoption? 

• RQ3: What type of an Agile Coach is most suitable for what type of 
companies? 

The answers to these research questions should help companies decide whether to 
use an Agile Coach for agile adoption and if so, what type of Agile Coach to use. To 
conclude, the findings of this dissertation should be beneficial from a practical point 
of view, and thus used in real world scenarios. 

2 Agile Coaching 

Agile Coaching is a subfield of coaching whose focus is to “help teams or individuals 
adopt and improve agile methods and practice" and "rethink and change the way they 
go about development” [13]. In the following sections we will look at the origins of 
Agile Coaching, the roles, activities, skills, competencies as well as different types of 
Agile Coaches. Since Agile Coaching is primarily based on the knowledge from the 
field of coaching, the discipline of coaching will be explained first. 

Coaching has been used in many areas where guidance and advice from a more 
experienced person is needed, including sports, professional life and business. Despite 
that coaching is still a young discipline that is constantly developing. In practice, 
coaching is used as a technique for helping teams or individuals learn in order to 
improve their performance, or to develop and grow [14]. By providing the guidance 
of an expert the teams or individuals receive valuable information that speed up the 
learning process and reduce the error rate. 

Since agile software development is based on teamwork and the team’s 
performance is critical for the success of the software development project, it is not 
surprising that coaching has been also applied to the area of agile methods. Coaching 
in the context of agile methods (i.e. Agile Coaching) is intended to help software 
development teams learn agile practices and then to use them in an effective and 
efficient way, which would ultimately improve their performance [15]. 

Since there are numerous agile methods, an Agile Coach can specialize in one of 
the agile methods primarily. Therefore based on the type of agile method promoted 
we recognize a Scrum coach, DSDM coach, Lean coach, etc. Depending on the 
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coach’s mission, i.e. whether his/her objective is to manage the agile adoption of a 
team that is transferring to agile or to improve the performance of a team that has 
already started using agile and is struggling with it, we can identify adoption coaches 
and after-adoption coaches. As already stated, the focus of this dissertation is 
primarily on adoption coaches. Another classification is based on whether the Agile 
Coach is a member of the organization that is using the coach. In this case we 
recognize two types of Agile Coaches - external Agile Coaches and internal Agile 
Coaches. This classification seems to be the most commonly used one [15]. 
Depending on whether the Agile Coach stays with the team full-time and thus is 
coaching only one team at a time, or whether the coach stays with the team part-time 
and thus can coach multiple teams at once, we can classify the coach either as a full-
time Agile Coach or a part-time Agile Coach [16].  

3 Research Study 

As stated above, the main purpose of this dissertation is to provide an answer to the 
following three related research questions stated in section 2. Furthermore our 
analysis of the Agile Coaching literature has led to more questions, which are related 
to the research questions above. Some of the additional research questions that were 
raised by the preliminary investigation were as follows. It is important to note that a 
lot more questions were initially raised, but I have chosen to ask the following set of 
additional questions from not only time constraints imposed on this research, but also 
from conceptual reason (i.e. the questions seemed to be conceptually related): 

• RQ4: How do companies decide about whether to use an Agile Coach for 
agile adoption? 

• RQ5: How do companies perceive the role of an Agile Coach? 
• RQ6: What are the common adoption problems that companies cannot solve 

without the help of an Agile Coach? 
• RQ7: Is there a financial value in using an Agile Coach for agile adoption? 
• RQ8: What is the difference in value provided to companies by different 

types of Agile Coaches? 
• RQ9: What profile should companies look for in an Agile Coach? 
• RQ10: How much authority does an Agile Coach need in order to do his/her 

job properly? 
• RQ11: When do Agile Coaches withdraw from the team? 

The answers to these questions should help companies decide whether to use an 
Agile coach for agile adoption and if so, what type of Agile Coach to use in order to 
maximize the value received. Nevertheless, we acknowledge that the selected research 
questions are quite broad in a way that the time scope of this research does not allow 
us to perform a detailed analysis when attempting to answer these questions, but as 
already stated, the goal of this research is to do a preliminary analysis that would 
represent an incremental step on the way towards understanding these issues more 
deeply in the future. 
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3.1 Data Collection 

This investigation involving three different groups of research participants: 

1. Agile Coaches 
2. Companies that used an Agile Coach for agile adoption 
3. Companies that adopted agile without the help of an Agile Coach 

The research participants consisted of a mixture of individuals known second-hand 
to the researchers and direct emails were sent to well-known Agile Coaches that 
contributed to the area of Agile Coaching in form of literature or online articles. In 
total 8 Agile Coaches participated, who had between 2 and 15 years experience 
(average 6) in coaching and coached companies in adopting Scrum XP, Lean, 
Kanban, DSDM and FDD. A total of 5 companies that used an Agile Coach for agile 
adoption participated via persons with key job titles of CTO and development 
manager. These companies varied in size from 22 to 100 persons and were involved 
in a range of software domains from Internet systems development to Middleware 
systems. Finally, 5 Companies that adopted agile without the help of an Agile Coach 
participated via persons with key job titles of development manager, project manager 
and CTO. The companies varied in size from size 10 to 40 persons and represented a 
range of business domains including: telecommunications, payment solutions and 
financial services software. 

Prior to undertaking the study three interview guides for the three groups of 
respondents was developed. The interview guide for Agile Coaches involved 56 
questions that were divided into 5 categories: 

1. Agile Coach’s details 
2. Adoption strategy 
3. Agile Coaching qualities 
4. The value of Agile Coaching 
5. Additional information 

The interview questions for companies that adopted agile with the help of an Agile 
Coach (31 in total) were divided into 4 categories: 

1. Company details 
2. Adoption details 
3. Agile Coaching qualities 
4. The value of Agile Coaching 

Finally, the interview guide for companies that adopted agile on their own 
consisted of 24 questions, which again were grouped into 3 categories: 

1. Company details 
2. Adoption details 
3. The value of Agile Coaching 
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3.2 Data Analysis 

The responses from each group of participants were copied into response tables to make 
the comparison of responses easier and more structured. Response table is a data 
analysis technique that allows to “view the responses of all the respondents for each of 
the selected questions in a survey” [17]. This technique is commonly used not only in 
survey-based research fields, such as marketing, but also in more technical fields such 
as physics to compare the achieved results under different factors. A typical response 
table used in a survey-based research consists of table rows that contain the survey 
questions and table columns that contain the names of the respondents. In total three 
response tables were created - one with responses from Agile Coaches, the second 
response table with responses from companies with an Agile Coach and the third table 
with responses from companies without an Agile Coach by copying the responses from 
the questionnaires and interview response forms. 

Subsequently, common questions were identified in the three response tables, and 
these were then extracted together with the corresponding responses into 
one summary response table, which represents the selected approach to the research. 
Then a data pattern was looked for in the responses from each group. By a sought data 
pattern we mean a clear repetition of data within the responses for a particular survey 
question. It should be noted that some questions, however, could not be given to all 
three groups from logical reasons (e.g. there is no point asking respondents from 
companies that had not used an Agile Coach how much authority an Agile Coach 
needs to do his job properly). In such case, i.e. a case when a particular question did 
not involve all three groups of participants, the provisional hypothesis was formulated 
based on a clear repetition of data from within one or two response tables only.  

4 Findings 

A rich set of data was collected and analyzed as part of this study. Space limitations 
prevent a complete description of the findings this paper however, the major themes 
will be presented in this section. 

4.1 Making the decision to use an Agile Coach 

To address RQ4:  How do companies decide about whether to use an Agile Coach for 
agile adoption? according to the Agile Coaches, companies‘ decision about whether 
to use /not to use an Agile Coach for agile adoption is based on the following factors: 

• scale of the change 
• ability to figure it on their own 
• success (failure) of a pilot project 
• ability to learn from pilot’s failure 
• costs of using an Agile Coach references about successful 

implementations with/out the help of an Agile Coach in other companies 
• type of company‘s industry  
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In fact, the costs were mentioned as a decision factor in the majority of responses. The 
following extract from Agile Coach 3 is a typical response: “Coaches are expenses 
and it requires a strong commitment and buy-in from management. Therefore 
companies may opt for figuring it out themselves first”. 

To address RQ5:  How do companies perceive the role of an Agile Coach? The 
Agile Coaches reported that organizations have the following perceptions about Agile 
Coaching: 

• There is not enough awareness about the service. 
• Companies perceive an Agile Coach as a savior or miracle worker. 
• Agile Coaching is perceived to be expensive. 
• Agile Coaching is becoming very popular. 

On the contrary, companies have the following perceptions: 

• Agile Coach is an expensive consultant. 
• Agile Coach is a guarantee of a successful agile transition. 
• Hiring an Agile Coach is an option of how to improve agile knowledge 

internally. 

The response from Agile Coach 1 best captures the companies‘ current perceptions 
of Agile Coaching: “Most people do not know about this service and even if they do, 
they think it is too expensive”. 

4.2 What Companies Should Use an Agile Coach? 

In order to determine which companies should use an Agile Coach for agile adoption, 
the respondents from the group of Agile Coaches were asked to provide an objective 
view on this topic. Based on the responses a list of factors was assembled. The factors 
that determine whether a company should use/not use an Agile Coach for agile 
adoption are: 

• existing agile expertise within the company 
• the size/structure of a company (if a small company with a few departments, 

no need to use an Agile Coach) 
• complexity of company processes (if simple, then no need to use an Agile 

Coach) 
• nature of the company industry (if not a common industry, use an Agile 

Coach) 
• impact of the agile adoption failure on a company (if critical, use an Agile 

Coach) 
• distribution of teams (if geographically dispersed, adoption is more difficult, 

therefore use an Agile Coach) 
• presence of  continuous improvement and collaborative culture within the 

company (e.g. Kaizen culture) (if present, then no need to use an Agile 
Coach) 
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4.3 Common Adoption Problems Requiring an Agile Coach 

When asked about the common agile adoption problems that teams cannot solve 
without the help of an Agile Coach, Agile Coach 3 stated:  "There are tons of  
practicalities that the coach will help with". The Agile Coaches gave the following 
examples: 

• how to do agile requirement management 
• how to get rid of the documentation 
• how to apply agile to a legacy code 
• how to keep the quality of code high 
• how to do incremental design 
• how to track progress of an agile project 
• how to get testing done within a short iteration 
• what are the things that should happen before items hit the backlog 

Other coaches mentioned the following adoption problems that can be avoided by 
using an Agile Coach for agile adoption: 

• struggling with industry related agile challenges 
• NIH (Not-Invented-Here) syndrome, i.e. adopting an original version of agile 

methodology 
• how to align other (non-development) processes with the change 
• still doing a lot of useless things (such as documentation) despite claiming to 

be ‘agile‘. 

4.4 Financial Perceptions of Using an Agile Coach 

The financial and non-financial benefits and drawbacks of Agile Coaching stated by 
all three groups of respondents were looked at and the financial and non-financial 
value of Agile Coaching was assessed. Finally, the overall value of Agile Coaching in 
agile adoption was examined by comparing the overall responses from companies that 
used an Agile Coach and from companies that did not use an Agile Coach in order to 
determine whether Agile Coaching is really beneficial or not. 

The companies that used an Agile Coach consider the adoption to be a success and 
they would all use an Agile Coach again. They would also recommend other 
companies to use an Agile Coach for agile adoption, however, Company 1 "would not 
recommend using a full-time Agile Coach if that was their only skill".  

On the other hand, companies that adopted agile without the help of an Agile 
Coach all claim the adoption was a success. However, as a drawback of this approach 
they mention a significant learning curve. When asked whether they would hire an 
Agile Coach if they had to undergo the agile transition again, only one company 
(Company 1) would do it, but "lack of money is a real issue". This company would 
also recommend using an Agile Coach to all companies that can afford it. Other 
companies on the other would send everyone to training. In fact, Company 3 had 
everyone sent to training, nevertheless, " ... if we didn’t have somebody with 
experience of using Agile in another company, then hiring an Agile Coach would 
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have been essential". In addition, none of the companies knew other companies that 
would completely fail by using a similar do-it-yourself approach.  

4.5 Agile Coach Profile 

Agile Coaches were asked to rate the qualities on a scale based on the criticality. They 
rated the following qualities as critical: 

• expertise in multiple agile methods 
• long experience 
• numerous references 
• numerous IT skills 
• soft skills 
• knowledge on team work and team dynamics 
• knowledge on change management  

Two qualities were considered as not critical for an Agile Coach: 

• Agile Coaching certification 
• professional coaching certification 

On the other hand, companies that used an Agile Coach were asked what profile 
they looked for when choosing an Agile Coach. They stated the following qualities:  

• experience with agile implementations in companies of a similar size and 
complexity 

• proven good track record 
• strong knowledge of agile  
• good cultural fit 
• ability to deliver the message to senior management 
• great interpersonal skills 
• software development background 

5 Discussion 

The primary research data was collected from 8 Agile Coaches and 10 companies - 5 
companies that used an Agile Coach and 5 companies that adopted agile without the 
help of an Agile Coach. The Agile Coaches and companies were geographically 
dispersed as so provided a general view on Agile Coaching. The research results can 
be summarized as follows: 

• Half of the respondents believe that Agile Coaches are perceived as 
expensive consultants. 

• Numerous factors determine whether a company should use an Agile Coach, 
such as the size of the company, complexity of its processes, the nature of its 
industry and company culture.  
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• Agile Coaches can provide both financial and non-financial benefits for 
companies adopting agile methods. 

• According to the respondents, the benefits brought by an Agile Coach 
exceeded the financial costs. 

• The value Agile Coaches provide is that they significantly reduce the risk of 
failure of agile adoption and speed up the adoption process. 

• Other benefits of using an Agile Coach are tailoring of agile practices to 
company’s needs, highlighting dysfunctions and waste in processes, sorting 
out industry related agile adoption challenges, etc. 

• There are many practicalities Agile Coaches can help companies with, such 
as how to do incremental design among many others. 

• All respondents from companies that used an Agile Coach for agile adoption 
would recommend it to other companies. 

• There is difference in value provided by different types of Agile Coaches. 
• External Agile Coaches can provide impartial view on the company and 

diverse experience, whereas internal Agile Coaches have a good 
understanding of the company’s business and processes. 

• Half of the respondents believe that non-directive coaches provide higher 
value than directive coaches because they teach coaches how to be self-
coaching. 

• Certified Agile Coaches do not necessarily provide higher value than non-
certified coaches as experience matters, but they are more credible. 

• Numerous factors influence companies’ decision to use an Agile Coach, the 
major ones being existing/missing agile experience in company and the costs 
of hiring an Agile Coach. 

5.1 Limitations and Future Work 

The main limitation of this study comes from the fact that a vast majority of 
respondents preferred questionnaires to interviews because of geographical and time 
constraints. The disadvantage of using questionnaires for a qualitative research is 
a lack of interactivity and immediate feedback.  

Further work on this study could involve running another iteration of the research 
process. Given longer time scale, more data would be collected on areas where 
provisional hypotheses did not manage to develop further and new hypotheses would 
be formulated and tested for validity. Possible work by other researchers may involve 
carrying out case studies or focus groups within organizations that adopted agile with 
the help of an Agile Coach.  In addition it may be appropriate to broaden the scope of 
this study to include situational factors [18] that affect the choice of a particular agile 
method and how these may impact upon the adoption decision and the ultimate 
success [19] of the software process. 

To conclude, while the research results are positive and show promise, more work 
should be undertaken by other researchers in order to have fully generalizable results. 
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Abstract . This study employed grounded theory, and presents six findings  
describing managerial issues in the software developing companies: first, man-
agers’ technical skills, experience, and knowledge in software and domain  
influence the developers’ productivity; second, top-down decisions deprive 
transparency and affect the efficiency of requirements prioritization; third, the 
communication between managers and customers, and realistic estimation of 
resources sustains good customer relationship, and have positive effect to the 
product quality; fourth, the aim of managers’ decisions on resources is not to 
reduce expenditure but to achieve long-term goals for both organization and 
customers; fifth,  the managers’ choice and decisions on people affect other re-
sources and the quality of the product, and sixth, organizational structures have 
influence on the teams and product quality. The findings of this study may  
be used to enhance managerial activities in software developing companies for 
better product quality. 

1 Introduction 

The modern software development context is characterized by high volatility of prod-
ucts driven by rapid growth of technology, globalization of the economy, business 
complexities, increase of information technology (IT) knowledge and user demand 
[1]. Software developing companies particularly face the challenge because of the 
nature and complexity of the problems in the business side. The goal of software de-
velopment is to solve these complex business problems. Business and domain prob-
lems demand knowledge some of which are outside the IT realms [2] hence causing 
more complexity in managing software developing projects. 

In the past, management focused on managing resources, processes and customer 
requirements [3]. In the current era of rapid growth of science and technology, the 
knowledge-intensive and technology-focused managers are highly needed to over-
come the challenges to understand and solve complex business problems [1, 4].  
Suominen and Mäkinen [4] argue that software is designed to solve problems in a 
complex socio-technical environment. So, the success of the projects depends on the 
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management of the processes and software design that is domain specific and at the 
business level. 

This empirical study inquires into practical experience of software developing 
companies and focuses on the managerial activities at the project level. Companies 
have different names applied for managers’ role. However, this study considers a 
manager as anyone who plays the role of decision making over the software develop-
ment life cycle (SDLC) activities. Münch et al. [5] argue that, despite of the  
advancement of software process management and the state of software process re-
search, the field is quite immature. Empirical study is required to understand the un-
solved problems in the process management for the purpose of improving processes 
and product engineering, value creation for customers, and fulfillment of quality re-
quirements. The objective of this study is to understand the management issues that 
influence efforts towards software quality construction. The research question is: 
What are the management issues that influence efforts towards software quality con-
struction? 

The rest of the paper is organized as follows: Section two presents related litera-
ture, Section three presents research methodology and data analysis, Section four 
presents results and finally, Section five presents discussion and conclusions of the 
study. 

2 Related Research 

In general, the managers’ role pertains to the responsibility to manage resources to-
wards achieving common goals [3]. In the software companies as applied to others, 
the goals include meeting both customers and company goals. In the current era of 
technology, IT companies face stiff competition in the IT market that necessitate 
managers to be equipped with skills and experience but also the knowledge [6, 7] of 
their customers, business environment and domain for the purpose of making sound 
decisions on the products they develop. Developing high quality products is costly. 
However, the product should meet the customers’ requirements at the affordable and 
competitive price. In the pursuit of both customers and company goals, managers 
need to make reasonable compromises and prioritization [8] for the purpose of mini-
mizing production cost, yet to get the job done, and achieve the objectives. 

Principally, managers take part in every step of an organization process, giving di-
rection to the people and aligning resources in order to achieve goals [3]. Several 
studies suggest that in the software development, the quality of the product depends 
on resources [9, 10] and processes [11, 12], and other organizational factors such as 
working environment and organizational culture [6, 13]. Fujimura and Moore [14] 
argue that a group of talented developers, motivated and hardworking software engi-
neers may produce low quality software because of lack of schedule management and 
quality management. This study relates the performance of individuals in an organiza-
tion with the management [14], which implies that failure of managers to perform 
their duties has a negative impact on the quality of products they develop.  
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Building quality into a product requires both information beyond those related to 
IT such as economics, human psychology and technical skills [6, 7]. Lack of multi-
skilled and informed managers impedes success of projects. On the other hand, depri-
vation of information and lack of transparency within the organization lead to failure 
to meet desired quality of products despite of technical skills, tools and applied 
processes [5]. Organizational structures and the management within the organizations 
may be one of such factors that inhibit the transparency and communication among 
the teams [15]. 

3 Research Methodology  

The objective of this study is to understand the management issues that influence 
efforts towards software quality construction. This qualitative empirical study was 
conducted in thirteen software-developing companies. The data collected was ana-
lyzed using the grounded theory approach [16]. The study covers management activi-
ties observed while studying the general software development and testing activities. 

3.1 Grounded Theory 

Grounded theory (GT) [16] method is a pragmatic approach for conducting social 
sciences research but also applicable to other fields of study such as software engi-
neering [17].  Several versions of GT exist. This study follows the Strauss and Cor-
bin version of the GT [16]. We chose the GT because of its systematic approach in 
data analysis and the ability to use data without limiting its formats. GT approach uses 
three levels of coding: open, axial and selective coding. In the open coding, researcher 
constantly compares and contrasts the concepts to establish similarities and differenc-
es. Similar concept are collected into categories and labeled. In the axial coding, the 
categories are studied and analyzed to establish interdependencies and relationship 
among them. The purpose of the selective coding is to establish the core category. 
Core category is the one of the developed categories that is broad enough to describe 
all other categories. If the core category is not found among the existing categories, a 
new conceptual category will be created to describe other categories. Finally, in the 
selective coding the core category is used to induce a theory grounded on data [16].  

3.2 Research Strategy and Sample 

A team of four researchers developed the interview guidelines and questions.  Three 
researchers conducted semi-structured interviews in thirteen software-developing 
companies. The interviewees included software developers (5), testers (6), designers 
(3), managers (7), R&D and quality assurance personnel (3), and requirements engi-
neers (1). The sample was selected using polar type criteria [19] to cover different 
types and sizes of organizations developing software for different domains, see Table 
1. The sampling was theoretical [18]. The goal of theoretical sampling is not the same 
as quantitative sampling. The theoretical sampling allows a researcher to gain deeper 
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understanding of the analyzed cases and draw inferences without limitation of quanti-
ty of representation. 

This study covered three interview rounds. The interview questions were sent to 
the interviewees beforehand and each interview took about 60 minutes.  The total 
amount of interviews was 40. The interview questions of the three interview rounds 
are available at the link1 below. Table 1 below represents the thirteen cases compa-
nies labeled A to M, business domain, rounds of interviews, company size and the 
role of interviewees. 

Table 1. Business domain, interview rounds and number of interviewees, company size and 
role of the interviewees 

CASE Business domain 1st Round 

interviews  

2nd Round 

interviews 

3rd Round 

interviews 

Company 

size 

Role of the interviewees 

A Inventory management 

systems. 

1   Small R&D and quality assurance 

manager (1). 

B Banking and insurance. 4 5  Large Test analysts (1), test designer 

(2), Designer and developer (2). 

C Space satellite.  1 1 1 Small Designer and developer (2) and 

Project manager (1). 

D Web applications. 1   Small Tester and developer (1).  

E Embedded software.  4 4 2 Large Tester (1), developer (2) and 

requirement management (1). 

F Quality and testing  

consultancy 

1  2 Medium Quality manager (1), developer 

(1) and consulting tester (1). 

G Various software  

developers. 

1 1  Large Quality manager (1) and tester 

(1). 

H Cloud computing Web  

applications. 

1   Small CEO, developer, tester and 

designer (1). 

I Fleet management  

systems. 

2 1  Large Test consultant (1) and test 

manager (1). 

J Cloud computing  

services and consultancy. 

1   Small CEO (1). 

K Banking, energy,  

health, etc.  

1 1 1 Large Quality assurance and tester (1). 

L Development and  

testing consultants.  

 2  Small Consultant tester (1) and devel-

oper (1). 

M Various software  

developers.  

 

 

 

 

1 Large Project manager (1). 

13  18 15 7 40  

 
 

                                                           
1 http://www2.it.lut.fi/project/STX/material.html  
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During the interviews, the interviewees were let to answer questions without fur-
ther guidance so that they could give as much information as possible. All the inter-
views were conducted face-to-face in the interviewees’ company premises. In some 
occasions, one interviewee assumed more than one role. For example, in some cases 
the same person worked as tester and designer at the same time; this phenomenon was 
common in small companies. The interviews were tape-recorded and transcribed by a 
specialized company. Some companies had more interviews than the others because 
new and interesting concepts and leads emerged during the interview. The researcher 
followed the leads to the next interview until the same phenomena and concepts 
seemed to repeat. This stage is called saturation point. Some companies just needed 
one interview because no new leads or concepts emerged or observations were similar 
with the other cases. The leads collected during the first round were used to modify 
the interview questions for the second round.  

Second round interviews included fewer companies because of following the leads 
observed during the first round. The companies where no new leads or concepts 
emerged were left out. The few leads collected from the second round were then used 
to modify the interview question for the third round. Concepts collected from each 
round were analyzed and new leads were studied. The interviews continued until no 
new leads or concepts emerged. During the second round, we decided to find an addi-
tional company for the purpose of complementing leads and findings observed during 
the first round. The same process was repeated for the third round of data collection. 

4 Results  

The data analysis followed GT [16] with the help of the analysis tool ATLAS.ti [20].  
The study focused on managerial issues that are directly related to software develop-
ment activities. In the open coding similar concept were identified from the data, 
coded and categorized. Concepts that did not describe the issues related to the manag-
ers or the research goals were left out. The open coding produced 150 codes. 

4.1 Categories  

The open and axial coding took place in parallel. Data analysis also considered the 
Seaman [17] approach that allows the seed categories from research question, study 
objectives and predefined variables of interest. For example, to support the study we 
used the ISO definition of software quality [21] and the six roles of managers (i.e. 
planning, staffing, organizing, directing, leading and controlling) [3] as seed catego-
ries in our categorization of concepts. ISO/IEC 25010 [21] defines software product 
quality as the degree to which the software product satisfies stated and implied needs 
when used under specified conditions. In the definition of quality [21], we looked at 
the underlying meaning that focuses on the goals of the software development. The 
goals include solving business problems and satisfying the end-users of the software. 
When the software meets the customer requirements we say that the quality goals 
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have been reached, and when a company makes profit out of the software we say that 
company’s goals are met.  

In the axial coding we further developed categories and their relationships. So, we 
kept our focus on the concepts and their relationships related to the activities of man-
agers in software developing companies. The categorization process resulted into six 
categories with subcategories that describe the influence of managers on the process 
of software quality construction during the software development activities. Table 2 
presents the seed categories, subcategories and categories. 

Table 2. Categorization of the managers’ activities in the software development companies 

Seed categories  Subcategories  Categories 

1. Planning 

2. Organizing  

3. Directing 

4. Controlling  

5. Staffing 

6. Leading  

 

Software quality: satisfaction 

of customer requirement when 

the software is used in speci-

fies condition (business, etc.) 

i). Skills and experience, ii). Administration of 

standards and good practices, iii). Selection of the 

best teams. 

1. Quality championship. 

i). Requirements documentation ii). Requirements 

analysis and prioritization. 

2. Requirements manage-

ment. 

i). Customer involvement in the development 

process, ii). Collection of end-user feedback. 

3. Customer relationships. 

i). Company goals, ii). Customer goals. 4. Achievement of business 

goals. 

i). Developers, ii). Time, iii). Finances, iv.) Tools. 5. Resources. 

i). Organizational structure, ii). Process improve-

ment. 

6. Software developing 

companies.  

Finally, in the selective coding, the purpose is to develop core category [16]. None 
of the six categories was broad enough to describe the other categories so we devel-
oped a new conceptual category and named it as the influence of managers on soft-
ware quality construction.  

Table 3. Categories and their descriptions 

Category Description 

Quality championship This category refers to the capabilities and activities the managers do  

towards managing the technical teams (designers, developers, testers). 

Requirements management This category refers to the tasks the managers do during requirement  

analysis and prioritization. 

Customer relationships This category refers to the activities the managers do pertaining to the  

interactions with customers.  

Achievement of business goals This category refers to the activities the managers do to achieve both company  

and customer goals. 

Resources This category refers to the activities the managers do to manage resources  

towards achieving company and customer goals.  

Software developing companies This category refers to the internal systems such as organization structure and  

processes and how the position of the manager affects the system.  
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Thus, the analysis resulted into six categories: Quality championship, requirements 
management, customer relationships, business goals resources, and the software de-
veloping companies. The six categories and their descriptions are shown in Table 3 
above. 

4.2 Findings  

Based on the six categories and their relationships we present the findings that ex-
plain the management activities towards software quality construction. 

1. Quality Championship  

Quality championship requires both good managerial and technical skills in the area 
the manager is working.  The core role of managers is to manage people and re-
sources for the purpose to achieve defined goals [3]. There is an advantage if the 
manager has technical skills on the area he/she is managing. “So this is maybe the 
biggest issue for me. Flowing on information is not smooth because the product 
manager is not in my field.” - Case E, Development engineer. 

Experience of the previous projects was noted to count on the success of the simi-
lar future projects. “Project manager takes mostly care of the estimation work. The 
estimation comes very much from the experience and knowledge of earlier similar 
kind of projects and it is not based on any pattern or methodology.” – Case B, test 
manager. 

The managers who do not have skills and experience on the software industry led 
to failure of some software projects. They might be good in hardware or other part of 
IT but it is important to have some skills and knowledge related to software devel-
opment.“We experienced failure because company X was a hardware company. 
When they started to develop software, the management didn't understand software. 
It is very important that companies have people with software background in the 
management teams. If you don't have software managers in management teams, it 
will be a failure.” – Case F, senior consultant. 

Thus, based on the observations of the ‘quality championship’ category we formu-
late our first finding: Managers’ technical skills, experience, and knowledge in 
software and domain, influence the developers’ productivity. 

2. Requirements Management  

Management roles emerged differently in different companies in requirements analy-
sis and prioritization. In some companies the managers made the final decision about 
the requirements without involving technical teams. These companies exercised the 
‘top-down decisions’. On the other hand, some organizations involved technical 
teams and agreed on the final requirements. These companies exercised ‘horizontal 
decisions’ where all members of the teams were part of the decisions. “We have 
product managers who are responsible for taking care of all the customer's require-
ments. It's not that easy but the product manager's task is to translate the customer's 
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needs to us in the development teams. We have to try to think and understand in a 
correct way.” - Case C, Development engineer. 

The ‘horizontal decision’ and prioritization of requirements varied between the  
organizations. Some organizations involved technical teams to sort the final require-
ments while other companies had regular meetings and specific teams’ representa-
tives who were dedicated for the requirements. “We made sort of this team so that we 
have one person for each kind of product family who handles the requirements. And 
they collect all the needs and requirements and then they have regular meetings with 
the product managers where they set priorities.” Case E, Development engineer. 

Thus, based on the observations of the ‘requirements management’ category we 
formulate our second finding: Top-down decisions deprive transparency and af-
fect the efficiency of requirements prioritization. 

3. Customer Relationships 

The category ‘customer relationships’ is vital in quality construction. Customer  
involvement in the development process is a challenging process [22]. However, man-
agers should establish the link between developers and costumers for the purpose of 
understanding requirements and achieving quality goals of the software in the devel-
opment process. “First the customer wanted just to have a quality manager. Then when 
I made a quality assurance plan, customer eye opened. They did not have any profes-
sional testers. So they requested testing services. We have been happy because the cus-
tomer understood the importance of the quality and testing.” - Case I, consultant.  

Managers play an important role in building good customer relationship and man-
age the trade-offs and disputes for the purpose of satisfying the customer. “I think 
that cost and schedule are main drivers. If we come up with a problem, something 
unexpected, we have to communicate it to the customers and discuss how to handle 
the problem. Usually, it’s about trade-offs.” - Case C, Project manager. 

In most of the studied companies, developers did not have direct feedback from 
the customers but though their managers. “I suppose it is up to the managers of each 
project to get feedback from customers and then try to evaluate any needs for 
change.” -Case C, Project Manager. 

Thus, based on the observations of the ‘customer relationships’ category we for-
mulate our third finding: The efficiency of communication between managers and 
customers, and realistic estimation of resources sustains good customer relation-
ship, and have a positive effect to the product quality. 

4. Achievement of Business Goals  

Achievement of business goals includes both company goals and customer goals. 
Training for developers was noted to have positive impact to both companies and the 
customers. Training contributes to quality of the products and revenue to the compa-
nies. “Some complain that courses are very expensive and wonder if it worth it. You 
invest money but you get your money back in terms of productivity and managers 
have to make a wise choice on training not based on cost only.” – Case B, Security 
specialist.  
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The consultant in the case ‘I’ reveals that there is a relationship between im-
provement of organizational systems and productivity. Achieving organizational 
goals for improvement enables achieving goals for customers as well. “Little by little 
happens some improvement of so system and our organization works better.” - Case 
I, consultant. 

Thus, based on the observations of the ‘achievement of business goals’ category we 
formulate our fourth finding: The aim of managers’ decisions on resources is not 
to reduce expenditure but to achieve long-term goals for both organization and 
customers. 

5. Resources 

Resources included developers, time, finances and tools. We observed that develop-
ers are the resource that brings meaning to other resources. But it was also observed 
that the productivity of the developers depends on the managers in the team. The way 
the managers treat the developers has an impact to the product as well. “The tool is 
not better than the user of the tool. For example, if the manager doesn't yells, he just 
gives a task and the developer is a nice guy, he does every good work. A tool might 
be very good but it might not be used at all so it no use.” - Case E, development en-
gineer. 

The observation on Case E above suggests that quality of the product depends on 
the quality of the people developing it. Therefore a project manager is responsible to 
know the capabilities of the developers. For example in Case F below we observed 
that few developers would cause big problems in the software and few good develop-
ers would do the best job. Managers should identify the few developers who cause 
problem and remove them from development work. “Let’s say 20 percent of software 
developers cause 80 percent of the issues. Normally it's 20/80. If I get a team of ten 
developers, normally there are two guys who are not competent enough. It is manag-
er's responsibility to make sure that those two people, the losers, don’t code any-
thing.” - Case F, senior consultant.   

Thus, based on the observations of the ‘resources’ category we formulate our fifth 
finding: The managers’ choice and decisions on people affect other areas of re-
sources and the quality of the product. 

6. Software Developing Companies   

The organizational structure of the software development companies varied. There 
was observed a problem of communication in the “vertical organizational structure” 
especially when there was a task shared across several departments and managers of 
the departments do not have collective decisions. “There are several departments in 
this organization and in each of those software development is taking place. I don’t 
have full visibility in the whole picture of the company what is happening because the 
organizational structure is vertical.”- Case K, Testing director.  

‘Horizontal organizational structure’ seemed to favor communication, transparen-
cy among the teams and smooth running of activities. “We have a really ‘flat organi-
zation’ and that is a big help. We have two levels of organizations, maybe three if you 
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count project managers. So, I would say that in our organization structure. People 
trust each other’s work, it is very transparent.” - Case C, Project manager. 

Mode of operation and organizational structure of some companies caused com-
munication problems among the teams and resulted difficulties in performance. “We 
are rather separate organizations and we don't have a good co-operation. Communi-
cation goes through some channels, which are not quite free”. - Case I, consultant. 
Thus, based on the observations of the ‘software developing companies’ category we 
formulate our sixth finding: Organizational structures and channels of communi-
cations within the organization, have influence on the cooperation among the 
teams, and have impact on the quality of the products.  

5 Discussion and Conclusions 

The results of this qualitative empirical study consist of six findings that describe the 
influence of management on the quality of software products in the studied software 
developing companies. We state in our study that managers play the role of cham-
pionship in quality construction. Technical skills, experience and knowledge of the 
managers in software and domain influence the developers’ productivity and hence 
influence the ability to deliver quality products. Our finding is in line with Münch et 
al. [5] study that reveals that despite of advancement of technology, methods, 
processes and high skilled developers, still there are unsolved problems in the man-
agement that affect the software quality.  

The managers play an intermediary role between customers and the company. In 
pursuit of this role, managers make decisions and use of available resources to meet 
the expectations of the customers and the company goals at the same time [3]. We 
observed that the efficiency of communication between managers and customers and 
realistic estimation of resources sustains good customer relationship and have posi-
tive effect to the products. This finding is similar to Colomo-Palacios et al. study [7]. 
Furthermore, we observed that the involvement of customers and developers differed 
between organizations. There was a communication problem on requirements priori-
tization that led us to conclude that top-down decisions deprive transparency and 
affect the efficiency of requirements prioritization. This problem emanated from the 
organizational structures and communication channels, which also led us to conclude 
that the organizational structures and channels of communications within the organi-
zation influence the co-operation among the teams and have impact on the quality of 
the products. This finding is in line with Siaka and Georgiadou’s finding [13].  Fur-
thermore, the decisions made by the managers on resources determine the efficiency 
and output of such resources.  It was observed that the managers’ choice and deci-
sions on people to undertake particular tasks affect other areas of resources and the 
quality of the products. Cockburn and Highsmith [9] present similar results, which 
suggest that the quality product is the result of selecting right people. Cockburn and 
Highsmith [9] further argue that if the people in a software development project  
are good enough, they can use almost any process to successfully accomplish their 
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assignments. If they are not good enough, no process or tool will compensate fully 
for their inadequacy. 

In the role of managing resources, the ultimate goal of the managers is not to re-
duce expenditures but to use the money efficiently to achieve long-term goals. We 
observed that the managers recommended expensive training for developers which 
later paid-off in terms of the improvement of the products. This observation led us to 
a conclusion that managers’ decisions and choices of training, resources and process 
improvement influence both organization and customer goals. A similar result is 
discussed in [10, 12].  

In spite of these findings, however, there are several threats to the validity of this 
study [23]. The Grounded Theory approach [16] allows a researcher to build a theory 
grounding on the data collected from the field. However, more data and deeper in-
sight into the object may reveal more findings that influence the initial theory of the 
same object. With this respect, the theories are dynamic and not static [16]. Klein and 
Myers [24] discuss treats to the validity in the principle of interaction between the 
researchers and the subjects. Our study involved a team of researchers who prepared 
the interview questions and collected the data in the natural environment at the stu-
died companies. Interviewees were allowed to express themselves without limitation 
so that they could reveal as much information as possible regarding the interview 
themes. Interviews were tape-recorded for transcription and data analysis. We believe 
the threats of biases were addressed and minimized. However, there could be some 
expressions or language limitations that were not captured in the interviews or tran-
scriptions. This study concludes that the managers in the project level influence the 
quality of the products. However, the managers’ efficiency is also influenced by or-
ganizational structure, technical skills in software, domain knowledge and the ability 
to communicate. The future study may include investigation of challenges in software 
quality construction emanating from organizational structures and business models. 
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Abstract. South Korea is well-known for big global hardware companies and 
now software companies are ready to follow. The purpose of this study was to 
explore software development methods and quality assurance practices used by 
South Korean software industry. Empirical data was collected by conducting a 
survey that focused on three main parts: software life cycle models and me-
thods, software quality assurance including quality standards, the strengths and 
weaknesses of South Korean software industry. The results of the completed 
survey showed that the use of agile methods is slightly surpassing the use of 
traditional software development methods. Also the use of so called hybrid me-
thods that include aspects from both development methods is popular. The sur-
vey also revealed an interesting result that almost half of the South Korean 
companies do not use any software quality assurance plan in their projects. For 
the state of South Korean software industry large number of the respondents 
thought that despite of the weakness, the status of software development in 
South Korea will improve in the future.  

Keywords: software development methods, software testing, quality assurance, 
agile methods, South Korean software industry. 

1 Introduction 

“All software should be produced using some kind of methodology”; when large and 
small pieces of software are developed with methodology in mind, it can improve 
development [1]. Software quality is the result of project management and software 
engineering. With the use of quality assurance it is possible to make the infrastructure 
to support software engineering methods, project management, and quality control 
actions [2].  

The wired and wireless telecommunication is the most important sector of industry 
in today’s knowledge based society of South Korea. About 30 to 40% of South Ko-
rea’s total gross domestic product (GDP) growth is contributed by the ICT industry. 
The market focus has started to move from hardware to services and solutions and the 
share of the IT market for software is expected to rise to 39% by 2015 [3]. This makes 
software the fastest-growing sector of the IT market in South Korea [3]. South Korea 
is also putting a lot of effort to the future of software industry with the IT Future Vi-
sion 2020 plan. According to eGov Innovation [4] “South Korea’s Ministry of Strate-
gy and Finance said the government is expanding financial assistance for new growth 
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engines from 3.4 trillion won in 2011 to 3.9 trillion won in 2012, focusing primarily 
on strengthening of the software industry”. 

The objective of this study is to understand software life cycle models and methods 
and quality assurance in South Korea. We explore which software life cycle models and 
methods are being used in South Korea and especially how the use of agile methods 
affects software projects. In software quality assurance the focus is on quality standards 
and software testing. The rest of the study describes South Korean software industry, 
focusing on its current state and future and also its strengths and weaknesses. 

This study was conducted in South Korea and all the empirical data is gathered 
from companies located in South Korea. People who took part in this study worked in 
software development units in South Korea. The study included an online survey, 
which was sent out to the companies. The survey is available at: 
http://www2.it.lut.fi/project/STX/Material/Public/SouthKoreanSoftwareIndustrySurve
y.pdf. The sample of the study consists of 34 South Korean software companies. The 
research questions of the survey include: 
 

• What software development methods and quality assurance plans are South 
Korean companies using during the software development life cycle? 

• How does the use of agile methods affect the development software life 
cycle? 

• What are the strengths and weaknesses of South Korean software industry? 
 

The paper is structured as follows. First, we introduce related research about the 
topic. Secondly the research methodology and data collection method are described at 
in Section 3. Then the survey results are presented in Section 4. Finally, discussion 
and conclusion are given in Section 5. 

2 Related Research 

Agile software development methods are gaining popularity among software develop-
ers. Schindler [5] interviewed a total of 61 Austrian developers and found out that 
agile methods were adopted by 44.3% of the participants. Rodriguez et al. [6] col-
lected a total of 408 responses from 200 software intensive organizations. The results 
revealed that 58% of the respondents’ organizational units are using agile and/or lean 
methods. Garousi & Zhi [7] interviewed a total of 246 practitioners from Canada. Out 
of 246 practitioners 44.7% selected option “agile” whereas only 22% referred them-
selves using traditional methods. The rest of the respondents did not distinguish their 
methodology as any explicit type. 

When the use of agile software development methods is getting more popular, it is 
important to study what is their influence. Shine Technologies [8] conducted a global 
survey with a total of 131 answers. The results showed that an overwhelming number 
of the respondents thought that productivity, quality and customer satisfaction were 
better after the use of agile software development methods. Laanti et al. [9] gathered 
over 1000 respondents from seven different countries located in Europe, North Amer-
ica and Asia. The results revealed that most of the respondents agree on the benefits 
of agile software development methods that include higher satisfaction and quality. 
Other similar studies have been conducted by French Scrum User Group [10] and 
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Garousi & Zhi [7] which also both indicate that use of agile software development 
methods have a positive impact on the software development life cycle.   

The software development life cycle also includes quality assurance that can be 
performed with different quality standards available. Awad [11] surveyed the use of 
quality assurance standards (ISO/IEC, CMMI, and SPICE). The results revealed that a 
large proportion of the respondents apply some quality assurance standard. 

3 Research Process 

This chapter presents the research process of this study. The selected research method 
for this study was the quantitative survey method. According to Rajasekar et al. [12] 
research is a logical and systematic search for new and useful information on a partic-
ular topic. It is an investigation of finding solutions to scientific and social problems 
through objective and systematic analysis [12]. The basic and applied studies can be 
quantitative, qualitative or even both [12]. Sellers [13] describes the qualitative me-
thod as an in-depth exploration of what makes people tick on a particular subject: 
their feelings, perceptions, decision-making processes, etc. and the quantitative me-
thod as one that employs a larger sample which is representative of the entire popula-
tion being studied. 

3.1 The Sample and Interviews 

The sample of the study consists of 34 South Korean companies that develop soft-
ware. The selection criterion for companies was probabilistic sampling [14]. The in-
terviewees were asked the number of employees in their company and the results 
were divided into four different categories. The sizes of companies in the study were 
following: The largest segment consists of companies between 10 and 50 people 
(53%). The second largest segment represents companies between 50 and 500 people 
(27%). The last categories consist of organizations under 10 people with 13% and 
organizations over 500 people with 7%.  The median number of employees is 25. 
Therefore the companies that took part in this study are mostly small and medium 
sized companies (SME’s) [15]. 

3.2 Data Collection 

The used data collection method was an online survey. Other possibilities included 
telephone or in-person interviews. Telephone interviews were not used because of the 
language barrier between the interviewer and potential interviewees. The Korean 
language skill of the interviewer was not on a high level enough for interviewing and 
some of the interviewees’ English language level was not high enough to understand 
the questions correctly. Therefore, the questions in the online survey were available 
both in English and in Korean, which helped respondents to understand the questions 
more specifically.  

The collection of potential and suitable respondents started by using Google as the 
search engine for the websites of South Korean companies. The candidates of the sam-
ple were selected based on the knowledge gained from their web pages. The websites of 
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the companies were mainly in Korean language, which caused some problems in the 
beginning. Approximately 300 randomly selected emails were sent to South Korean 
companies, which resulted only to 8 answers (2.6% answer rate). After the disappoint-
ment of sending the survey by email, the study continued by using telephone calling. A 
hired person with Korean and English language proficiency called South Korean com-
panies and acquired personal email addresses of employees related to software devel-
opment division. Therefore, the selection of respondents’ specific roles was random. 
Then, approximately 200 phone calls were made, which resulted to extra 26 answers 
(13% answer rate). The answer rate is really low compared to our experiences in Fin-
land, where companies are more eager to answer to survey inquiries.  

4 Results 

The data collection was conducted between April and June 2013 that included both 
online survey and telephone calling. The persons that took part in this study worked in 
software development units in South Korea. From the respondents 48% were software 
developers, 28% project managers and 24% executive-level employees.  

The empirical data analysis has been divided into three major parts, which are further 
divided into smaller segments. The first part includes software development life cycles 
and used development methods in South Korean companies. The second part discusses 
software quality assurance (SQA) and used standards. The last part of the data analysis 
examines the current and future state of the South Korean software industry. 

4.1 General Information of the Industry Sector 

Table 1 shows the industry sectors of the companies that responded to the survey. The 
majority of the companies (80%) represent the IT industry. The other industries in-
clude manufacturing (7%), communication (7%), bioinformatics (3%) and civil engi-
neering (3%). Table 1 also shows the IT industry further divided into more accurate 
segments. The largest segment inside IT included companies of software development 
(50%), mobile games (14%), machine vision (7%), information security (3%), system 
integration (SI) (3%) and internet service (3%). 

Table 1. Industry sectors of the companies 

Industry sector % 
IT 

(Software development) 
(Mobile Games) 

(Machine Vision) 
(Information Security) 

(SI) 
Internet Service) 

80% 
(50%) 
(14%) 
(7%) 
(3%) 
(3%) 
(3%) 

Manufacturing 7% 
Communication 7% 
Bioinformatics 3% 

Civil Engineering 3% 
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4.2 Software Life Cycle Models and Methods 

The respondents were asked about the software life cycle methods they are using in 
projects. This revealed that the use of traditional and agile methods is almost equal. 
Agile methods gathered 46% and traditional methods 42% of respondents’ answers. 
The minority applied homemade methods (12%) that were neither recognized as tradi-
tional nor agile. 

Table 2 shows most popular models and methods that the interviewees were able to 
name. The most popular software life cycle model is waterfall (31%) and the two 
agile methods Scrum (17%) and Extreme Programming (14%) are the most popular 
methods. Other used methods and models were Feature-Driven Development (FDD) 
(12%), homemade methods (12%), Spiral model (6%), Rational Unified Process 
(RUP) (6%) and Lean software development (LSD) (2%) 

Traditional methods are known for being used in bigger companies and projects 
with more employees, while agile methods favor in smaller work groups and projects 
[16]. A hybrid model is a combination of two or more methods. It can be possible, for 
example, to use waterfall and involve iterative aspect of Scrum in it and make it more 
suitable for the project at hand. Table 3 shows what kind of methods companies are 
using versus their company size. Companies were divided into three different catego-
ries, small companies under 50 employees, mid-size companies from 50 to 100  
employees, and big company over 100 employees. The results show that in small 
companies the use of software development methods varies a little, 42% are using 
hybrid, 32% are using only traditional methods, and 26% are using only agile  
methods. In medium sized companies traditional methods are used by 71% of the 
respondents, hybrids by 29% of the respondents, while the use of agile methods is 
0%. In large companies 50% are using hybrids and 50% are using agile methods. 

Table 2. Popular life cycle models and software development methods 

Life cycle model/Software development method % 
Traditional methods 42% 
Waterfall 31% 
RUP 6% 
Spiral model 6% 
Agile methods 46% 
Scrum 17% 
Extreme programming 14% 
LSD 2% 
FDD 12% 
Homemade methods 16% 

Table 3. Used software life cycle method according to the company size 

 Traditional methods Agile methods Hybrid 

Small company 32% 26% 42% 

Midsize compa-
ny 

71% 0% 29% 

Big company 0% 50% 50% 
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4.2.1    Effects of Agile Methods 
Out of 34 respondents 16 stated that they use agile methods. The results about the 
respondents’ experience with agile methods scattered almost equally. The number of 
respondents that have more than 2 years of experience with agile methods was 38%. 
The rest have an experience from 6 months to 2 years (37%) and the respondents who 
have experience less than 6 months (25%). Respondents were also asked about their 
knowledge of agile. Respondents estimated that their knowledge is average (47%) and 
23% described it as low. Rest of the answers were high (18%) and very high (12%). 
Nobody described their knowledge as very low. 

Questions also focused on how the use of agile methods affected the software life 
cycle. The focus was on four aspects in the software life cycle: productivity, quality, 
costs and customer satisfaction.  

62% of respondents answered that productivity was better than before the use of 
agile methods, 19% thought that productivity was unchanged, 13% estimated that 
productivity was much better and 6% that productivity had went down a little.  

The majority (81%) of the respondents thought that quality was better and 13% 
that quality was much better than before, 6% estimated that quality did not change.  

50% of the respondents thought that costs were unchanged, 29% that costs were a 
little lower, 14% that costs were a little higher and 7% that costs were a lot lower.  

The majority (75%) of the respondents thought that customer satisfaction was bet-
ter, 13% estimated that satisfaction was much better and 12% that satisfaction has not 
changed. 

An interesting fact is that all companies that were using agile methods are planning 
to use them in the future projects. 

4.3 Software Quality Assurance 

Respondents were asked if their software department has any quality assurance plan. 
The results revealed that 55% of the respondents are using some quality assurance 
plan during their software development. The rest of the respondents (45%) do not use 
any specific quality assurance plan.  

Table 4 shows which software quality assurance standards the respondents are us-
ing during their software development life cycle. Most respondents used homemade 
standards (47%) and 32% did not use any standards. The known quality assurance 
standards like the ISO and the IEEE series were not popular among responding com-
panies. 

4.4 Current and Future State of South Korean Software Industry 

The respondents were asked their opinion about the current and future state of the 
South Korean software industry. Over 80% of the respondents think that the South 
Korean software industry is not in a good shape. The analysis of the answers revealed 
three major points that the respondents are most worried about. The three main points 
include labor force, support of government and problems with start-up companies. 
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Most of the respondents thought that the biggest problem in the current South Ko-
rean software industry is the treatment of the employees. Salaries are not high enough 
and they are lower than in other occupations, which hinders the interest in the soft-
ware engineering sector. Work hours are too long and in some cases workers are not 
paid for extra hours. These kinds of problems are the reason why many students are 
not willing to take IT courses in the university and select the software industry. Em-
ployees with a long experience may also leave the industry sector.  

Table 4. Quality assurance standards 

Quality assurance standard % 

ISO 9126 14% 
ISO 14598 0% 
ISO 25000 0% 
IEEE 0% 
Homemade 47% 
We don’t use 32% 

Other 7% 
 

This leads to the situation where the labor force must come from other countries, 
while the skills of South Korean software industry workers are not developing. 

The second major problem in South Korean software industry is the support of 
government. Most of the respondents felt that South Korean government is not giving 
enough financing and support at the moment, because people are underestimating the 
importance of the software industry. A lack of support and awareness will lead to 
lower competition and will start to show up in the quality of the software products.  

The third major problem that the respondents mentioned was with the start-up 
companies. South Korean software industry relies more on big companies of system 
integration business than on small companies with innovative solutions. Respondents 
felt that starting a new company is hard due to policies and restrictions of the gov-
ernment. Other problems that were also mentioned included the infrastructure of 
South Korean software industry and difficulties with the distribution of solutions. 
Also one of the respondents mentioned that the use of software life cycle methods is 
not on a good level.  

Although the majority of the respondents think that the current state of South Ko-
rean software industry is on a weak level, many of the respondents are still thinking 
that the future of the South Korean software industry is looking good. Many respon-
dents think that the current government is making good changes and decisions regard-
ing policies in software industry, which will help South Korean software industry to 
grow and get in a better shape in the future. A mutual vision among the respondents 
was that if the South Korean government starts to support the software industry it will 
start to grow and produce better results. 
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4.5 Strengths and Weaknesses of South Korean Software Industry 

Table 5 shows what the respondents considered as the biggest strengths of the South 
Korean software industry. Almost half of the respondents (45%) think that South 
Korean employees are the biggest strength in the industry. Many of the respondents 
say that South Korean workers are diligent, fast workers that have a passion for learn-
ing software development. The second major strength is the infrastructure of the 
South Korean software industry (26%) that is well organized and has good network-
ing capabilities. Three smaller strengths mentioned include rapid development (8%), 
culture for technology in South Korea (7%), and interest in new development methods 
(7%). The category others (7%) included, for example, growing awareness of soft-
ware and support for education.  

When asking about the weaknesses of South Korean software industry (Table 5), 
respondents mentioned two major weaknesses. The first major weakness is the treat-
ment of employees that was also mentioned as the reason for the current negative 
state of the South Korean software industry. The second major weakness included 
organizational problems such as old organizational cultures, bad systems and lack of 
long term company plans. The rest of the weaknesses included lack of cooperation 
between  

Table 5. The biggest strengths and weaknesses of South Korean software industry 

Strengths of South Korean software industry % 

Manpower 45% 
Infrastructure 26% 

Rapid development 8% 
Culture for technology 7% 
Interest on new development methods 7% 
Others 7% 

Weaknesses of South Korean software industry % 
Treatment of employees 29% 

Organizational problems 26% 
Globalization 9% 
Market 9% 
Cooperation 9% 
Government support 6% 
Foundation of SW 6% 

Others 6% 

 
companies (9%), small market (9%), globalization (9%), support of government (6%), 
funding of software in South Korea (6%) and others (6%) such as insufficient educa-
tion and the immature copyright culture. 
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5 Discussion and Conclusions 

Our first research question asked what kind of software life cycle models and methods 
the responding companies are using. The results of the completed survey showed that 
the use of agile methods is slightly surpassing the use of traditional software devel-
opment methods. Also the use of so-called hybrid methods that include aspects from 
both development methods is really popular. This shows that South Korean compa-
nies are adopting the use of agile software development methods. We were also  
interested in the use of quality assurance plans and standards. The survey revealed 
interesting result because almost half of the South Korean companies did not use any 
specific software quality assurance plan in their projects. Companies were also asked 
if they use any software quality standards in their plans. Most of the companies are 
using homemade standards or no standards at all. The use of quality assurance  
standards such as ISO/IEC and IEEE was low.  

As the second research question it was asked how the use of agile methods affects 
productivity, quality, customer satisfaction and costs of a software project. It was also 
asked if respondents are going to use agile methods in the future and what are the 
biggest strengths and weaknesses in using them. The results revealed that with the use 
of agile methods productivity, quality and customer satisfaction are considered higher 
than with traditional methods. Some respondents thought that costs were lower, but 
overall it seems that costs do not have an effect when using agile methods. These are 
interesting results considering that respondents did not describe their knowledge of 
agile methods very high. This shows that with average knowledge, agile methods 
could make a project more efficient. Respondents considered that the biggest 
strengths in agile methods include the ability to respond to changing requirements and 
better communication. Weaknesses include that agile methods require people with 
knowledge of agile methods to work. The results also revealed that every respondent 
who was currently using agile methods is also going to use them in the future 
projects.  

As the last research question it was asked what the respondents think about the cur-
rent and future state of the South Korean software industry, and what are the biggest 
strengths and weaknesses of it. The majority of the respondents thought that the cur-
rent state of the South Korean software industry is not good. The biggest mentioned 
reason for this was the treatment of the labor force in the South Korean software in-
dustry. The respondents thought that work hours are too long and in some cases 
workers are not paid for extra hours. They also thought that salaries are not high 
enough and they are lower than in other occupations, which hinders the interest in the 
software engineering sector, resulting to a lack of talented people in the software in-
dustry. Another mentioned big reason for the state of the industry was the lack of 
government support and difficulties in starting new companies because of unsupport-
ing policies. Although respondents think that the current state is insufficient, many 
feel that the future is looking brighter. South Korean software industry has a good 
labor force that is talented and diligent and the infrastructure has also good qualities. 
Also the South Korean government is starting to make changes on the support of the 
software industry, which will hopefully benefit the sector.   
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The overall conclusion is that the South Korean software industry has clear 
strengths and weaknesses that will affect the current and future state. The major 
strengths include labor force, infrastructure and diversity in software life cycle models 
and methods. Companies are willing to try different styles of development to find the 
best one for their projects. Weaknesses include the treatment of employees, lacking 
government support and the lack of software quality assurance planning. The South 
Korean government started an IT future visions 2020 plan with the purpose of streng-
then the current software industry in the future. European Union has launched Hori-
zon 2020 program to solve same kind of problems [17]. It is interesting to see what 
kind of effect this plan has on the South Korean software industry.  
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Abstract. The present study proposes an extension of the Earned Value Man-
agement (EVM) technique, through the integration of the quality historic data 
as a mean of improving the technique's cost predictability. The proposed tech-
nique was evaluated and compared to the traditional technique in different hy-
pothesis tests utilizing real data of 20 projects. The proposed technique was 
more accurate than the traditional technique for the Cost Performance Index 
(CPI) and the Estimate At Completion (EAC). 

Keywords:  Earned Value Management, Cost Performance Index (CPI), Project 
Management, Measurement and Analysis. 

1 Introduction 

To assess whether or not a project will reach its goals of time and cost, several meas-
ures are collected during its execution, and various performance indicators are pro-
duced and periodically analyzed. When the deviations are larger than the tolerance in 
some performance indicators, corrective actions are undertaken in order to improve 
them. Among the main available techniques for the analysis of cost and time, EVM is 
considered the most reliable [8]. 

EVM is a technique that integrates scope, time and data cost to measure project 
performance and predict its cost and deadline. It is based on the current performance 
of the team. However, it does not integrate data quality project in order to predict the 
cost and time. 

The technique earned great importance in 1967, when the United States Depart-
ment of Defense (DoD) starts requiring its use as tactics to control the costs of con-
tracted projects [14].  

Particularly in Software Engineering, some models reference like CMMI-Dev [10] 
and ISO/IEC 12207 [5] require to gather measures and develop indicators of the most 
important processes responsible for achieving the business goals of the organization. 
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This paper proposes an improvement in the EVM, integrating quantitative informa-
tion of the processes related with quality, which are more relevant for business goals, 
related to cost. The main objective is to use the proposed technique like a perfor-
mance model to predict the final cost of software projects.  

2 Earned Value Management 

The EVM is based on three basic measures, which are derived to generate other 
measures and performance indexes. These basic measures are: i) Planned Value  
(PVAcum) that represents the Planned Costs accumulated up to a certain date, ii) 
Earned Value (EVAcum) that represents the Budgeted Cost of Work Performed in cer-
tain date, and iii) Actual Cost (ACAcum) representing the Actual Cost of the Work 
Performed in certain date [1], [7]. 

The CPI is a measure of work performed comparing to the actual cost or progress 
achieved in the project. [8]. It shows how efficiently the project team is using their 
resources [7], and it can be calculated by the equation bellow: 

 CPIAcum = 
ா௏஺௖௨௠஺஼஺௖௨௠ (1) 

The CPIAcum is considered the most critical EVM index because it measures the 
cost efficiency of the work performed, and it can be used to provide a cost projection. 

As the project progresses, the project team can forecast the Estimate At Comple-
tion (EAC), which may be different from the Budget At Completion (BAC), based on 
project performance [8]. EAC provides the final cost estimation and it is given by the 
following equation (if the cost performance remains the same): 

 EAC =  
BACCPIAୡ୳୫  (2) 

 

Fig. 1. EVM Performance Measures and Indicators 

The fig. 1 illustrates the measures and indicators discussed, and it illustrates as well 
the projections that can be made from the indicators presented. 
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3 Problem Description 

The major focus of the discussion about EVM is the CPIAcum stability. According to 
[3], stability can be defined as a state of statistical control that provides, in a high 
degree of confidence, the performance prediction of some variable in an immediate 
future. 

A study reported by [2] evaluated the CPIAcum stability of several Department of 
Defense (DoD) projects. As result, the index was stable after 20% of project execu-
tion. This study generalized the result, concluding that any project could use the tech-
nique reliably after 20% of project execution. This information was used as a criterion 
in the U.S. government project. Every project with CPIAcum below 0.9 after 20% of 
project execution was retained or cancelled, because according to the study, the index 
stability evidenced that a project with poor CPI was unrecoverable. 

However, several other studies have questioned the generalization of these results 
in different contexts (projects developed outside the scope of DoD), and showed dif-
ferent results, i.e., they showed instability in cost performance indexes for most of the 
projects [4], [6] and [14]. 

Claiming that the CPIAcum is unstable and varies widely during the execution of a 
project avoids making accurate projections of cost estimate at the end of the project 
(EAC), unless one knows or has any expectation that this variation is due to factors 
already known. 

The proposed evolution of the earned value management technique that will be 
presented in the next section, suggests that the lack of quality data in the traditional 
earned value management technique may be one of the causes for the wide variation 
in the CPI and the significant drop in performance near the end of the project execu-
tion observed by [2], [4], [6]. 

Therefore, one of the justifications for the CPIAcum instability is the occurrence of 
defects that have not been fixed and consequently were not considered in the calcula-
tion of performance indicators. Thus, considering the CPIAcum for a given project, its 
deviation from the baseline should not be evaluated in isolation. This indicator should 
be evaluated together with another quality indicator that shows the impact of identi-
fied and expected defects in relation to project cost measures, reflecting the quality 
cost in the cost indicator. 

The basic measurements and indicators proposed for the integration of data quality 
to the traditional EVM are described in section 4. The empirical-study results are 
shown in section 5. 

4 Proposal of Quality EVM 

Quality data of process are information that may impact future performance of cost 
performance index and are not used to make projections in the EVM. The necessary 
information to estimate the effort and the cost of rework to correct the defects are: (i) 
Estimated size of the final product, (ii) The amount of defects identified and (iii) the 
rework effort to correct/fix defects in some specific process. 
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The measure size of the estimated final product will be utilized to calculate the 
measure average effort to correct /fix defects in another organizational activity. 

In this way, it is necessary that the company count the real size of each finalized 
project in a range of time that will be considered to calculate the organizational meas-
ures: defects density and the average effort to correct/fix defects. 

The projects used in this activity have to use just one estimated size technique, and 
should have data in the same context (for example the same process version). 

After identifying which process techniques will be used, it is necessary to collect 
the Number of Accumulate Defects Identified (DIAcum) and their effort to correct the 
defects. Once collected this information the defects density can be calculated. 

Putman [9] claim that it is possible to calculate the defect density by the unity of 
reviewed artifact software, collecting its encountered defects in many reviews rea-
lized, of many projects. Thereby it can use its average values to estimate the defect 
number that will be found in a new review of the same artifact. Thus, it measure 
should be generated for each process that will be used in the project, and it will be an 
organizational measure, generated based in historical data of several projects. It can 
be calculated by the following equation: 

 Defects Density of PN =  
ு௜௦௧௢௥௜௖௔௟ ஽௘௙௘௖௧௦ ௢௙ ௉௥௢௖௘௦௦ ேு௜௦௧௢௥௜௖௔௟ ௌ௜௭௘ ௢௙ ௉௥௢௝௘௖௧௦  (3) 

• Both the Historical Defects of Process N measure and the Historical Size of the 
Projects measure, should be calculated through the past collected activities. 

After calculating the defects density of a process, the Average Effort to Fix Defects of 
a process can be calculated (AEFD). 

The proposal is that this measure gets available for each process context, for exam-
ple projects that use the same technology and the same version of process, in other 
words, each process will have a specific AEFD, which can be calculated by: 

 AEFD PN = 
H୧ୱ୲୭୰୧ୡୟ୪ E୤୤୭୰୲ ୲୭ C୭୰୰ୣୡ୲/F୧୶ Dୣ୤ୣୡ୲ୱ ୧୬ ୲୦ୣ N P୰୭ୡୣୱୱH୧ୱ୲୭୰୧ୡୟ୪ N୳୫ୠୣ୰ ୭୤ Dୣ୤ୣୡ୲ୱ ୧୬ ୲୦ୣ P୰୭ୡୣୱୱ N  (4) 

• Historical Effort to Correct/Fix Defects in the Process N: represents the total 
effort to correct the defects related with a process. It has to consider all the projects 
that utilized this process; 

• Historical Number of Defects in the Process N: represents the sum of all identi-
fied defects (it will be explained in the next session) of a given process. It has to 
consider all the projects that utilized this process. 

This is a measure that states the average effort to correct a single defect of a given 
process. Thus, to get the effort to correct the identified or expected defects, just mul-
tiply them by the estimated average effort to correct the defects of this project. 

Having the measures of defects density (3), it can calculate the amount of Total of 
Expected Defects (TED). The TED represents the expected defects for a given 
process used in the project. This measure will be generated considering the defects 
density of the software unity that will be reviewed in a given process. 
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According to [9] a calculation is proposed for the density average of defects in re-
lation to the size of the software product, dividing the quantity of function points, for 
example. Therefore, it can be expected that the Total of Expected Defects (TED) vary 
in function to the size of the project implemented. 

So, it can estimate the TED using the following equation: 

 TED = Project Size * Defects Density of the Project (5) 

• Project Size: is the estimated size in the beginning of the project. It can be esti-
mated using the function points technique, use case points or any other measure of 
software size, since this enterprise ALWAYS utilize historical data that utilized the 
same technique of the project to be estimated.  

The TED represents a proposal for a baseline planning rework caused by defects.  
According to [11] the failure to establish a baseline planning to the rework or the 

failure in accurate measurement needs the rework progress and cause loss of control 
in many projects.   

In some moment of the project execution, the project manager can collect the Ac-
cumulated Defects Identified (IDAcum) and the Accumulated Defects Expected (DEA-

cum) to analyze the current quality performance of the process; however, it is not poss-
ible to make future projections of their behavior using these measures in an isolated 
way. Quality forecast could be obtained by calculating performance indicators using 
the measures presented. 

The Quality Performance Index (QPI) is an indicator that shows how efficient the 
quality of a particular process is. Given a certain date, the indicator show if the num-
ber of defects is higher or lower than expected, allowing to make  projections about 
the future quality performance through Defects Estimate to Complete (DEC), as 
shown in Fig. 2 – DEC projections using QPI. This index is given by the following 
equation: 

 QPI = 
ா஽ሺௗሻூ஽ሺௗሻ  (6) 

• ED (d): represents the total defects expected for a given date. 
• ID (d) represents the total defects identified for a given date. 

Values below 1 for the indicator mean that a higher number of defects than ex-
pected are being found. Values above 1 indicate that a lower number of defects than 
expected are being found. The purpose of the quality performance indicator is to pre-
dict the amount of future defects, given the current performance, and assess the im-
pact of quality performance for project costs. 

As the project progresses, the project team can develop a New forecast for the  
Defects Estimate to Complete (DEC), which may be different from Total Expected 
Defects (TED) based on quality performance. This new estimate should only be cal-
culated if the trend is that the QPI remains the same, i.e., in case the TED is no longer 
feasible. To evaluate the TED feasibility, project progress and extent of changes that 
have occurred in relation to quality in a given time interval, it will be used in the  
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quality baseline, or the TED measure and its projection called Defects Estimate to 
Complete (DEC), as illustrated in fig. 2, which can be calculated by the equation  
below: 

 DEC = 
TED QPI  (7) 

The positive or negative variations in the number of defects can bring impacts on 
project costs. The effort and cost related to prevent, detect and fix the defects typical-
ly belong to their respective baselines, in any project. However, companies rarely 
consider quality information during the monitoring and controlling of cost and sche-
dule. Thus, when quality produces different results from that expected, traditional cost 
performance indicator (CPI) may present wrong information. An example of this 
statement occurs when CPI indicates that the project is within expected budget; how-
ever, there are more identified defects than expected for the project. 

Therefore, the proposed technique suggests that the DEC should be used to obtain 
the Defects Variations (DV) on the TED. This measure informs how different the 
quality is from the expected, as shown in the following equation: 

 DV = TED – DEC (8) 

Based on DV, the cost variation should be calculated and incorporated into project 
Estimated At Completion (EAC). It is done through the addition of the defects cost 
variation to the traditional EAC. The equation is as follows: 

 EACQual = 
EAC CPIAୡ୳୫ + ECX ($) (9) 

• ECX ($): Extra Cost Estimate to Complete, corresponds to the cost (positive or 
negative) of defects variation, and can be calculated by the equation as follows: 

 ECX ($) = TED ($) – DEC ($) (10) 

 

Fig. 2. Measures of Quality EVM 
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This study is part of a larger study using historical data to improve the predictability 
of project cost. Similar studies using cost historical data were conducted by the au-
thors of this work and published in [11], [12] and [13]. 

This technique represents an evolution in relation to a previous technique presented 
in [13] and validated using simulated data of projects. Now the new version of the 
technique was evaluated using real data in an empirical study that will be detailed 
bellow in the next section. 

5 Preparation 

Measures from 20 software development projects were collected between March of 
2009 and January of 2010.  

As result, projects that were part of this study had the following characteristics: 

• They had times of execution ranging from 15 days to 1 month; 
• They used a single version of the above processes with 4 processes, namely: i) the 

Elaboration of Use Case Tests (UCT), ii) the implementation of functional re-
quirements (IMP), iii) testing of these functional requirements (TES), using test 
cases produced and iv) correction of reported errors (CO); 

• They were developed using the same technology (MS Visual Basic and ASP) and 

The data of executed activities were collected daily in all projects considerate in 
this work. The main data of activities collected were: i) professional responsible to 
execute it, ii) estimated effort to execute it, iii) estimated cost, iv) real effort to ex-
ecute it, v) real cost. 

The quality-related data were always registered when defects appeared. The regis-
tered data were composed by: i) defect name, ii) defect description, iii) employee 
responsible to fix the defect and iv) requirement generating the defect, (v) total effort 
to fix the defect. 

As the largest cost component in a software project is the hours required for the 
development of the product, all the basic measures and traditional EVM indexes were 
calculated based on estimated hours and actual hours, measured after the execution of 
activities (including activities to fix the defects). 

For each activity planned in the projects, planned costs (PV) (through the estimated 
effort for the activity execution) and actual costs (through real effort calculated after 
performing the activity) were calculated. 

They choose the Test process that would be used by the proposed technique.  
To calculate the indicator and make EACQual projections presented in the section 4, 

a database was developed, with the measures shown in Table 1. 
Projects included in this study were executed on different dates. Therefore different 

periods were considered to perform statistical analyses using the proposed technique. 
During the study, in each specific period it was used the average data of the previ-
ously executed projects. 
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Table 1. Project Information 

Projects 
Reported
Defects 

Estimated 
Effort to fix 

Real Effort to 
Fix 

Project Total
Effort 

Periods  

P1 11 6.0 17.7 127.3 03/11/09 a 04/01/09 

P1 

P2 6 5.1 15.2 182.5 03/16/09 a 06/04/09 
P3 8 8.5 13.0 157.03 03/23/09 a 04/16/09 
P4 1 1.0 7.05 84.45 03/26/09 a 04/17/09 
P5 1 0.4 13.7 174.2 04/20/09 a 05/19/09 
P6 8 12.4 22.9 83.7 04/20/09 a 05/19/09 
P7 2 4.4 7.1 98.0 04/20/09 a 06/13/09 
P8 5 5.4 11.7 135.4 04/29/09 a 05/15/09 
P9 2 0.2 9.5 107.4 04/29/09 a 05/20/09 

P10 3 5.0 10.7 121.9 05/21/09 a 06/09/09 P2 
P11 2 0.8 8.0 127.2 06/15/09 a 06/30/09 

P3 
P12 3 2.2 5.5 77.5 06/29/09 a 07/10/09 
P13 0 0.0 4.3 55.3 07/29/09 a 08/10/09 

P4 
P14 5 2.7 5.0 62.1 08/11/09 a 08/20/09 
P15 2 1.8 6.2 54.1 08/21/09 a 09/04/09 

P5 
P16 1 3.0 7.7 87.7 09/01/09 a 09/18/09 
P17 0 0.0 6.3 75.7 09/01/09 a 09/18/09 P6 
P18 6 8.6 30.7 289.5 01/04/10 a 01/20/10  

P7 P19 0 0.0 1.9 31.2 01/19/10 a 02/03/10 
P20 2 1.8 16.1 208.7 01/22/10 a 02/22/10 

6 Technique Validation 

The study's objective was to answer the following question: "Is the EVM traditional 
technique more accurate than the EVM technique with quality?". Answering that, the 
following hypotheses were set up to evaluate the technique accuracy: 

• H0Accuracy: the traditional EVM technique is as accurate as the EVM technique with 
quality.  
─ EACEVM Error –EACQuality Error = 0 

• H1Accuracy: the traditional EVM technique is less accurate than the EVM technique 
with quality.  
─ EACEVM Error –EACQuality Error  > 0 

Three more questions and secondary hypothesis, similar to the first one, were de-
fined. But they were intended to answer if the proposed technique is more accurate 
than the traditional technique before the Test Process (capacity to estimate the cost 
before the Test Process). The technique was also evaluated during and after the Test 
Process, (capacity to projection the final cost of the project using the proposed tech-
nique indicator, integrated with EVM traditional). Then the third validation consi-
dered all project activities (in general). 

The techniques presented in section 4 were evaluated through an empirical study, in 
which the objective was to measure accuracy of both techniques and compare them. In 
order to measure the technique accuracy, each CPI activity of each technique was com-
pared with the real ACAcum, which was calculated at the end of the “Correction” Process. 
The accuracy of the proposed technique was calculated by the equation below: 
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 EACQualityAccuracy = |1- 
AC C୭୰୰ୣୡ୲୧୭୬ P୰୭ୡୣୱୱEAC Q୳ୟ୪୧୲୷ | (11) 

The accuracy of the traditional technique was calculated by the equation below: 

 EACTradicionalAccuracy = |1-
AC C୭୰୰ୣୡ୲୧୭୬ P୰୭ୡୣୱୱEAC T୰ୟୢ୧ୡ୧୭୬ୟ୪ | (12) 

The results of the Eq. 11 and Eq. 12 may be a positive or negative value. When the 
average is calculated, a positive value may compensate a negative value, and the av-
erage accuracy may be masked (i.e. the average of two errors of -20% and +20% is 
0%). In this study it is a problem because it does not reflect the real error.  

To avoid this problem the EAC Accuracy of the techniques was calculated using 
the absolute value in both equations (Eq 11 and Eq 12).  

Both average of EAC Accuracy was calculated by the equation below: 

 Average EAC Accuracy = 
∑ EAC Aୡୡ୳୰ୟୡ୷Nభ N  (13) 

The project data presented in Table 1 were used to calculate the CPIQuality and con-
sequently the EACQuality, using the equations 3 until 13. The error or accuracy of both 
techniques is shown in Table 2. 

Table 2. Accuracy (Estimate Errors) of EACQual and EACTrad to Correction of Process 

Time Before Test Process During Test Process In General 
Periods 

Projects EACQual EACTrad EACQual EACTrad EACQual EACTrad 

P. 10 10.19 25.40 18.99 10.95 14.41 18.46 P2 

P. 11 81.81 76.45 76.69 81.90 80.63 77.59 
P3 

P. 12 27.56 48.53 45.83 43.02 36.26 45.91 

P. 13 190.00 165.75 95.00 155.3 144.14 160.7 
P4 

P. 14 26.36 65.20 31.92 149.1 29.14 107.6 

P. 15 5.90 59.60 17.17 27.72 13.41 38.35 
P5 

P. 16 8.88 79.45 62.01 36.3 34.38 58.74 

P. 17 250.00 470.88 125.0 296.54 189.19 386.07 P6 

P. 18 4.79 29.72 41.49 50.53 23.14 40.13 

P7 P. 19 97.34 140.55 51.0 114.83 75.53 128.45 

P. 20 72.36 68.58 2.95 3.33 37.65 35.96 

 
The fig. 3 shows on X axis the 11 evaluated projects, and on Y axis the EAC aver-

age errors of both techniques in the “Correction Process”, for each project, before the 
Test Process. In this moment Total Expected Defects (TED ($)) were used as EACQual-

ity of the proposed technique. 
The gain of accuracy using the proposed technique was 220.88% compared to the 

traditional technique in project 17, and 24.25% lower than the traditional technique in 
project 13, both shown in fig. 3 and Table 2. 
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Fig. 3. Accuracy of Techniques before Test Process to Correction of Process 

The fig. 4 shows the same information of the fig. 2, however, during the Test proc-
ess. Now the Quality Performance Index (QPI) was used to make a projection of the 
Total Expected Defects (TED). The TED was integrated to the traditional EAC using 
the equations (3 until 13), generating the EACQuality. 

The gain of accuracy using the proposed technique was 171.54% compared to the 
traditional technique in project 19 and 25.71% lower than the traditional technique in 
project 15 both shown in fig. 4. 
 

 

Fig. 4. Accuracy of Techniques during the Test Process 

Finally the fig. 5 shows the average error between the techniques considering all 
project activities. Again the gain of accuracy using the proposed technique was 
196.88% compared to the traditional technique in project 19 and 3.04% lower than the 
traditional technique in project 11 both in the fig. 5. 

No errors from the 9 first projects were collected. Whereas they formed the histori-
cal data basis to carry out the projections of indexes in the second period projects, by 
the proposed technique. 
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Fig. 5. Accuracy of Techniques General to Correction of Process 

The “Correction” process not being executed caused the high accuracy presented in 
the projects 13, 17 and 19, shown in fig. 5, respectively. The correction process did 
not have any defects in these projects (see Table 2). Since the processes were not 
executed, the ACFinal of the projects were lower than expected, and consequently the 
accuracy of both techniques was poor. 

The reason for better results using the traditional technique in project 13 was the 
CPIAcum being very high in all project activities. A high CPIAcum causes a lower EAC, 
which favors the traditional technique, in the context of this study.  

In other hand, better results using the proposed technique in project 17 in the fig. 5, 
were caused by the TED ($) providing the cost estimate smaller than EAC. 

To evaluate the hypotheses previously shown, statistical tests based in the table III 
(EACTrad and EACQual) were performed to confirm that applying the proposed tech-
niques, the difference in accuracy found, were significant. The Action tool was used 
to perform the hypotheses tests of T paired samples, with significance level of 90%. 

Table 3. Accuracy Hypothesis Test 

Hypothesis Tests T P Conclusion 

H0Accuracy Before Test Process ErrorEAC.Trad. – ErrorEAC.Hist. = 0 2,08 0,032 Refute H0 
H0Accuracy During Test Process ErrorEAC.Trad. – ErrorEAC.Hist. = 0 1,98 0,037 Refute H0 
H0Accuracy General ErrorEAC.Trad. – ErrorEAC.Hist. = 0 2,184 0,026 Refute H0 
 
The analysis of data in Table 3 allows inferring that the proposed technique pro-

vides greater accuracy in cost estimations, considering the average error of EAC. 

7 Conclusion 

This study described the proposal of a technique of Earned Value Management, which 
integrates quality data as a way to improve the predictability of project costs. The 
study consisted of an empirical study based on real projects with the purpose of  
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determining whether the technique was more accurate compared to the traditional 
technique. The technique was also evaluated during and after the Test Process,  
(capacity to projection the final cost of the project using the proposed technique  
indicator, integrated with EVM traditional). Then the third validation considered all 
project activities (in general). In order to evaluate the feasibility of the proposed tech-
niques, several hypothesis tests were performed on different research questions posed 
during the validation of the technique. All the tests of hypotheses showed that the 
results were significant at the 90% significance level. 
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Abstract. This paper describes the methodology and results from a Systematic 
Literature Review (SLR) of the software processes used in game development. 
A total of 404 papers were analyzed as part of the review and the various 
process models that are used in industry and academia/research are presented. 
Software Process Improvement (SPI) initiatives for game development are dis-
cussed. The factors that promote or deter the adoption of process models, and 
implementing SPI in practice are highlighted. Our findings indicate that there is 
no single model that serves as a best practice process model for game develop-
ment and it is a matter of deciding which model is best suited for a particular 
game. Agile models such as Scrum and XP are suited to the knowledge inten-
sive domain of game development where innovation and speed to market are vi-
tal. Hybrid approaches such as reuse can also be suitable for game development 
where the risk of the upfront investment in terms of time and cost is mitigated 
with a game that has stable requirements and a longer lifespan.  

Keywords: Game Development, Software Process, Software Process Im-
provement (SPI), Software Engineering, Systematic Literature Review (SLR). 

1 Introduction 

Creating computer games is a complicated task that involves the expertise of many 
skilled professionals from various disciplines including computer science, art and 
media design and business. The pressure on game development to get to market as 
quickly as possible means that there are often schedule over runs with corresponding-
ly poor time estimation. Classic software engineering issues associated with game 
development can include requirements management, configuration management, and 
verification and validation; these problems can be magnified by geographically distri-
buted teams [1]. Typically the 5 phases involved in the process of creating a game 
are: concept; plan; design; develop and test [2]. Although best practices from tradi-
tional software development are adopted by game development [3], a fundamental 
difference is that game software aims to provide an experience rather than say produc-
tivity. This can cause a divergence in practices, usability testing is not always suitable 
for games, as game software often has the objective of providing increasingly difficult 
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tasks that the user has to accomplish so that they feel appropriately challenged and 
eventually satisfied when they complete the challenge. In game development the em-
phasis is more on evaluating user experiences and using the feedback to drive design 
iterations. Callele et al.[4] identify clearly that it is necessary to extend the traditional 
techniques of requirement engineering to support the creative process of the electronic 
game development. 

Developing software for the games industry is evolving rapidly and becoming ever 
more complex. A Systematic Literature Review (SLR) by Ampatzoglou and Stamelos 
[5] to assess the current state of the art on research in games development showed that 
research activity in game engineering is growing at a higher rate than software engi-
neering. The aim of the present study is to assess and document the state of the art of 
the software processes used in game development. This could provide a foundation 
and direction for further research in game development processes. Section 2 outlines 
the research methodology used in this review. Section 3 provides an analysis of the 
results. Section 4 presents a conclusion of the review.  

2 Research Methodology 

The research process used has been taken from the guidelines set out by Kitchenham 
and Charters [6] for performing SLRs in software engineering, and the researcher (as 
a single researcher) has undertaken the ‘light’ version of the review guidelines. The 3 
phases of the review and the steps associated with each phase are shown in figure 1. 

 

Fig. 1. Phases and Steps of SLR 

Phase 1: Plan of the Review.  The researcher demonstrated the need for the review 
(step 1) by searching the Google Scholar digital library and the Evidence Based Soft-
ware Engineering (EBSE) website [7]. No such research was found by the researcher.  

The PICOC (Population, Intervention, Comparison, Outcome and Context) criteria 
were used to help frame the research questions. Three primary research questions 
(RQ) were addressed by the review (step 2):  

• RQ1: What Software Process Models are used in Game Development?  
• RQ2: What Software Process Improvement (SPI) initiatives are in use in Game 

Development and to what extent is SPI used in practice? 
• RQ3: What factors influence the adoption of Software Process Models and SPI in 

Game Development in practice?  

A review protocol (step 3) was developed to reduce researcher bias and to ensure 
that the review could be replicated. The evaluation of the protocol (step 4) and the 

Phase 1 
Plan the Review 

 (Step 1-4) 

Phase 3 
Report Review  

(Step 10) 

Phase 2 
Conduct the Review 

(Step 5-9)  
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subsequent process of implementing the review iteratively improved the design of the 
review. The final review protocol is described in sections 2.1 to 2.5 (Steps 5-9 incl.). 

2.1 Phase 2: Conduct the Review, Search Strategy (Step 5) 

Creation of the search protocol consisted of a trial search similar to that performed by 
Unterkalmsteiner et al. [8]. A search was conducted with the keywords identified in 
the research questions and was compared against a known primary set of 25 papers 
requested from an expert in the field of process and process improvement. The key-
words were iteratively improved until there was a >= 90% match rate. The terms 
computer, pc, mobile, software, video, online, console, serious, learning, educational, 
simulation, entertainment, role-playing, case study, engine, framework and interface 
were added to the intervention to ensure that the quota of papers were captured. The 
final search string captured all 25 reference papers.  

A search of digital libraries was used to locate peer reviewed journal papers, confe-
rence proceedings and published books. The time period covered by the review was 
2002 to 2013 (inclusive). The reference lists of primary studies were checked to find 
other primary studies. The search strategy showing population (P) and intervention (I) 
for each RQ is outlined in Table 1. 

Table 1. Search Strategy 

RQ1, RQ2, RQ3 (P) RQ1 (I) RQ2 (I) RQ3 (I) 

(game AND (develop-
ment OR computer OR 
pc OR mobile OR soft-
ware OR video* 1  OR 
online OR console OR 
serious OR learning OR 
educational OR simula-
tion OR entertainment 
OR "role-playing" OR 
"case study" OR engine 
OR framework OR inter-
face)) 

(process OR 
life-cycle or 
model OR 
method* OR 
requirement 
OR design 
OR manage-
ment OR 
agile OR 
Scrum OR 
test*) 

(innovation 
OR improve* 
OR SPI OR 
quality OR 
initiative OR 
strategy OR 
practice OR 
technique OR 
tool OR "les-
sons learned") 
 

(motivation OR 
benefit OR advan-
tage OR enable OR 
promote OR success 
OR barrier OR dif-
ficulty OR issue OR 
problem OR chal-
lenge OR disadvan-
tage OR deter OR 
inhibit OR failure) 

The searches revealed more than seven thousand publications and a procedure was 
put in place to help store, track and reference the studies in an organized and repro-
ducible fashion. The following tools were used by the researcher: Microsoft excel was 
used to store search results; End note was used as a reference manager; and Atlas TI 
was used to store full text studies and to help with data extraction and categorization. 

                                                           
1 * denotes a wildcard. 
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2.2 Primary Study Selection Criteria (Step 6) 

A sample of the inclusion and exclusion criteria included peer reviewed journals, 
conference papers and published books showing qualitative and quantitative research 
relating to the development process in game development are included. The following 
studies were excluded: Non English texts; studies relating to Game Based Learning; 
Artificial Intelligence; networking; graphics algorithms; game theory; affective gam-
ing; computational intelligence; human centered computing (HCI); user interaction; 
gamification; game based tools, and game based development approaches. 

Study Selection Procedure. The researcher conducted a study selection pilot and a 
data extraction pilot to help with the problem of a single researcher applying inclu-
sion/exclusion criteria and undertaking all the data extraction. This pilot helped  
ensure that the study selection criteria and the study classification were consistent 
between the researcher and the supervisor. There was satisfactory agreement, as illu-
strated by a Cohen Kappa [9] value of 0.63. Cohen's kappa coefficient is a statistical 
measure of inter-rater agreement for qualitative (categorical) items, and is thought to 
be more robust than percentage agreement as it takes agreement by chance into ac-
count. The equation for the coefficient is:  ݇ ൌ P୰ሺ௔ሻି௉௥ሺ௘ሻଵିP୰ሺ௘ሻ                                                        (1) 

The hypothetical probability of chance agreement was ܲݎሺ݁ሻ = 0.62 and the relative 
observed agreement among the raters was Prሺܽሻ = 0.86. Conflicts in the results were 
resolved with a post mortem and this helped fine-tune the inclusion and exclusion 
criteria. The selection procedure started at this point. Searching the digital libraries 
was unlikely to find all relevant papers (see Section 2.5) and more papers were found 
by following up references in included papers [7], this is referred to as snowballing. A 
total of 7506 papers were retrieved from the searches. Duplicates and unavailable 
studies were excluded and each set was reduced to the full text studies of 404 papers, 
as illustrated in Table 2.   

Table 2. Primary study selection  

Digital Library Initial 
number  

Round 1 (Title, 
Keyword and ab-
stract) 

Round 2 (Full text) 
Duplicate2 and unavaila-
ble removed 

Final 
count 

ACM  751 115 72 43 
IEEE  2408 419 249 170 
Science Direct 2204 111 42 69 
Springer Link 1290 192 98 94 
Wiley 232 37 17 20 
IGI Global 583 30 28 2 
Inderscience  38 7 1 6 

Total 7506 911 507 404 
                                                           
2 Studies that were listed in more than one digital library (duplicate) were resolved by 

keeping the copy that was most easily accessible to the researcher. 
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2.3 Study Quality Assessment (Step 7) 

Study quality assessment can be used to guide the interpretation of the synthesis find-
ings and determine the strength of the inferences according to [6]. The quality as-
sessment performed in this review reports on reporting rather than study quality, as it 
is not possible to assess the authors’ ability to address threats to validity [8]. Qualita-
tive (Table 3) and quantitative (Table 4) studies had key questions answered during 
the data extraction. 

Table 3. Quality assessment for Qualitative Studies 

ID Qualitative studies (361 Studies) Yes Partially No 
QA1 Clear unambiguous findings 165  196 
QA2 Referenced Well 218 98 43 

Table 4. Quality assessment for Quantitative Studies 

ID Quantitative  studies (43 Studies) Yes Moderately No 
QA1 Aims clearly stated 42 N/A 1 
QA2 Approach clearly explained 39 1 3 
QA3 Context of research setting well described 31 10 2 
QA4 Threats to validity considered 8 N/A 35 

2.4 Data Extraction (Step 8) and Data Synthesis (Step 9) 

The primary studies data were collected by means of a data extraction form initially; 
some of whose properties are shown in Table 5. The properties were extracted and 
tabulated to answer the research questions. The quantitative and qualitative studies 
were synthesized separately. The studies were classified according [8] to: Industry 
that refers to studies in where the research was performed in collaboration with or 
embedded in industry; or Non-industry that refers to studies performed in an academ-
ic setting or where the research environment is not properly described.  

Table 5. Extracted Data 

Property RQ’s 
Identify the Software Process Models used in game development.  RQ1 
Identify what SPI initiatives exist in game development. RQ2 
Identify the extent of SPI initiative being practiced in industry. RQ2 
What factors aid/deter the adoption of process models in practice? RQ3 
What factors aid/deter the adoption of SPI initiatives in practice? RQ3 

2.5 Phase 3: Report the Review, Study Report and Validation (Step 10) 

The researcher identified 2 primary threats to the validity of the review: Firstly,  
telemetry, game metrics and data analytics would traditionally have had nothing to  
do with the game development process but from the research papers identified, the 
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boundary is now shifting and this information is feeding into the development 
process. Secondly, there is no standard abstracting service, all the digital libraries use 
different interfaces, and there is a potential inconsistency in the search strategy.  

3 Analysis of Results 

A total of 404 primary studies were collated and analyzed as part of this review. 
There was an increase in publications from 2004 onwards with a peak in 2012. A total 
of 33 genres were recorded with serious games occurring most followed by gener-
ic/multi genre. Six types of platforms were recorded, ‘mobile’ occurring most often 
followed by the ‘online’ platform. There were many research methods recorded; case 
studies being the most frequently used. The majority (73%) of the primary studies 
were non-industrial (N) the balance (27%) was industrial (I).  

3.1 RQ1: What Software Process Models Are Used in Game Development? 

A total of 356 software processes were identified and grouped into 23 process models. 
The models belonged to either an agile (47%) or hybrid (mixture of traditional and 
agile) (53%) approach to game development. Agile and hybrid approaches differ on 
the expected amount and role of iteration. Development in the hybrid approach aims 
for a minimum number of iterations between phases, whereas development in the 
agile approach expects to return to the design and requirements stage, and there may 
be much iteration of the design and testing phase [10]. The primary studies were cate-
gorized according to quantitative (11%) and qualitative (89%) methods and each were 
analyzed according to development approach and context, examples are presented. 

Analysis of the Quantitative Studies. There were fewer industrial (46.5%) than non-
industrial studies (53.5%). In an Industrial context, agile accounted for 9% of the 
software processes and hybrid for 91%. In a non-industrial context, agile accounted 
for 41% of the software processes and hybrid for 59%. 

Agile development in an Industrial context used Kanban and Scrum methodologies 
[11] and in a non-industrial context Rapid Application Development (RAD) [12] was 
used. Hybrid development in Industry used Component Based Development (CBD) 
[13], Modular Development [14], The Staged Delivery model (incremental) [15], and 
an empirical model of the game software development processes is proposed [16]. In 
a non-Industrial context Novak [17] proposes a generic model of the game develop-
ment process.  

The agile approach of XP [11] methodology and the hybrid approach of Reuse 
were common in both industrial and non-industrial studies. Reuse was the most com-
monly used software process in game development. 

Analysis of Qualitative Studies. There are substantially fewer industrial studies 
(25%) than the non-industrial studies (75%). In an industrial context 64% of the soft-
ware processes were agile and 36% were hybrid. In a non-Industrial context 41% of 
the software processes were agile and 59% were hybrid. 
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Agile development in an Industrial context used Kanban [18], XP [19], and Ad-hoc 
development processes [20]. Hybrid development in Industry used IEEE SS&E [1], 
ETVX model [21],  and SDLC [20]. In a non-Industrial context Model Driven De-
velopment (MDD) [22] and RUP [23]. Agile approaches which are evident in both 
contexts include: Evolutionary [24]; Spiral Process [2]; and Scrum [2]. Hybrid ap-
proaches evident in both industry and non-industry studies include: Modular [25] ; 
Reuse [26]; and Incremental model (Waterfall with iterations) [2].  

3.2 RQ2: What SPI Initiatives Are Used in Game Development? To What 
Extent is SPI Used in Game Development in Practice?   

A total of 148 SPI initiatives across both quantitative (17%) and qualitative (83%) 
studies were recorded in both industrial and non-industrial studies. There were no 
studies reporting the extent of SPI in practice. The SPI initiatives identified were 
grouped into requirement, design, development, evaluation and deployment. The in-
itiatives were analyzed in terms of context; examples of SPI initiatives are presented. 

Analysis of Quantitative Studies. There were fewer Industrial (48%) than  
Non-Industrial (52%) studies. The industrial studies contained design (67%) and  
development (33%) initiatives. The non-industrial studies contained design (77%), 
development (8%) and evaluation (15%) initiatives.  

A development approach (I) concluded that Object Oriented development should 
be used with great care in the development of mobile games, and that structural pro-
gramming can be a very competitive alternative [13]; An evaluation strategy (I) [27], 
used the MIPA (Middleware Infrastructure for Predicate detection in Asynchronous) 
framework to perform efficient evaluations to identify more usability defects. 

Analysis of Qualitative Studies.  The Industrial studies (36%) are substantially 
lower than the Non-Industrial (64%) studies uncovered by the research. The industrial 
studies contained Requirement (4%), Design (33%), Development (56%), Evaluation 
(5%) and Deployment (2%) initiatives. The non-industrial studies contained Design 
(62%), Development (23%), Evaluation (14%) and Deployment (1%) initiatives. The 
following examples of SPI initiatives are all from industrial studies. A requirement 
approach [28], a design technique called a ‘game jam’ [29] and a deployment strategy 
are described [30]. A company transitioned from a “Laissez-faire” waterfall team to a 
simple and well-tuned Lean/Agile team by introducing agile and Kanban in [18]. 
Paring CMMI with IEEE CS SS&E standards in [1] is a development framework used 
by the US Defense Forces known as ‘America’s Army’ gaming. A method for ex-
tracting a product line and evolving it, relying on a strategy that uses refactoring ex-
pressed in terms of simpler programming laws is described [31].   

3.3 RQ3: Adoption Factors of Software Process Models and SPI in Practice 

Adoption Factors of Process Models. The factors that aid or deter the adoption of 
the process models described earlier are taken from the industrial studies and are  
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described according to the approach taken agile or hybrid. The following factors are 
all from qualitative studies with one exception [11]. 

Agile Adoption Factors. Functional prototypes are useful for communicating 
requirements to a development team and the iterative approach is useful where 
organizations lack knowledge of another's area of expertise [32]. Organizations can 
play a role by fostering a collaborative spirit and providing the physical tools needed 
[33]. The XP methodology is by its nature suited to Bottom Up development, where 
requirements are likely to change and the build is incremental. The spiral process 
model [24] is suited to large projects: investment in training; having the right mix of 
people working together such as those with functional and gaming skills; a focus on 
features; a loose—tight discipline throughout the project; and quality and insurance 
against feature creep are all important for adoption.  Scrum [11] is a suitable model: 
when requirements are hard to pre-define and are volatile; where product innovation 
and first-to-market thinking are a priority;  and there is a desire to improve the 
quality and productivity of game development. Scrum in practice can cause problems 
especially the use of the sprint backlog, Lean principles such as Kanban can alleviate 
these issues in the production stage. The Scrum project management process requires 
flexible timetabling between designers and other stakeholders to implement [34]; the 
manager needs to be ready to move at the same or faster speed as the team to be in the 
lead [35]; and lessons learned in GameDevCo [36] report that to support their 
transition efforts to Scrum, the company retained an external consultant to mentor 
their Scrum masters. It was detrimental to the company that the consultant left before 
passing on the knowledge, which led to variations in the development process. Lack 
of training for contract employees and the lack of an effective tool to support the rapid 
development cycle time has also caused adoption issues of Scrum. 

Hybrid Adoption Factors. Reuse processes such as the use of Mobile Games Product 
Lines can be incremental and may offer moderate costs and risks [31]. On the other 
side of this argument is that the proactive approach to product lines may be inade-
quate due to prohibitively high investment and risks. The hierarchical model of 
software product families is argued to be primarily suitable for large organisations 
with long-lived products. A considerable maturity with respect to development 
process and management is required. Systems with relatively stable requirement sets 
and long lifetimes are substantially more suitable than products whose requirements 
change frequently and drastically, such as due to new technological possibilities. 
Fathammer  [37] has succeeded in creating a hierarchical software product family 
model that suits its needs very well. The demand for artistic vision, the need for 
novelty and the demand for creative designs  are some of the unusual features of 
game development that promote the adoption of ISO/IEC 29110 [38]. A deterrent to 
using ISO/IEC 29110 is that it needs more support for iterative development to allow 
easier adaptation to real-life organizations.  

Adoption Factors of SPI. The factors that aid and deter the adoption of SPI in  
game development were analyzed under the following headings: SPI Design; SPI 
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Development; and SPI Evaluation. Some examples are described in this section. A 
Taxonomy and Visual Notation for Modeling Globally Distributed Requirements 
Engineering Projects helped the process [39] as there was a need for this in require-
ments engineering, whereas designing a video game with a proposed Game Design 
Document (GDD) [28] required experience and training. The lack of version control 
on this GDD was a deterrent to adopting this process improvement. SPI development 
approaches and frameworks have been adopted to improve the flexibility of a devel-
opment team and help provide a sustainable iterative pace by integrating Kanban into 
the iterative process [21]. Having a good product owner and scrum master are critical 
for process improvement. Putting the required time and money into establishing these 
conditions is necessary for process improvement according to [40]. A paring of 
CMMI with IEEE CS SS&E standards in [1],  helped to train staff and to improve SE 
practices. 

4 Conclusion 

The software processes identified by RQ1 were almost evenly distributed across agile 
and hybrid approaches, however the qualitative industrial studies reported almost 
double the use of agile processes, whereas the quantitative industrial studies were 
dominated (90%) by the use of hybrid processes.  

Almost a fifth of the SPI initiatives identified by RQ2 emanated from quantitative 
studies, and there were a disproportionate number of industrial papers in the qualita-
tive studies (half that of non-industrial). The qualitative studies contained a much 
broader range of SPI initiatives across all the development phases of the game devel-
opment process such as Requirement, Design, Development, Evaluation and Deploy-
ment, compared to the quantitative studies that only reported SPI initiatives on the 
Design, Development and Evaluation phases. The industry quantitative studies had 
double the SPI Design and half the Development initiatives compared to the industry 
qualitative studies.  

RQ3 highlighted how lightweight agile approaches such as XP, Scrum and Kanban 
are suitable where time to market and innovation are critical, the risk driven Spiral 
model is suitable for larger projects. Hybrid approaches, such as reuse, are needed 
when the investment in terms of time and cost are warranted by more stable require-
ments and products/games have longer lifespans. Good motivation and the provision 
of critical resources such as expert training were described as essential for SPI. 

All the findings in this review are influenced by the predominance of non-
industrial studies in the literature and the motivational differences between industry 
and research for using various process models. In academia, research rigor, rather 
than time-to-market, can be seen as more important, Model Driven Development 
(MDD) was used only in research [22]. The fact is that there are more studies availa-
ble from the academic side. Many of the reports from industry exist in 'grey' literature, 
such as magazines, websites etc. This prompts future research to investigate what is 
actually happening on the ground in game development. Recommendations for future 
research would be the development of a best practice model for game development. A 
closer look at the game testing phase and how it is being conducted is also warranted. 
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Abstract. In this paper we propose a path to guide software development 
organizations, who are seeking continuous improvement, for developing high-
quality software. The process improvement path was established carrying out a 
similarity study among models and standards related to software requirements 
development. This study allows us to establish similarities and to determine the 
most useful aspect of one or more models and standards. The similarities can 
support software development organizations to achieve the implementation of 
efficient requirements development process.  

Keywords: requirements development, standards, models, similarities, software 
development organizations, process improvement path. 

1 Introduction 

Models and standards have been created for standardizing the use of software 
engineering practices in organizations. The standardization of these practices aims to 
perform processes in the same way by everyone within an organization; therefore the 
use of a specific model or standard provides a guide for organizations to achieve 
software quality and productivity [1]. In this context the CMMI model and standards 
such as ISO 12207, ISO 15504, and ISO 9001:2000 are a reference for organizations 
which are trying to achieve quality improvement, then, all of them are widely accepted 
and used in the software industry [2][3][4].   

However, many surveys and studies such as [5-7] have confirmed that those models 
and standards are not easily implemented mainly because they are focused on large 
organizations, without addressing the needs of the small ones. The main reason of this 
is because small and medium enterprises (SMEs) focus on economic aspects as well as 
in the required effort to implement them. Therefore, they perceive the implementation 
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of these models too expensive and too difficult because their Return of Inversion (ROI) 
is produced in a long-term period [8] [9]. 

  The context above mentioned reflects the reality of Latin America because most 
software organizations are SMEs, which need to adapt efficiently software engineering 
practices but do not have the economic conditions to implement quality models and 
standards. Therefore, these organizations need to start adapting software initiatives 
according to their size and type of business in a continuous way of process 
improvement to achieve high maturity levels; those who are required to produce high 
quality software [10] [11]. These needs are the main reason for us to perform this 
research. 

In this work we establish the similarity among the most representative models and 
standards related to the requirements development process, because according to [12] it 
is considered a key process for small organizations and should be improved for 
software development organizations in Latin America. Then, to perform the 
comparison of similarities we selected and used the Models and Standard Similarity 
Study (MSSS) method [10] because it has been proved in many studies 
[10][13][14][15][16] and [17] with relevant results. 

This paper is structured as follows: Section 2 describes briefly the adaptation of the 
MSSS method to the research context; Section 3 shows the similarity study performed 
to the requirements development process; and finally, Section 4 presents the 
conclusions and future work derived from the obtained results. 

2 Tailoring the MSSS Method to the Research Context 

The MSSS method is used to establish the similarity among models and standards of 
software industry. This method consists of a sequence of steps that allows us 
understanding how models and standards can be complemented or reinforced respect 
to others. 

To implement the MSSS method in this research work it must be adapted. As a 
result, the order of the seven steps originally proposed has been modified as follows: 

1) Select the process to be analyzed: define the requirements development process as 
the focused process to perform the comparison. This process is selected because of its 
importance in software projects success.  
2) Select models and standards: identify the models and standards that contain the 
requirements development process. 
3) Choose the base model: identify a model to be taken as a “base or core” to perform 
the comparison analysis. Requirements management experts should select this model 
or the standard. 
4) Identify the similarity among models and standards: the identification of 
similarities should be done performing a comparative analysis among all models and 
standards based on the core model or standard selected in the previous step. As a 
result of performing this step common and complementary information must be 
defined. 
5) Create a correspondence template: this template should facilitate the analysis and 
comparison among the models and standards by storing the analyzed information. The 
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template is generated, first taking the information provided by the base or core model 
or standard. Then, adding the complementary information provided by the rest of 
analyzed models and standards. By doing this, it is obtained both relevant information 
and the identification of those models that have been excluded because they do not 
contain the requirements development process. 
6) Establish the detail level: following the recommendations of MSSS method to 
facilitate the information analysis, in this step a glossary is built, therefore a level to 
perform the analysis can be established. 
7) Show the obtained results: in this step both the obtained results and findings should 
be showed. 

Next section shows the implementation of the MSSS method in the requirements 
development process. 

3 Performing Similarity Study to Requirements Development 
Process 

3.1 Select the Process to be Analyzed 

The Chaos Report [18] from the Standish Group shows statistics as evidence that 
indicates the percentage of projects success and failure as follows: 24% of projects are 
cancelled prior to completion; 44 % of projects are performed late, over budget, and/or 
with less than the required features and functions, and just 32% are delivered on time, 
on budget, and with required features and functions. 

These data highlight that around 68% of projects have any type of problems that 
most of the times are related to an immature requirements development process or the 
lack of it. Therefore, to develop adequately the requirements of a software project 
includes carrying a formal process of gathering and maintaining the requirements. 
Requirements Development is the process of identifying, documenting, 
communicating, tracking, and managing project requirements, as well as changing 
those requirements. It is not a single point in time occurrence, but rather it must be an 
ongoing process that stays in lockstep with the development process. Losing sight of 
requirements is often the first step on the road to failure [19]. This is the reason to 
focus this research study on the requirements development process to provide 
organizations a path of its implementation. 

3.2 Select Models and Standards  

The models and standards included in the analysis were selected taking into account 
the following criteria: 1) those that address the requirement development process, 2) 
those that report a significant percentage of use in Latin America, and 3) those with 
public and updated information. 

The models and standards that covered the criteria were: CMMI-DEV v 1.3 [6], 
PRINCE2 [20], ISO/IEC 15504 [2], IEEE 830 [17], IEEE 1233 [4], PMBOK [21], 
ISO 9001:2000 [22], ISO 12207 [5], and ISO/IEC 25000[23]. 



 Software Requirements Development: A Path for Improving Software Quality 197 

3.3 Choose the Base Model 

After analyzing the features of the selected models and standards, all the researchers 
involved in the project performed an analysis of them. The analysis consisted of 
making a qualitative assessment of all included models and standards taking into 
account a set of features and assessment criteria previously defined. As a result the 
model or standard to be taken as “base” of the study is selected. The set of features and 
assessment criteria defined in the study was: 

• Features: (Feature 1) Model or standard focused on management of software 
requirements development; (Feature 2) Trends in research related to process 
improvement mainly in Brazil, Mexico, Peru, Ecuador, and Colombia; and 
(Feature 3) model or standard with available information, public and updated. 

• Assessment criteria: It is assigned “H” to a model or standard that according to 
the evaluator researcher, has a complete coverage of the feature. It is assigned 
“M” to a model or standard that according to the evaluator researcher, has a 
medium coverage of the feature. And it is assigned “L” to a model or standard 
that according to the evaluator researcher, has a low coverage of the feature. 

Table 1 shows a summary of the features after analyzing the results of all researchers 
involved in the project.  

Table 1. Results of applying the criteria for analyzing models and standards 

Model or Standard Feature 1 Feature 2 Feature 3 

CMMI-DEV v 1.3 H H H 
PRINCE2 M M M 
ISO/IEC 15504 H M M 
IEEE 830 H M M 
IEEE 1233 H M M 
PMBOK M M H 
ISO 9001:2000 L M M 
ISO 12207 M M M 

After analyzing the obtained results, CMMI-DEV v1.3 was selected as the “base 
model” to perform the study because this model has covered more features than 
others, having a process focused on providing best practices on requirements 
development (RD).   

3.4 Identify the Similarity among Models and Standards  

Following the recommendations proposed by the MSSS method, the information of the 
requirements development process of the base model was analyzed, and the 
correspondences and complementary information of the rest of the selected models and 
standards were identified. To identify the correspondences among them, the structure 
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of each model and standard were analyzed including the “base model”, getting a base 
line for making the comparison. 

The base line to determine the similarity should be set in the lowest component found 
in all models and standards, in this research work this level was found at specific 
practices. Making a comparative analysis at specific practices level allows: 1) to cover 
most of the structure of the base model structure and 2) to have a closest comparison 
respect to the base model and the others selected models and standards. 

3.5 Create a Correspondence Template  

A template was designed based on the CMMI-DEV v1.3 structure because it was 
selected as the base model to do the study. This template allows having a knowledge 
asset in a detailed analysis of information such as: inputs, subpractices, tools & 
techniques and work products contained in all models and standards. Besides, it 
facilitates the interpretation of the obtained results. 

3.6 Establish the Detail Level  

To establish a detail level three key questions were designed and applied in the 
analysis of each model and standard. To answer each question, the information 
contained in each model and standard was reviewed in a deep level of detail. The three 
defined questions were: 
• Question 1. Is there any information in model “x1” that identifies the requirement 

development process according to the items defined in the template? (Y/N) 
• Question 2. What is the information? (identify the information of each model & 

standard) 
• Question 3. What is the additional information provided by the “x” model that 

could help to carry out the requirements development process according to the 
items defined in the template? (analyze the identified information and select 
those whose should be included) 

After answering the questions for each model and standard, the next steps were 
performed in order to fill out and refine the correspondence template: 1) reporting the 
information proposed by the base model; 2) reporting the information identified in the 
analyzed models and standards; and 3) analyzing and verifying the information. This 
last step allows us to verify and to refine the information storage in the template in 
order to adjust the possible inconsistences in the knowledge assets. 

3.7 Show the Obtained Results 

According to the recommendations of the MSSS method, we established a glossary 
named “nomenclature” in this research work. This nomenclature has been defined to 
facilitate the understanding of the obtained templates. As Table 2 shows, the defined 
nomenclature is built with the first letters of the models or standards, followed by the 
numbers that codify the model or standard. 

                                                           
1 “x” model refers to the model or standard analyzed.  
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Table 2. Models and standards nomenclature 

Nomenclature Standard or model 

C CMMI-DEV v1.3 

P PRINCE2 

IE1 ISO/IEC 15504 

I8 IEEE 830 

I1 IEEE 1233 

IS1 ISO 12207 

IS9 ISO 9000:2000 

PM PMBOK 

 
It is important to mention that the similarity study performed in this research work 

has allowed us identifying two kinds of relations of any item for each model or 
standard: indirect and direct. 

Next section presents the findings of analyzing the requirements development 
process. 

4 Results  

This section presents the findings established for each specific practice. Table 3 
shows an example of the template used to perform the similarity study for each 
specific practice of the requirements development process. Due to the length of the 
paper, we decided to include in this section a summary of the most representative 
findings after perform the similarity study: 

• The specific practice SP 1.1 Elicit Needs of CMMI-DEV v 1.3 aims to collect 
customer requirements and identify additional requirements not explicitly provided 
by customers. This practice is the only one that presents the coincidence of 100% 
among models and standards. 
This is the reason why this specific practice is the best complemented with respect 
to the rest of the analyzed practices. Regarding to tools and techniques, it is 
observed that CMMI-DEV v 1.3 offers more detail and quantity of items than the 
others models and standards. Besides, the analysis showed that IEEE 1233 standard 
has more similarities with the base model that with the rest of the models and 
standards analyzed. 
The work products of this specific practice are focused on specifying customer 
requirements and the relevant complementary information that allows us having a 
better performance of this specific practice. Finally, the performed analysis shows 
that the output information of all models and standards offer different alternatives 
of work products. 

• The specific practice SP 1.2 Transform Stakeholders Needs of CMMI-DEV v1.3 
aims to develop and prioritize customer requirements and ensure that all input 
information has been obtained and consolidated and all conflicts are resolved. The 
analysis showed that CMMI-DEV v1.3 is the only model that explicitly addresses 
this practice. However, the IEEE 1233 standard establishes a set of general 
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recommendations of requirements specification regarding to formulation of 
requirements terms and organization based on meaningful categories. These 
categories are recommended to clearly show the interpretation between the 
customers’ needs and the technical community.  

Table 3.  Results of the Specific Practice SP 1.1 Elicit Needs 

SG 1 Develop Customer Requirements 
SP 1.1 Elicit Needs  
Inputs Tools and Techniques Work Products 
Customer requirements 
(C, P, IE1, I8, I1) 
Customer needs and 
expectations (C, P, IE1, 
I8, I9, IS1, I1) 

Business policies (C) 
Standards (C) 
Previous architectural 
design, decisions and 
principles (C) 
Business environmental 
requirements (C) 
Technology (C) 
Legacy products or 
product components (C) 
Regulatory statutes (C) 

External products (P) 
Possible product states 
(P) 

Project constitution 
meeting (PM) 

Project Work Statement  
(PM)  

Enterprise 
environmental factors 
(PM, I1) 
Organizational 
processes assets (PM) 

Experience of the 
technical community 
(I1) 

T1.1.1 Technology demonstrations (C) 
T1.1.2 Interface control working groups (C) 

T1.1.3 Technical control working groups (C) 
T1.1.4 Interim project reviews (C) 
T1.1.5 Questionnaires, interviews and scenarios 
obtained from end users (C, IE1, I1) 
T1.1.6 Operational, sustainment and 
development walkthroughs and end-user task 
analysis (C, I1) 
T1.1.7 Quality attribute elicitation workshops 
with stakeholders (C) 
T1.1.8 Prototypes and models (C, IE1, I 8, I1) 
T1.1.9 Brainstorming (C, I1) 

T1.1.10 Quality Function Deployment (C) 
T1.1.11 Market surveys (C, I1) 
T1.1.12 Beta testing (C) 

T1.1.13 Extraction from sources such as 
documents, standards, or specifications (C, IE1, 
IS1, I1) 
T1.1.14 Observation of existing products, 
environments, and workflow patterns (C, IE1) 
T1.1.15 Use cases (C) 
T1.1.16 User stories (C) 

T1.1.17 Delivering small incremental “vertical 
slices” of product functionality (C) 

T1.1.18 Business case analysis (C) 
T1.1.19 Reverse engineering (C, I1) 
T1.1.20 Customer satisfaction surveys (C) 

T1.1.21 Planning based on the products (P) 
T1.1.22 Simulations (IE1, I1) 
T1.1.23 Configuration management to track the 
requirements (IE15) 
T1.1.24 Joint meetings with the customer or 
formal communications to check the status of 
your needs and requests (IE1, IS1) 
T1.1.25 Expert Judgment (PM) 
T1.1.26 Formal or contextual model (IS1) 

T1.1.27 Structured workshops (I1) 
T1.1.28 Assessment competitive system (I1) 
T1.1.29 Processes and systems benchmarking 
(I1) 

Results of requirements 
elicitation activities (C) 
Product planning (P) 
Customer requirements 
(IE1, I8, IS9, IS1, I1) 
Communication 
records (IE1) 
Change control records 
(IE1) 
Analysis report (IE1) 
Stakeholders or 
stakeholders groups 
(I8, IS1, PM) 
Definitions, acronyms 
and abbreviations that 
require properly 
interpret the SRS (I8) 
References to 
documents mentioned 
in the SRS (I8) 
Project Scope (I8, PM) 
Legal and regulatory 
requirements applied to 
the product (IS9) 
Any additional 
requirements that the 
organization considered 
necessary (IS9) 
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• The specific practice SP 2.1 Establish Product and Product Component 
Requirements of CMMI-DEV v1.3 aims to express the functional and quality attribute 
requirements in technical terms so that they can be used for design decisions. 

The analysis showed a total coincidence between the CMMI-DEV v1.3 model 
and the ISO/IEC 15504 standard regarding to inputs, tools & techniques, and work 
products. However, an indirect relationship between the standards IEEE 830 and 
ISO 9000:2000 was identified analyzed in more detail for input elements and work 
products. Moreover, the input elements and work products allow us defining 
requirements expressed in technical terms that can be used for design decisions. 

• The specific practice SP 2.2 Allocate Product Components Requirements of 
CMMI-DEV v 1.3 aims to allocate the product requirements to product 
components including to allocate product performance, design constraints, and fit 
form and function to meet requirements and facilitate production. The analysis 
showed that this practice does not have any explicit o direct coincidences among 
analyzed models and standards. However, there is an indirect relation of the ISO 
12207 standard, which proposed as input the definition of system resolution 
constraints. This input is set-up as proper activity of the requirements 
identification. 

• The specific practice SP 2.3 Identify Interface Requirements of CMMI-DEV v 1.3 
aims to identify and define the interface requirements between products and 
product components identified in the product architecture. The analysis showed 
coincidences between CMMI-DEV v1.3 and ISO/ IEC 15504. Besides, a general 
way of how inputs are complemented with the IEEE 830 standard was identified. 

• The specific practice SP 3.1 Establish Operational Concepts and Scenarios of 
CMMI-DEV v 1.3 aims to ensure that all events, which may occur in the 
development use, or sustainment of the product are taking into account to make 
explicit some of the functional or quality attribute needs of the stakeholders. The 
analysis showed that this practice had a lack of explicit or direct coincidences 
among the analyzed models and standards. 

• The specific practice SP 3.2 Establish a Definition of Requirement Functionality 
and Quality Attributes of CMMI-DEV v 1.3 aims to establish and maintain a 
“functional analysis” to describe what the product is intended to do. It can include 
actions, sequence, inputs, outputs, or other information that communicates the 
manner in which the product will be used, and generate as a result its functional 
architecture. 

The analysis showed a total coincidence between this specific practice of 
CMMI-DEV v1.3 and the PMBOK model regarding to inputs, tools and 
techniques, and work products. However, it is established in an indirect way with 
the PRINCE2 model, which complements inputs information contributing in the 
definition of the quality attributes. Besides, there was found an indirect 
relationship with the standard ISO/IEC 15504, which complements the techniques 
to delimit the quality attributes and the functionality definition. 

• The specific practice SP 3.3 Analyze Requirements of CMMI-DEV v 1.3 aims to 
analyze requirements to determine whether they are necessary and sufficient to 
meet the objectives of higher levels of the product hierarchy. 

The analysis showed coincidence among this specific practice and the standards 
ISO 12207 and ISO 9000:2000 regarding to input and work products, but in tools 
and techniques there were not coincidences found. 
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• The specific practice SP 3.4 Analyze Requirements to Achieve Balance of CMMI-
DEV v 1.3 aims to analyze requirements to balance stakeholders’ needs and 
constraints in aspects such as cost, schedule, product or project performance, 
functionality, priorities, reusable components, maintainability, or risk. 
The analysis showed direct coincidences among this specific practice and the ISO 
12207 and ISO/IEC 15504 standards regarding to inputs and work products, but 
there were not coincidences found in tools and techniques. 

• The specific practice SP 3.5 Validate Requirements of CMMI-DEV v 1.3 aims to 
validate the requirements to ensure that stakeholders’ needs and expectations are 
included since early development stage.  
The analysis showed direct coincidences among this specific practice and the ISO 
12207 and ISO/IEC 15504 standards regarding to inputs and work products, but 
there were not coincidences found in tools and techniques 

4.1 Summary of the Path to Improve Requirement Development Process 

Taking into account the findings obtained performing the similarity study of the 
models and standards analyzed; this section presents a proposal of a path to improve 
requirement development process. This path was established integrating indirect and 
direct relationships of practices for each model and standard analyzed. Figure 1 shows 
the established path. 

The presented path is composed of rectangles and circles; the rectangles represent 
the key path of activities associated according with the recommendations of the models 
and standards analyzed, and the circles indicate the contribution that each model or 
standard can make for the implementation of activities, tools, techniques, inputs or 
work products. 

 

Fig. 1. Path for improve the requirements development process 
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5 Conclusions 

The analysis showed in this research paper among models and standards such as 
CMMI-DEV v 1.3, PRINCE2, ISO/IEC 15504, IEEE 830, IEEE 1233, PMBOK, ISO 
9000:2000 and ISO 12207, focused on software requirements development as part of 
the research works that are being developed and performed in Latin America in 
countries such as Chile, Colombia, and México. 

The obtained results in this research allow us to establish the first results providing 
a guide to SMEs, which are looking for best practices, as a solution to issues related to 
the lack of customer requirements development in software development projects. 
Besides, the similarities and correspondences among models as well as the 
completeness, robustness, and detail of them were established for tailoring and 
implementing models and standards (see Table 4).  

Table 4. Summary of explicitly similarities addressed by the models and standards 
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Specific 

Goal 

Specif

ic 

Practi

ce 

RD SG 1 
SP 1.1  Yes Yes Yes Yes Yes Yes Yes 

SP 1.2  No No No No No No No 

RD SG 2 

SP 2.1  No Yes No No No No No 

SP 2.2  No No No No No No No 

SP 2.3  No Yes No No No No No 

RD  

SG 3 

SP 3.1  No No No No No No No 

SP 3.2  Yes No No No Yes No No 

SP 3.3  No No No No No Yes Yes 

SP 3.4  No Yes No No No No Yes 

SP 3.5  No Yes No No No No Yes 

Moreover, it is considered important to highlight tree points. 

• All models and standards have a complete coincidence with the specific practice 
of CMMI-DEV v1.3 SP1.1 Elicit Needs.  

• The CMMI-DEV v1.3 model and the ISO/IEC 15504 standard are focused on the 
process improvement of IT, so they offer a definition of specific practices that 
should be performed to implement the requirements development. Moreover, 
both of them present a high level of detail referring to inputs, tools, techniques 
and work products contained in them. 

• The PRINCE2 and PMBOK are models for project management; these models 
focus their effort in requirements development in the phases of project scope 
definition and analysis, definition of functionality and quality attributes, and 
manage requirements changes. 
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Finally, the path for improving the requirements development process was defined 
from direct relationships identified in the similarity study of the models and standards 
and reinforced with the indirect relationships (represented in the circles in Figure 1) 
indicating the element provided and which model or standard it belongs to. Moreover, 
the researchers’ team proposes the following recommendations: (a) software 
development organizations which implement best practices for developing software 
focused on specific practices from RD process area of the CMMI-DEV v1.3 should 
take into account complementary elements such as tools and techniques contained in 
others models and standards; (b) specific practices SP1.1 and SP 3.2 from the RD 
process area are considered key practices to perform this process; therefore, they must 
be performed following in detail the recommendations from the CMMI-DEV v1.3 
model. Besides, these practices should be the first practices to be implemented in 
improvement of the software development process. Beginning with some of these 
practices helps to reduce causes of failures associated with issues such as: lack of user 
involvement, incomplete requirements definitions and requirements changes without 
an adequate handle; and (c) the specific practices SP 1.1, SP 2.2, SP 3.1, SP 3.3, SP 
3.4 and SP 3.5 of the RD process area are complementary practices because not all 
models and standards address them in an explicit way. It is important to take into 
account that they are part of the process improvement but they can be implemented 
after the key practices. 
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Abstract. Traceability of requirements through the software development 
lifecycle (including supporting processes such as risk management and change 
management) is a difficult and expensive task. The implementation of effective 
traceability allows organizations to leverage its many advantages, such as 
impact analysis, product verification and validation, and facilitation of code 
maintenance. Traceability is conducive to producing quality software. 

Within the medical device domain, as in other safety critical domains, 
software must provide reliability, safety and security because failure to do so 
can lead to injury or death. However, despite its criticality most software 
systems don’t employ explicit traceability between artefacts. Numerous barriers 
hamper the effective implementation of traceability such as cost, complexity of 
relationship between artefacts, calculating a return on investment, different 
stakeholder viewpoints, lack of awareness of traceability and a lack of guidance 
as to how to implement traceability.  

To assist medical device organisations in addressing the lack of guidance on 
how to implement effective traceability, this paper aims to present the 
development of a traceability process assessment model and how traceability 
process assessment and maintenance could be fully automated using the Open 
Services for Lifecycle Collaboration (OSLC) initiative. The process assessment 
model will allow organisations to identify strengths and weaknesses in their 
existing traceability process and pinpoint areas for improvement. 

Keywords: Requirements traceability, Traceability assessment, Medical device, 
Safety critical, Process assessment, Automation. 

1 Introduction 

Medical device software is considered safety critical, meaning that failure in the 
software can  result in loss of life, significant environmental damage, or major 
financial loss [1], therefore medical device software must provide reliability, safety 
and security. Manufacturers must ensure their software is safe and establish effective 
software development processes that are based on recognized engineering principles 
appropriate for safety critical systems. At the heart of such processes, they must 
incorporate traceability. 
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Traceability is the ability to establish links (or traces) between source artefacts and 
target artefacts [2]. In addition to tracing requirements through each phase of the 
software development lifecycle (SDLC) the medical device standards and guidelines 
also require traceability through the supporting processes of risk management and 
change management. Implementing traceability through risk management helps 
ensure that risk control measures for identified hazards have been implemented and 
tested. Similarly, implementing traceability through the change management process 
helps ensure that changes in the software, agreed as a result of problem reports or user 
requests, have been implemented and tested. 

Traceability is a requirement of many regulatory bodies such as the Federal 
Aviation Administration who specify in their DO-178C standard [3] that “software 
developers must be able to demonstrate traceability of designs against requirements” 
at each stage of the development. The Food and Drug Administration (FDA) state that 
documentation provided in a submission for approval should “provide traceability to 
link together design, implementation, testing, and risk management” [4]. The 
automobile safety standard ISO 26262:2011 [5] states that “safety requirements shall 
be traceable…to: each source of a safety requirement at the upper hierarchical level, 
each derived safety requirement at a lower hierarchical level, or to its realization in 
the design, and the specification of verification”. 

However despite its many benefits and regulatory requirements, most existing 
software systems lack explicit traceability links between artefacts [6]. Numerous 
reasons have been identified for reluctance in implementing traceability including 
cost, complexity, building a requirements trace matrix (RTM) is time consuming, 
arduous and error prone [7], stakeholders having differing perceptions as to the 
benefits of traceability [1], developers may fear that traces could be used to monitor 
their work [8], and difficulties with trace tools [9]. Finally almost no guidance is 
available for practitioners to help them establish effective traceability in their projects 
and as a result, practitioners are ill-informed as to how best to accomplish this task 
[10, 11]. 

To assist medical device organisations in addressing the lack of guidance on how 
to implement effective traceability, this paper presents the development and validation 
of a traceability process assessment model (PAM). To be effective, organisations need 
to know how well their current traceability process helps them achieve their goals. 
Additionally an assessment of a process will lead to an increased understanding of the 
actual performance and management of activities, and the potential for improvement.  

The remainder of this paper is structured as follows: Section 2 outlines current 
assessment models’ relationship to traceability and the need to automate the 
assessment and maintenance of traceability. Section 3 outlines current assessment of 
traceability in medical device standards and guidelines and assessment models such as 
ISO 15504 [12]. Section 4 outlines the methodology used to develop the PAM while 
section 5 details the structure of the developed PAM. Section 6 discusses how 
traceability assessment and maintenance could be automated using the Open Services 
for Lifecycle Collaboration (OSLC) initiative. Finally section 7 concludes the paper. 



208 G. Regan et al. 

 

2 Related Work 

A literature review was conducted to determine what other traceability assessment 
models were available in the general, safety critical or medical device domains. This 
review returned only one model on traceability compliance/ capability assessment 
called Med-Trace [10]. Med-trace is a lightweight traceability assessment method, 
completed in 8 stages, whose goal is to assist medical device organizations to improve 
their software development traceability process. The authors completed assessments 
on two medical device companies and were able to identify areas for improvement in 
each company’s traceability process.  

There are a number of process assessment models which provide common 
frameworks for assessing software process capability. These models include ISO 
15504 SPICE , Automotive SPICE [13], SPICE 4 SPACE [14], and the Capability 
Maturity Model CMMI [15] among others. These frameworks assess processes such 
as software design process, software construction process, software testing process 
etc. However the frameworks do not include a dedicated traceability assessment 
process. The frameworks do include traceability assessment but it is spread out across 
a lot of processes and sometimes difficult to interpret (as detailed in section 3-1) e.g. 
base practice 4 of the software construction process (Eng. 6) in SPICE states; 

“Verify software units. Verify that each software unit satisfies its design 
requirements by executing the specified unit verification procedures and document 
the results”.  

Explicit traceability is not required in the above statement but it may be implied. It 
is open to interpretation. 

It is important to highlight that traceability has been considered as a key issue by 
the agile community as well. Scott Ambler, one of the key personalities of the agile 
movement, states in 1999 that “My experience shows that a mature approach to 
requirements traceability is often a key distinguisher between organizations that are 
successful at developing software and those that aren’t. Choosing to succeed is often 
the most difficult choice you’ll ever make—choosing to trace requirements on your 
next software project is part of choosing to succeed.” [16]  

The same Scott Ambler’s advice in 2013 [17]:  
“Think very carefully before investing in a requirements traceability matrix, or in full 
lifecycle traceability in general, where the traceability information is manually 
maintained. When does maintaining traceability information make sense?  

• Automated tooling support exists 
• Complex domains 
• Large teams or geographically distributed teams 
• Regulatory compliance” 

While the above view reflects the reluctance in implementing traceability as discussed 
in the introduction, it also shows its importance in the case of the medical device 
domain being both complex and subject to regulatory compliance requirements.  
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Considering all of the above discussion, the need for the automation of assessing 
and maintaining traceability is imminent. It is this automation to which the Open 
Services for Lifecycle Collaboration (OSLC) initiative opens the way also as 
discussed in this paper. 

3 Software Process Assessment 

A Software process provides a framework for the key activities of software 
development. Good management of the process should provide for a sustained orderly 
improvement of the process. Software process assessment assist organizations in 
understanding the current state of their software process by identifying strengths and 
weaknesses in their process and thus providing focus on areas for improvement. In 
addition to assessing their own process an organization can use software process 
assessment to determine the state of a supplier’s process. 

3.1 Traceability assessment 

To understand how traceability is currently assessed, four software process 
improvement frameworks, and the medical device standards and guidelines, have 
been analysed for their requirements for traceability through the SDLC. 

The results of this analysis are shown overleaf in Table 1. Figure 1 is a depiction of 
the SDLC, with the numbered double head arrows indicating bi-directional 
traceability between the different phases and between the phases and test. These 
numbers are represented in the first column of Table 1. The assessment models and 
documents analysed were; 

• Capability Maturity Model Integration (CMMI)  

• ISO/IEC 15504-5 Process assessment model  

• Automotive SPICE Process assessment model  

• SPICE 4 SPACE Process assessment model  

• Medical device standards and guidelines documents  
A. IEC 62304 -  Medical device Software-Software lifecycle processes  
B. FDA - General Principles of Software Validation (GPSV)  
C. FDA -  Guidance for Premarket Submissions for  Software in Medical 

Devices  
D. FDA  - Guidance on Off-The-Shelf Software Use in Medical Devices  
E. ISO 13485 -  Medical devices — Quality management systems  
F. ISO 14971 -  Application of risk management to medical devices 

 
 
 



210 G. Regan et al. 

 

 

Fig. 1. SDLC and links between phases @Annex E of the Automotive SPICE® PAM 

Table 1. Traceability links across different assessment models 

Link Medical 
Device 

Standards

15504 
SPICE 

Auto 
SPICE 

SPICE 
4 

SPACE 

CMMI 

1 E - 7.3.2 ENG 2 BP 5 ENG 2  BP 6 ENG2  BP 5 RD – SG2 

2 E - 7.1(d) ENG 3 BP 6 ENG 3  BP 6 ENG3  BP 6 REQM - SP 1.4 

3 A ENG 4  BP 4 ENG 4  BP 6 ENG 4  BP 4 REQM - SP 1.4 
4 E ENG 9  BP 6 ENG 4  BP 7 ENG 9 BP6 REQM - SP 1.4 
5 B ENG 5  BP 5 ENG 5  BP 9 ENG 5 - BP 6 REQM - SP 1.4 

6 A ENG   BP3/5 ENG 5  BP10 ENG 5 - BP 3 REQM - SP 1.4 
7 C ENG 6  BP 3 ENG 6  BP 9 ENG 6 - BP 3 REQM - SP 1.4 

8 B ENG 6 BP  3 ENG 6  BP 8 ENG 6 - BP 3 REQM - SP 1.4 
9 E - 7.3.5 ENG 1  BP 1 ENG 10 BP 5 ENG 10-BP 1 REQM - SP 1.4 
10 E - 7.3.5 ENG 9  BP 2 ENG 9  BP 7 ENG 9 - BP 2 REQM - SP 1.4 
11 A ENG 8 BP 1 ENG 8  BP 5 ENG 8 - BP 1 REQM - SP 1.4 
12 B ENG 7  BP 2 ENG 7  BP 7 ENG 7 - BP 2 REQM - SP 1.4 

13 B ENG 6  BP 4 ENG 6  BP10 ENG 6 - BP 4 REQM - SP 1.4 

Table 1 indicates that each of the traceability links are required through an 
assortment of the medical device standards and guidelines and that each of the 
assessment models requires traceability for each link. However a difficulty arises with 
understanding the clarity of the requirement for traceability, with some models 
somewhat open to interpretation. For example Automotive SPICE is very definite and 
clear about the traceability links required whereas CMMI is more general. This point 
can be illustrated by looking at the requirement for link 4; 
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Base practice 4 of the Software requirements analysis process (ENG 4) in 
Automotive SPICE states ‘Ensure consistency and bilateral traceability of system 
architectural design to software requirements’ whereas CMMI states ‘Maintain 
requirements traceability from a requirement to its derived requirements and 
allocation to functions, interfaces, objects, people, processes, and work products’. 
This CMMI statement takes some interpretation and it is the view of this study that 
this statement covers all links from 2 to 13. 

The difficulty with understanding the requirements for traceability in the 
frameworks is further compounded by the fact that the traceability requirements in 
each of the assessment models are spread out across many processes so extracting the 
requirements is a time consuming task. A point of note from Table 1 is that the 
medical device standards’ requirement for traceability is matched by the traceability 
requirements from the improvement frameworks, therefore it is envisaged that the 
assessment model developed as part of this study, with slight modifications should be 
easily transferable to other domains. 

4 Research Methodology 

The traceability process assessment model is based on the ISO 15504-2 [18]. It was 
decided to base the traceability assessment model on ISO/IEC 15504 as this 
improvement and capability determination model was derived from ISO/IEC 12207 
[19] and since ANSI/AAMI/IEC 62304:2006 (Software lifecycle processes for 
medical device software) is derived from ISO/IEC 12207 it was determined that there 
was good synergy between ANSI/AAMI/IEC 62304:2006 and ISO/IEC 15504. 
Additionally, 15504 is used extensively in other safety critical industries such as the 
automotive industry (Automotive SPICE), space industry (SPICE 4 SPACE) and the 
medical device industry (Medi SPICE).  

The first stage was to develop a traceability PRM. The PRM was developed using 
the requirements from traceability (taken from the medical device standards and 
guidelines), and ISO 15504-2 section 6.2 which sets out the requirements for a 
Process Reference Model. While ISO 15504-2 details the minimum requirements that 
a PRM and a PAM should meet, it provides no guidance on how to develop the 
models i.e. it does not tell you how to transform requirements into a PRM or PAM. 
To address this issue, this study based the development of the PAM on the Tudor IT 
Service Management Process Assessment (TIPA) transformation process. The TIPA 
transformation process complies with the requirements for PRMs and PAMs as 
expressed in ISO/IEC 15504-2.  The transformation process contains the following 
steps [20]; 

1. Identify elementary requirements in a collection of requirements  
2. Organise and structure the requirements  
3. Identify common purposes upon those requirements and organize them towards 

domain goals  
4. Identify and factorize outcomes from the common purposes and attach them to the 

related goals  
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5. Group activities together under a practice and attach it to the related outcomes  
6. Allocate each practice to a specific capability level  
7. Phrase outcomes and process purpose  
8. Phrase the Base Practices attached to Outcomes  
9. Determine Work Products among the inputs and outputs of the practices  

5 Structure of Traceability PAM 

The traceability assessment framework, illustrated in Figure 2, consists of 4 
traceability processes which are Change Management (CM) traceability, Risk 
Management (RM) traceability, Software Development Lifecycle (SDLC) 
traceability, and Best Practice traceability.   

 

Fig. 2. Traceability Process Assessment Framework 

Each of the processes contains: (i) Title; (ii) Purpose, which contains the unique 
functional objectives of the process when performed in a particular environment; (iii) 
Outcomes, which are a list of expected positive results of the process performance;  
(iv) Base practices, whose performance provides an indication of the extent of 
achievement of the process purpose and process outcomes; and (v) Work Products 
(WPs) are either used or produced (or both), when performing the process. 

The CM Traceability Process: The purpose of this process is to ensure that 
traceability is adequately addressed throughout all stages of the Change 
management/Problem resolution process by assessing the following application of bi-
directional traceability: between each Problem Report (PR) and Change Request 
(CR);  between each CR and its analysis and evaluation; between approval of CR and 
identification of software modification; between each denial of CR/PR and reason for 
denial; between each identified software modification and its implementation and 
verification; and between each modification implementation and regression testing. 
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The RM traceability process: The purpose of this process is to ensure that 
traceability is adequately addressed throughout all stages of the risk management 
process by assessing the following application of bi-directional traceability: between 
analysis of risk to the identification of hazards; between hazardous situation and 
software item; between software item and specific software cause; between each 
hazard to estimation of risk of each hazard; between each risk estimation to evaluation 
of acceptability of the risk; between hazards and identification and implementation of 
risk control measures; between implementation and verification of risk control 
measures; and between residual risk to assessment of acceptability of those risks. 

The SDLC traceability process: The purpose of the SDLC Traceability Process is to 
ensure that traceability is adequately addressed throughout all stages of the SDLC 
process by assessing the following application of bi-directional traceability: between 
software requirements and system requirements; between software requirement and 
software architectural and software detailed design; between software detailed design 
and source code; between software requirements and source code; and between each 
phase of the SDLC and test for that phase.  

Traceability best practice process: The purpose of the Traceability Best Practices 
process is to ensure that traceability best practices are established when implementing 
traceability through the SDLC and the supporting processes of risk management and 
change management. This is achieved by assessing if a company policy and a 
standard operating procedure for traceability have been developed, the resources 
required for successful traceability implementation are made available, and the 
appropriate techniques for successful implementation are deployed.   

6 Automation of Traceability Assessment and Maintenance:  
The Future of Traceability Best Practices 

As discussed in section 2, there is imminent need for the automation of traceability 
assessment and maintenance. Considering the clear definition cited in the 
introduction, traceability is the ability to establish links (or traces) between source 
artefacts and target artefacts [2]. According to the state of the art of web technology, 
we have today the means to identify and to establish links between immense numbers 
of artifacts which can even be seamlessly traced on the basis of these links.  

Our vision is that the processes defined in the Traceability Process Assessment 
Model of this paper could be executed using a system accessing all of the necessary 
artifacts which would be accessible on the web (internet or intranet). By consequent, 
this system would ultimately have full traceability assessment and also resulting 
traceability maintenance capability.  

Application Lifecycle Management (ALM) tool vendors are perfectly aware of this 
need, and some of the tools [21] contain features supporting a given level of 
automation. However, current ALM tools have following inherent weaknesses: 
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• Traceability is basically restricted to the closed ALM system. APIs are available 
for providing internal data, however, no standardized open form of exchange was 
made possible before the below discussed OSLC initiative.  

• Useful traceability reports can be generated, but they are static while 
requirements and identified defects are very dynamically changing artefacts, and 
may even originate from outside the ALM system. 

• Assessors and users may be easily confused by the complexity of the set of 
widgets, such as buttons, text fields, tabs, and links which are provided to access 
and edit all properties of resources at any time.  

• Assessors and users need to reach destinations such as web pages and views by 
clicking many links and tabs whose understanding is not essential for the 
assessment. 

Open Services for Lifecycle Collaboration (OSLC) is the recently formed cross-
industry initiative aiming to define standards for compatibility of software lifecycle 
tools. Its aim is to make it easy and practical to integrate software used for 
development, deployment, and monitoring applications. This aim seems to be too 
obvious and overly ambitious at the same time. However, despite its relatively short 
history starting in 2008, OSLC is the only potential approach to achieve these aims at 
a universal level, and is already widely supported by industry. 

The unprecedented potential of the OSLC approach is based on its foundation on 
the architecture of the World Wide Web, which is unquestionably proven to be 
powerful and scalable, and on the generally accepted software engineering principle 
to always focus first on the simplest possible things that will work. 

The elementary concepts and rules are defined in the OSLC Core Specification 
which sets out the common features that every OSLC Service is expected to support 
using the terminology and generally accepted approaches of the World Wide Web 
Consortium (W3C). One of the key approaches is Linked Data being the primary 
technology leading to the Semantic Web which is defined by W3C as providing a 
common framework that allows data to be shared and reused across application, 
enterprise, and community boundaries. 

The OSLC Core Specification is actually the core on which all lifecycle element 
(domain) specifications must be built upon. Examples of already defined OSLC 
Specifications include: 

• Architecture Management 
• Asset Management 
• Automation 
• Change Management 
• Quality Management 
• Requirements Management 

Let us focus for example on the Change Management Specification which is of 
particular interest in the Traceability PAM discussed in this paper. Its version 3.0 is 
under development in 2014, and builds of course on the Core, briefly mentioned 
above, to define the resource types, properties and operations to be supported by any 
OSLC Change Management (OSLC CM) provider. 
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Examples of possible OSLC CM Resources include defect, enhancement, task, 
bug, activity, and any application lifecycle management or product lifecycle 
management artifacts. Resource types are defined by the properties that are allowed 
and required in the resource. 

The properties defined in the OSLC Change Management Specification describe 
these resource types and the relationships between them and all other resources. The 
relationship properties describe in most general terms for example that 

• the change request affects a plan item 
• the change request is affected by a reported defect 
• the change request tracks the associated Requirement  
• the change request implements associated Requirement 

• the change request affects a Requirement 

7 Conclusion 

To assist medical device organizations improve their traceability, a traceability 
assessment model has been developed. This model, which consists of four processes, 
is based on the ISO 15504 structure and used the TIPA transformation process for 
development. By assessing for all traceability requirements from the medical device 
standards and guidelines and by assessing for traceability implementation best 
practices, this traceability assessment model will assist medical device organisations 
understand their actual traceability performance and management of activities, and the 
potential for improvement. It will also allow an organisation assess the state of a 
supplier’s traceability process. 

If our envisioned system, based on the processes defined in the Traceability 
Process Assessment Model of this paper, could seamlessly access the resources and 
their relationships using OSLC across all tools applied in the entire software 
development lifecycle (SDLC), then traceability process assessment and maintenance 
could be fully automated. 
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Abstract. Project valorisation is paramount for gaining value in an increasingly 
competitive world. There is evidence that the majority of projects even when 
they are completed within budget and time fail to valorise (disseminate and 
exploit) their results so that they can deliver value to the organisation. Projects 
often have many stakeholders with different requirements and expectations. 
Identifying and understanding synergies, conflicts and changing requirements 
hold the key to project success. In this paper we discuss the challenges and 
failures of lack of valorisation from industry, government, academia and the 
European Union. Using the VALO project we demonstrate how the integration 
of the project plan, the quality plan and the sustainability plan started delivering 
value to a multiplicity of stakeholders throughout the project lifetime and 
beyond its completion. We propose a meta-framework for this integration 
taking into account the process maturity of an organisation for successful 
valorisation of projects. 

Keywords: Valorisation, stakeholder expectations, agility. 

1 Introduction 

Projects and systems however small in size, nature, complexity and duration need to 
be planned and implemented within specified constraints of time and cost. The 
assumption is that the user requirements are understood fully and are satisfied at least 
in terms of functionality and reliability. However, most projects including those 
funded by the European Union (EU) suffer from lack of flexibility and adaptability to 
changes in requirements. The EU templates of activities and deliverables follow 
largely a sequential model, and although a small degree of tolerance on completion 
dates is allowed, there is no adaptability in terms of budget and indeed non-
completion of any deliverables is subject to penalties.  

Assuming that a project is completed within time and budget and it also delivers all 
planned functionality and outputs can we be sure that it will continue delivering value 
after its completion? All projects need to valorise their results i.e. disseminate and 
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exploit their results for sustainability and maximisation of achievements after their 
completion. Exploitation includes transfer of results and best practices to different and 
broader contexts; potential tailoring to the needs of others; continuation after the 
funding period has finished; influences on policy and practice; serving the public 
good. The emphasis is on optimising the value of a project and on boosting its impact. 
The concept of valorisation expert training and certification is intended for training 
professionals to help dissemination and exploitation of knowledge that is created in 
all kinds of projects, including innovation, EU projects etc, in a sustainable way. By 
this way the benefits of investments that are made into developing new knowledge 
can be multiplied. The training is aiming to developing professionals for increasing 
their skills and competences in valorisation. In order to maintain uniform level of 
professionalism, certification is also created for the professionals in this area. 

Valorisation needs to become a solid and integrated part of product development 
projects. Companies with more than one product development project targeted to the 
same market and same customers may need to interlink the valorisation activities 
between these projects and why not even create clusters of companies using common 
valorisation tools aiming to the same markets and customers instead of competing 
against each other. In the valorisation process the early identification of information 
of interest to potential stakeholders is important. This information then needs to be 
transformed into relevant format and communicated further to the potential 
stakeholders, who in turn receive the information, reflect on the need for the product 
or output of the project in their activities and business. The aims for the organisation / 
project that want to reach potential stakeholders are to find a way to get connected 
and linked into different stakeholder networks, expert clusters, and organisational 
strategies of leading industry to get the ideas, outcomes and project accepted, 
exploited and used in a broad sense. Stakeholders have different perceptions and 
values dependent on context (e.g. group, professional, organisational and national 
culture). These perceptions can also change depending on political, economical, social 
and technological influences. Therefore it is important to constantly monitor and send 
signals to suitable audience to continue their interest and to create new interest. A 
good valorisation strategy must find ways to disseminate and network into the 
industry. Contemporary business approaches include communication between product 
development projects and customers, called open innovation. Also social media is 
increasingly used to catch the opinion of the potential customer/user and to spread the 
information in a word-of mouth manner (Siakas et al., 2012). 

2 Stakeholder Requirements and Expectations 

Often stakeholder requirements are not fully understood and specified, additionally 
requirements change due to internal and/or external demands. Sequential and rigid 
process models (waterfall type) have generated their own share of failed projects that 
do not satisfy stakeholder requirements.  

Identifying the stakeholders and understanding their requirements is paramount for 
a solid foundation of every project. A cyclic process model such is the Deming PDCA 
(Figure 1) emphasise the need to evaluate and repeat every stage of the process until 
the quality standards are met.  
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Thompson and Austin (2006) believe that “Values frame our value judgements 
regarding courses of action and our judgements of value regarding the merits of 
attributes of products or services. They form value systems that are held at the 
individual and organisational levels. Any meaningful attempt to deliver value to 
multiple stakeholders involved in the same project must consider their values. Value 
and values are intimately linked and the action of one upon the other must be 
considered”. They further developed a three-part VALiD Framework which aims to 
help stakeholders to: 

1. understand each others’ values so that compromises can be made when 
reaching a single solution; 

2. inform project design by setting targets for value delivery in the form of 
benefits, sacrifices and resources; and 

3. judge value delivery performance throughout the project life cycle, from 
inception through to obsolescence. 

Sheriff and Georgiadou (2011) explored the relationship between quality and 
value. They identified a multiplicity of types of value, its nature and origin and they 
produced a taxonomy of value shown in Figure 3.  

3 Cyclic Models and Agility 

As shown by the cyclic models such as the PDCA, and Gilb’s Value Process Model 
the process is repetitive just as the notion of the circle which never ends. Every 
repetition of the cycle demands and allows for review and improvement. However, if 
the project plan adheres to a linear process model such as the Waterfall necessary 
changes of requirements cannot be accommodated easily. For example, the 
standardisation of the EU template for project proposes could induce a degree of 
rigidity in terms of non-negotiable overall project costs. In contrast an agile approach 
can cater for misunderstood, missing and/or changing requirements. Milestones and 
interim delivery times can be adjusted as long as the overall timeframe is adhered to 
excepting any extenuating circumstances. Thus, funding allocations among partners 
and work packages can be renegotiated within the consortium provided the allowed 
percentage variations are within the allowed limits specified.  

Risks can be identified and managed more effectively in agile processes as 
evidenced by their extensive and successful use in Software Projects (Sheriff & 
Georgiadou, 2011). 
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Fig. 3. Value Analysis Tree (source: Sheriff and Georgiadou (2011)) 
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4 Building Valorisation into the Project Plan 

Building on expertise and know-how the INCISIV model was developed particularly 
for the VALO project to help manage the Quality Assurance, Quality Monitoring and 
Quality Enhancement of the project. Incorporating the PDCA cycle (or Deming 
wheel) at every stage of the process as well as Sustainability and Evaluation the 
INCISIV model provides agility, adaptability and continuous improvement.  

 

Fig. 4. InCISIV model (Siakas and Georgiadou, 2012) 

Further to using INCISIV the need Siakas and Georgiadou emphasised the need to 
identify, pre-empt and possibly avoid tensions which could evolve into conflicts. One 
such potential conflict could be the lack of awareness and appreciation of cultural 
diversity. Teams, projects, consortia are these days increasingly multicultural. The 
ultimate object of innovation is to create and sustain value, preferably across various 
cultures.  

As an evolution from InCISIV the INCUVA meta-framework (Figure 5) was 
proposed (Sheriff et al, 2013), which comprises the following four dimensions:  

(1) defining and understanding value 
(2) determining the potential value manifestations  
(3) understanding the diverse cultural settings in which the innovation would 

be used  
(4) developing and adopting effective dissemination strategies and tools to 
optimise the value of the innovation.  
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Fig. 5. The INCUVA Meta-Framework (Source: Sheriff et al, 2013) 

Innovation is seen as the main vehicle for value creation in business organisations as 
well as in civic societies. Consequently, funding agencies and businesses continue to 
invest huge amounts of money and other resources on innovative projects with a view to 
creating and sustaining the desired value outcomes. However, creating value is not the 
same as sharing and sustaining value, especially when such value needs to be shared 
and sustained in a multicultural space. Sheriff et al, (2013) analysed the interaction of 
three key elements, namely Innovation, Culture and Value, that could facilitate or 
inhibit the sharing and sustenance of value created through innovative projects.  
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5 Case Studies 

5.1 Case Study 1 – Using VALO in European Industry - New Valorisation 
Methods Impacting the Traditional Networking Approach 

The VALO skills set also addresses a new strategy of marketing which evolves with 
the increasing networking capability of the society. If you nowadays can create a 
vision and post it into a network which automatically transports it worldwide and 
finds supporters then this leads to a snowball effect in a net.  

For two European networks, EuroSPI and ECQA, we applied the VALO principles 
and elaborated a 2020 marketing strategy for the future. 

The workshops consisted of 5 major phases and a number of online meetings to 
discuss the homework of the collaborating researchers and industry managers. 

Phase 1 
• Register at ECQA.ORG as Valorisation Expert 
• Connect to learning portal. 
• Think about how EuroSPI / ECQA could use in: Create Stakeholder value, 

Mainstreaming   
Phase 2 

• Discuss in a GotoMeeting Telko with all the exercise, elaborate a strategy 
proposal to implement the three topics in a EuroSPI / ECQA 

• Review the uploaded materials and refine the materials 
Phase 3 

• Login again at ECQA.ORG as valorisation Expert 
• Connect to learning portal. 
• Think about how EuroSPI / ECQA could use: Exploitation Strategy, 

Communication to Potential Stakeholders 
Phase 4 

• Discuss in a GotoMeeting Telko with all the exercise, elaborate a strategy 
proposal to implement the three topics in a EuroSPI / ECQA 

• Review the uploaded materials and refine the materials 
Phase 5 

• Integrate the valorisation strategy for EuroSPI 
• Integrate the valorisation strategy for ECQA 

The skills element stakeholder value in VALO forces companies to think about the 
typical customers and stakeholders, their interest profile and how you can add value 
for them. In the skills element mainstreaming a vision and goal set is build which 
could have the power to create a critical mass of your stakeholders to follow the ideas 
you created. 

In VALO also the networking approach is explained and we used the analysed 
vision and goals as a basis to create a networking and social media based marketing 
strategy. The skills element exploitation gives guidance about what an exploitation 
plan should consider, and the skills element communication to stakeholders elaborates 
different scenarios to link the stakeholders in a continuous communication to your 
vision and goals. 
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5.1.1 Examples from Practice 
In the following we illustrate some selected parts of the VALO analysis results for 
EuroSPI. This VALO approach can be used for any part of partner network or 
industry association. 

 

Fig. 6. Contents of the VALO result elaborated by EuroSPI members 

Applying the training from VALO a team of EuroSPI members created a 
valorisation strategy for EuroSPI, as can be seen in figure 6. 

In the stakeholder analysis we used a core value analysis approach. The core 
values, which every group would share is in the middle and different segments of 
typical industry and research are surrounding the core (see Figure 7). The main 
difficulty in this analysis is that you identify many stakeholders with different interest 
profiles, but what is the core that interests all and drives the common interest to move 
the crowd? 

 

 

Fig. 7. Core Value Analysis Model 
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5.1.2 Conclusions from This Case Study 
The VALO approach works for networks in industry and research. It can lead to a 
new networking based valorisation strategy based on crowd sourcing, networking, 
mainstreaming and vision building. 

5.2 Case 2: EU Projects – VALO 

The VALO project was funded by the EU Leonardo da Vinci Transfer of Innovation 
(TOI) for two years until end of December 2013. The aims of the project were to 
develop training material for lifelong learning. The trainings are leading to 
certification of skills and competences in valorisation by the European Certification 
and Qualification Organisation (ECQA). The main purpose of the project is thus to 
create readiness for training and qualification of valorisation experts.  

The consortium consisted of seven partners from five different countries (Austria, 
Ireland, Finland, Greece, UK). Since the project was submitted as a TOI project to the 
Greek National Agency there were three Greek partners, including the project co-
ordinator, a Higher Educational Institution, a Vocational Educational Institution 
(VET) and a Chamber of Commerce and Industry.  

Already in the kick-off meeting the need to ‘practice as we preach’ was discussed 
and a valorisation strategy was created including local dissemination activities needed 
from each consortium partner to spread the information about the project to potential 
interested stakeholders and to mainstream to suitable decision makers. A common 
Web-page (www.valo.teithe.gr) was created and evaluated by all partners. Also every 
partner created their own local web-pages in their own languages. Social networking 
was utilised including social business network groups in LinkedIn and other social 
media networks, such as Face book, Twitter and BlogSpot. A needs analysis was 
carried out in the beginning of the project by asking member companies of 
Thessaloniki Chamber of Commerce and Industry in Greece, as well as the European 
industry participating in EuroSPI 2012 their opinion about the planned content (Skill 
Card) of the ECQA Valorisation Expert training material. The feedback was good and 
there was a clear indication of the need of this job-role in the market. 

It was decided to develop a basic set of units and elements to cover the main issues 
of dissemination, exploitation and valorisation methods. However, during the pilot 
trainings it became clear that depending on the previous skills and experiences of the 
trainees the teaching method needed to be flexible and build on group dynamics for 
added value by all involved stakeholders. Thus industrial trainees created valorisation 
strategies for their own projects (companies). An essential feature of the trainings 
built on knowledge sharing and participant and group synergies. 

Finally within the project lifetime a VALO newsletter was created and sent out to 
potential stakeholders. Also articles were published in the ECQA newsletter and the 
Thessaloniki Chamber of Commerce and Industry (TCCI) quarterly bulletin. The 
concept of VALO was published in six papers/articles in five Scientific Peer-reviewed 
International Conferences (EuroSPI 2012, 2013, INSPIRE 2012, SQM 2013, EEEE 
2013) to disseminate the VALO approach in academia and industry. The scientific 
publications were published in the proceedings of the conferences including Springer. 
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In addition four presentations concerning VALO were also made in the International 
Conference ECQA days 2012, 2013 and the abstracts were published in the 
proceedings of the ECQA days’ conferences.  

A direct impact of the VALO project was the creation of a EuoSPI and ECQA 
Valorisation strategy. The EuroSPI VALO strategy was elaborated with a tool for 
planning Social Media campaigns; ECQA is establishing a Social Media strategy for 
successful valorisation. Also two Greek companies, members of the TCCI are 
currently implementing valorisation strategies with the consultancy of VALO trainees 
for increased dissemination, exploitation and sustainability. 

In total 204 trainees were trained in the pilot study and 144 ECQA Valorisation 
Expert certifications were issued as well as 15 trainers certificates. A questionnaire 
was completed by all trainees regarding the training material quality. The results were 
analysed and improvements were made. Also a follow-up questionnaire in English 
was created to evaluate the usefulness of the course for the participants. This 
questionnaire will be translated into German Finnish and Greek and distributed about 
six months after project completion. 

On the whole it can be said that the VALO project covered needs of improving 
skills and competences of the European workforce (and beyond) in valorisation 
matters. A Job Role committee has been created to continuously update the training 
material and an exploitation agreement has been created between the partners who 
took part in the creation of the training material to cater for further exploitation of the 
outcomes of the project.  

The implementation of the project followed the InCISIV model and the stakeholder 
value aspects were handled using the INCUVA meta-model. Quality assurance, 
quality monitoring and enhancement as well as sustainability were incorporated into 
the original project plan submitted with the proposal. The philosophy was based on 
agile principles and on a belief that neither quality nor sustainability should be left as 
afterthoughts. Activities were re-scheduled as a response to availability patterns of 
resources both technical and human ones.  

6 Maturity of Process and Valorisation   

Valorisation of projects requires understanding of stakeholder expectations and 
process planning so that solid foundations can be laid for successful implementation 
and dissemination was well as sustainability planning to ensure added value is gained 
during and beyond the lifetime of the project. 

The general process maturity level of the consortium member organisations and 
even of the individuals involved determines the capability of understanding the 
requirements of the project, the constraints and risks. It is natural that different 
consortium members will have reached a different level of maturity. Also different 
cultures are likely to have differing levels of tolerance and discipline to deadlines. 
Technical knowhow and expertise, as well as project management experience and 
overall levels of commitment affect the way in which the consortium as a whole is 
able to implement and valorise projects. During the VALO project implementation 
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insights gained in the effort to plan its valorisation lead to the development of the 
VALO5 (Georgiadou and Siakas, 2013) based largely on the architecture of CMMI. 
The VALO5 model shown in Figure 10 represents the maturity level that characterises 
the valorisation process and its likelihood of success within a project team, an 
organisation, a group, a partnership/consortium. The circles underneath the steps 
(levels) depict the PDCA circle. Continuous effort, awareness and commitment are 
required for valorisation process improvement. 

 

Fig. 10. The VALO5- Valorisation Maturity Process (Georgiadou and Siakas, 2013) 

At the objective (fourth) level measurements are in place. Data are collected, 
innovators are recognised and rewarded and systematically sponsored, knowledge is 
shared across the whole organisation. Exploitation of innovations is institutionalised. 
Innovations can be sustainable and successes are objectively measurable thus added 
value is gained (and quantified). 

At the optimising level (fifth valorisation maturity level) data are collected, 
analysed, interpreted and knowledge is shared at all levels (teams, projects, 
departments, partners, stakeholders). Evaluation and feedback are institutionalised. 
Valorisation is planned, organised, funded and deployed across groups, departments, 
the whole organisation and across partnerships/consortia. Value-adding activities 
continue beyond the completion of projects resulting in sustained improvements.  

7 Conclusion and Future Work 

Integrating quality management and sustainability management in a project plan 
and implementing using a cyclic process model like InCISIV ensures effective 
monitoring and controlling of risks as well as maximisation of opportunities for 
effective valorisation. Understanding the requirements of all stakeholders, avoiding 
and minimizing the possibility of conflict and exploiting synergies provide a fertile 
ground for valorising project outputs and maximize impact. Quality and sustainability 
must not be afterthoughts but an integral part of any project. 
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Abstract. In the last decades the innovation in engineering has been focused on 
producing reliable products and services. Also the international standards for 
work place safety, machine directive for safety and functional safety of a 
product have been considered. Usually such paradigm shifts in engineering 
mean that you must develop functions and services in these fields to sustain 
your leadership on the market. A new development in the last 10 years is the 
growing importance of social responsibility (Messnarz, 2014) based on the new 
published ISO 26000 standard (ISO 26000, 2010)  for social responsibility. 
Based on that growing social awareness of industry and society new functions, 
features and services are developing which will form a large part of innovation 
in the next decade.  This paper gives some outlook into that future. 

Keywords: leadership, sustainability, lifelong learning, leadsus. 

1 Introduction 

Sustainable development is not country dependent and has to be a concentrated and 
cumulative direction coming from profit oriented organizations, regardless of the 
company's, institution's, or even non-profit organization's types of activities; all 
organizations have to act in a sustainable manner in order to preserve the environment 
and act in a social responsible way, above their economic orientation.  

In recent years, important global issues surrounding energy security, unstable fuel 
prices and greenhouse gas emissions, as well as sustainable procurement, the purchase 
of raw materials from sustainable sources, ethical trade and corporate social 
responsibility (CSR), has led organizations increasing their commitment to move 
towards in a more sustainable business model, with great improvements of their 
carbon food print and adopting an energy efficient model. The United Nations' 
Division for Sustainable Development confirms these tendencies in the report ”Trends 
in Sustainable Development – Towards Sustainable Consumption and Production” by 
registering a steep increase in the number of companies certified to ISO 14001 and 
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ISO 26000 (the environmental management and social responsibility standards), as 
well as an increase in the number of social and environment concerned consumers, 
revenue figures from Fair-trade products having grown to € 2.9 billion despite the 

recent economic troubles. The same report reveals that governments are also, 
following the sustainability trend by highlighting sustainable procurement policies, 
both in developed and in developing countries (UNDESA, 2010).  

Furthermore, the European Sustainable Development Network in its ESDN 
Quarterly Report number 25 (Pisano et al., 2012), being published soon after the 
United Nations Conference on Sustainable Development (that take place on 20 - 22 
June 2012), provides a comprehensive overview of the actions, policies and strategies 
to the Rio+20 (UNCSD, 2012), together with the conference outcomes, such as: 
outcomes on institutional framework for sustainable development.  

The outcomes on institutional framework for sustainable development strengthen 
the three dimensions of sustainable development; wherein capacity building is one of 
the means of implementation and part of the sustainable development goals. The roles 
of technology, of technology transfer and of the science-policy interface are also, 
emphasized with a special focus on the need to facilitate informed policy decision-
making on sustainable development issues. In this regards, capacity building has a 
major status together with the importance of human resource development that 
includes “training, the exchange of experiences and expertise, knowledge transfer and 
technical assistance for capacity-building” (Pisano et al., 2012). Also, the European 
Union Council’s stand regarding Rio+20 is similarly oriented, according to press 
release given by EU Council in March 2012, in the period of Rio+20 conference 
preparation (EC, 2012). In this context, the Council of the European Union: 

”Stresses that sustainable development cannot be achieved without respecting and 
promoting democracy, human rights, the rule of law, good governance, education, the 
role of youth and gender equality, 

“Stresses the importance of gender equality and the vital role that women’s equal 
economic and political participation has for achieving sustainable development and 
underlines that education is essential to build skills and competences;  

“Underlines the important role played by cooperation on technology, research and 
innovation, education and training programmes and emphasizes the need to improve 
mechanisms for international research cooperation and for the development of 
information and communications technology on major sustainable development 
challenges.” 

2 Leadership in Sustainability 

2.1 What Is Leadership? 

What kind of characteristics make a good leader? What differentiates a leader from 
the manager (or a boss)?  The boss: demands, relies on authority, issues ultimatums, 
says “I”, uses people, takes credit, places blame, says “go”, thinks “my way is the 
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only way”. In contrast, a leader coaches, relies on goodwill, generates enthusiasm, 
says “we”, gives credit, accepts blame, says “let’s go” and thinks “strength in unity”.  

The article of authors Avolio, Wlumbwa and Weber [1] explores the literature of 
current theories, research and future directions of leadership. They examined for 
example new-genre leadership, which focuses on symbolic leader behavior; visionary, 
inspirational messages, emotional feelings, ideological moral values, individualized 
attention and intellectual stimulation. These concepts are quite different as in 
traditional leadership:  leader-follower relationship, setting goals, providing 
direction, providing support on the basis of the economic cost-benefit assumptions. 
As we see, the definition of leadership is changing in the research literature over the 
years. Moreover, e-leadership is becoming common in distributed organizations.  
Authors Boal and Hooijberg [2] argue that the essence of strategic leadership involves 
the capacity to learn, the capacity to change, and managerial wisdom. 

2.2 Leaderships in Sustainability - Can Be Taught? 

When we are talking about sustainability, we are talking first about values and then 
about knowledge and skills. The values are driven first by the families, and then by 
the society here we are talking about the education systems and not the least by the 
environment of leaving and working. Education today is crucial for the ability of 
leaders and citizens to find solutions and create new paths to a better future. 
Education for sustainability is mainly aimed at better understanding the complex 
interdependence between human needs and the natural environment, including socio-
economical and cultural development in a local and global context. Education should 
focus on skills, abilities, values and perspectives that encourage and support the 
public's participation in the decisions that affect their community. 

 

Fig. 1. What is sustainability? 

2.3 What Is Sustainability? 

A cross-section between managing environmental issues, economy, and society [Fig 
1.].  Sustainability has become a keyword (or ‘buzzword’) for product development 
in several sectors. It is very important to note that sustainability covers three main 
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areas, as is shown in the figure: Ecologic, economic, and social sustainability. Very 
often, sustainability is reduced to the ecologic factor. Really sustainable design, 
however, takes into account all three areas, including their overlapping regions. They 
make up our environment, the environment being defined as “everything which 
surrounds us”. 

Sustainability is an integrated approach to ecological, social and economic impact 
issues (both internal and external), which leads to long term, sustainable profit 
growth.  

2.4 What Is Leadership in Sustainability? 

“Leadership in sustainability” phrase is quite a new according to Google Trends (Fig. 
1). Google Trends is a software which analyzes a percentage of Google web searches 
to determine how many searches have been done for the terms you've entered 
compared to the total number of Google searches done during that time. According to 
this analysis, the phrase started to interest people appear around 2011. But the first 
awards for leadership in sustainability were issued much earlier. For example, 
“Sustainability leaders award” has been around from 2006 (http://awards.edie.net/). 

 

Fig. 2. Google trends – “Leadership in Sustainability” 

What does the research of the academic literature show? M. Ferdig [3] in her 
article discusses the term ‘sustainable leader’ and his/her personal characteristics. She 
argues that the balance between contradictory demands for economically, socially and 
environmentally sustainable solutions is grounded in a personal ethics that reaches 
beyond self-interest. Dr. Wisser et al. [4] in his article explains the model of 
sustainability leadership in practice. His research is based on the interview of business 
leaders, which conforms the Cambridge sustainability leadership model. This model 
includes the following seven key characteristics of sustainability leadership: 1. 
systemic thinking, 2. emotional intelligence, 3. values orientation, 4. compelling 
vision, 5. inclusive style, 6. innovative approach and 7. long term perspective. He also 
offers a definition of sustainability leadership as:  “A sustainability leader is 
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someone who inspires and supports action toward a better world” [4]. The bottom-
line of his research is that the main task of sustainable leader is survival. 

2.5 Sustainability and Quality / IT Management 

When we lower our perspective from the high level leadership down to the operations 
management within organizations and companies, ensuring its sustainability means 
dealing with real and everyday issues. Requirements for the sustainable business from 
the internal managerial, IT or Quality point of view could be defined with the 
following dimensions: 

• Sustainability of the organization’s knowledge.  This means the knowledge of 
the employees should be preserved and re-used. Firstly, the knowledge how to 
perform operations should be preserved. One of most influential methodologies for 
this purpose is BPM – Business Process Management. When the organization 
identifies, models, documents and measures its processes, the knowledge is 
preserved and reused by many employees. One of such examples is the project 
HEI-UP, where authors identified and captured the processes in higher education 
institutions [5][6], which ensures their sustainability. Now, all other higher 
education institutions can re-use them, adapt them and become more sustainable. 
The next possible strategy to preserve the knowledge within the organization is 
establishing internal e-learning infrastructure and processes. The most 
knowledgeable employees should become the authors of the learning content and 
teachers to other employees. Some organizations are using various expert systems 
to preserve its knowledge. All mentioned systems act like a collective memory of 
the organization and ensuring its sustainability.     

• Sustainability of the information technology resources. Information technology 
resources (databases, information systems, files, documents,…) are nowadays 
blood and flesh of the business operations. Sustainability of the data can and 
should be ensured on all organization’s levels: from the infrastructure to the 
strategical and process level. On the infrastructure level, organization should 
ensure the redundancy of the computer equipment, which stores its data. On the 
organizational level, the organization should have established processes related to 
the business  continuity (Business Continuity plan, backup and restore related 
processes etc.) [7]. According to several studies, the majority of companies which 
lose their business data, disappear within a year. Therefore we can conclude the 
sustainability of the organization’s resources greatly influences the company’s 
sustainability. 

• Sustainability of the resources needed for the organization operations. The 
most important aspect for ensuring the sustainability of the organization is to 
ensure its resources (financial, human resources, materials, equipment, technology 
etc.), needed for the operations. This topics is so complex and huge it will not be 
covered within this article. 

Mentioned aspects are somehow internal and not related to the organization’s 
environment, which will be described in the following chapters. If we want to raise 
the awareness of the people about the sustainability, we should train them, coach 
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them, provide them resources, case studies, good examples how sustainable thinking 
was implemented in similar companies. This is the main objective of the 2-year 
LeadSUS project, which was started on Nov. 2013. 

3 About the LeadSUS Project  

LeadSUS – Leadership in sustainability – Sustainability Manager is a Lifelong 
Learning Programme – Leonardo Da Vinci – Transfer of Innovation project, oriented 
to capacity building of employees in Sustainable management. 

LeadSUS project’s goal is to develop and provide a training program which is 
certified by a prestigious European organization (the European Certification and 
Qualification Association, ECQA, www.ecqa.org) so, that individuals (potential 
trainees as employees, managers of different organizations) are able to attain the 
broad range of experience, skills and knowledge needed to transform them into 
successful Leaders in Sustainability or Sustainability Managers, while also, being able 
to certify their competence (and get an European certificate as a recognition of their 
acquired professional competencies in the field). The general objective of LeadSUS 
project is to transfer and integrate a new skill at the level of European industry and 
institutions. The specific objectives are (LeadSUS, 2013): 

Objective 1 - Adaptation, harmonization and refinement of existing training materials 
(from the existing training programs available on the ECQA e-learning platform, as: 
Environmental Management System, Business Process Management, Integrated 
Design Engineer) and their integration into a new, actual and original professional 
training program dedicated to employees of companies, institutions and VET 
organizations (European certification of the new training program and job role as 
”ECQA Certified Sustainability Manager”, with respect to the ECQA framework and 
guidelines);  

Objective 2 - Creation and development of the e-learning platform within the ECQA 
framework. This will allow trainees from different European countries to register and 
have access to the training materials (multimedia materials and references, case 
studies, exercises) in the field of sustainability management; 

Objective 3 - Extension of the ECQA Capability Adviser, that is a process 
management software tool that has to be extended with LeadSUS formal assessment 
section; 

Objective 4 - Testing and validation of the developed training program in two of the 
participating members' states (Romania and France);  

Objective 5 - Building Capacity in Sustainability Management in three countries 
(Romania, Slovenia, France).  

LeadSUS project addresses to a large target group consist of: managers (in the field of 
Facilities, Environmental, Occupational Health and Safety, Operational, Production, 
Quality, Engineering), employees with environmental responsibilities, public 
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administration references or officers, environmental leaders, institutional 
environmental officers, technical employees. PhD. and master's students and 
generally, all employees of companies acting in different industry sectors with 
sustainable development responsibilities (LeadSUS, 2013).  

The LeadSUS projects’ objectives and activities will be developed in an 
international consortium consists of six partners, all VET organizations (of public or 
private nature), all having strong knowledge, competences and expertise in 
developing and implementing international projects and having complementary skills 
within the project. Most of them have already undertaken Lifelong Learning Program 
– Leonardo da Vinci projects as leaders or partners in other international consortiums. 
Due to their exceptionally wide spectrum of contacts in different sectors and levels of 
education due to their status of VET organizations, the partners will have a major 
impact in the dissemination process and the exploitation of the project's results 
(LeadSUS, 2013).  

The innovative part of the project is that the consortium partners will evaluate the 
market needs for such skills in different countries were partners belong and will 
develop a complete and practical oriented training program which will match the need 
of public institutions employees /directors and also the employees / managers from 
private companies from 5 different countries. 

The consortium members have a broad experience in capacity building (training 
development) in the area of sustainable development and is formed by: DENKSTATT 
Romania, UPT – Universitatea Politehnica Timisoara, Romania, Grenoble INP, 
BICERO Ltd., ISCN Ltd. and EMIRAcle association. 

LeadSUS consortium's vision is to create a great impact of the training and 
European certification program in the case of organizations (companies and 
institutions) located in Romania, Slovenia and France. Employees (trainees of the 
LeadSUS program) that will follow the LeadSUS training and certification program 
will exploit their knowledge and new competencies in the direction of sustainable 
development of their organizations; leading sustainability is a key issue in companies 
and institutions. LeadSUS professional trainers in the field of sustainability 
management (trainers that will be trained during the LeadSUS project development 
and that will be evaluated and certified also by ECQA) will impact companies and 
institutions on a long term, providing capacity building for future leaders in 
sustainability and sustainability managers. LeadSUS project impact will be in three 
countries (Romania, Slovenia, and France) and four corresponding regions as: West 
and Bucharest Region in Romania, North-Eastern Slovenia, South – Eastern France. 
Long term impact of the LeadSUS project (together with its sustainability) at the 
European level will benefit from the support of a new ECQA certified job role in a 
new profession, available for EU citizens and more (LeadSUS, 2013). 

3.1 Relation of the LeadSUS Project and the Process Improvement and 
Maturity 

The partners consider that there is a close relationship between leadership in 
sustainability and organization capability and maturity in that the successful and 
sustainable deployment of sustainability issues in an organization requires 
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organizational orientation across the entire organization hierarchy. This orientation, in 
turn, is only effective if it becomes an integral part of the organization’s culture and 
strategy. This, however, is an essential property of high capability/maturity levels 
(according to both CMMI and SPICE). 

Moreover, to ensure the company itself is sustainable, its core, management and 
supporting processes must be defined already at the start-up phase. We can say that 
well defined processes are pre-requisite for 'inner sustainability' or, ensuring the 
survival of the organization. To ensure this inner sustainability, many various 
methodologies exist: from Lean Six Sigma, BPM (Business Process Management), 
RECP (Resource Efficiency and Cleaner Production) etc. We can suspect that higher 
maturity processes achieve, more sustainable the organization is. 

This kind of the sustainability must go hand-in-hand with the external 
sustainability (relations with the environment).  Again, we can state that the 
processes, which have impact on the environment, should be highly mature, no matter 
which methodology we use to measure their maturity.  

A manager which possess all mentioned skills in mind and combines them with the 
sense of social responsibility and emotional intelligence, is the real leader. So the 
main purpose of the project is to create the future leaders prepared for the challenges 
of tomorrow. 

4 Sustainability in Engineering  

Sustainability of products and services does not happen by itself; it has to be pro-
actively taken into account in their design. In technical terms, it has to “engineered” 
using methods of integrated engineering design [7]. Hereby, the notion of the 
product/system life cycle plays a central role. In integrated design, the product/system 
life cycle comprises all phases that the product/system goes through from the idea to 
its end-of-life and revival. The principal phases that a product or system typically runs 
through in its life cycle are design, manufacturing, distribution, customization, and the 
end of life – including revival. In integrated design, we always have to take into 
account the closed life cycle, and thus integrated design goes beyond the often-cited 
notion of “from craddle to grave” to “from cradle to cradle”.  

Due to the importance of life cycle issues for integrated product/system design, 
systematic methods to take them into account have been developed. The Life Cycle 
Engineering (LCE) approach offers a set of methods which are able to optimize a 
product from an integrated technical, ecological and economic point of view. It is a 
Management Practice that combines all relevant information about Economy, 
Enrichment, Finance, and Technology in one Decision Support Tool. Its objective is 
to chart an optimum life cycle for a manufactured product. LCE connects different 
angles from which one should look at new developments and in particular, it involves 
technical, costing and ecological points of view. Companies using LCE are able to 
save money and therefore able to fulfil all demands on today's and future products and 
services. 

There is an increasing interest in the ecological impacts of products. Complex 
products such as automobiles need effective methodologies and tools to evaluate their 
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environmental impacts without neglecting the technical and cost implications, and the 
consequences of developing new products and services need to be analysed. 
Companies need to have sound methods, and powerful tools based on them. Life 
Cycle Engineering is also an approach to assess the environmental impacts in 
conjunction with economic impacts under consideration of technical boundary 
conditions. The scope of the assessment is usually the whole life cycle of a product 
consisting of production, use phase and end of life: 

• The environmental impacts are assessed according to the ecological life cycle 
assessment (LCA).  

• The economic impacts are assessed according to the life cycle costing (LCC) 
approach. 

• Technical boundary conditions are taken into account providing some limitations 
on the model, thus verifying the technical feasibility. 

Life Cycle Engineering increasingly aims at providing a complete system of support 
tools for the product/system life cycle. The economic objectives of LCE are adding 
value extension of business areas, reduction of fixed cost, and increase the 
profitability of products and services. 

Life Cycle Assessment (LCA) is a technique for assessing the potential 
environmental aspects and potential aspects associated with a product (or service), by:   

• compiling an inventory of relevant inputs and outputs,  
• evaluating the potential environmental impacts associated with those inputs and 

outputs,  and  
• interpreting the results of the inventory and impact phases in relation to the 

objectives of the study. 

When conducting an LCA, the design/development phase is usually excluded, since it 
is often assumed not to contribute significantly. However, one has to note that the 
decisions in the design/development phase highly influence the environmental 
impacts in the other life cycle stages. The design of a product strongly predetermines 
its behavior in the subsequent phases (e.g., the design of an automobile more or less 
determines the fuel consumption and emissions per kilometer driven in the use phase 
and has a high influence on the feasible recycling options in the end-of-life phase).  

The figure illustrates this interdependency between design/development and the 
other phases of the life cycle. Therefore, if the aim of an LCA is the improvement of 
goods and services, one of the most important LCA applications, then the study 
should be carried out as early in the design process as possible and concurrently to the 
other design procedures. This applies analogously to the design or improvement of a 
process within a life cycle of a product, especially if interactions with other processes 
or life cycle stages can occur. 

Life Cycle Costing (LCC), also called Whole Life Costing, is a technique to 
establish the total cost of ownership. It is a structured approach that addresses all the 
elements of this cost and can be used to produce a spend profile of the product or 
service over its anticipated life-span. The results of an LCC analysis can be used to 
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assist management in the decision-making process where there is a choice of options. 
The accuracy of LCC analysis diminishes as it projects further into the future, so it is 
most valuable as a comparative tool when long term assumptions apply to all the 
options and consequently have the same impact. The life cycle cost of an item is the 
sum of all funds expended in support of the item from its conception and fabrication 
through its operation to the end of its useful life. Product Structure Assessment 
(ProSA) is used to assess a product's features in terms of disassembly, recycling and 
reuse from the viewpoint of cost optimization.  It gives the inputs for calculating the 
end-of-life costs related to these activities. 

In terms of tools that support Life Cycle Engineering (LCE), we distinguish 
between several general classes of IT systems in modern enterprise infrastructures: 

• SCM (Supply Chain Management) – for the management of the supply chain; 
• CRM (Customer Relationships Management) – the systems that store information 

about the history of customers’ interaction with the company (business offers, 
purchases, services, etc.); 

• PPC (Production Planning and Control) – for the management of manufacturing 
system (purchases, orders, production planning and scheduling); 

• PLM (Product Lifecycle Management) – the class of IT systems that collect and 
manage the data that emerges during product lifecycle; 

BPM (Business Process Management) – systems which support BPM methodology 
offer the fastest cycle from the conceptual process model (BPMN) to IT system. 
Those systems are highly customizable and can support any kind of business process.  

The classes presented above are the general division from the functionality point of 
view. The particular system may have the functionality from the four areas (i.e., a 
mixture of them). This concerns especially the large IT systems from main players in 
the market (like SAP, IFS, etc.) 

Even if the focus of engineering and innovation is originally on economic and 
technical criteria, modern and sustainable innovation management is also increasingly 
challenged by ecological and societal issues. Nowadays, no innovation can be 
sustainable without meeting key challenges of our modern environment, and today’s 
society. The main consequence for the innovation management function within an 
organisation is that it has to understand and take into account challenges imposed by 
the environment, i.e., by ecology, economy, and society. As it is practically 
impossible that this knowledge can be concentrated in one person and job role, 
modern sustainable innovation management has to be built on a system rather than on 
individuals. This system has to integrate a large number of stakeholders inside and 
outside the company all along the innovation management process, each of them 
having different expertises and views on the complete product/system life cycle [8]. 
This is the major challenge of modern innovation management, also denoted as 
integrated innovation management. 
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5 The Preliminary Industry Research  

5.1 The State of Leadership in Sustainability in Romania 

The Romanian National Institute of Statistics' publication, entitled ”Romania in 
numbers 2011- statistics compendium” indicates a total of 426,320 active Romanian 
companies for the first semester of 2010, of which 49,668 belong to the industrial 
sector. Related to the Romanian companies ISO 14001 certification, the 2011 
International Standard Organization survey in this field (1993 - 2010), reports a 
number of 9,557 Romanian ISO 14001 certifications out of 106,700 total at European 
Union level (figures related to the end of 2010), more than doubled amount of the 
3,884 certifications reported in 2008 (in Slovenia there were reported a number of 414 
ISO 14001 certificates in 2010 versus 444 certificate in 2008 that demonstrate a loss 
in certificates). These figures demonstrate that Romanian companies have improved 
their policies and strategies in the field of sustainability in the last years, but there are 
still a lot of organizations that need to move forward for managing sustainability 
(implementing ISO 14000 and ISO 26000). This will need effective education and 
training programmes that could support employees and managers, organizational 
leaders to develop new skills in order to support their approach in managing 
sustainable development (related to products, processes and/or systems as the 
organizations are). 

In the regulation field, the Environmental Management Systems (EMS) standard 
ISO 14001:2004 will be revised and adapted to the needs of the users (initiation was 
on Nov. 1st 2011). The amendment process is applied for three years. According to 
the International Standards Organization (ISO), the following subject areas shall be 
considered (ISO/TC 207/SC 1 Future challenges Study group N7 theme on 
www.tc207.org): 

− EMS as part of sustainable development and corporate social responsibility;  

− EMS for an improved environmental performance and therefore an 
assessment of environmental performance on the basis of key figures;  

− EMS and the compliance of legal basis and other regulations;  

− Integration of EMS into the strategic business management;  

− Acceptance and application of EMS in small and medium-sized businesses;  

− EMS and the environmental impacts within the value-added and 
procurement chain;  

− EMS and the integration of clients and suppliers on the strategic level;  

− Structural adaptation of EMS to superior management structures;  

− EMS and external communication;  

− Positioning of EMS in national/international agendas. 

Taking into consideration the previously mentioned reports, communications, 
statistics and future changes of ISO 14001 we conclude that education is a necessity 
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in order to ensure continual improvement towards sustainable development and 
market competitiveness. Statistics and reports have underlined that a lot of companies 
are not yet certified and they do not applying for ISO 14001, but they understand the 
new trends for improving environmental performance, integration into business 
management and reorientation towards sustainability. In the case of these companies, 
in order to face the new challenges and attend the environmental performance on both 
the national and international markets, to be competitive, responsible and sustainable, 
they require employees that are qualified in the field (that exploit the new knowledge 
in the field). In the same time, managers have to change their behavior and attitudes 
and get attached to leadership in sustainability, and/or sustainability managers and 
that suppose integrated environmental, social and business skills (also, known as 
green skills or competencies). Nowadays, there is an increasing demand on the labor 
market's for such specialists and also, for training programs in the field (Jackson et al., 
2011), (Luna et al., 2012), (Fien and Guevara, 2013). 

This transition towards sustainability management can also be witnessed in 
Romania, where based our practical experiences and observations there have been 
revealed that many employees, dealing with environmental management, have seen a 
shift in requirements from strictly technical responsibilities towards issues such as 
interdepartmental communication, aiding the marketing department by incorporating 
the company's environmental and social performance into sales materials, helping 
with product innovation regarding new ‘green’ products or finding ways to improve 
existing products as well as developing strategies. Thus, the role of Environmental 
Manager is gradually morphing into the role of Sustainability Manager. However, the 
problem for Romania and many other European countries (France and Slovenia, as 
well) is the fact that there is currently no national standard available for this field and 
subsequently, neither there do not exist any occupational classification codes or 
certified trainings. 

During the project proposal development a small research in identifying the needs 
toward more skills in the area of sustainable development was launched in Romania.  

Questioners were sent to different organizations from different field of activity 
such as industry (automotive, electronics, food, telecom, IT, constructions, bank) and 
also public institutions (hospitals, public administration, schools, Universities). A 
number of 100 questioners were submitted and out of these around 30 answers were 
gathered in-house.   

The research reveals a major interest of the automotive and electronics industry as 
well as food industry in skills development in sustainable development in a more 
advance level, topics like `Sustainable development of processes`, Strategic and 
change management in the context of sustainable development`, ` Supply chain 
management`, `Environmental costing and resource management`, `Eco marketing`, 
`Ecodesign`, `LCA – Carbon foot printing`,  `Process Life Management` and `CSR`. 

Also the institutions considered the skills in sustainable management as very 
important even that here the basic knowledge sometime is missing, the above 
mentioned topics were also highly interested as a whole, with less applicability in 
practice but nevertheless the orientation of institutions management style toward a 
more comprehensive and structure way of process management is considered driven 
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towards a sustainable development of institutions, and the questioned persons were 
able to express the importance of different approach in institutions which will drive 
for major good changes. 

Interest were express also by bank and IT industry especially in the Social 
Responsibility field of actions and Service Sustainability, considering their activity as 
highly indirect impacting the society as a whole, and skills which would be needed 
inside these organization are definitely oriented towards a more sustainable approach 
of services that they are delivering, and the community engagement of these 
organization might help in behavior change of the citizens. 

5.2 The State of Leadership in Sustainability in Germany and Austria 

In Germany and Austria the LeadSUS questionnaire was distributed inside a working 
party of leading Automotive and IT industry companies. The working party 
SOQRATES was formed 2003 with the support of the Bavarian software initiative 
and became a German and Austria wide set of task forces where leading industry 
exchanges best practices in innovation topics, like safety design, testing, etc. This 
includes leading industry such as Continental Automotive, ZF Friedrichshafen AG, 
Elektrobit, HELLA, and many more.  The below statements only highlight areas 
where the majority of the industry agreed to: 

• In average they agree that competence and operations will improve using 
sustainability. 

• They highly agree in RECP Methodology 
• They highly agree in social responsibility skills 
• They highly agree in stakeholder management 
• and they see a very strong need in knowledge management (Messnarz, 2011) 

 
The other factors you offered were either rated lower or did not show a clear 

agreement. Important to know is that this industry group wanted to add a further 
factor to your questionnaire: "Different leadership cultures". Most of the companies 
who were asked had a global market with products or services sold in all European 
countries and continents. Their sites are distributed and many of them had sites in 
Romania, namely in Timisoara, Craiova, and Sibiu. This is also the reason why the 
working in multinational partnerships is a topic for solving the sustainability issues. 

6 Outlook 

For many years the leadership on the market was driven by offering more functions 
and services at a better price. In the last 10 years the safety was added, especially 
because cars, planes, trains, etc. are safety critical and many of the functions are 
solved by electronics and software. So it became important to have e.g. a product 
which is safe (a car in which we trust it will have no unwanted steering, a plane which 
we trust that speed sensors are accurate, etc.). 
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In future the world shift in social responsibility thinking will change the market 
behavior again and will lead to more functions and innovations and other design. E.g. 
using re-usable parts, using electric motor concepts, inventing new chemical 
procedures in production with less waste, and much more. 

LeadSUS ideas will contribute to this new move, and Process Improvement and 
innovation will again be expanded to cover a more holistic view in the next decade. 

LeadSUS will develop a training and coaching program to prepare industry 
partners for this new journey of innovation.  

The training program will contain important elements in the area of Sustainability 
management, Economic sustainability, Environmental sustainability, Social 
Sustainability, and also Product or Service Sustainability, Product sustainability. 

The training program will be developed in a very practical way, considering for all 
technical elements beside theoretical inputs also exercises and best practice examples. 
Also project development in the area of sustainability will be one of the key aspects 
which will be oriented to target group based on the aspects learned within the training, 
and the project will be developed in close collaboration and supervision of an internal 
coach. With this approach the trainees will gather new aspects on how sustainability 
concepts shall be practically implemented in the organization and how the process 
management and innovation approach can help their organization to step ahead to a 
sustainability management approach as a whole in the organization development. 

With the competences reached by the trainees with different responsibilities in the 
organization we expect that the process improvement process will take a more 
sustainability oriented approach in the organization, beside the economical orientation 
of the management they will figure out how the interdepartmental communication, 
internal process management, clear objectives in social and environmental field can 
complete the development of the organization into a more green and competitive  
organization on the market.  

The trainees involved in this program will learn about how they can calculate the 
organization carbon footprint (the environmental impact), how they can act and plan 
different sustainability program with relevant objectives and targets, and how such a 
Sustainability program can be part of the organizational strategic approaches as a 
whole. Also an important aspect will be the knowledge management, how the 
organizations can establish a better internal communication and sustainable data 
treatability and how the management can control and monitor the progress within the 
organization, in close relation with the targets achievements. Process innovation is a 
part of the continuous program of an organization, and the basis for innovation is the 
baseline established for one organization considering different sets of data, including 
production and consumption but nevertheless also some other dates which concerns 
the stakeholders. 

The process of stakeholder engagement and management of an organization is a 
very sensitive one, but for a B2C (business to consumers) organization as example, 
this is essential. The trainees will learn also how they can handle and involve 
stakeholders in their organization life and how these can help the development of the 
organization and can add value by being involved in different activities. 
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Competitiveness of one organization is very much depending on the inside process 
management and of course about how the priority setting are driven, but nevertheless 
the most competitive organizations on the market will be those who are integrating 
into their business strategy also social and environmental performance indicators and 
they start to drive innovation within the activity considering the needs of the market. 
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Abstract. How can you improve as a product developing organization? Are 
there principles that you as an organization can chose to believe in, which will 
then help change the odds of success in your favor? This paper will argue for a 
positive answer to this question and further attempt to suggest a useful set of 
such beliefs – I call them ‘Game Changing Beliefs’ 

Keywords: Effectiveness, Success, Value based leadership, Agile, Lean 
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1 The Quest for Meaning 

In the years just before and following the turn of the millennium, agile software 
development practices gained popularity – to some degree as a rebel movement 
opposing the plan-driven ‘waterfall models’. Enthusiastic teams, often smaller rather 
than larger, practicing XP, SCRUM and other schools of agile, demonstrated amazing 
productivity and results compared to the less motivated crowds operating under the 
‘dark regiments of waterfall’. Later we have learned that the contrasts are less sharp 
and also that schools like SCRUM became less powerful if applied in non-ideal 
conditions. Being close to perfect for small teams working on short application 
projects close to the customer, SCRUM performed less convincing for e.g. 
maintenance teams, HW/SW development projects or larger organizations. Under less 
favorable conditions the power of the ingrained rituals diminished. Sometimes the 
rituals worked, sometimes they didn’t. Reinertsen (Reinertsen, 2009) – in its extreme 
form - calls this phenomenon the ‘cargo cult’. When learning this I had already used 
the phrase ‘rain dance 101’ for some time. Also experienced teams became 
challenged – performing the SCRUM practices by the book, the question rose of what 
to do next. Like many, I started wondering about the meaning behind – understanding 
the principles behind the rituals would enable you to work with the rituals and change 
them in more favorable ways – understanding the meaning, would enable you to start 
optimizing – optimizing the flow of value.  

2 How This All Started 

Part of gaining experience is to develop ‘tacit knowledge’ – you learn to use certain 
practices knowing that they will work as expected. And also when not to use the 
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‘normal’ practice and instead revert to practices demanded by special conditions. For 
the inexperienced by-stander, observing the work of an experienced person can be 
puzzling and hard to understand. It all appears like rituals – sometimes they work and 
sometimes different rituals are required to bring about the same effect. If the same 
rituals are repeated by an inexperienced person, very different – and unexpected – 
results may occur. Perhaps, even no results at all. Or, perhaps everything just works 
out fine.  

This is when you start wondering why? Why, why, why … why? And how does it 
all work? You want to know what’s behind the rituals. Building and sustaining a 
successful organization is something that you cannot buy a fail proof recipe for. Some 
figures (Ries, 2011) say that only one out of twenty new startups succeeds. And even 
after that sustaining success is demanding. (Don’t quite know how to fit this is – 
another point is that some successful organizations don’t know or don’t remember 
where the success is coming from – to learn more about this aspect, read ‘Hunger in 
Paradise’ by Rasmus Ankersen (Ankersen, 2014) – back to the red thread …) On the 
other hand, there are lots of learnings and advice of what to consider. There might 
even be a book out there with a title like ‘How to build and sustain a successful 
organization’. For me, this started from a mix of personal experience and observations 
as well as reflections on what I picked up from others. If you aspire to build an 
effective and successful product development organization, then what are the things 
you can chose to believe in to change odds for success in your favor? Behind the 
rituals, what are the principles you can trust to push your luck?  

3 How the Many Pieces Came Together 

The famous golfer Jack Nicklaus (col.) is quoted for having said: ‘The more I 
practice, the luckier I get’. Another famous quote goes ‘Luck is where preparation 
meets opportunity’. Tom Gilb (col.) says: ‘If you don’t know, what you are doing, 
then don’t do it on a larger scale’. Richard Branson (col.), Virgin, says: ‘People, 
people, people’, when asked what’s behind his success. Abraham Lincoln (col.) said: 
‘The best way to predict the future is to create it’. Etc, etc, etc 

Empirical results have shown that as much as half of all defects found in software 
can be traced back to the requirements (Vinter et.al., 1999). Wrong, missing or 
changed requirements are the largest culprits.  One thing that is in common among 
successful product management models is the notion of fast and frequent feedback 
(col.). Today all project management approaches pays huge attention to ‘stakeholder 
management’. It’s possible to create freedom through structure (col.). Success often 
leads to complacency. The amount of personal stress (Groth-Brodersen, 2013) for the 
knowledge-worker is rocketing. Etc, etc, etc  

Add to this personal experience of ‘well-managed’ organizations and ‘chaotic’ 
organizations and everything in between. Among other things learning the true 
meaning of ‘integrity’ and ‘accountability’. And understanding the value of having a 
clear policy, which can guide the organization. Etc, etc, etc 
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Finally, there are all the publications of models and theories – capability maturity 
(CMMI, 2010), evolutionary delivery (Gilb, 2005), standards, life-cycle models, 
theory of constraints (Goldratt, 2012), lean product development (Reinertsen, 2009), 
etc etc. There are more books and papers written than most normal people will ever 
be able to read. The growth is exponential – for every research paper published, the 
room for at least two more is created. 

All, in all, there are so many one-liners, so much empirical and tacit knowledge, so 
much advice from publications and so many experiences and learnings. How can you 
grasp the essence and how can you piece all this together to make sense? It’s like a 
big puzzle, with an infinite number of pieces, like illustrated in the last paragraphs 
just above (I hope).  

The only way to cope with all this complexity is to find a way to reduce it – make 
it simpler (there was another one ). Let’s turn things around and look from another 
perspective:  
 

If you should create a high-performing organization in which performing 
with agile would be possible, which are the principles you would chose to 
rely on to change your luck?  

 
This is how I started thinking about ‘game changing beliefs’. Principles you can chose 
to believe in, which have high odds of changing your game favorably. Based on 
everything you know … up till now ... and picking just a few … what would they be? 

4 Exercise – Before You Study My List 

If you should build and sustain a successful product development organization, which 
are the 3-5 most powerful things you would bring into play? 
 
Your list: 

1. ______________________________ 
2. ______________________________ 
3. ______________________________ 
4. ______________________________ 
5. ______________________________ 

5 The Game Changing Beliefs (version 1.18, 19-Jan-2014) 

Now, it’s my turn! Is there a set of principles, such that each has the potential of a 
game changing impact on ‘operational effectiveness’ and ‘success’ in any hi-tech 
product developing organization? And what might they be? 
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Below you find the things I chose to believe in to make a difference. The list is 
constantly changing. You can find the latest version published on the internet1. 
 
ELEVEN GAME CHANGING BELIEFS - for the product development organization  
 

• The OPPORTUNITY SPACE is huge – There is always a better way – NEVER 
STOP SEARCHING 

• Know who you are (IDENTITY) … be relentless (STRATEGY/MAKE 
CHOICES) in what you are aiming for (VISION) (Collins, 1994) 

• PEOPLE make the difference 
• Your organization must enable everyone to EXPERIMENT, LEARN, DEVELOP 

and ACT INTELLIGENTLY (Saarinen, 2004) 
• Understand what VALUE is and where it comes from (BUSINESS MODEL) 
• Optimize the FLOW OF VALUE (Reinertsen, 2009) 
• The worst COST is what you can’t or couldn’t do, because of what you did 
• Accept that MOST IDEAS ARE BAD (Wedell-Wedellsborg, 2013) 
• RISK and UNCERTAINTY are in everything you do – or don’t do 
• SMALL, FAST, SIMPLE beat large, slow, complex any day 
• ENGAGE with the world – SHARE what you know and don’t know; STEAL with 

pride 

6 Conclusion 

The work on perfecting the Game Changing Beliefs continues – in reality they are 
nothing more than condensed personal experiences – from an intractable set of 
sources – blended and mixed for this presentation. Based on what has been collected 
so far. 

• The question is not whether they are right or wrong. They are! 
• The question is which principles you yourself chose to believe in to favor 

your game! 

While you work on yours, you can continue to follow my progress on: 
www.42ndstreetcompany.com. Any contribution is welcome!  
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Abstract. As innovation cycles are becoming shorter and technological 
progress faster, the need for reliable decision support for product and 
production planning is rapidly gaining crucial importance. To this aim, strongly 
innovation-driven industries like automotive use roadmaps relating products 
and technologies to a timeline from a specific company’s viewpoint. The 
roadmapping process, however, is typically neither systematic nor transparent. 
Furthermore, there is a lack of integration of product roadmaps and production 
technology roadmaps, although these cover complementary and mutually 
dependent aspects. This paper investigates the motivation and necessity for 
systematic and integrated roadmapping with a specific focus on production 
industries, and introduces a related automotive supplier industry research 
project that aims at designing and implementing a holistic approach to 
integrated technology roadmapping. 

Keywords: Innovation Management, Technology Management, Technology 
Planning, Process Innovation, Ideation. 

1 Introduction 

The automotive industry is one of the most highly innovation–driven industries [1]. 
Actually, suppliers engineer and manufacture most of the vehicle parts for the 
Original Equipment Manufacturers (OEMs). In doing so, the global automotive 
suppliers and engineering firms will invest approximately 65 billion Euros in research 
and development in 2015 – far more than twice as much as the OEMs [2]. Therefore 
suppliers need to enhance their innovative power. In addition, the suppliers are faced 
with the increasing of network complexity on all levels. Thus, one of the specific 
challenges of the automotive sector is that the automotive suppliers are forced to be 
innovative in the way they develop and manufacture components that need to be 
integrated in a complex network of systems and subsystems linked to different 
networked organizations. In this context, the innovative planning of production 
technology (PTP) assumes a vital role as a facilitator of product and process 
innovations. 
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In the PTP process, roadmaps are established as an important means of strategic 
planning and decision support. Surprisingly enough, the development and evolution 
of such roadmaps is typically non-systematic and opaque to a large number of directly 
affected stakeholders inside and outside industrial organizations, which is a clear 
contradiction to their fundamental importance as decision-support instrument.  

This article investigates this issue from the point of view of a large tier-1 
automotive supplier and in the context of the wider scope of innovation management, 
and with a special focus on the necessity of establishing a consistent relationship 
between the early ideation phases of innovation with strategic roadmaps. Section 2 
gives an introduction to the particular challenges of innovation management in 
industrial production organizations. Section 3 points out that innovation management 
in production is based on a lot of information assets which should all be taken into 
account in continuous roadmap development. Section 4 assembles a list of key 
research questions that are associated with the need of rendering roadmap 
development systematic and embedded into the innovation management process from 
the earliest ideation phases. Section 5 gives an outline of the methodological approach 
towards the related research activities that are carried out at a German tier-1 
automotive supplier in collaboration with the G-SCOP laboratory of the Grenoble 
Alpes University. Finally, Section 6 concludes by summing up the major challenges, 
and giving an outlook on the next research steps. 

2 Innovation Management Challenges in Industrial Production 
Organizations 

Under the increasing innovation pressure, enterprises have established innovation 
processes in their organizations [3]. These processes typically attempt to give a 
structure to the steps leading to innovative products, services and processes in order to 
make the management of innovation possible. Making such innovation processes 
operational and improving their performance within their organizations is one of the 
biggest challenges that companies are facing. They are actually looking for measures 
allowing them to assess the way in which the various activities and communication 
flows are effectively rooted, and which initiatives to undertake in order to improve 
innovation performance.  

The Institute of Technology and Process Management (ITOP) in Ulm defined a 
holistic process map in which innovation management is positioned with respect to 
the company and its environment, and its fundamental elements are made explicit [4]. 
As shown in Figure 1, the innovation management addresses numerous different 
aspects that are interlinked.  

The Strategy Development is business driven and sets the strategy of technology 
coordinated with the corporate strategy by defining the relative technology position 
and considering make-or-buy decisions. The idea management is essential for 
competitiveness. Along the ideation process ideas are generated, collected, evaluated 
and organised. The Portfolio Management engages future portfolios in compiling and 
assessing the portfolios quantitatively. Actions are built to reach the target state. The 
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technology management deals with the operative planning and coordination of 
technology development. Intrinsically the technological innovations have to be 
generated by an integrated approach. The IP management regulates the protection of 
intellectual property and generates corporate values. Development and Launch 
describes the process beginning by the technology development over the production 
development and service to launch. The Product Lifecycle Management identifies and 
analyses the product lifecycle regarding market requirements as an input for the TUI 
Strategy and the Portfolio management. The  Performance Management makes the 
strategy operational based on business objectives measured by qualitative and 
quantitative governing factors and corporate management. The Intelligence and 
Analytics is as the idea management crucial. Information concerning the process map 
of technology and innovation is generated, analysed and structured. These methods of 
analysis are enhanced continuously [4]. 
 

 

Fig. 1. The Technology and Innovation Strategy Process according to [4] 

Innovations in the PTP have been classified as one type of innovation among other 
types. However, further classifications within the PTP have not been made so far [5]. 
It is desirable to adopt a holistic approach to technology and innovation management 
as proposed by the ITOP to the PTP with close connections to the product 
development and purchase. 

3 Key Information Assets for Production Innovation 
Management 

As a first step towards an actionable structured holistic approach towards PTP, one 
has to take into account the key information assets that the PTP has to incorporate in 
order to make PTP consistent with the global corporate innovation management and 
planning. From the point of view of challenges to the instrument innovation database, 
Gausemeier discusses the key information assets linked to the innovation 
management process as shown in Figure 2 [6]. Market segments define future 
challenges for products which must be realized on technological and organizational 
levels. Product ideas are mapped to functions which are linked to specific 
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technologies that have to be mastered and get implemented properly within the 
organization. The morphological box in Figure 2 associates such technologies with 
the product functions. Therefore, the management of technologies is vital.  

The Innovation Roadmap positions technologies as solutions for product functions 
on the time line. The central role of the technology roadmap emphasises it as one of 
the most important technology planning tool for managing PTP by its mid- and long 
term perspective. All the named entities are implemented using documents like 
project plans, analysis posters, presentations, etc. These documents have to be kept 
consistent and managed organization-wide by the concept of an IT solution that is 
most frequently implemented on the basis of an innovation database which represents 
the basis for targeted provision of information based on the various information assets 
that employees can access [6]. 
 

 

Fig. 2. Key Assets linked to Innovation Management according to [6] 

The key message in the context of researching a holistic and structured approach to 
PTP is that the PTP has to take into account and nurture all these different entities 
permanently in a consistent and fully traceable manner. As roadmapping requires 
prospecting future developments, roadmaps are inherently dynamic and the associated 
processes and tools have to support the permanent dynamic learning process of the 
organization with respect to knowledge acquired about the prospected products and 
technologies. 

4 Key Research Questions 

As underlined previously, the technology roadmap is a crucial tool for PTP. The 
industrial relevance of dynamic roadmaps with an innovative methodology is a key to 
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the industry’s competitiveness and manufacturing capability. Industry can benefit 
from those roadmaps for business strategy and technology development [7]. 

Given their instrumental role in decision support, technology roadmaps have to be 
developed and managed in a consistent and structured way. Researches indicate that 
roadmaps exist in firms but every firm has its individual approach to manage 
roadmaps. There are only few practical guidelines offered towards building the 
technology roadmap. This makes it appear to have limited flexibility in terms of 
building a process and final outputs [8]. There is no system in developing the 
technology roadmap and no evidence how technology roadmaps are managed and 
validated. Mostly roadmaps are linked with strategy decisions but without connection 
to other important facets like trend analysis, long-term strategy, outside assets, 
internal requirements, etc. However, these links have to be considered if all inputs of 
the technology roadmap should be taken into account and be situated in the industrial 
context [9]. Moreover, the traceability of roadmap entries to decisions and the 
responsible stakeholders is crucial for the continuous updating and adjustment of the 
roadmaps, as well as their consistent deployment and follow-up. In order to 
investigate this subject closer, one can basically identify two major sources of inputs 
for production technology roadmaps, both are depicted in Figure 3 below.  

 

 

Fig. 3. Major input sources for technology roadmaps 

One source groups together any kind of input based on requirements raised by the 
internal organization whereas the other collects inputs coming from the external 
environment. Given the specific nature of origins and influence paths, the former may 
be called “bottom-up inputs”, whereas the latter can be signified as “top-down 
inputs”. As the connecting element between the two input sources, the technology 
roadmap contains reactions of external and internal requirements in the form of 
innovation ideas positioned on a time bar. 

Bottom-up inputs mainly originate in requirements regarding the product 
development, production and purchase. Top down inputs include trend analyses of 
customer needs, the supply chain, production development, trend-relevant search 
fields, strategy decisions and many others. In the systematic processing of top down 
and bottom up inputs, the technology roadmap reflects innovation.  

A systematic, holistic and traceable treatment of these inputs, however, does not 
happen in large industrial organizations in general, as this involves dealing with a 
multitude of questions that are mostly linked to the early and unstructured phases of 
innovation.   
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Key questions raised in this research in industrial context are the following: 

• What search fields are relevant for trend analyses?  

• How to identify and process trends? 

• How can the impact of trends on production technology be assessed? 

• How to prioritise topics and identify the “big waves” within the trend 
extrapolations? 

• How can strategic guidance deliver input for the technology roadmap? 

• Which stakeholders should be involved in the roadmapping process, how and 
when? 

• How can recommendations for action and measures from trend 
extrapolations and technology roadmaps be used to support the 
management? 

• How to assure the traceability from roadmap topics to the stakeholders and 
actions that have led to the positioning of these topics?  

• Which IT infrastructure is required to help keep the whole process consistent 
and traceable? 

A structured and fully traceable innovation process approach to production 
technology planning on the basis of roadmaps promises answers to all these questions.  

5 Methodological Research Approach 

As technology and innovation planning is inherently rooted in the very early phases of 
the innovation management process, it is evident to start research by a systematic 
review of actionable concepts developed in Front-End of Innovation (FEI), Fuzzy 
Front-End (FFE), and New Product Development (NPD) research.  

One essential element of all these concepts is the need for the systematic 
involvement of various stakeholders from the very beginning. Along the treatment of 
trends and the generation and processing of ideas, diversity can improve the 
extrapolation of trends and idea management by reinforcing  

• the creativity,  

• the workforce, 

• the top management attention, and 

• the innovation culture.  

The precondition for such benefits through diversity, however, is an adequate 
management [11]. A holistic way of thinking is important for the management 
approach. For example, the integration of stakeholders in the areas like product 
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development and purchase in a cooperation-based organizational culture would ensure 
a suitable constructive networking in the context of the PTP [9], [12].  

Examining the identification and processing of trends more closely, the open way 
of problem solving proposed by Geschka and shown in Figure 4, can be used as 
fundamental process element [13]. Starting with a problem like a relevant search field 
of a trend, the divergent thinking step identifies trends with a very wide open angle of 
view. Out-of-the-box thinking is the major objective of this phase, which is then 
followed by a consolidation phase where methods for finding convergence are 
applied. Here, the major ojective is to process relevant trends in a way that topics can 
be prioritised and focal points can be identified [13]. 

 

Fig. 4. Fundamental problem solving process cycle element [11] 

By an efficient preparation of trend extrapolations by means of evaluation criteria 
and involvement of stakeholders, the management has the possibility to focus their 
attention on mutually valuable issues. Effective and efficient evaluation criteria have 
a vital role in the phase of convergence, and form the very basis for any managerial 
decision [14]. 

By actionable directives and criteria for the different sub-phases, the resulting 
higher managerial support for the activities in trend management and idea 
management avoids unwanted and unconsciously individual decision-making and 
filtering procedures by individuals in such an important stage. Evaluating all the 
various decision criteria requires a lot of different expertises and points of view, 
which is why multifunctional group decisions on different levels are important [15]. 

A very helpful guideline for the development of a systematic approach this 
integration for PTP roadmaps is provided by the key success factors of the FFE 
according to Neumann [12]. The challenge is to implement these success factors in a 
structured and fully traceable process centered on the consistent development of PTP 
roadmaps. 

The current research activities focus on the implementation of such problem 
solving process cycle elements specifically for production technology roadmapping 
activities on a pilot project level. Each cycle is mainly realized by moderated ideation 
workshops that bring together several key stakeholders of different departments from 
production, product development, procurement, etc. In the next section, the authors 
will elaborate on the need for these specific strongly networking-focused activities. 
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6 The Complexity of Production Technology Planning 

An approach of process improvement of the innovation management in the PTP tries 
to make the production fit for the future. In order to capture the numerous 
dependencies this process has, it makes sense to distinguish between the activity 
groups related to the planning of PTP, the actual content of Planning in the PTP and 
the specific innovation areas in the PTP, which are depiced in Figure 5 below. 
 

 

Fig. 5. Fundamental problem solving process cycle element 

In the planning the PTP, many assets and activities are associated with the 
innovation planning of production technologies, especially the roadmap development, 
as indicated in Figure 2. Many external and internal inputs that influence the 
production have to be reflected adequately. There are aspects of the internal 
requirements coming from the production constraints, foreign locations, strategy, 
investment and so on. Moreover the proper handling of trends in the production is 
critical, because trends often refer only to the product without drawing conclusions 
about the manufacturing of these products. In addition to that, the active procurement 
and capitalization on external inputs (e.g. external analysis of production topics) is 
often not carried due to lack of resources made available to this aim. Mostly this is the 
consequence of poor management attention to pro-active innovation management for 
the production. The key research questions identified in section 4 aims precisely at 
guaranteeing an optimal planning of the PTP to identify fields of action in the 
production in the context of production specific trends.  

In all the mentioned activities and especially in content of planning PTP, there is a 
need of interaction with many sub-systems such as machine planning, production system 
design, international location and layout planning. Furthermore activities regarding 
research, strategic operational business, development, innovation management, etc have 
to be agreed upon the stakeholders. As described in Section 5 in every step of PTP 
various stakeholders within the production and from neighboring areas have to be 
involved systematically, At this stage the PTP is methodologically supported by strategic 
considerations in different dimensions. Tools such as the portfolio tool (do we produce 
and assemble internally or externally?) and the roadmap (how do we produce?) can help 
in the strategic PTP. The technology roadmap hedges a suitable use of production 
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technologies, e.g. to achieve the goal of an optimal degree of automation in the 
production and the development of skills and competences in the production whereas a 
production portfolio can improve the connection between foreign locations and make or 
buy decisions concerning production planning aspects. On the operational level an 
appropriate idea management with respect to an adequate trend management is important 
to ensure the right use of strategic tools with the right topics. 

Innovations in the PTP can happen especially on the basis of the active 
management and implementation of new production technology ideas that are 
dynamically positioned in the roadmap according to a defined process and taking into 
account clearly defined criteria (e.g. the technology’s alignment with the company 
strategy, its core competencies and corporate image). Considering the example of the 
trend topic lightweight construction, ideas have to be generated to find materials, 
technologies and related production methods that lead to weight reduction. This, 
however, also implies to think about how and when to build up methodological 
competences around these topics, as well as material expertise. Consequently 
innovation in the PTP is successful if it succeeds in getting the organization engaged 
in right topics with the right actions at the right points of time. In that manner the PTP 
ensures innovative technology approaches such as the suitable use of production 
technologies, dealing with new technologies, building of competences and skills, as 
well as an innovative production planning. 

In all mentioned findings dependencies between PTP elements and tools exist and 
are complex. Figure 6 shows superficially the building elements of innovation 
management in the PTP in general terms, consisting of different inputs, networks, 
methods and a structured innovation process, which was described above. 

 

Fig. 6. Building elements of innovation management in the PTP All inputs that influence the 
production have to be identified and further processed. Tools support the PTP in all 
dimensions. Especially a systematic approach for the PTP is crucial in order to quantify the 
individual phases of the PTP and ensure the traceability and transparence. Regarding the 
coherences in between the PTP, all elements and especially the interaction with stakeholders 
are all strongly influences by one other and are of complex nature. Therefore, these relations 
must be identified and nurtured carefully by the PTP innovation management. This is why it is 
extremely important to network in all elements of PTP at least with product development, 
product line management, purchasing, production and foreign locations. There is a need to map 
the complex relationships on the company’s specific organization in order to build the network 
needed to address the complicated and far-reaching questions related to the PTP. 
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7 Conclusion and Outlook 

The numerous interdisciplinary dependencies of Production Technology Planning 
make the process complex. Strategic roadmapping is an important and widely used 
means of decision support for innovation management in the several industry sectors, 
most notably the automotive sector. In current practice, the roadmapping of products 
and product technologies is often done with only few links to the roadmapping of 
production and production technologies, which leads to the fact that companies 
perform sub-optimally with respect to the speed and timeliness of build-up of 
production technology, as well as with respect to production set-up times. Given the 
ever increasing speed of technological progress and changes, one can presume that 
there is a huge potential of improving competitive advantages by mastering the 
integration of production technology planning with product/service planning better 
than competitors do.  

The industrial research project introduced in this paper aims at addressing this 
challenge by designing and experimenting a systematic approach to integrated 
product and production technology roadmapping on an enterprise level. At the heart 
of this approach is the systematic collaboration of key stakeholders from different 
organizational units and departments (research and development, production 
technology, procurement, site planning, etc.) in moderated ideation workshops. These 
workshops take the involved stakeholders from technological, societal, economical 
and ecological megatrends to their specific impact on the company from the 
viewpoint of production technology in relationship with products and strategic 
company evolution objectives.  

In this paper, the authors have justified the need for such activities, and given a 
prospect on the fundamental methodological elements of the research approach. The 
first workshops have been carried out very successfully, and confirmed that the 
approach is indeed promising. Experiences collected throughout this process, as well 
as assessments of the achieved progress will make the core subject of follow-up 
publications. 
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Abstract. Innovation and entrepreneurship are among the top priority areas of 
the European Union in order to exit the economical crisis and assure sustainable 
and profitable growth and competitiveness on a global level. Although more 
and more entrepreneurship training and education programs exist in different 
EU countries, there is little cross-country cooperation and complementary 
among these activities. This paper introduces a European approach to a certified 
entrepreneurship training program that has been established in a consortium of 
several European training and education organisations. This program has been 
implemented around the long-term mission of empowering people to make 
ideas become real in the European context.  

Keywords: Innovation, Entrepreneurship, Lifelong Learning. 

1 Introduction 

Innovation and entrepreneurship have become key topics of the EuroSPI community 
with the objective of building up long-term sustainable European partnerships around 
certified qualification programs on VET and higher education levels. The first related 
collaborative EU-project in the entrepreneurship area was ResEUr (ECQA Certified 
Researcher-Entrepreneur), which was an innovation project that has been co-financed 
by the European Commission from November 2009 to November 2011, and carried 
out by a consortium of five partners in Europe in order to propose a competence set 
for entrepreneurial minds, as well as a complete e-Learning based training and 
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certification program [1][2]. These partners were EMIRAcle (BE), University 
Politehnica of Timisoara (RO), Grenoble INP (FR), ISCN Ltd. (IE),  
proHUMAN (SI), and Skills International GmbH (AT).  

All these partners have a long-time experience in entrepreneurship and innovation, 
and are active members of the ECQA (www.ecqa.eu). With ResEUr, their target was 
to define a competence set that is complementary to existing training and education 
programs in entrepreneurship. ResEUr primarily addresses the phases before the 
decision of creating an enterprise is made. It aims at sensitising researchers for 
entrepreneurship and innovation rather than teaching them how to do business plans. 
This idea results from the conviction that the issue of taking into account innovation 
and marketing issues already during research is crucial. 

“From Idea to Enterprise” (Idea2Enterprise) has been launched in October 2012 in 
order to transfer ResEUr to VET and secondary education on a European level, 
following the national priorities in many EU member states. The project partners are 
the following: RPIC-ViP s.r.o. (CZ), ISQ (PT), EMIRAcle (BE), ISCN (AT), 
EUROSUCCESS CONSULTING (CY), CIRSES (IT). This project has been 
introduced at EuroSPI 2013 [3] with a clear focus on the results of the needs analyses 
carried out by the project partners in each partner country. This article summarizes 
different viewpoints on dissemination and exploitation strategies in the consortium 
partner countries Cyprus, Czech Republic, Italy and Portugal. It thereby gives a 
contribution to better understanding the specific needs of theses four EU countries in 
the field of entrepreneurship.  

Section 2 of this paper outlines the principal missions of the Idea2Enterprise 
qualification. Fulfilling these missions is at the basis of the consortium’s 
dissemination nd exploitation strategy. The four subsequent sections are dedicated to 
dissemination and exploitation strategies in the four countries mentioned above. The 
paper concludes with a common view on dissemination and exploitation on 
consortium level, where the ECQA has a major stake. 

2 Missions of the Idea2Enterprise Program 

Beyond being a training program on entrepreneurship, Idea2Enterprise strives to 
implement the following core mission statements on a European level:  

1) Empowering creative people to turn ideas into reality. 
2) Networking with academia and industry for sustainable future success.  
3) Becoming part of an international Innovation Community via EuroSPI and 

ECQA. 
4) Turning passion into business.  
5) Identifying talent and using it. 
 
These missions have guided the development of the entrepreneurship training 

program, which is now entering the phase of pilot trainings in the four target countries 
Cyprus, Czech Republic, Italy, and Portugal. The need for these missions has been 
clearly confirmed in the extensive needs analysis that has been carried out by the 
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project partners in each of these countries [3]. The following sections will explain the 
challenge of meeting needs of the different countries’ target groups while following a 
common core set of principles relevant to the subject of entrepreneurship in the 
context of the missions cited above.  

3 Dissemination and Exploitation in Cyprus 

3.1 Key Target Audiences 

In Cyprus there is no special training for people starting from pupil age until the age 
of 18, except for one week at the age of 16 which is called “working week”, where all 
students have to “work” for one week in jobs of their preference. Moreover, the 
training that higher education students receive is more on a theoretical base and not in 
practical, which does not help them develop their business ideas. 

The target groups in Cyprus are pupils in their last year in school and students in 
the last university year, as well as unemployed young graduates and VET institutions. 

3.2 Key Institutions to Partner Up with 

The main institutions that Eurosuccess have chosen to partner up and cooperate with 
are: 

• European University Cyprus [4] 
• University of Cyprus [5] 
• Frederic University [6] 
• Cyprus Chamber of Commerce and Industry [7] 
• Nicosia Chamber of Commerce and Industry 
• Business and Professionals women association 
• Neorama Education Centre 
• M.M. Knowledge and Consulting 

 
The reason of the above selection is that the members or clients of each of the above 
organizations are the ones stated above in section 3.1 as the key target group. 
Moreover, the professionalism and the successful history of each of the above 
organizations, ensures the exploitation and viability of the project. 

3.3 Key Events/fairs to Attend 

The main events/fairs that EUROSUCCESS members will attend are the ones 
organized by their organization (seminars, conferences, and other projects meetings) 
and also the events/fairs that the above cooperating bodies will organize, like student 
fairs, information days, seminars and conferences. 
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3.4 Key Facilitators 

The key facilitators that can be found in Cyprus are: 
• Agricultural Research Institute (ARI), 
• Cyprus Neurology / Genetics Institute (CING), 
• Research Promotion Foundation (RPF). 
• Cyprus Business Incubator Association 
• Diogenes Business Incubator University of Cyprus 
• Ermis Research and Incubator Centre – ERIC 
• Helix Business Incubator LTD 
• Promitheas Bussines Innovation Centre LTD 

4 Dissemination and Exploitation in the Czech Republic 

4.1 Key Target Audiences 

Based on national priorities, the main target audience is limited to initial vocational 
education and training which means mainly the students of secondary schools in the 
Czech context. There is a lack of technically educated professionals as well as 
students of technical secondary schools in Moravian-Silesian region, on the other side 
the local economy used to be and still is oriented to technical industry. One of the 
biggest Technical Universities is located in Ostrava.  

Based on research done in the Ostrava region, it is estimated that 25,000 additional 
workplaces in industry will be needed in the future eight years, more than 3,000 per 
year. About 2,300 graduates of professional secondary schools stay on the labour 
market per year (i.e., do not continue on higher level of education). This means at 
least 5,000 graduates of technical secondary schools will be missing [8]. 

Even if this seems to be a reason of motivating pupils to go to technical secondary 
schools, their interest is still very low for different reasons. A training to develop their 
entrepreneurial skills and spirits in the pre-last year of their studies is considered not 
only a way of providing them some complementary competencies or making their 
studies more attractive but also as a strategy of multiplying the number of technically 
oriented companies and of increasing the employability of the graduates.      

Therefore RPIC-VIP decided to pilot the trainings with young people in the pre-
last year of studies in professional secondary schools. 

4.2 Key Institutions to Partner Up with 

The Regional Consulting and Innovation Centre (RPIC) itself has a direct link to 
professional secondary schools in their region thanks to projects realized in recent 
years (e.g. [9]).  

The competencies in secondary education are set on regional level in the Czech 
Republic. Even if we suppose easy acquisition of students because of long term 
cooperation with schools, the strategic partnership with Regional Authority of 
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Moravia-Silesia in the matter of training promotion will be initiated. The cooperation 
with public authority increases the sustainability of project outputs. 

4.3 Key Exploitation Channels 

RPIC-ViP participates in processes of development of educational system and active 
labour market policy in the region. The programming period 2014+ is being prepared 
in cooperation with local stakeholders to face the regionally specific challenges. The 
key facilitators of the negotiating the priorities are Regional Office and Regional 
Authority. The team members will attend relevant workshops, roundtables or 
conferences and actively discuss the topic and actions to be taken to improve the 
competencies of graduates for future development of Moravia-Silesia. 

The importance of activities of Technical University of Ostrava in the field of 
promoting innovation and start-ups is still growing. Start-up shows or innovative 
company competition events represent very convenient audiences to use the potential 
of the training.  

At national level, RPIC-VIP is one of the facilitators of the smart specialisation 
strategy focusing for 2014+ on entrepreneurial discovery process. 

5 Dissemination and Exploitation in Italy 

5.1 Key Target Audiences 

In the Italian VET System there are not figures devoted to support boys and girls 
“from idea to enterprise”. The training courses are in fact mainly focused on the 
theoretical knowledge, rather than to assist the realization of a professional project. 
However in some VET curricula, some experiences are carried out named “Enterprise 
Training Simulation” or “alternative school-work experience”. 

The Enterprise Training Simulation is a virtual company animated by students who 
make market on the net, e-commerce, with the mentoring of a real company who is 
the reference model for each phase of the business life cycle: from the business idea 
to the business plan, from the registration in the chamber of commerce and in the 
office registry to the commercial transactions, from the financial transactions to the 
tax compliance [10]. 

The Enterprise Training Simulation allows building the concrete working model of 
a real company in a “laboratory” environment and therefore appears closer to the 
action-oriented learning methodology. A company tutor, corresponding to a real 
company operating in the area, cooperates with teachers setting the simulated 
company and its management in order to create a link with the real Labour Market 
designing real roles and duties for the students. 

Following the above, the primary target group for Italy is typically the profiles 
interested in the Enterprise Training Simulation, as well as the key stakeholders 
involved in this training. More specifically, CIRSES will disseminate the 
Idea2Enterprise training mainly to the following target groups: 
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• Business consultants 
• Recruitment consultants 
• Chambers of Commerce Consultants 
• Guidance Experts 
• Tutors for entrepreneurship 
• Professionals accountant 

5.2 Key Institutions to Partner Up with 

The main institutions CIRSES have chosen to partner up and cooperate with are the 
following: 

• Prima Forma - Progettazione Ricerca e Management per la Formazione 
• Chamber of Commerce of Naples (Campania Region) 
• Business Consultants - Rome 
• Business Consultants – Naples 
• Business Management Order  – Roma 
• Business Management Order  –  Naples 
• ARLAS - Campania Region Agency for employment, education and 
• training 
• Cora Roma Onlus (Gender Guidance Association) 
• Federimprese 
• Università dei Sapori di Perugia – National Center on Training and Food 

Culture  (Umbria Region) 
• Confcommercio di Perugia 
• Italia Lavoro 
• ISFOL – Leonardo da Vinci National Agency/ERASMUS+ 

6 Dissemination and Exploitation in Portugal 

6.1 Key Target Audiences 

One of the goals of the Portuguese government within the scope of the New 
Opportunities Initiative is to increase the participation in initial VET (IVET). 
Therefore, the government has launched a wide media campaign known as “It pays to 
learn” in order to stress the importance of qualifying the Portuguese active population. 

Since 2007, a total of eight campaigns were launched, specifically aimed at either 
young people or adults, or targeted at both audiences. The latest campaign, whose 
main message was to establish the completion of secondary education as a common 
goal to both youth and adults, was launched in September 2010 and was directed at 
adults who had not completed the 12th grade of secondary education and young people 
who at the time had started the secondary educational level. 

The Portuguese participation in the Euroskills and Worldskills initiatives also 
intended to contribute to the growth of VET’s public visibility. IVET participation is 
also encouraged by several economic benefits, such as training allowances. 
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Some measures were taken in order to assure the quality of double certification 
provision, particularly monitoring studies on vocational courses and their extension to 
the network of public schools. Vocational courses are a double certification training 
pathway which was previously delivered almost exclusively by private vocational 
schools. The target groups in Portugal to be addressed in this project are mainly VET 
students, either from the initial VET or the continuous VET systems.  

Even if the higher education institutions, university students, universities staff 
members, unemployed youngsters, VET professionals and VET centres and are not 
part of the chosen target group, due to the topic of the project they will be important 
stakeholders and also main target groups of the project, respecting the dissemination 
project activity itself. 

6.2 Key Institutions to Partner Up with 

The main institutions that ISQ have chosen to partner up and cooperate with are: 

• National Body for Qualification 
• Portuguese Institute for Employment and VET 
• Training Center for Trade Area 
• Training Center for Handcraft Area 
• Portuguese Foundation 
• National Institute for SME’s and Innovation 
• Portuguese Entrepreneurial Association 

 
The reason of the above selection is that they are partners in several networks of ISQ, 
and they fall into the target groups mentioned above in section 6.1. Moreover, the 
professionalism and the successful history of each of the above organizations, ensures 
the exploitation and viability of the project. 

6.3 Key Events/fairs to Attend 

ISQ has involved several staff members in a few events of different organizations, 
with the main aim of create awareness for the project objectives and future activities. 

ISQ has been present in some meetings and seminars involving project 
stakeholders, mainly other VET centers where the project, its objectives, main 
activities and results were presented, in order to disseminate the project and at the 
same time create interest in the future phases, mainly for the project pilot training. For 
the future, ISQ foresees that all main events and fairs will be organized in Portugal, 
by several of our stakeholders in the training area. They can be seminars, conferences, 
and other projects meetings and also the events/fairs more oriented to students, like 
fairs, information days, seminars and conferences. However, ISQ intends also to have 
a spotlight in this project from some European and International organizations, like 
EVBB and SOLIDAR, two networks acting in the VET area that will gain a huge 
sustainability degree for the project results.  
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Conclusions and Outlook 

This article has introduced the dissemination and exploitation aspect of a European 
initiative to introduce a certified training program that empowers creative minds to 
make their ideas become real in the form of sustainable entrepreneurship. While the 
first program of this initiative, ResEUr, is targeted at university students, the follow-
up program Idea2Enterprise is mainly oriented towards VET and initial VET 
education levels. Rather than focussing on the formal process of company creation, 
Idea2Enterprise is focussed on the aspect of shaping ideas and successfully 
implementing them in entrepreneurship context. One key aspect of its uniqueness is 
that it integrates the visions and needs of eight EU countries, and is embedded in two 
other European initiatives, EuroSPI and the ECQA.  

Dissemination and exploitation of Idea2Enterprise are carried out according to the 
framework rules of the ECQA, however with very specific strategic target groups and 
partners as pointed out in this article for the countries Cyprus, Czech Republic, Italy, 
and Portugal. The project partners are currently carrying out the initial pilot trainings, 
and there is opportunity for EuroSPI community members to join.  
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Abstract. There are many useful metaphorical notions in linguistics to think 
about software process innovation. Continuous evolutionary change is the 
essential nature of any software system.  Human languages also change over 
time. In this paper we will investigate some notions in linguistic study to apply 
issues of software process innovation.  

Keywords: Conceptual Modelling, Language Change, Innovation Factors. 

1 Conceptual Design in Software Development 

American philosopher Nelson Goodman wrote in his famous book “Ways of World-
making” as follows: Countless worlds made by use of symbols. As a result, the 
multiplicity of worlds are given to us. A variety of components – matter, energy, 
waves, phenomena – are made along with the worlds.  But made from what? Not 
from nothing, after all, but from existing other worlds. World-making as we know it 
always starts from worlds already on hand; the making is re-making.  

Software system development is a kind of world-making, because it is an activity 
to make a model of the target application world. Conceptual design in software 
development process is the most important phase which needs some innovative idea 
to make the system active. Goodman categorized following 5 logical process steps in 
conceptual design activities of world-making: 

1. Composition and Decomposition 
2. Weighting 
3. Ordering 
4. Deletion and Supplementation 
5. Deformation 

Composition and Decomposition 

This is the first logical step of conceptual design. On the one hand, whole system are 
divided into parts and partitioning each components into sub-components, analyzing 
complexes into features, drawing distinctions; on the other hand, composing some 
components out of parts and members and subclasses, combining features into 
complexes, and making connections. Such composition or decomposition is normally 
effected or assisted or consolidated by the application of labels, names predicates, etc.  
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Weighting 
The second logical step on conceptual design is to give weights for each component. 
When some relevant objects of a design are missing from another, we might perhaps 
better think that the two designs contain some classes sorted differently into relevant 
and irrelevant kinds. Some relevant objects in the one design, rather than being absent 
from the other, are present as irrelevant kinds; some differences among designs are 
not so much in entities comprised as in emphasis or accent, and these differences are 
no less consequential. Ratings of relevance, importance, utility, value often yield 
hierarchies rather than dichotomies.  

Ordering 
Designs not differing in entities or emphasis may differ in ordering. Ordering of a 
different sort pervade perception and practical cognition. The classic waterfall style 
ordering of software lifecycle model follows the linear logical sequence of 
development activities, but the spiral or iterative lifecycle model curls the straight 
logical line of sequential activities into a circle. Orderings alter with circumstances 
and objectives. As we often see in various design diagrams, the nature of shapes 
(icons) changes under different geometries, so do perceived patterns change under 
different orderings. Radical reordering of another sort occurs in building a unified and 
comprehensive image of a system from temporally, spatially and quantitatively 
heterogeneous observations and other items of information.  

Deletion and Supplementation 
Also, the making of one design out of another usually involves some extensive 
weeding out and filling – actual excision of some old and supply of some new 
material. According to psychology, in everyday life, we find what we are prepared to 
find, and we are likely to be blind to what does not help our purpose. In the painful 
experience of proofreading and the more joyful one of watching a skilled magician, 
we incurably miss something that is there and see something that is not there. 
Memory edits more ruthlessly. And even within what we do perceive and remember, 
we dismiss as illusory or negligible what cannot be fitted into the architecture of the 
design we are building. Perhaps the most spectacular metaphorical case of 
supplementation can be found in the perception of motion. There are many 
psychological experiment to make illusion by supplementing false objects. 

Deformation 
Finally some changes are reshaping or deformations that may be considered either 
corrections or distortions according to the designer’s point of view. This process step 
is important because it is the final touch of design presentation rhetoric. These are 
ways of that designs are made. As Goodman wrote above classification is not 
comprehensive or clear-cut or mandatory. Often the actual processes will occur in 
combination or in random sequence. For example, some changes may be considered 
alternatively as re-weighting or reshaping or as all of these, and some deletions are all 
matters of differences in composition. Actual practice of conceptual design phase of 
software world-making activity is a random mixture of the above 5 logical steps 
performed upon virtual knowledge-base of already existing software systems. As 
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Goodman pointed out, world-making is a re-making. Our innovation is not a creating 
something new from nothing, but composition/decomposition, weighting, ordering, 
deletion/supplementation, and deformation of various components which can be 
found in the knowledge-base. The tool in our hand is “language”: a variety of 
programing languages, symbolic diagrams, and natural languages. 

2 Changing Nature of Language 

Structural linguistics research originated by Swiss linguist Ferdinand de Saussure has 
many useful notions to think about various issues of software process innovation. For 
example, Saussure distinguished notions of langue and parole. According to him, 
parole is the specific utterance of speech, whereas langue refers to an abstract 
phenomenon that theoretically defines the systems of rules that govern a language. 
Applying simple analogy, parole is the specific activity of software development and 
langue is an abstract process model that defines the systematic rules for project 
management. 

But situation is not so simple, rather more complicated. Looking back to the 
history, all languages have been changed over time. Structural linguistics has been 
putting focus of research on the static nature of langue and neglecting dynamic aspect 
of parole. So, it could not solve the difficult issue caused by the antinomie between 
synchrony and diachrony of langue.  

The essential character of language is “Change”. Software changes also. To keep 
its function active in the process of adapting to the change in operating environment, 
software must change its structure over time. Romanian linguist Eugenio Coseriu 
strongly advocated that linguistic study should concentrate the focus on dynamic 
changing nature of language. He criticized Soussure’s “langue-parole” dichotomy 
and proposed a new trichotomy of “system-norm-speech” instead. He pointed that 
“language continuously change, could not perform its function without change.” 

In Coseriu’s famous work “Sincronia, Diacronia e Historia (Synchrony, Diachrony 
and History)” contains many important suggestions useful when we consider about 
software process innovation. His notion of “system”, which corresponds to Soussure’s 
langue, is our notion of software process model, and “speech”, which corresponds to 
Saussure’s parole, is particular activity of software development in our daily life. 
Coseriu’s unique notion of “norm” bridging the gap between “system” and “speech” 
seems to be an important key for process innovation. 

As Jose Ortega=y=Gasset told in his last lecture “Man and People”, we are not 
born to be a human being. When you are born, you are just an anonymous animal 
baby. You become a human by growing up in a human family and society. Through 
this growing up process, language plays a key-role for you. At first, you see a number 
of nameless people are walking around you. Your self-recognition is that you are also 
similar being like them. To live with those people, gradually you must understand the 
meaning of speech, coming out from people’s mouth. That is the first close encounter 
with language for you. 
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As time flows you can distinguish some of people with specific faces and names as 
your family, friends, etc.  Step-by-step, you learn how to use language as basic 
communication tool with them: meanings of various words, rules or patterns to 
present your feeling or thoughts in your speech. Those are the norm of language, 
which has been accumulated in the community around you. Later, in the lessons in 
various schools, you learn the system of your mother-tongue language in more 
complicated style as dictionary and standard grammar. 

Other than communication support, we should not forget one more important 
feature of language: it is the fundamental recognition tool for us to understand the 
world by articulating things into their components. When you speak some words like 
“flower”, “butterfly”, or “process”, already you have concrete images correspond to 
these spoken words in your mind. Such kind of word-to-matter correspondence is the 
common basis of our understanding of the world around us, and it also works as the 
norm of our communication via language. 

But, sometime you suddenly feel an inconvenience with such a given norm, which 
are posed by the tradition, in presentation of your own unique idea or feeling. It seems 
necessary to modify the meaning of word or to invent new style of rhetoric in your 
speech or writing. That is the motivation for change. 

For example, let’s looking back to the change of meaning of the word “process” in 
our community. In 1960s, early days of computer science, optimization of “program 
execution process” inside computer hardware was the hottest topic of the age. Around 
1970, new discipline of software engineering was born. People’s concern moved out 
from hardware, and many new idea were proposed to solve technical or managerial 
problems in “software development process” outside of hardware. Then, during 1980s 
and 1990s, advances in micro-electrics and network technology resulted downsizing 
of computers and wide growth of application field. To deal with social requirement 
for more-and-more software development power, “technology transfer process” of 
training new generation of software engineers became big issue to solve. And now, 
we are in the Internet age, a variety of network-based social application systems were 
born. Those large-and-complex systems are evolving to adapt themselves for 
continuous change in their operating environment. We are now facing to the issue of 
how to deal with “system evolution process”.    

According to Coseriu, it is wrong to ask about the reason of language change. 
Because such a question is based upon belief that language is unchangeable thing. He 
claims that change is the essential nature of language. To ask “why?” about change of 
language is not a causality question. Language changes not because of some external 
reasons, but because of internal motivation within the mind of users of language.  

We speak or write our idea by language. Speaking or writing is a kind of creative 
activity of human beings.  Language is not imposed to us as a collection of restrictive 
rules. It is given as a model or tool for thinking and for communication. We create 
and present our own idea using our knowledge of traditional norm of language. When 
we feel some inconvenience with it, we can change it freely because it is just a tool. 
Language continuously evolves through such innovative process. This is the answer 
to the question of why language change. 
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Software system is also given to us as a model or tool to support our intellectual   
activity of information processing. It changes or evolves over time. There exist many 
stake-holders of software change. As Professor M.M.Lehman pointed out in his great 
theory of Software Evolution Dynamics, the process of change or evolution of 
software should be considered as a multi-level, multi-loop and multi-agent feedback 
system. A variety of human agents, not only developers and users but also managers 
and researchers of the process, are involved in this infinite loop of evolution.  

Starting from the Waterfall Model (1970 by Winston Royce), many models of 
software evolution have been proposed so far. Most of them present some kinds of 
bird-eye view on the process from outside and discuss issues of process innovation. 
But, because everybody are involved in the evolution loop, no one can take such a 
bird-eye viewpoints. We need to consider how to construct an inside view of the 
maelstrom of software evolution process to discuss about innovation. 

3 Innovation Factors in Language 

In early 18th century, there lived a young philosopher in Osaka, Japan. His name was 
Nakamoto Tominaga, the third son of a rich merchant Hoshun Tominaga, who was a 
co-founder of the Kaitokudo Academy: a private school of philosophical study 
(mainly on Confucianism) for young people in the city. Nakamoto was a kind of 
genius child. During teen age, he studied almost all of contemporary Confusion 
philosopher’s works in Japan, and after expounding many classic Chinese scriptures, 
he summarized his radical idea on the history of Confucianism in a book titled as 
“Setsu-Hei (Philosophical Obscurantism)”. Publication of this book was treated as a 
scandal and the book was completely lost including its woodcut printing blocks. 
Nakamoto expelled from Kaitokudo. After this accident, he moved to another small 
private school and continued his research, this time careful investigation of large 
volumes of Buddhism scriptures. 

One year before his early death as 31 years old, Nakamoto published 2 books: 
“Okina- no-Fumi (Testament of an Old Man)” and “Shutsu-Jou-Kou-Go (Words after 
Buddha’s Enlightenment)”. The latter book was a philological review of the history of 
Buddhism. He found a cardinal principle of “Ka-Jou (Transformative Accretion)” in 
the chronological evolution of various Buddhism sects; namely every new emerging 
sect adds some new idea or notion to Buddha’s original sermon for the purpose of 
transforming it more attractive style.  

Nakanoto also proposed that in doing philological analysis we should be careful 
about three fundamental factors of language: namely (1) who is the Person using it, 
(2) historical period of Time in which it is used, and (3) the Context of its use. As for 
the context, there are five typical Categories: Expansion, Inclination, Afloat, 
Limitation, and Irony. These categories work as the hidden driving forces of language 
change. Nakamoto wrote as follows: “My method of study emphasizes these three 
factors by which any human discourse can be properly understood. As long as one’s 
approach is made through these three factors, there is no discourse that rejects clear 
understanding.” 
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Nakamoto’s approach was very much neutral one. But his book received strong 
attacks from contemporary Buddhists because the target of analysis was their sacred 
scriptures. As a result, his name was almost eliminated from the philosophical record 
of the age. It was needed 200 years of time until a famous Professor Konan Naito of 
Kyoto University re-discovered him and evaluated his intellectual contribution 
properly. Nakamoto’s “3 Factors and 5 Categories” approach is useful for us to make 
philological analysis of various innovations in software technology. For example, as 
for various process models like “Waterfall”, “Spiral”, “Incremental”, “Process 
Programming”, “CMM”, “SPICE”, etc., it is interesting who proposed these models, 
in which period of time, and they were emerged in what kind of context. Also, as for a 
variety of software design methods, category analysis of each method will produce 
interesting result to consider new technological innovation in future. 

4 Final Remark 

In this paper, I’ve introduced three philosopher’s work on conceptual modeling, 
change of language, and philological study approach as useful metaphors to think 
about issues of innovation. It seems better to stop your feet for a while and consider 
those philosophical background of technology evolution before jump into technical 
matters directly.  
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Abstract. In this paper, we present an approach to find threats together with 
hazards. We’ve already presented the hazard identification approach in [1]. In 
this paper, it is elaborated and extended to identify threats too. The basic 
approach is the same as the previous paper and has four steps. First of all, we 
roughly describe the static structure and dynamic behaviour. Then using the 
goal-oriented approach, we depict the goal tree of a system. The top goal of the 
tree is the most abstract representation of a system and we will divide it 
repeatedly. If S is a sentence as a description of each goal, we can make the 
new sentence S-* by applying the guideword of HAZOP [2] (when we adopt 
the NO guideword, we name the new sentence S-NO, asterisk means the meta-
character here). S is a desirable goal; S-* is an undesirable goal (i.e. anti-goal 
[3]). Using the previous static structure and dynamic behaviour, we then 
consider whether it is possible to create this negative situation caused by the 
malfunction of each node or attack to a relation between nodes. The 
exhaustiveness is important for finding hazards and threats. In our methods, we 
check them in two ways. One is the checking of the sentence of the goal 
description using the guideword; the other covers every structural and dynamic 
elements of a target system. 

Keywords: Security, safety, hazards, threats, goal model, ISO 26262. 

1 Introduction 

Recently, improving security of software-intensive systems is one of the crucial issues 
for system / software development. Many embedded systems in the home electric 
appliances, cars and so on are becoming connect to the network, which may have the 
risk portal for the malicious people [4]. This phenomenon resembles the situation 
already occurred in the world of the Personal Computer. 

Therefore, we need the technique for the security risk analysis. There are several 
techniques for analysis [5], but as for the concept phase of the system development, 
the number of the methods by which we can find the threats is small. The COARS [6, 
7] or EVITA approach [8] is new and gives a comprehensive development process to 
achieve high security capability. The former is providing the systematic way for 
analysing the unsecure system, but gives threats after discussing in a workshop by the 
collective wisdom of the participants: "[We] expect from the participants" (p.130). In 
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the latter approach, we can find threats after assigning functions to an architecture, 
which means that the phase to find threats is not a concept one. 

We recently extend our CARDION [1] approach for the functional safety in order 
to capture the security threats. In the automobile, the security is not only attacking the 
assets1, but also it is relating to the safety. If malicious people attack the core of the 
braking control, the behaviour of a car is dangerous even if there is no failure in the 
braking parts. 

Our method has three positive features; (a) It can be applied in the concept phase of 
the product developments. (b) It can handle both threats for security and hazards for 
safety. (c) It provides clear steps to find the threats / hazards. 

First we present our approach in detail (Chapter 2) and we compare it against the 
related works (Chapter 3). Finally we conclude them (Chapter 4). 

We clarify the detailed steps in the concept phase of product development. And it 
makes us easy to check or assess those activities.  

2 Process 

Our approach has four process elements. 

− Sketching a system schematically (2.1) 
− Writing top-goal and decomposing it repeatedly (2.2) 
− Applying guideword to each goal (2.3) 
− Finding the candidate of threats and hazards (2.4) 

The iterative execution of this process is essential. We might find the missing 
information from the previous loop. For example, when we decompose the goal, we 
might find a lacking element of an original goal and it helps us to find other 
candidates of threats and hazards. 

2.1 Making a Rough Sketch of a System 

The schematic sketch of a system that is composed of the static and dynamic part is 
important. The schematic description gives a clue for our intuition on finding threats 
and hazards and helps to assure the completeness of our checking. The representation 
of static structure of a system gives by the diagram, for example, class diagram of 
UML, internal block diagram of SysML [9] or the specification type representation of 
CATALYSIS approach [10]. The finite state diagram is good for indicating the 
system behaviour. But roughness is important because in concept phase we cannot get 
the detailed information of the target system. 

                                                           
1  In the standard (ISO/IEC 27000:2012), the word asset is “[an] asset is any tangible or 

intangible thing or characteristic that has value to an organization. There are many types of 
assets. Some of these include obvious things like machines, facilities, patents, and 
software…” 
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The static representation gives us the relationship between the nouns in the 
description of a goal. Here, we use an Adaptive Cruise Control (ACC) system as an 
example. The phrase, S1: “The system of a self car can recognise the forward car by 
the milliwave radar” can be described like this. 

TypeACCSimpleRecognition

ForwardCar SelfCarrecognise

MilliwaveRadar

0..1

1

 

Fig. 1. A static representation (type representation of ACC) 

We can find correspondences here between the nouns “self car” / “milliwave 
radar” / “forward car” in the S1 and the class SelfCar / MilliwaveRadar / ForwardCar 
in the static representation respectively. Name of behaviour (ellipse shape like use 
case) shows the verb of a sentence, “recognise”.  It is a kind of action. 

This correspondence between the description of the semi-formal form and the 
expression in the natural language is important, and we discuss it again in the section 
2.4. 

Dynamic representations show the change of a system after running an action. If 
the ‘recognise’ action successfully identifies the forward car, the event ‘recognised 
occur and the state changes from the “StandBy” state to the “Following” state. It is 
depicted in the Finite State Machine (FSM) diagram (Figure 2 upper left, FSM_A). 
We also write the FSM of ACC switch (Figure 2 down left, FSM_B). 

 

ON

StandBy

Following!recognised

recognised
OFF

Following

StandBy

ON

OFF

SwitchOn

SwithOFF

FAIL / Transit

recognised

!recognised

SwithOn

SwitchOFF

refined

FSM_A

FSM_B

FSM_C:= FSM_A + FSM_B + alpha
added 

transition

  

Fig. 2. Dynamic representations: first diagrams (left), refined diagram (right) 
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These first dynamic representations are refined by the operation of synthesis. We 
synthesise FSM_A and FSM_B, and can get the refined FSM_C (Figure 2 right). The 
important point is that this operation is not always a mechanical one. We might think 
exceptional cases after synthesis. In this diagram, we add the new transition for the 
occurrence of FAIL event. 

The level of refinements is corresponding to the level of the goal decomposition 
(2.2). Decomposing goal needs further refinement of static and dynamic 
representation.  

2.2 Goal Decomposition 

We analyse the system using the goal model of KAOS approach [11], which is one of 
the most well-known goal-oriented requirements analysis methods. There are several 
resemblances between the requirements analyse and the process for safety and 
security in the concept phase; those are the process of defining the requirements, the 
architecture of a product is obscure, and we consider many merits and de-merits to 
achieve the stakeholders' goal.  

The goal is decomposed by the AND/OR refinement. The AND-refinement shows 
the link that relates a goal to a set of sub-goals and the OR-refinement shows 
alternatives to satisfy the upper goal. 

  

Keep safe distance with inter-vehicle 
communication

Continuously 
identify the 
forward car

Calculate the 
speed of self car

Calculate the 
relative speed 
using info from ...

Calculate the driving 
(braking) force

Find cars that self 
car can 
communicate with

Maintain 
communication 
with forward car

Communicate with 
other cars

Recognise the 
forward car by 
milliwave radar

milliwave radar 
may be used also 
in ACC system

This calculation will be 
done aside from ACC and 
CC calculation

Make final identification 
of forward car using 
radar and comm.

Arbi
othe

S1
AND- 

refinement

  

Fig. 3. A goal model 

2.3 Applying Guidewords 

We apply the guidewords of HAZOP [2, 12, 13] to the description of each goal. The 
guidewords are categorized in two types; time relating ones (Table 1) and space 
relating ones (Table 2). 
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Table 1. HAZOP guidewords of the space category 

Guideword Meaning 
NO or NOT  Negation 
MORE or LESS  Increases or decreases  

AS WELL AS  Qualitative increase  
PART OF  Qualitative decrease  
REVERSE  Opposite  

OTHER THAN  Substitution  

Table 2. HAZOP guidewords of the time category 

Guideword Meaning
EARLY or LATE  Related to the clock time  
BEFORE or AFTER  Relating to order or sequence  

If a goal has a sentence S1:“the system of a self car can recognise the forward car 
by the milliwave radar”, the new sentence S1-NOT applied NOT guideword is “the 
system of a self car can NOT recognise the forward car by the milliwave radar”. This 
negative sentence will be the start line to find out hazards and threats in the next 
section.  

2.4 Hazards and Threats Finding 

2.4.1 Hazards 
Then we can investigate this situation more deeply with the schematic expression. If 
we are in the “Following” state in figure 2 and the system abruptly changes to OFF 
mode without an operation, the car might go close into the forward car that is 
decelerating. 

Another example comes from a static representation (figure 1). The cardinality of 
the forward car is zero or one, but we apply MORE guideword. It means that there are 
two or more forward cars and the system cannot distinguish them. If one of the 
forward cars accelerates, the system might try to follow the car and cause the crash 
with other forward car. 

2.4.2 Threats 
There is a difference between hazards and threats. The hazard comes from the failure 
of parts or insufficient design of a system. The threats arise by the malicious attacker.  

So the interpretation of the sentence that applied a guideword is a little bit 
different, but we can find threats in a similar fashion. We think that bad situation 
shown in the sentence is caused by the attack. For example, S1-NOT means that the 
system does not recognise the forward car because of attacker’s behaviour. 

There are two points to find out threats from the sentence with a guideword.  
First point is the asset that should be guarded from the threat. The second is the  
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intra-communication in a system or the inter-communication with other system. For 
example, the figure four shows the static representation of a Cooperative Adaptive 
Cruise Control (CACC) system [14]. The node, which is expressed by the class, is the 
candidate of an asset to be guarded. Here we choose the software-relating node; 
“History Data” holds the information of recognition results per calculation cycle. We 
can use this data for the plausible check of forward car recognition. If there is a big 
difference between current data and the data of previous cycle, it means the error / 
attack occurrence. The spoofing of this historical data is a threat because it can change 
the behaviour of the system. The other candidate is the communication for target 
recognition. The communication is easier for tampering than the node, and this action 
is the second candidate of the threat. 

  

 

Fig. 4. CACC static representation 

We can imagine other threats (e.g. modifying the content of memory, message of 
CAN tampering) by the later system design or hardware design phase. But those are 
out of scope of our paper. 

3 Related Work  

Though there are several researches that can handle finding threats and hazards, those 
don’t have the detail process in the concept phase of products. 

The CORAS approach [6] is the method of risk analysis, especially focused on the 
security risk analysis. This is a model-based approach and the central diagram is the 
threat diagram.  

Original KAOS methods can deal with the security [3]. Using the patterns that “are 
associated with specializations of the SecurityGoal meta-class, namely, 
Confidentiality, Integrity, Availability, Privacy, Authentication and Non-repudiation 
goal subclasses”, the anti-goal model tree will be built. This tree is good for showing 
the cause-effect relationship of an anti-goal. The key idea for finding threat is the 
application of those patterns. 

The STAMP-based Process Analysis (STPA) [15] is the safety analysis method 
focusing on the inter-action of controller. Recently it is extended to include security 
analysis; STPA-Sec [16]. It, like safety, checks the vulnerability caused by the 
controller-interaction. This method can handle both safety and security, but it needs 
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the system-level requirements “when the analysis process begin” ([15] p.213). So, it is 
not suitable for the concept phase. 

As for automobile field, EVITA is a European project for “secure and trustworthy 
intra-vehicular communication”, and it has a method for risk analysis [17, 18]. In this 
method, the use case is described and then the assets are defined. Candidate type for 
asset is the operational performance, safety, privacy or financial property. The threats 
are derived from the dark-side scenario “which are intended to establish ways in 
which the system could become a target for malicious attacks”. If we could describe a 
system in detail, we also can write the detailed scenario and attacker tree. 

4 Conclusion 

To handle the security, we extend our safety analysis method, CARDION [1]. In this 
paper, we show concrete steps to find threats along with hazards. Our methods start 
from describing a system roughly with the viewpoint of static structure and dynamic 
behaviour. Then we discuss the functionality of a system by the goal-oriented 
approach. In the example, we use the goal model of KAOS approach. The goal is 
repeatedly subdivided into the sub-goal. We apply the guideword to the description of 
each goal and we can get the base sentence to find out hazards and threats. The rough 
sketch of a system of a system is very useful in this step; the node and their relation in 
the static structure diagram (e.g. class diagram), and the state transition in the 
dynamic behaviour diagram (e.g. finite state machine diagram) is the candidate of 
them. In [1], we show how to introduce the safety goal and safety requirements. In 
terms of security, we also can derive the security goal and security requirements in the 
same manner. Some security violations might cause the safety problem. So, it is very 
useful to simultaneously analyse a system from the viewpoint of safety and security. 
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Abstract. AQUA stands for Knowledge Alliance for Training Quality and 
Excellence in Automotive. The AQUA project is financially supported by the 
European Commission in the Leonardo da Vinci part of the Lifelong Learning 
Programme under the project number EAC-2012-0635. This paper extends the 
EuroSPI 2013 publication [4] which discussed (based on the EU project 
AQUA) how the core elements of three complementary approaches 
(Automotive SPICE, Functional safety, Six Sigma) and standards can be 
integrated into one compact skill set with training and best practices to be 
applied. In this paper we describe the modular knowledge base which was 
elaborated and highlight some aspects where the integrated use of all three 
methods can be demonstrated. The results of the project are disseminated to 
Automotive industry in partnership with a set of European Automotive 
associations.  

Keywords: Automotive SPICE, Functional Safety, Lean Six Sigma, Integrated 
Approach for Engineering, AQUA - Automotive Knowledge Alliance. 

1 The AQUA Modular Knowledge Base 

AQUA [4] developed an architectural concept that allows focusing on specific core 
areas (e.g. Product Development – Life Cycle) and to access an introduction and 
proposed best practices from four different views (see Fig. 1): 

1. Integrated View 
2. Automotive SPICE [6] 
3. Functional Safety [9] 
4. Six Sigma [7] 

This modular strategy (in German “Baukasten”) allows companies to select each 
method separately or also to gain an advanced insight into how these methods in fact 
are working together in advanced engineering companies. 
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While there are publications about how to integrate Automotive SPICE with 
Functional safety [2],[3],[4], [5], there are no materials available so far about how to 
integrate all three methods in an integrated engineering life cycle. 

 

Fig. 1. The AQUA Architectural Concept 

In the year 2013 the modular structure and a first baseline of the modules have 
been developed. Units (U1 to U4) represent main areas of knowledge and skills 
elements (e.g. E1) form specific knowledge areas in which an integrated view can be 
implemented.  
 
UnitID Unit Name Element ID Element Name 
AQUA.U1 Introduction AQUA.U1.E1 Integration view and general part 

AQUA.U1.E2 Organisational readiness 
AQUA.U2 Product Development AQUA.U2.E1 Lifecycle 

AQUA.U2.E2 Requirements 

AQUA.U2.E3 Design 

AQUA.U2.E4 Integration and Testing 

AQUA.U3 Quality and Safety 
Management 

AQUA.U3.E1 Capability  

AQUA.U3.E2 Hazard & Risk management  

AQUA.U3.E3 Assessment and audit 

AQUA.U4 Measure AQUA.U4.E1 Measurements 

AQUA.U4.E2 Reliability 

Fig. 2. The AQUA Training Elements 
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Not in all areas of the three methods a synergy can be achieved, and the Fig. 2 
illustrates the areas where the AQUA team identified synergy potentials in 
engineering. 

 
For each element in Fig. 2 four types of modules exist: 

1. From the integrated perspective 
2. From the Automotive SPICE perspective 
3. From the Functional Safety perspective 
4. From the Six Sigma  perspective 

2 An Integrated Life Cycle Perspective at Start 

AQUA decided to use the V-Model as a common known pattern to create a mapping 
of the 3 methods on a high level. A V-model published in a book together with 
Continental Automotive (Software Engineering nach Automotive SPICE) was used as 
an underlying framework. 
 

 
                         Reference: Software Engineering nach Automotive SPICE – Ein Continental   
                         Projekt auf dem Weg zu Level 3 

Fig. 3. Automotive SPICE based Implementation of the V-Model on System Level  

both trainers and trainees to capitalise on existing training programs in the three 
expert areas while providing them convenient and understandable access to the core 
vehicular knowledge that links them together. Figure 1 indicates the concept that the 
project team has implemented: based on existing established programs in the areas 
Automotive SPICE, Functional Safety, and Six Sigma, some specific “linking 
elements” have been defined. For each of these elements (e.g. life cycle, 
requirements, etc. in Figure 1), new training modules have been developed (“AQUA 
Integrated View” in Figure 1), explaining the relevance of key terms related to the 
respective element, and how they relate to the specific (vernacular) terms used in the  
 



288 R. Messnarz et al. 

three expert areas. Thanks to this modular architecture, companies can compose 
trainings that correspond to their specific needs in terms of building up capacities 
fostering the integrated treatment of quality and risk aspects in their specific 
organisations. 

Starting from this V-Model it is straightforward to overlay the existing Automotive 
SPICE processes (see Fig. 3) with specific ISIO 26262 (Functional safety) related 
results (see Fig. 4). This was in fact discussed and published in safety management 
related papers at EuroSPI 2012 and EuroSPI 2013 [2], [3], [5]. 

 

Fig. 4. Functional Safety based Implementation of the V-Model on Systems Level  

Comparing Figure 3 with Figure 4 the overlaying strategy can be explained as 
follows:  

In project planning the safety life cycle must be planned as well (adding to project 
planning). In system requirements the safety goals from the hazard and risk analysis 
and the counter measures from the FMEDA are considered and a Functional Safety 
Concept is created (adding to system requirements analysis). In systems design the 
functional safety concept is refined into a set of technical safety requirements and a 
technical safety concept (adding to systems design).  

Usually in recent Automotive projects extra release levels 1 to 4 have been added, 
with 1 meaning the release for bench test, 2 meaning the release for test driver on 
inner circuit, 3 meaning test driver on road and 4 meaning the normal driver on the 
road (adding to the test levels).  

However, if you have already an Automotive SPICE based traceability of 
requirements in place this only means additional filters for safety requirements and 
level releases. The main concept of traceability stays the same.  

Also we asked the Six Sigma experts to position them in this framework, and the 
result is shown in Fig. 5.  
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Comparing Figure 3 with Figure 5 the overlaying strategy can be explained as 
follows:  

In Six Sigma the management of the improvement project follows the DMAIC 
(Define – Measure – Analyze – Improve – Control) and DMADV (Define - Measure - 
Analyze - Design – Verify) cycles (adding to the management processes).  Six Sigma 
tools like QFD (Quality Function Deployment) and VOC (Voice of the Customer) 
help in identifying the customer requirements which have the highest impact on 
success (adding in the planning of the project part). For systems design the DFMEA 
(Design FMEA) helps to analyze potential malfunctions and causes. It defines counter 
measures in turn that help to increase the product reliability (adding in the system 
requirements analysis and system design). A method like DOE (Design of 
Experiments) helps in system design to analyze the dependency of design parameters 
and decide about optimized design parameters which have an impact on e.g. 
reliability and quality (adding in the implementation phase). 

  

 

Fig. 5. Mapping of Selected Six Sigma Tools / Methods onto the V-Model on Systems Level  

This integrated V-Model view leads to the conclusion that it is possible to set up an 
integrated engineering life cycle in which areas where the three methods overlap can 
identified and a more integrated automotive quality engineering approach can be 
used. 

3 Integration Aspects on a Technical Level – Example Systems 
Design 

Systems Design (AQUA U2.E3) is only one core element where an integrated view 
can be implemented. In total we created 11 such views in AQUA.  
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Experts from Automotive SPICE, functional safety and Six Sigma started from the 
integrated V-Model view and elaborated a set of best practices to be represented in a 
systems design which would satisfy all 3 methods. 

Each of the three methods expects a specific life cycle in the design (see Fig. 6): 1 - 
Blue (Automotive SPICE), 2 – Green (Six Sigma), and 3 – Red (Functional Safety). 

 

 

Fig. 6. Specific Life Cycle Understanding per Method   

An integrated design approach then requires: 

• A function-oriented design view in all three life cycle aspects 
• A consideration of the complete system in terms of  

o Software 
o Hardware (E/EE/PE) 
o ALL THE REST (mechanics, hydraulics, etc.) 

• Embedded, integrated iterations of 1-blue (ASPICE) and 3-red (Functional 
Safety) design cycles for safety critical functions 

• Embedded, integrated iterations of 2-green (DfSS – Design for Six Sigma) 
and 1-blue (ASPICE)/2-red (Functional Safety) design cycles on system 
level 

 
Fig. 7 explains this integrated approach using the example of an electronically 

controlled damper system in cars. 
An adaptive damping system is a safety-critical item consisting of several systems 

and subsystems. Special design measures have to be taken to assure a certain defined 
quality and reliability of the whole signal path that is related to the adaptive damping 
function. E.g. an architectural design decision has been taken to use a redundant 
analogue damping pressure signal in addition to the digital signal on the FlexRay bus 
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is a system-level design decision that has to be integrated in the whole system-level 
design cycle ( 3-red cycle embedded in the 1-blue cycle). 

The consistent and reliable choice of the pressure sensors requires DfSS methods 
(failure rate/FIT determination and verification), as well as a DOE to analyse the 
dependency of design parameters. That means, there is a 2-green cycle linked to the 
3-red cycle, and therefore also influencing design decisions. 

Both 1-blue (ASPICE) and 2-red (Functional Safety) cycles are integrated in a 2-
green (DfSS) cycle to assure the continuous improvement of the design parameters.  

Another typical example of a link between Six Sigma (2-green), Functional safety 
(3-red), and Automotive SPICE (1-blue) cycles is that Six Sigma delivers FMEA 
results which become requirements to be traced in ASPICE, and lead to implemented 
counter measures to avoid hazards in functional safety. 

 

 

Fig. 7. Example Design Integrating Aspects of all 3 Methods   

The conclusion is that in Automotive projects developing HW/SW/Mechanics it is 
required to integrate aspects of all three methods to assure that all functions are 
complete and tracked (Automotive SPICE), all functions and design measures to 
avoid hazards and to achieve safety are implemented (Functional safety), and that the 
dependency of design parameters is understood to assure a reliable product as well 
(Six Sigma). 

4 Influencing the Future PEPs – Product Engineering Process 

AQUA did not only develop examples in technical areas where all three methods are 
integrated. AQUA also analyzed the impact of the integrated view on the overall 
product engineering process life cycle. 
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Here we differentiate between different views again: 
• Timeline View 
• Components View 
• Level of Detail View 

 
Fig. 8 illustrates the timeline view and the typical scope of the methods. 

Automotive SPICE and Functional safety are mainly used in the development till the 
SPO. Six Sigma is mainly used in the production but offers many tools (DFSS, DOE, 
QFD, etc.) which help in the engineering process (therefore an overlapping of the 
phase is shown). 

 

Fig. 8. Integrated Product Engineering Process (PEP) – Timeline View  

 

Fig. 9. Integrated Product Engineering Process (PEP) – Components View  
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In Fig. 9 typical components of a steering system are illustrated and which method 
directly influences the design of which type of component in such an integrated 
Automotive engineering product. 

Automotive SPICE focuses on system and software requirements and their 
traceability. Functional safety focuses on the hardware and software components in 
the system. And Six Sigma focuses on the whole product and mostly mechanical 
parts.   

Fig. 10 illustrates that in many parts Functional Safety uses the terminology and 
traceability aspects of Automotive SPICE. However, functional safety also looks at 
the methods used and reviews the product itself (not only the process). In Fig. 10, for 
instance, we highlight that Automotive SPICE would expect a software architectural 
design, while Functional Safety would also check the design methods used and if the 
design itself fulfils specific criteria (e.g. freedom of interference of safety critical 
functions/code). 

 

   

Fig. 10. Integrated Product Engineering Process (PEP) – Level of Detail View  

5 Motivation 

In the past the role of an Automotive quality manager based on standards like IEC 
16949 and the implementation of a quality management system.  With the increase of 
complexity of car functionality and the use of electronics (more than 100 ECUs in 
cars connected by a bus and each car function mapped onto an ECU cluster) 
Automotive SPICE (ISO 15504) knowledge is meanwhile an important area of 
knowledge to assesses Automotive systems which include electronic and software. 
Most of the manufacturers demand a SPICE level 3 from the suppliers.  

Faults of electronic and software can lead to hazards (e.g. blocking wheels, 
unintended steering, no brake force, etc.) so that a new standard ISO 26262 for  
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functional safety has to be implemented. Systems that might cause a hazard get 
classified by an ASIL-A to D level. Therefore quality managers that have to release a 
product to the market must know about functional safety as well. Quality management 
(also already at IEC 16949) has a responsibility for the entire product cycle, including 
the production part. Six Sigma is nowadays the most well-known method and 
statistical tool box for quality control in production. In AQUA we form the picture of 
a new education “Automotive Quality Manager with AQUA Skills” where we train 
quality managers for the integrated understanding of the above three methods. 

6 Outlook: Future Automotive Quality Manager Certifications 

AQUA developed 41 knowledge modules for 11 elements of knowledge. In 
particular, the integrated views introduced by AQUA are an innovative, practicable 
input to future engineering strategies in Automotive. In 2014 - in the course of the 
AQUA project1 - training and workshops are offered to Automotive industry by 
partnering Automotive Clusters of Austria, Slovenia, and the Czech Republic. This 
will lead to a further refinement of the knowledge modules. Automotive Clusters from 
Austria, Slovenia, Czech Republic and large suppliers in Germany train in 2014 their 
quality managers based on the AQUA schema.  utomotive Quality Managers are 
offered an AQUA certificate which is managed by the European Certification and 
Qualification association (www.ecqa.org). The certification is based on the AQUA 
skills set (developed in 2013) and a set of exam questions managed by the exam 
systems of ECQA. 
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Abstract. Safety-critical systems are increasingly affecting our lives and 
welfare. New approaches are being developed to evaluate the abilities related to 
development of these systems. Process assessment can be applied to increase 
our trust in safety related systems development. Importance of meeting the 
requirements of existing safety standards and regulations has increased, but also 
the quality of the process assessments needs to be ensured. Important features 
include assessment rigour, and compliance to standards and regulatory 
requirements. In this paper we discuss the challenges in process assessment 
with highest safety-criticality and present an approach to manage the 
assessments by a classification of relevant assessment types. The outcome is 
evaluated with a domain specific example. We conclude that process 
assessment has significant limitations in its capability to verify safety 
requirements, and especially regulatory requirements. On the other hand, 
process assessments are applicable to certain purposes, like supplier selection, 
and they can be developed to include a wider coverage of evidence important to 
the safety-critical domain. 

Keywords: process assessment, safety, safety-critical, software process. 

1 Introduction  

Critical systems are defined as those that in case of an incident or misbehaviour can 
lead to an accident that will put people or the environment in danger, resulting in 
injuries and or casualties. Safety is considered as a general quality property of the 
whole system and so its plans, developments and implementations must follow strict 
rules in order to prevent failures of the system and their consequences and risks. 

Most important references for safety are generic and domain specific safety 
standards, regulatory requirements and large amount of industrial experience in 
developing safety critical systems. References typically use classifications, which can 
include systematic integrity (for example safety integrity level (SIL) in IEC 61508) or 
safety class or category (for example safety classes 1 – 3 in nuclear power domain).  

Generic standards and models have also significant value in safety-critical system 
domain. Their historical roots can be in safety, even not directly stated in current 
versions. One good example is software engineering lifecycle standard ISO/IEC 
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12207 [1]. It´s roots are in military and defence industry. It has changed gradually to 
be a generic model for software engineering. Similar evolution has taken place also 
for the CMM and CMMI models, which have roots in the Department of Defense 
requirements for suppliers. Nowadays CMMI also has a specific safety extension, 
CMMI+SAFE [2]. 

Process assessment is highly relevant also in safety-critical system domain. 
ISO/IEC 15504 [3], known also as the SPICE standard, is mainly based on the 
ISO/IEC 12207 software life cycle processes. It has also evolved from a quite specific 
model into a generic and highly abstract set of requirements and models that will be 
published as the new ISO/IEC 330xx set of standards.  

The key question is how process assessments of the system development processes 
shall be performed to obtain trustworthy assessment results that satisfy the 
requirements of the safety-critical domain.  In this paper we discuss the issues that are 
related to assessment rigour and compliance to standards and domain-specific 
regulations. We also propose a new classification for assessment types, which can be 
applied to meet the requirements of the domain. 

In safety-critical system domain special consideration is required also in the 
assessment process, when using the SPICE standard as a starting point. The 
requirements in the standard are not enough as such. Important additional features 
include assessment rigour, and compliance to standards and regulatory requirements. 
In this paper we discuss these issues. When examples are needed, we use nuclear 
power domain for that purpose. We have also created a process assessment method 
called Nuclear SPICE to satisfy a large amount of the requirements set in nuclear 
standards and regulatory requirements. 

Next, in chapter 2 we discuss the compliance and rigour related issues. Chapter 3 
presents the Nuclear SPICE assessment process as an example of a rigorous approach. 
In chapter 4 we propose novel assessment types that can be applied in a safety-critical 
domain. Chapter 5 presents some results of our evaluation how the regulatory 
requirements can be met. Finally, chapter 6 summarizes our findings and conclusions.  

2 Compliance and Rigour Issues 

2.1 Compliance to Standards and Regulations in Safety Domain  

A typical case to verify and validate safety requirement is to check compliance with 
relevant standards and regulatory requirements. Our experience is mainly from the 
nuclear power domain. The list of relevant nuclear safety standards and regulatory 
guides is long!  

Safety-critical standards have typically some classification scheme. In the generic 
functional safety standard IEC 61508 [4] it is Safety Integrity Level (SIL), in range 1 
– 4. SIL 1 is lowest and SIL 4 the highest integrity level. In higher SIL levels, 
requirements to use more formal methods and techniques increase. 

In the nuclear power domain the most important safety standards are IEC 61513 
[5] at system level, IEC 60880 [6] for software in safety class 2 and IEC 62138 [7] in 
safety class 3 or lower. In nuclear power domain, also another classification Safety 
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Category is used. It has values A, B and C. Standards IEC 61513 and IEC 60880 are 
relevant mainly for category A system/software and IEC 62138 for category B and C 
software. 

To demonstrate compliance with relevant safety standard, we have to satisfy 
classification criteria and requirements. That is a major challenge, because various 
analyses and evaluations are needed, especially in higher safety levels. Process 
assessment itself is not enough to satisfy compliance. It needs to be enriched or 
extended to cover also required analyses. The basic rule is that at higher levels of 
safety you need more direct product evidences rather than process evidences.  

Regulatory requirements are mainly mix of political, historical, technical, legal and 
administrative requirements. In nuclear power domain, they can be based on global, 
European or national references. Often also cross-references are used. For example, 
Finnish nuclear regulatory requirements include also requirements to use “relevant 
safety standards”.  

As an example, the Finnish Radiation and Nuclear Safety Authority (STUK) 
publishes a set of regulatory guidance, the YVL guides [8]. Our main selections for 
requirements are documents B.1 Safety design of a nuclear power plant and E.7 
Electrical and I&C equipment of a nuclear facility. Another important reference is 
Common Position 2013, a set of requirements for licensing of safety critical software 
for nuclear reactors [9].  

Regulatory requirements are a challenge itself: abstraction level varies a lot; many 
requirements are difficult – if not impossible – to verify; requirements can have a lot 
of space for interpretation and judgement. In our work to develop Nuclear SPICE, we 
used the following independent classifications for regulatory requirements: 

• By responsible organisation: licensee, supplier, either licensee or supplier as 
agreed, general guidance with no specific responsible organisation 

• By target: product, system, hardware, software 
• By safety class or category: safety class 2, safety class 3, no specific safety 

class 

Of course, a regulatory requirement can belong to many value ranges. Anyway, 
classification in this case was quite straightforward.  

We classified each regulatory requirement also by using the Nuclear SPICE 
process names. In this exercise we could see that many requirements cover a wide set 
of processes and are therefore difficult to verify. 

2.2 Rigour as a Concept in Safety-critical Software  

Rigour in the safety-critical domain is introduced in standard IEC 61508-3:2010 
Annex C. It is a relatively new concept and not even defined in part 4 of the standard. 
Tables in Annex C are classified according to a 3-point ordinal scale of rigour, R1, R2 
and R3. R1 is the least rigorous and R3 is the most rigorous. An ordinal scale means 
that you have to achieve also any lower level of rigour, if you want to achieve the 
higher level. As an example, to achieve rigour R3 you have to achieve also R1 and 
R2.  
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Rigour values R1, R2 and R3 are explained in the following Table 1: 

Table 1. Explanation of the rigour values in IEC 61508-3 Annex C [4] 

R1 Without objective acceptance criteria, or with limited objective acceptance 
criteria. E.g., black-box testing based on judgement, field trials. 

R2 With objective acceptance criteria that can give a high level of confidence that 
the required property is achieved (exceptions to be identified & justified); e.g., 
test or analysis techniques with coverage metrics, coverage of checklists. 

R3 With objective, systematic reasoning that the required property is achieved. 
E.g. formal proof, demonstrated adherence to architectural constraints that 
guarantee the property. 

- This technique is not relevant to this property 
 
Because the rigour concept is new in the whole IEC 61508 standard, it has no 

strong statements about how to calculate achievement of any rigour value. Details in 
IEC 61508-3 Annex C tables give an indication that you have to implement some 
methods/techniques at lower level of rigour to allow achievement of higher level, but 
not all of them. There is a mechanism of partial compensation by higher rigour 
method to achieve also lower level.  

Rigour is mainly applied to methods and techniques. Each method or technique 
gets value R1, R2 or R3, based in its strength as evidence to verify or validate safety-
critical software. Rigour of each method or technique is included and interpreted in 
the properties of systematic integrity. Each safety lifecycle phase can have several 
properties, and they are not necessarily the same. As an example, properties for 
software safety requirements phase (or process) are (they are informally defined in 
Annex F of IEC 61508-7):  

• Completeness with respect to the safety needs to be addressed by software 
• Correctness with respect to the safety needs to be addressed by software 
• Freedom from intrinsic specification faults, including freedom from ambiguity 
• Understandability of safety requirements  
• Freedom from adverse interference of non-safety functions with the safety 

needs to be addressed by software 
• Capability of providing a basis for verification and validation 

Further, each property can be achieved and verified by several methods or 
techniques. So, a property can potentially get any rigour value R1, R2 or R3. As an 
example, the method “Application of complexity limits in specification” gives rigour 
value R2 for the property “Understandability of safety requirements”. Because there 
are a large number of software safety lifecycle phases and properties, the standard 
IEC 61508-3 Annex C has tens of pages to cover all phases, properties and 
methods/techniques. 

2.3 Assessment Classes in ISO/IEC 33002 

Assessments may have a wide range of goals and purposes that depend on the domain 
and organizational objectives. A process monitoring or improvement oriented 
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assessment may be performed with a light and informal assessment process. Safety-
critical domain can provide a contrasting example, where the permission to run a 
system might depend on the process assessment result. One way to manage the 
different needs is to define types or classes for the assessments. ISO/IEC 33002 [10] 
defines three classes of assessment that result in different levels of confidence 
regarding the assessment results. 

The principle is that a process assessment shall be performed according to a class 
of assessment. Factors that determine the selection of the class of assessment include 
the following:   

a) level of rigour for performing an assessment that is relevant to the assessment 
purpose;  

b) level of confidence required in the assessment results; 
c) repeatability of assessment results;  
d) relative costs for an assessment in relationship to the needs of the business. 

Three classes of assessment and their characteristics are identified in Table 2. This 
table is based on the working draft of ISO/IEC 33010 and is still work in progress. 
The independence of the assessment body and personnel performing the assessment 
shall be classified according to the types of independence.  

Table 2. Characteristics of Classes of Assessment  

Aspect Class 1 Class 2 Class 3 

Purpose Results are suited for 
comparisons across 
different organizations. 

Results indicate the 
overall level of 
performance of the key 
processes in the 
assessment scope. 

Results provide a 
general indication of 
process rating.  

 

Requirements 
for lead 
assessor 

Two assessors who are 
independent of the 
organizational unit 
being assessed, one of 
whom shall be a lead 
assessor. 

Two assessors, one of 
whom shall be a lead 
assessor.  
Note: It is 
recommended that the 
lead assessor is 
independent of the 
organizational unit 
being assessed.  

One assessor who 
shall be a lead 
assessor. 

Minimum 
number of 
process 
instances  

A minimum of four 
process instances for 
each process within the 
scope of the 
assessment. 

A minimum of two 
process instances shall 
be identified for each 
process within the 
scope of the 
assessment. 

No minimum of 
process instances. 
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Table 2. (continued) 

Evidence 
required 

For each process 
attribute of each 
Process in the scope of 
the assessment, across 
the set of process 
instances, objective 
evidence drawn both 
from evaluation of 
work products and 
from testimony of 
performers of the 
process shall be 
collected. 

For each process 
instance, objective 
evidence drawn both 
from evaluation of 
work products and 
from testimony of 
performers of the 
process shall be 
collected for each 
Process within the 
scope of the 
assessment. 

Objective evidence 
required for 
evaluating the 
processes within the 
scope of the 
assessment shall be 
collected in a 
systematic manner. 

Data sources 
(assessment 
instruments, 
interviews and 
documents) 

 

Requires all three data 
sources. 

 

Requires only two data 
sources (one must be 
interviews). 

Requires only one 
data source. 

Type of 
independence, 
described in 
Table 5.2 

The type of 
independence shall be 
recorded. 

The type of 
independence shall be 
recorded. 

The type of 
independence shall 
be recorded. 

 
The main issue with the ISO/IEC 33002 assessment classes is that the class and 

scope are mixed: only large assessment with many assessors can be considered as a 
Class 1 assessment. In our experience, in the safety-critical domain the most typical 
assessment need seems to be related to a specified system or product that is developed 
by a single team within one organizational unit. Naturally, then the assessment is also 
quite compact and limited, but has very high demand for confidence. The Nuclear 
SPICE application of the assessment classes is presented in chapter 4.2. 

3 Nuclear SPICE Assessment Process 

3.1 Generic Requirements for Process Assessment 

Process assessment can be utilized for two purposes: to determine the capability of the 
processes for particular requirements or to gain understanding of an organization's 
own processes for process improvement. In this context, our main interest is to ensure 
product quality by demanding that the systems and software development processes 
meet appropriate process capability targets.  

According to ISO/IEC 33002, the assessment shall be conducted according to a 
documented assessment process.  The documented assessment process shall be 
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capable of meeting the assessment purpose and shall be structured in a manner that 
ensures that the purpose for performing the assessment is satisfied, in terms of the 
rigour and independence of the assessment and its suitability for the intended use. The 
following is a quotation from ISO/IEC 33002: 

A documented assessment process addresses the following aspects of the conduct 
of an assessment: 

• identify the classes of assessment for which the documented assessment 
process can be applied, and the nature and extent of tailoring associated 
with each class addressed by the documented process;  

• define the criteria for ensuring coverage for both the defined 
organizational scope and the defined process scope for the assessment, in 
terms of the strategy for collecting and analysing data;  

• identify the rating method(s) to be used in rating process attributes;  
• identify or define the aggregation method(s) to be used in determining 

ratings. 

The Nuclear SPICE assessments are performed to evaluate the capability of 
systems and software development process applied in systems and software 
engineering in nuclear industry domain. The domain is safety-critical and presents 
strict requirements for the capability of the processes.  

The Nuclear SPICE assessment process is presented in the diagram below (Fig. 1). 
The process consists of six activities: 

1. Initiating the assessment 
2. Assessment planning 
3. Data collection 
4. Data validation 
5. Process attribute rating 
6. Reporting the results 
 

 

Fig. 1. Nuclear SPICE assessment process 
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3.2 Requirements for Data Collection and Validation 

Data required for evaluating the processes within the scope of the assessment is 
collected in a systematic manner. The strategy and techniques for the selection, 
collection, analysis of data and justification of the ratings are explicitly identified and 
demonstrable.  

Each process identified in the assessment scope is assessed on the basis of 
objective evidence. The objective evidence gathered for each attribute of each process 
assessed must be sufficient to meet the assessment purpose and scope according to the 
selected assessment class. Objective evidence that supports the assessors’ judgement 
of process attribute ratings is recorded and maintained in the Assessment Record. This 
record provides evidence to substantiate the ratings and to verify compliance with the 
requirements. 

Actions are taken to ensure that the data is accurate and sufficiently covers every 
process instance identified in the assessment scope, including seeking information 
from first hand, independent sources; using past assessment results; and holding 
feedback sessions to validate the information collected.  Some data validation may 
occur as the data is being collected. 

3.3 Requirements for Competency of Assessors 

Proficiency in the models and standards is essential when performing assessments 
with high rigour. The lead assessor, who is responsible of the assessment team, has 
the key role in ensuring that the assessment results meet the demands of the domain. 
The lead assessor guides the assessment team to obtain adequate coverage of the 
evidences and makes the final decisions about the assessment ratings. 

According to ISO/IEC 33001, assessor competence is based on appropriate 
education, training, skill and experience [11]. Additionally, competence must be 
demonstrated. Experience and knowledge of the domain is essential when assessing 
safety-critical application development. The assessor needs to understand impacts of 
the various techniques and methods that are applied to develop safety-critical systems. 

The overall requirements for assessors include personal abilities related to 
diplomacy, objectivity, trust and authority. Importance of these aspects increase when 
dealing with issues related to safety. 

4 Proposed Assessment Types in Nuclear SPICE  

4.1 Introduction  

The required assessment in nuclear domain is often related to a specific product or 
system that is developed within a single organizational unit and by a limited team of 
experts. In pre-qualification assessment we can collect the required information with 
1-2 assessors in a few days. This kind of an assessment could not meet the ISO/IEC 
33002 requirements for Class 1 or 2 assessments. Yet, the assessment needs to be 
performed with high level of confidence. We consider that the concept of rigour in 
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IEC 61508-3 is a practical and reasonably well defined concept to achieve high level 
of confidence. For that reason we propose a new classification scheme called 
“assessment type”. It is a combination of assessment class and rigour in safety. 

To cover rigour in a systematic manner we need to extend Nuclear SPICE 
assessment process to include methods and techniques as evidences.  

4.2 Proposal for Assessment Types in Nuclear SPICE 

Both assessment class and rigour in safety have a 3-point ordinal scale (see chapters 
2.2. and 2.3 for details). From those scales we can construct a 3 x 3 matrix, as shown 
in Figure 2. In that figure also a draft classification of assessment types is proposed 
and marked with different colours. 

 
 Rigour R1 Rigour R2 Rigour R3 

Assessment class 3 Type 1 Type 2 Type 3 

Assessment class 2 Type 2 Type 2 Type 3 

Assessment class 1 Type 2 Type 4 Type 5 

Fig. 2. A proposal for assessment types, marked also with different colours 

The leanest assessment type is a combination of assessment class 3 and rigour R1 
(type 1). It allows quick, judgement-based (self-)assessment. That type could be used 
for process improvement and in internal audits. In Nuclear SPICE context it shall 
cover also methods and techniques, and gives a reasonably high confidence compared 
to typical assessments in non-safety domains. The fullest assessment type (type 5) 
would be a combination of assessment class 1 and rigour R3. That type requires high 
coverage of evidences and intensive use of formal methods as evidences in Nuclear 
SPICE. It also requires full independence of the assessors. 

Assessment types 2 – 4 are other combinations of assessment class and rigour. 
They are separate in our proposal mainly to get a full 3-point scale for assessment 
classes 3 and 1 in the rigour dimension. Other combinations may also be possible. 

4.3 Recommended Use of Assessment Types by Assessment Purpose 

Different assessment types can be selected when using the Nuclear SPICE method. 
Also the process scope can be selected. One distinction is whether a lead assessor is 
required, which depends mainly of the selected assessment type. Sometimes an 
experienced assessor might be useful in supporting even a self-assessment.  

Selection of the assessment type has effects on the required resources: assessor 
competence and effort, timetable, cost, involvement of assessees, detail of reporting 
etc. Main driver in selecting an appropriate class are the expectations of the 
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assessment sponsor or, when providing qualification evidence, the requirements of the 
regulator. Typical Nuclear SPICE assessments by their purpose and recommended 
types are listed in Table 3. 

Table 3. Recommended Nuclear SPICE assessment types by assessment purpose  

Assessment purpose Recommended assessment type(s) 
when using Nuclear SPICE 

Internal SPI (either for utility or supplier) Type 1 or 2 
Supplier selection (by utility) Type 1 or 2 
Pre-qualification of a system in safety class 3 Type 1 or 2 
Pre-qualification of a system in safety class 2 Type 3, also Type 2 and Type 4 

could be used 
Certification of a system in safety class 3 Mainly Type 4 
Certification of a system in safety class 2 Type 5 

 
Largest volume of Nuclear SPICE assessments is expected to be in supplier 

selections and pre-qualifications. We have already run a number of pilot assessments 
for those purposes.  

System certification is not the primary purpose of Nuclear SPICE. In our 
classification, such assessment would be of Type 4 or Type 5. Further study and 
development is needed to integrate different approaches for system certification.  

Market interest is also in full-scale qualification and support for licensing of safety-
critical systems in the nuclear power domain. Nuclear SPICE is not sufficient alone 
for such a purpose, as discussed further in chapter 5. However, it is possible that the 
fuller assessment types (mainly Type 4 and 5) could be developed to support full-
scale qualifications. 

5 Evaluation of Nuclear SPICE Verification Power Against 
Selected Regulatory Requirements  

Our ultimate goal has been to cover most of the requirements in the nuclear domain 
safety standards and regulatory guides by the extended Nuclear SPICE. In this chapter 
we explain, to what extent we achieved this goal. 

Regulatory requirements YVL B.1 and YVL E.7 have a large number of 
requirements. Each requirement is well identified by an individual ID and a short text. 
Some requirements are not relevant from the Nuclear SPICE viewpoint, because they 
are only explanatory or administrative. Requirements are specified mainly to support 
the regulator in making license decisions. From the nuclear power company point of 
view the corresponding activity or process is qualification. That can be further divided 
into several steps, like pre-qualification and qualification.  

The amount of requirements in the selected references is presented in Table 4.  
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Table 4. Amount of selected requirements in regulatory sources 

Regulatory 
source 

# of relevant 
requirements 

…of which 
belong to 
Safety Class 2 

… of which 
belong to 
Safety Class 3 

… of which are 
directly 
verifiable by 
Nuclear 
SPICE1 

YVL B.1 372 not applicable not applicable 43 

YVL E.7 185 157 127 118 

Common 
Position 2013 

337 241 210 109 

 
Most of the requirements are common for both Safety Class 2 and 3. Focus is to 

some extent more in Safety Class 2 in these selected regulatory sources. That is easy 
to understand, because also the licensing requirements are tighter in Safety Class 2. 

As we can also see from Table 4, about 30 – 50% of YVL E.7 and Common 
Position requirements could be in principle verified by using Nuclear SPICE. That is 
not the case in real life. Most requirements are targeted for the licensee organization, 
whereas real development happens in the technology and/or in manufacturing 
companies. They are only indirectly interested in regulatory requirements, as a part of 
the customer requirements. So, we have to classify the requirements further also by 
the target organization or stakeholder. The result is presented in Table 5.  

Table 5. Amount of selected requirements by target stakeholder 

Regulatory 
source 

# of relevant 
requirements 

…of which 
belong licensee 
only 

… of which 
belong to 
supplier only 

… of which can 
be agreed 
between 
licensee and 
supplier2 

YVL B.1 372 not applicable not applicable not applicable 

YVL E.7 185 64 37 52 

Common 
Position 2013 

337 60 64 122 

 
In the case of shared responsibility between the licensee and supplier, the amount 

of requirements is about 30%. If we use the selection criteria “licensee + supplier + 
shared”, then the coverage of the requirements is considerably higher, almost 80% 
(156 requirements in YVL E.7 and 246 requirements in Common Position).  

We can see that if process assessment is limited to the supplier organization, only 
approximately 20% of requirements can be directly verified by Nuclear SPICE.  

                                                           
1 Criteria is that max. 3 processes are needed to verify the requirement. Extensive requirements 

requiring for example whole ENG or DEV categories of Nuclear SPICE are excluded here. 
2 Logic is ”either or”, meaning that licensee and supplier can in principle agree which 

organisation has the main responsibility to satisfy the requirement.  
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6 Conclusions 

Process assessment is one of the main approaches to verify the achievement of safety 
and to evaluate the risks related to the achievement of safety goals. In this article we 
show, that process assessment has significant limitations in its capability to verify 
safety requirements, and especially regulatory requirements. This is valid at least in 
the nuclear power domain, which has been our main focus.  

The main reason for limited verification capability is that process assessment is 
performed mostly for the supplier organisation. Most regulatory requirements are 
targeted for the licensee organisation, which in most cases is the nuclear power utility. 
Requirements are only indirectly relevant for the supplier organisation, typically 
through customer requirements. Considerably higher coverage can be achieved if 
process assessments are performed in both the licensee and the supplier organisations. 

According to our experience, process assessment is more suitable for pre-
qualification and supplier selection. That is also one of the original use cases of the 
ISO/IEC 15504 standard.  We can improve the overall relevance of process 
assessment by increasing its coverage of higher rigour (as defined in IEC 61508-3 
Annex C). That can be done by adding methods and techniques as a new evidence 
type. The target value of rigour can be used to classify Nuclear SPICE based 
assessments as types 1 – 5. Of course, the fuller an assessment is, the more expensive 
it also is. Safety demonstration can be performed by using the safety case. One 
promising area to develop Nuclear SPICE is to use it as a major source of evidence 
for safety cases. Process assessment can also be used for other similar types of 
assurance approaches, for example in cyber security context.  
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Abstract. The paper describes the feature set of TestSPICE 3.0. It explains the 
overarching structure of TestSPICE 3.0, its main components which are the 
“Business Life Cycle Process Category”, and the “Technical life Cycle Process 
Category”, the measurement framework, the assessment process and the 
TestSPICE Assessor Training. The paper also deals with the relationship 
between TestSPICE 3.0 and ISO/IEC 29119 on the one hand and ISTQB® on 
the other hand and it explains the support of TestSPICE 3.0 for agile projects.  

Keywords: TestSPICE, ISO/IEC 29119, Agile, ISO/IEC 15504, Assessment 
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1 The History of TestSPICE 

The starting point for TestSPICE was an SQS initiative launched in 2009[2]. Its 
objective was to create a test assessment approach as close as possible to ISO/IEC 
15504 (SPICE). The initial architectural decision was just to replace the ENT group of 
SPICE by a TST Group for TestSPICE[8]. The approach was presented at the SPICE 
Days 2010 in Stuttgart [1]. At the same place representatives of other SPICE and testing 
service provider agreed to form a testing special interest group (SIG) and drive the 
further development of TestSPICE. First publishing was also done in 2010 [4].  

The TestSPICE SIG decided some major architectural changes specially regarding 
technical testing processes[7] and launched TestSPICE 2.0 in 2012[6]. At this point 
TestSPICE was the only testing PAM that was compliant with ISO/IEC 15504 Part 2 
and verified by INTACS.  After this launch the TestSPICE SIG started planning for 
TestSPICE V3.0 with focus on: 

• Re-Arrangement of the relationship to ISO 15504-5 à elimination of duplicate 
processes 

• Alignment to the new Test-Process Standard ISO 29119-2 
• More attention to the technical testing processes e.g. Test Automation & Test Data 

Management. 
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It became also clear, that agile testing approaches like CAT[5] had to be taken into 
account [9]. Now TestSPICE 3.0 is available for the market! 

2 The Overarching Structure of TestSPICE® 

TestSPICE 3.0 is a synthesis of several approaches that are available on the market: 

• The requirements for process reference models (PRM) and the requirements for 
process assessment models (PAM) as stated in ISO/IEC 15504 Part 2 

• The TestSPICE 3.0 PRM providing process and work product descriptions based 
on 

• Testing best practices as described in the ISTQB® Syllabi (FL, TA, TTA) 
• Test process reference model as described in ISO/IEC 29119 
• The TestSPICE PAM including the measurement framework as stated in ISO/IEC 

15504 Part 2 
─ The assessment process as described in ISO/IEC 15504 Part 3  
─ Assessor training and certification standard as defined by INTACS 
─ The  trustworthiness approach as defined by ISO/IEC 15504 Part 7 and 

supported by intacs 

The process descriptions use the following features: 

• “Process ID” and “Process name” 
• Description of “Process purpose” to provide an understandable direction of the 

process interpretation  
• Description of expected “Process outcomes” 
• Description of “Base practices” to be implemented in order to achieve the expected 

outcomes and to support the fulfillment of the process purpose 
• “Work products” (referenced in the process description and described in detail in 

the work product section) 
• “Notes” that give additional information for process assessment and/or process 

implementation 

This feature set was found adequate for the test process description exercise. 
During all discussions of the TestSPICE SIG no additional feature was required.  

Looking from a user perspective (user might be an organization that wants to have 
its processes evaluated or an organization that provides assessment services) the 
following benefits are delivered by TestSPICE 3.0: 

• Look and feel: Every organization using any type of SPICE for the evaluation of 
software or sys-tem development or for service management will receive 
information about the testing process that fits into the perception because the 
TestSPICE PAM includes the measurement framework as stated in ISO/IEC 15504 
Part 2 

• Same procedure for each assessment: TestSPICE uses the assessment process as 
described in ISO/IEC 15504 Part 3  

• Stable quality through standardized and intacs certified assessor training 
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The TestSPICE 3.0 PRM is structured by 2 process categories: The Business Life 
Cycle Processes Category and the Technical Life Cycle Processes Category. 

 

Fig. 1. The overarching structure of the TestSPICE® 3.0 PRM 

3 The Business Life Cycle Process Category 

The Business Life Cycle Process Category consists of processes that are aimed to 
support the analysis of the business testing capability.  

3.1 Overview 

 

Fig. 2. The content of the Business Life Cycle Category 
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3.2 Details 

Agreement Processes 
A growing part of the testing business is performed by external partners (outsourcing 
of testing activities). From an organisation´s point of view the challenge is to find the 
right outsourcing partner and as well to establish effective means to control this 
partner. 

Frome the outsourcing partner´s perspective the service supply processes are the 
key to get into business.  

The AGT process group is designed to support customers as well as suppliers of 
outsourcing deals for testing services. 

Testing Processes 
This category contains the core testing processes. These processes are designed to 

fit in ISTQB®as well as in ISO/IEC 29119 environments.  
Conformance is assured by changes of outcomes and practices as well as by using 

additional notes that support process interpretation and implementation. 
TST.1  “Provision of required Test Inputs (the Test Basis)” is not a core 

Testing Process; it is a kind of incoming inspection to check whether the testing team 
has got appropriate input documents which enable regular testing. Deficiencies in 
TST.1 lead us to deficiencies in the core development processes which will affect the 
tests. 

Test Process Management Processes 
In TestSPICE 3.0 the “Test Strategy” process was split. The reason is that lots of 
organisations have test strategies in place but fail to deploy them. This issue can’t be 
solved in the PA 3.2 because it makes a difference between deploying a “Test 
Strategy” process and deploying a test strategy.  One decision from TestSPICE 1.0 
was to have generic testing processes. This means that test stages were neither 
transformed to processes nor to activities. The question which test stages are needed 
and which quality criteria have to be checked is a strategy and/or planning issue. In 
TestSPICE 3.0 master and stage level planning and test preparation are supported. 
The details are explained in Annex G of the TestSPICE 3.0 PAM. It was also taken 
into consideration that testing has to fulfil requirements which are specific for the 
testing process (e.g. regulatory requirements that require a defined amount of test 
documentation). As this are no traditional product requirements as stated in ISO/IEC 
25010:2011 it can’t be assumed that they are handled in the normal requirements 
management workflow. So TestSPICE 3.0 contains a test requirements analysis 
process, that supports the organisation in identifying the relevant requirements for 
testing. 

4 The Technical Life Cycle Process Category 

The Technical Life Cycle Process Category consists of processes that are aimed to 
support test execution and test automation. 
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4.1 Overview 

 

 

Fig. 3. The content of the Technical Life Cycle Category 

4.2 Details 

Test Environment Management Process Group 
Test environments are becoming more and more a critical point in the testing process. 
From our experience we can say that test environments issues, e.g. about the necessity 
and included components, especially interfaces to external systems are discussed 
frequently. As a result of this trend, the capability of an organisation to agree on the 
requirements for test envi-ronments and to design and run test environments that 
fulfill these requirements need in depth checking. Many organisations have 
outsourced the provision of test environments so the operation of and the user support 
for test environments need in depth checking as well. 

Test Data Management Process Group 
The provision of sufficient test data is hampered by growing complexity as well as by 
safety and security issues. As a result it is often not possible to simply backup and 
restore test data due to time stamp checks.  Organisations which are facing this issue, 
need guidance what they should do in order to provide sufficient test data that are also 
usable for regression tests.  The “Test Data Management Process Group” provides as 
basis set of outcomes and activities that will support the implementation of a 
sufficient test data management. 
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Test Automation Process Group 
Last but not least the capability of an organisation to automate tests might be relevant 
for the success of a project or a release. TestSPICE 3.0 supports organisations that 
want to have an in depth analysis of their test automation processes. 

5 TestSPICE and ISO 15504-5:2012 

TestSPICE V3.0 is designed to be a stand alone assessment. But it is also designed to 
be used in joint assessments together with processes from ISO 15504 part 5 or part 6. 
So far TestSPICE can be seen as a complementary offer of process groups and 
processes to select to the assessment scope of a development project or organization. 

 

 

Fig. 4. TestSPICE V3.0 & ISO 15504-5:2012: A joint approach 

6 TestSPICE Support for Agile Projects 

TestSPICE 3.0 also provides support for agile projects. Due to the draft character of 
the agile man-agement process group, these processes were not included into the 
TestSPICE 3.0 PRM but as Annex H into the TestSPICE 3.0 PAM. The agile 
management processes cover well established practices of agile management 
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Fig. 5. The content of the Agile Management Process Group (Annex H) 

7 Conclusion and Further Work 

TestSPICE 3.0 supports business testing as well as technical testing disciplines.  
Currently TestSPICE 3.0 is in the final phase of the international review process. 

Experts from various business domains stated that TestSPICE 3.0 is suitable for their 
domain.  

TestSPICE 3.0 will be published at minimum at the TestSPICE website, 
www.testspice.info. It will be for public use and free of charge. The Authors and 
reviewers of TestSPICE cover a various spectrum of markets, e.g. banking, insurance, 
automotive, aerospace, medicine. It is planned to have pilot assessments in all these 
markets and in various countries. Due to the results of the preliminary review results, 
the TestSPICE SIG doesn’t expect a need for substantial changes of Testspice but 
assumes a need for more explanation and examples.   

The further development of TestSPICE (TestSPICE 4.0) is depending on the 
experience of the practical usage of TestSPICE especially in the automotive domain. 
It might be an option to enhance the agile management group and/or use it as a 
nucleus for an independent AgileSPICE.  
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Abstract. In the newly published ISO/IEC 33014.2013 [1] standard there is a 
strategic activity called “Identify the overall change strategy” that includes 
selecting a change strategy “from among a myriad of available change models”. 
The book [2] on the ImprovAbility model describes a framework of how to 
select change strategy. There are 10 different change strategies to choose from. 
But which ones are chosen in practice? To answer that we have analysed data 
from 49 assessments in 44 organizations that have used the framework. We give 
a ranking of strategies chosen and we analyse how they adapt the change 
strategy to their specific conditions. We conclude that the most often 
recommended organizational change strategy is Optionality followed by three 
other strategies: Socializing, Learning-driven, and Specialist-driven. 

Keywords: Organisational change, change strategy, ISO/IEC 33014, process 
improvement. 

1 Introduction 

In November 2013 a new standard was published, the ISO/IEC 33014 [1] for process 
improvement in IT organizations. As can be seen from Figure 1 process improvement 
operates at three levels; strategic, tactical and operational. At the strategic level an 
organization are to start with identifying business goals, identifying the scope of 
organizational change, selecting models and methods and identifying roles, and then 
identify the overall change strategy. This then leads on to the tactical level where the 
more specific planning takes place. 

How do you identify the overall change strategy “from among a myriad of 
available change models” [2, Table 11-2, p. 198]? The book on the ImprovAbility 
model [2] gives the answer in the form of an organizational change framework of 
how to select change strategy. There are 10 different change strategies to choose 
from. One is called “Commanding”, another is “Metrics-driven”, yet another is 
“Employee-driven”, and so on. The framework includes a description of each strategy 
and some prescriptions of when to choose the specific change strategy? This 
prescription was derived using design science research and was built on contingency 
theory. 
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Contingency theory arises from a broad array of studies. The core idea in 
contingency theory is that organizations that want to optimize performance need to 
adopt the structure that fits best with the situation they are in - the contingencies given 
them. Donaldson [3, p.5] defines contingency theory: “At the most abstract level, the 
contingency approach says that the effect of one variable on another depends on some 
third variable …”. 

As part of their work with the ImprovAbility model the creators describes a 
framework of how to select change strategy There are 10 different change strategies 
to choose from and a tool to guide managers in evaluating and choosing which of the 
ten change strategies that would be most appropriate in an actual organizational 
setting. What the tool does is that it calculates a fit based on contingencies of the 
situation today and the wished-for change. 

 

Fig. 1. Overview of the ISO/IEC 33014 model [1] 

Thus the framework to be used in connection with ISO/IEC 33014 [1] calculates 
the fit for each of the ten strategies (a detailed explanation of each strategy can be 
found in Table 2). So for example the fit in two different organisations may look like 
Table 1. Fit is calculated on a scale going up to 100% fit. So in Table 1, column 1 on 
the Housing case, the Specialist driven approach has nearly perfect fit of 96% 
whereas the optionality change strategy is nearly as good with a fit of 92%. 
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So within the ISO/IEC 33014 there is framework to help you choose organizational 
change strategy. Because the calculation of fit is done independently for each strategy 
more than one strategy can have a good fit. But the real interesting question is which 
ones are chosen in practice? This paper will try to answer that research question. 

Table 1. Two examples where the fit is calculated for each of 10 change strategies 

 
Housing 

Case 
Energy 
Case 

Reengineering 30 40 

Optionality * 92 * 92 

Socialization 82 28 

Specialist driven * 96 58 

Exploration 21 0 

Commanding 8 * 63 

Employee driven 23 60 

Learning driven 69 0 

Metrics driven 58 23 

Production organized 63 50 
 

The remainder of the paper is organized as follows. First we describe our research 
method, how we gathered and analysed data on the use of the organizational change 
framework. Then we give an overview of existing literature and thinking on 
organizational change. After that follows a section describing the organizational 
change framework in more detail. Our study of use covers 44 organizations. The data 
and analysis from these organizations are covered in the next two sections. Finally the 
paper concludes.  

2 Research Method 

To answer the research question, which chance strategies are chosen in practice, we 
have used the framework for selecting change strategies in 44 organizations. 16 of the 
organizations were assessed formally by DELTA. Thus DELTA has facilitated the 
assessment, discussed the contingencies with management in the organization and 
derived a recommendation based on the calculation of fit. One of the authors of this 
paper was lead facilitator in most of these assessments. We have gathered the data, 
the notes taken when assessing, and used it for analysis of what strategy was chosen 
and why.  

The second part of our data set comes from 28 organizations that were taught to 
use the framework in an Executive Master Program at a University. All participants 
were managers at project level or higher in their different organizations. Before using 
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the framework the master students were trained for 4 days in organizational change. 
In the concrete the students were asked to do the following 

1. Fill out framework from an organizational perspective 
2. Score with the help of the framework 
3. Document the recommendation to the Organization – what change strategy 

to follow. And a detailed plan for doing so 
4. Document the rationale for the plan 
5. Discuss the utility of the organizational change framework 

As a result we had 28 reports each 5-6 pages long. We analysed these reports as we 
analysed the notes taken from the 18 organizations using Grounded Theory (GT) 
techniques We used the Strauss and Corbin [4] school of thought where GT analysis 
is composed of three groups of coding procedures called open, axial and selective 
coding. The goal of open coding is to reveal the core ideas found in the data. Open 
coding involves two tasks. The first task is labelling phenomena. The second task is 
discovering categories and sub-categories of data. 

The purpose of axial coding is to develop a deeper understanding of how the 
identified categories are related. Selective coding involves the integration of the 
categories that have been developed to form a theoretical framework.  

3 Theories and Models for Organizational Change  

Since management became a discipline, the study of change has been important. 
Authors have written about organizational change from different perspectives 
including psychology, sociology and business. Academic and practitioner 
contributions to organizational change have been built on empirical work in many 
organizations. Examples of this include descriptive accounts of change, normative 
models to guide change processes, theoretical models for understanding and analysing 
change, typologies of approaches to organizational change, and empirical studies of 
success and failure. 

In terms of the descriptive accounts of change, three different schools of 
organizational thinking have provided metaphors for organizations. The first school 
(and oldest) descends back to the end of the 19th century where Taylor, Fayol, and 
Weber were key figures. Taylor invented “Scientific Management” including the key 
belief that “it is possible and desirable to establish, through methodological study and 
the application of scientific principles, the one best way of carrying out any job.”  
(here cited from [5]). The metaphor in this perspective is an organization as a 
production system where it is possible to optimize its efficiency and effectiveness. 
Organizational change is about optimizing planning through observation, 
experimentation, calculation and analysis. 

In the 1930s and 1940s the second school challenged the classical view of 
organizations to provide a new perspective. In relation to change this perspective is 
characterized by [5, 6] the belief that organizations are co-operative, social systems 
rather than mechanical ones, where people seek to meet their emotional needs. So the 
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metaphor for an organization is a (large) group of people with an organizational 
culture and visible communication and interaction processes between them. 

The 3rd school of thought has been called the political-emergent perspective [5, 6]. 
It is characterized by the belief that organizations and change are shaped by the 
interests and commitments of individuals. It is also characterized by the belief that 
decisions often arise from power-struggles between special-interest groups or 
coalitions. “Organizations are not machines, even though some of those running them 
would dearly like them to be so. They are communities of people, and therefore 
behave just like other communities. They compete amongst themselves for power and 
resources; there are differences of opinion and of values, conflicts of priorities and 
goals” [7]. 

An interesting approach to combining change strategies is found in Huy [8], who 
identifies four ideal types of interventions. He distinguishes between episodic and 
continuous change. Changing formal structures is an episodic change involving 
something tangible. Thus the ideal type of change will be “commanding”.  He 
suggests that every ideal type is relatively more effective than the other ideal types. 
For example, the “engineering” intervention is relatively best at changing work 
processes. 

Organizational change management thought has now developed so many 
approaches to change that no one approach can claim that it is suitable for all 
organizational goals and settings. There is a need for analysis of available approaches 
in developing a particular organizational change strategy. However, few (if any) 
comprehensive analytical tools are available to support this analysis. The contingency 
approach exemplified by Huy [8] provides the right direction, but its two-by-two 
analytical structure is simplistic compared to the complexity of most practical 
settings. 

4 A Framework for Selecting Organizational Change Strategies  

For each of the ten organizational change strategies in Table 2 a number of assertions 
are formulated that would reveal in a given organizational setting to which degree a 
condition is present where the strategy would “fit”. E.g. for the change strategy called 
“Commanding,” the following assertions are formulated [2, p. 172]: 

– Right now we need change to happen fast 
– It is primarily organizational structures that need to be changed 
– In the past we have had successes in requiring or dictating change 
And for the change approach called “Optionality,” the assertions formulated are: 
– Our employees are self-aware and always have an opinion 
– We have very knowledgeable employees that know their areas well 
– There are vast differences between the tasks of different employees 
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Table 2. An overview of the ten organizational change strategies 

Change 
Strategy 

Approach  
definition 

Conditions Literature 

Commanding 
 

Change is driven and 
dictated by (top) manage-
ment. Management takes 
on the roles as owner, 
sponsor and change 
agents. 

Where formal structures needs 
change.  

Where change is needed fast 

[8], specifically the 
approach that is called 
Commanding. 

The design and 
positioning schools as 
described by [9] 

Employee  
driven 

 

Change is driven from 
the bottom of the organi-
zational hierarchy when 
needs for change arise 
among employees. 

Where the need for change 
arises among the employees. 

Where there is no need for a 
standardized approach; the 
result is more important than 
the process. 

Where an open manag-
ement style that will allow 
change to arise from the 
bottom. 

[10]on the grass- 
roots approach.  

 
[11] and [12] on 

participatory design. 

Exploration 
 

Change is driven by the 
need for flexibility, 
agility, or a need to 
explore new markets, tec-
hnology or customer 
groups. 

Where dynamic and complex 
surroundings makes it 
important to explore 

Exploration [13], or 
the organizational 
structure called 
adhocracy [14] 

Learning 
driven 

 

Change is driven by a fo-
cus on organizational 
learning, individual lear-
ning and what creates 
new attitudes and 
behaviour. 

Where there is a need for change 
in attitudes and/or behaviour. 
Where the organization is 
talented in learning. 

Where relationships between 
means and goals are unclear. 

 

[8], specifically the ap- 
proach called Teaching. 

 
Also the learning 

organization [15] 

Metrics 
driven 

 

Change is driven by 
metrics and measure-
ments. 

Where there are relatively stable 
surroundings so measurements 
from the past can be used to 
decide the future. 

Where the result of change 
is measurable. 

 

Total Quality Manag- 
ement thinking, cf. [16].  

 
Six Sigma thinking, 

cf. [17] 

Optionality 
 

Change is driven by the 
motivation and need of 
the individual. It is to a 
large degree optional 
whether the individual 
takes the innovation into 
use 

Where target group is very 
diverse and has large 
individual differences.  

Where individuals that 
should (could) change are 
highly educated, very knowled-
geable and self-aware. 

[18] studied groups 
that took innovations 
into use voluntarily. 
Quite many of the 
models and techniques 
in [18] are valid for this 
change approach. 
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Table 2. (continued) 

Production 
organized 

Change is driven by the 
need for optimization 
and/or cost reduction. 

 

Where you have relatively 
stable surroundings.  

Where you have many 
homogeneous resources and 
workflows. 

 

Scientific 
Management, [13], [8], 
specifically the approach 
called Engineering. 

Reengineering Change is driven by 
fundamentally rethink-
ing and redesigning 
business processes to 
achieve dramatic im-
provements in critical, 
contemporary measures 
of performance, such as 
cost, quality, service 
and speed 

Where a need exists for major 
change. For example when 
organization has ground to a 
halt. Where nothing new 
happens.  

Where decisions are made 
but not carried out.  

Where a crisis is eminent. 
 

[19], [20], [21], [22], 
[23], [24], [25], [26] 

 

Socializing 
 

Change in organiza-
tional capabilities is 
driven by working with 
social relationships. 
Diffusion of innova-
tions happens through 
personal contacts rather 
than through plans and 
dictates. 

Where organizational skills 
and capabilities needs to be 
developed.  

Where no unhealthy power 
struggles occur (so people can 
talk). Where employees that can 
be exemplars are available. 

 

[27], and [8], speci- 
fically the approach 
called Socializing. 

Specialist 
driven 

 

Change is driven by 
specialists, either with 
professional, technical, 
or domain knowledge. 
Examples are a Method 
or Architecture function 

Where work has vast complexity 
and variety so there really is a 
need for special knowledge.  

Where there is access to 
necessary specialists, even-
tually by in- sourcing them. 

 

[28], [14] especially 
professional bureaucracy, 
[29], [30], [31], [32] 

 
All of the assertions are formulated in a number of statements which represent 

expressions of the conditions for implementing change in relation to the 
organizational setting, the employees, the change ahead, and the current use of 
metrics. The statements were assembled into a query form where managers on a five 
level scale can express their degree of agreement or disagreement with the statements. 
When the query form is filled in by the management of an organization,  
the conditions for change in that organization can be compared to the conditions for 
each of the ten change strategies (Table 1). The fit of each is measured by the degree 
(0-100%) to which these conditions are present in the particular organization.  
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A fit (score) calculated around 50% represents an indeterminate value. A fit 
calculated above 70% means that the corresponding change strategy fits the 
organization well (will be successful). On the other hand a score below 30% means 
that the corresponding change strategy doesn’t fit the organization at all (should not 
be used). 

5 Evaluation of the Framework and Tool 

As stated in the Research Method section of this paper we have gathered and analysed 
data, notes and reports from 49 assessments in 44 organizations. Below you find the 
analysis and findings from the two-fold study; first from the 16 organizations assessed 
by DELTA. Then a detailed analysis of one organization in which six assessments 
took place. And finally a section on the 28 organizations assessed within the 
Executive Master Program. 

5.1 Findings from 21 Workshops in 16 Companies 

The organizational change framework was used in 16 different companies as 
structured workshops. In one of the companies DELTA performed six workshops in 
different departments of the organization. 

The workshops all had the same structure and the workshops were all held for a 
group of managers in the organization being assessed. The workshop always followed 
the same process. First, after a presentation of the concept and tools, there was a 
discussion of and agreement on the scope of change. Then the participants turned to 
the assertions formulated for each of the 10 change strategies. The assertions were 
handed out on paper and the participants could agree or disagree, partly or fully, to 
each assertion. First they did this individually, and then DELTA facilitated a 
discussion of any major differences brought forth in the individual assessments. For 
example, if one manager responded “agree” to the assertion “In the past we have had 
success in requiring or dictating change”, whereas another manager said “partly 
disagree”, then we brought out that discrepancy in the discussion and used it as a 
basis for eliciting an agreed perception within the group. The discussion could lead to 
a change because of change in view on the statement, or it could end as status quo 
because there was a different view on the situation from the participants place in the 
organization. 

In table 3 below the best and worst fit of the overall change strategy is listed. The 
overall conclusion is, that related to the scope of change seen from these 21 groups of 
managers in Danish companies, the overall change strategy Optionality will fit best, 
and Metric-driven change and Reengineering will not fit at all. In the following 
sections we will take a more detailed look at the data. 
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Table 3. Data from the 16 companies (including 6 departments in one company) 

Change strategy No. of best fit No. of worst fit 
   Reengineering   8 
   Optionality 16   
   Socializing 2   
   Specialist driven 2   
   Exploration   1 
   Commanding   2 
   Employee driven 1 1 
   Learning driven     
   Metrics driven   9 
   Production organized     

 
If we take a closer look at the 21 dataset from 21 assessments we get a more 

nuanced picture. The data is shown in Figure 2. 
 

  

Fig. 2. The distribution of how often an overall change strategy was identified 
      Score: If 10, it was the given as the best fit in all workshops; if 1, it was not given. 

      Var: The variance based on the population of the actual overall change strategy.  

 
Although the scope of change has been different for the companies, e.g. starting an 

outsourcing initiative, change of business, improvement of development processes, 
implementation of a new organization, it is evident, that there are two overall change 
strategies, which often fits: Optionality and Socializing. It is stressed by the low 
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variance. Two other overall strategies with an extensive fit is Specialist driven and 
Production organized, but here the variance is higher and indicates a larger difference 
in the fit. 

The worst fit is dominated by the overall change strategies Reengineering and 
Metric driven with some variance. 

A conclusion from these organizational change strategy assessments are that all 
participants (of magnitude 100 managers) without exception, was positive and could 
understand and accept the result. It was expressed by the participants, that they felt 
the discussions very valuable in relation to obtaining a common view on the scope, 
the change and to get a common view on an overall change strategy. Normally the 
participants did not discuss strategy at that level and the responsibility for the change 
was just delegated. The situation was now much more transparent and the managers 
had the same view on what was the best overall change strategy, and were able to 
support it. 

5.2 Findings from 1 Organization in 6 Departments  

DELTA had the possibility of performing organizational change assessment in six 
different departments of the same large Danish organization to discuss with it which 
overall change strategies would fit best to a specific organizational change. 

 

  

Fig. 3. The distribution of how often an overall change strategy was identified 
      Score: If 10, it was the given as the best fit in all workshops; if 1, it was not given. 

      Var: The variance based on the population of the actual overall change strategy.  
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The departments were related to total different functions, e.g. development of SW 
or the QA department. The data show a very common view on the organization and 
its behaviour in relation to the situations described in the tool. 

One conclusion is that the model seems to be robust in relation to a different view 
on a scope for change. The different behaviour and views in departments on the scope 
of change did not affect the result – the variance is very low. This was also a 
surprising and joyful conclusion at the workshop. 

It is also clear, that there is a strong correlation between the result in this result and 
the result including all workshops results. The overall strategies which often fit: 
Optionality, Socializing, Specialist driven and Production organized, all at a low 
variance, but here the variance. 

5.3 Findings from 28 Organizations  

As said earlier each of 28 students carried out assessments using the organizational 
change framework in their own organization. In Table 4 it can be seen for each of the 
10 change strategies which came out as the best fit and which came out as the worst 
fit. 

Table 4. Data from the 28 companies 

Change strategy No. of best fit No. of worst fit 
Reengineering 0 5 

Optionality 13 1 

Socializing 5 0 

Specialist driven 5 0 

Exploration 1 6 

Commanding 1 1 

Employee driven 2 3 

Learning driven 5 5 

Metrics driven 1 7 

Production organized 2 2 
 
Optionality was clearly the most popular change strategy recommended as the best 

fit in 13 out of 28 organizations. Let us give some examples. So here follows the 
category we coded called ‘reasons for choosing optionality’. In a major transport 
company (#85) the wished-for change was more professional project management. 
Here optionality was recommended because changes “happen at a personal level” and 
because they “have to be motivated by the need and motivation of the individual”. 
However, optionality was not chosen alone: “The change cannot be totally optional” 
says case #85. It has to be combined with commanding (that scored 95). 
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Another case (#91) is from a teaching institution educating social workers. Here 
the director fully agrees that they have “Very self-aware employees that always have 
an opinion. Employees that are very knowledgeable and know their area of work well. 
And the target group is very diverse and has large individual differences”. 
Interestingly case #91 points out that for changes in the past “that actually succeeded 
we have been leaning towards the suggested change strategy”. 

Case #110 is from a Municipality. Here the change concerns the care for elderly 
people and the change is about implementing electronic patient journals. In this case 
three strategies have a high degree of fit with optional having the best fit closely 
followed by socializing and specialist-driven strategies. From this organization it is 
stated that changes in the past “have had a highly different degree of implementation” 
and therefore using the organizational change framework “is useful as a tool for 
creating dialogues with the management group”.  

In case #104 optionality came out as the worst option. Here a production organised 
strategy was having the best fit (92%) mainly because “changes are driven by the 
need for optimized use of resources” and because the Tourist Organization in case 
#104 have “unified resources and routines“ that are centrally located. 

Another popular strategy was the learning driven strategy. At a hospital (#88) they 
wanted to appear and be more professional. Hence the process improvement was 
more about changing attitude and behaviour than taking a new product into use. The 
result of having the learning strategy as the best fitting “falls well in line with the 
development we are undergoing according to the Chief Nurse”. Case #88 also says 
“we were positively surprised over how close the recommended strategy came to 
plans for change already in place”. In that way the organizational change framework 
functioned as a confirmation of plans. 

Understanding and building a relationship to veterans was the change wished-for in 
case #102. Here the learning driven strategy came out as the best fit (87,5%) again. 
With the socialization strategy a close second (75% fit). The plan for the actual 
change was then based on a combination of these two strategies. E.g. teaching 
employees will give them perspective and nuances in their relationship to veterans. 
And increased contact will build social capital with the veterans.      

In a Bank (#111) where the wished-for process improvement concerned all 
processes around customer service two strategies came out on top; the explorative and 
the specialist-driven. “Here I believe that the specialist-driven is preferred. The 
change we are implementing is very technical and it is important that it is handled by 
people with specialist knowledge”, says case #111. 

One strategy – reengineering – was not a best fit in any case. However, 
reengineering was the worst fit in 5 cases, mainly because the companies assessed 
were not having an eminent crisis. This point to a potential bias in the data analysed 
here. A company that sends their employee to an Executive Master and pay for them 
is not in a crisis where they cannot look (years) ahead and where they cannot spare 
some thousand Euros for educating their employees for the future. 
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6 Conclusion 

In this paper we have looked at the newly published ISO/IEC 33014 standard in 
which there is a strategic activity called “Identify the overall change strategy” that 
includes selecting a change strategy “from among a myriad of available change 
models”. The book on the ImprovAbility model describes a framework of how to 
select among 10 distinctly different change strategies. We looked at the details of the 
framework and we phrased the research question: which ones are chosen in practice? 
The answer that was found in a study of 49 assessments in 44 organizations whom 
applied the framework was that Optionality was a clear number one followed closely 
by three other strategies: Socializing, Learning-driven, and Specialist-driven. We 
have showed a ranking of strategies chosen and we have analysed how they adapt the 
change strategy to their specific conditions.  We need to have in mind, that this result 
is based on workshops performed in Danish companies in Denmark. The result is 
therefore likely influenced by the Danish culture. So further research may be needed 
in relation to other cultures in other counties. In conclusion we find that the 
organizational change framework gives real value to the organizations using it. Nearly 
all 44 organizations find it to be of high utility and easy to integrate with any wished-
for change. 
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