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Preface

Future ICT technologies, such as the concepts of ambient intelligence, cyber-
physical systems and Internet of Things, provide a vision of the information
society in which: people and physical systems are surrounded with intelligent
interactive interfaces and objects, and environments are capable of recognising
and reacting to the presence of different individuals or events in a seamless,
unobtrusive and invisible manner. The success of future ICT technologies will
depend on how secure these systems may be, to what extent they will protect
the privacy of individuals and how individuals will come to trust them.

The 8th Workshop in Information Security Theory and Practice (WISTP
2014) addressed security and privacy issues of smart devices, networks, archi-
tectures, protocols, policies, systems, and applications related to the Internet of
Things, along with evaluating their impact on business, individuals, and society.
WISTP 2014 was organized by the FORTH-ICS during June 30 – July 2, 2014,
in Heraklion, Greece.

The workshop received 33 submissions. Each submission was reviewed by at
least three reviewers. This long and rigorous process was only possible thanks
to the hard work of the Program Committee members and additional reviewers,
listed on the following pages.

This volume contains the eight full papers and six short papers that were
selected for presentation at WISTP 2014. Furthermore, the proceedings include
the two keynotes given by Bart Preneel and Timo Kasper, to whom we are
grateful.

WISTP 2014 was collocated with the 7th International Conference on Trust
and Trustworthy Computing (TRUST), and keynote talks of each event were
delivered to both, with the attendees having the possibility to attend sessions of
both events.

We wish to thank all the people who invested time and energy to make
WISTP 2014 a success: first and foremost all the authors who submitted papers
to WISTP and presented them at the workshop. The members of the Program
Committee together with all the external reviewers worked hard in evaluating the
submissions. The WISTP Steering Committee helped us graciously in all critical
decisions. Thanks also go to the 2014 General Chairs Ioannis Askoxylakis, the
local organizer Nikolaos Petroulakis and their respective teams for handling the
local arrangements, to the Trusted Computing Group, Intel, and Microsoft for
financial cosponsoring WISTP 2014, IFIP WG 11.2 Pervasive Systems Security
for scientific cosponsoring of WISTP 2014, and to Sara Foresti and Cheng-Kang
Chu for their efforts as publicity chairs.

April 2014 David Naccache
Damien Sauveron
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Henrich C. Pöhls Institute of IT Security and Security Law at the

University of Passau, Germany
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Since the early stages of the workshop inception the workshop organizers re-
ceived positive feedback from a number of high profile organizations. With the
development of a strong program and organizing committee, this was further
capitalised into direct financial support. This enabled the workshop organizers
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Lightweight and Secure Cryptographic

Implementations for the Internet of Things
(Extended Abstract)

Bart Preneel

KU Leuven and iMinds
Dept. Electrical Engineering-ESAT/COSIC,

Kasteelpark Arenberg 10 Bus 2452, B-3001 Leuven, Belgium

bart.preneel@esat.kuleuven.be

Abstract. There is a growing insight that if we build Internet function-
ality into every object, it will be essential for broad acceptability that se-
curity and privacy features are protected from day one. The old approach
of first rolling out the system and thinking about security and privacy
later will no longer work. Cryptographic algorithms form an essential
element to protect the Internet of Things; moreover, this environment
will impose ever higher requirements for the algorithms in terms of per-
formance, security, and cost. For many settings algorithms tradeoffs are
expected that offer an improvement of one order of magnitude compared
to existing standards. This extended abstract presents a brief overview
of the issues that need to be addressed for such an optimization to be
successful.

The design of cryptographic algorithms corresponds to finding a tradeoff between
performance, cost, and security. It is rather easy to obtain any two of these, while
giving up the third one. As an example, it is easy to develop a highly secure and
very fast algorithm if the implementation can be expensive.

– Performance is typically thought of as speed or throughput: how many cycles
or seconds are needed to process a single byte or message. It is difficult to
express performance in a single number, as the performance depends on the
hardware platform (even performance numbers on two hardware platforms
with the same cost can be very different) and the time to process one byte
varies depending on the length of the message (there are typically setup
costs). Moreover, parallelism is playing a more important role (for high end
systems).

– Security can typically be expressed in number of bits of the effective key
length; a more accurate but harder to estimate measure is the monetary
cost for the opponent. The difficulty with estimating security is that there
are a range of attacks that assume different access of the opponent to the
device and that achieve difference goals. As an example, cryptographers
typically consider only attackers that try to break a single instance of a
cryptographic scheme, while attacking multiple instances frequently brings
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economies of scales, e.g. through time-memory tradeoffs. Moreover, in the
past two decades the insight has grown that implementation attacks (also
known as grey box attacks), that exploit physical properties of the implemen-
tation, can be much more effective than black box attacks that only exploit
the input-output behavior. Finding low-cost protections against such attacks
is notoriously difficult.

– The third element is the cost: ideally, cost can be expressed in financial
terms. Hardware cost depends on the gate count or chip area, but for small
devices packaging costs can play a very large role. Moreover, in environments
such as the Internet of Things money or hardware may not be the only
constraint: devices such as passive RFID tags that receive power from the
reader or devices that harvest their energy from the environment will have
power constraints. Other devices are battery operated, and the challenge
is to minimize energy to maximize the life time. Note that energy is the
product of power and time, so an algorithm that minimizes power does not
necessarily minimize energy.

The interest in lightweight cryptography has grown in the last decade. Many
algorithms have been published, including block ciphers, streams ciphers, MAC
algorithms, hash functions, authenticated encryption and public key algorithms.
For symmetric cryptography, the focus was initially on reducing the area or gate
count, but the attention has shifted to reducing energy consumption, to algo-
rithms for low-end micro-controllers and to resistance against implementation
attacks. For public-key cryptography, research has concentrated on demonstrat-
ing that it is indeed possible to implement current algorithms such as ECC
(Elliptic Curve Cryptography) and NTRU on low-end platforms.

The main conclusion so far is that there is no such thing as a cryptographic
algorithm suited for the Internet of Things. If one wants to push the boundaries
by an order of magnitude and also resist implementation attacks, it will be
essential to optimize both the algorithm and the implementation for a specific
environment. At this stage it is not clear how many algorithms will be needed to
satisfy the demand, but one can expect that a set of – perhaps tunable – standard
algorithms will emerge. Next to the algorithm, the cryptographic protocol in
which it is used plays a central role: the protocol should not use too many
cryptographic algorithms and should again be optimized for a specific setting;
the optimization should consider the algorithm(s), but also the communication
and storage costs.



Sweet Dreams and Nightmares:

Security in the Internet of Things

Timo Kasper, David Oswald, and Christof Paar

Horst Görtz Institute for IT Security, Ruhr-University Bochum, Germany

{timo.kasper,david.oswald,christof.paar}@rub.de

Abstract. Wireless embedded devices are predominant in the Internet
of Things: Objects tagged with Radio Frequency IDentification and Near
Field Communication technology, smartphones, and other embedded to-
kens interact from device to device and thereby often process information
that is security or privacy relevant for humans. For protecting sensitive
data and preventing attacks, many embedded devices employ crypto-
graphic algorithms and authentication schemes. In the past years, vari-
ous vulnerabilities have been found in commercial products that enable
to bypass the security mechanisms. Since a large number of the devices
in the field are in the hands of potential adversaries, implementation at-
tacks (such as side-channel analysis and reverse engineering) can play a
critical role for the overall security of a system. At hand of several ex-
amples of assailable commercial products we demonstrate the potential
impact of the found security weaknesses and illustrate “how to not do
it”.
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Shin’ichiro Matsuo, and Jan Willemson



XVIII Table of Contents

End-to-End Secure and Privacy Preserving Mobile Chat Application . . . 124
Raja Naeem Akram and Ryan K.L. Ko

Short Papers

S-box, SET, Match: A Toolbox for S-box Analysis . . . . . . . . . . . . . . . . . . . 140
Stjepan Picek, Lejla Batina, Domagoj Jakobović, Barış Ege, and
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Sweet Dreams and Nightmares:
Security in the Internet of Things

Timo Kasper, David Oswald, and Christof Paar

Horst Görtz Institute for IT Security, Ruhr-University Bochum, Germany
{timo.kasper,david.oswald,christof.paar}@rub.de

Abstract. Wireless embedded devices are predominant in the Internet
of Things: Objects tagged with Radio Frequency IDentification and Near
Field Communication technology, smartphones, and other embedded to-
kens interact from device to device and thereby often process information
that is security or privacy relevant for humans. For protecting sensitive
data and preventing attacks, many embedded devices employ crypto-
graphic algorithms and authentication schemes. In the past years, vari-
ous vulnerabilities have been found in commercial products that enable
to bypass the security mechanisms. Since a large number of the devices
in the field are in the hands of potential adversaries, implementation at-
tacks (such as side-channel analysis and reverse engineering) can play a
critical role for the overall security of a system. At hand of several ex-
amples of assailable commercial products we demonstrate the potential
impact of the found security weaknesses and illustrate “how to not do
it”.

1 Introduction

Today’s embedded devices are equipped and interconnected with various (wire-
less) interfaces. They often possess sensors and audiovisual peripherals, store
and process private data of users and their surroundings, and can exchange in-
formation with other (embedded) devices — usually imperceptible and without
a user interaction. Medical instruments, IDs, payments cards, cars, door locks,
and smartphones are just a few examples for these ubiquitous devices that can
directly or indirectly access the Internet. Thus, in theory all data stored and
processed by the embedded devices could be collected in big data bases and an-
alyzed, which could be harmful for the data protection of the individual. Many of
the devices control critical appliances of our everyday life that in case of malfunc-
tioning could become a threat even for the safety of the user, e.g., automotive
or medical devices.

To ensure reliable, secure operation of systems, prevent fraud, and protect the
data of individuals, often cryptography is employed. However, many commer-
cial devices are not conform to the state-of-the-art in research and implement
other — often proprietary and low-cost — algorithms and schemes. They seem
to provide some suitable protection at first glance, but after a more thorough
investigation turn out to be vulnerable to “off-the-shelf” attacks, often with a

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 1–9, 2014.
c© IFIP International Federation for Information Processing 2014
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dramatic impact. Researchers have in the past approx. 10 years started to ana-
lyze the security of cryptographic schemes implemented in commercial products,
to identify and pinpoint their weaknesses, and repair them on the long term. The
important process of publicly disclosing cryptographic primitives, cryptanalyz-
ing them to separate secure from weak proposals, with the result of trusted and
peer-reviewed ciphers being available for everyone today, is well known from the
mathematical world. In the following, we emphasize the importance of security
checks of implementations in the real world at hand of several practical examples
of assailable systems in the Internet of Things (IoT).

2 Security-Analyzing NFC Applications

One widespread type of participant in the IoT are Radio Frequency IDentifica-
tion (RFID) and Near Field Communication (NFC) tokens. Next, we describe
cost-efficient hardware for security-analyzing them and illustrate practical at-
tacks.

2.1 Contactless Smartcards and NFC

Many applications for ticketing, micro payments, access control, and identification
rely on contactless cards that are compliant to the ISO 14443 standard [Int01], e.g.,
NXP’s Mifare family of cards, electronic ID cards, and passports. NFC [Int04] is
compatible to ISO 14443 and is widespread in embedded devices, such as smart-
phones, door locks, and other objects. An NFC-enabled object can function as an
active reader in one moment and as a passive contactless card in the next moment.

2.2 Tools

Commercial NFC readers and cards usually contain chips that automatically
execute manufacturer-specific schemes and thus provide restricted functionality.
Many types of security analyses require freely programmable devices. The open-
source hardware described next is handy for penetration tests, but can also serve
as a flexible, low-cost alternative for realizing manufacturer-independent NFC
applications.

NFC Reader. The freely programmable RFID reader presented in [KCP07]
gives full control of the NFC communication and can support any contactless
card or RFID tag operating at a frequency of 13.56 MHz. The customized device
allows to manipulate the Radio Frequency (RF) field with a high timing accuracy
of approximately 75 ns, which is a key advantage in the context of key-recovery
from Mifare Classic cards.
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Chameleon. The credit-card shaped Chameleon is a versatile tool for practical
NFC security analyses in the field and compliance tests. On the other hand,
it can also serve as a passive counterpart for an active NFC device, e.g., a
smartphone in reader mode, and thus provide an energy-efficient interface for
embedded systems like door locks.

Our originally published card emulator [KvMOP11] has been completely re-
designed in the meantime: The new ChameleonMini can now be manufactured at
a cost of less than 10 $ and is continuously maintained as an open-source project.
The hardware supports Amplitude-Shift Keying (ASK) modulation (10% and
100%), can generate ASK or Binary Phase-Shift Keying (BPSK) load modula-
tion with a subcarrier, and thus can emulate any ISO 14443, NFC, and ISO 15693
card and other types of transponders operating at 13.56 MHz. The ATXmega
processor is connected to an external non-volatile memory that can store up to
eight virtualized contactless cards (e.g., Mifare DESfire, Mifare Classic, Mifare
Ultralight, and many others), while the processing of the relevant cryptographic
schemes (e.g., Advanced Encryption Standard (AES), Triple Data Encryption
Standard (3DES), or Crypto1) and the answering time is usually even faster
than the original cards.

The modular firmware is programmed mostly in C, can be uploaded via a
Universal Serial Bus (USB) bootloader, and is easily expandable to new cards
and standards. The ChameleonMini can be controlled and configured from the
USB interface with its own dedicated command set, e.g., to obtain status infor-
mation, upload new card content or set a different Unique Identifier (UID). A
logmode can be used to monitor and record NFC communication and a user-
programmable button enables, for example, to cycle through the different virtu-
alized cards stored inside the ChameleonMini.

We intend to make the device available at a low cost for educational purposes
and aim at developing teaching material with practical know-how about both
the physical layer of NFC and the higher protocol levels, including efficient im-
plementations of cryptography for RFID. The ChameleonMini can be employed
to virtualize several personal cards in one device, e.g., to open NFC-enabled door
locks, operate NFC-barriers of parking lots, rent bicycles, or execute contacless
payments in the system described in the next section.

2.3 Contactless Payments

The security vulnerabilities we found in the analysis of a widespread contact-
less payment system, as publicized in [KSP10], are overwhelming: NXP’s Mifare
Classic cards serve as a digital wallet, with all cards of one instantiation of the
system containing an identical set of cryptographic keys. Taking into account the
known weaknesses of the Crypto1 stream cipher and the flawed Random Number
Generator (RNG) on these cards, this had been an extremely bad design choice:
A random nonce generated by the card depends only on the time elapsed between
the power-up of the card and the issuing of the authentication command by the
NFC reader. Hence, the same random numbers can be reproduced in subsequent
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protocol runs. This and other weaknesses enable a key extraction from any Mifare
Classic card with the above described customized reader, in seconds.

After extracting the secret keys of several payment cards, we examined their
content and the functioning of the system with a series of practical tests. The
credit balance turned out to be stored without any additional cryptographic
protection — modifying it was very simple and not detected after weeks. In
addition, neither the UID nor the card number stored on the card by the vendor
was checked in the back-end. Note, that the content of the payment cards of
other customers can be manipulated from a distance of 25 cm in milliseconds,
enabling devastating attacks. After informing the system operator about the
found vulnerabilities, the security of the payment system had allegedly been
improved.

In March 2014, approximately five years after the initial analysis and subse-
quent improvement of the system, we performed a post-analysis to verify what
has been changed exactly: Newly issued cards are now the much more secure (and
more expensive) DESfire EV1 cards. Likewise, all NFC readers in the system
were updated at a high cost, to support the new cards. However, to our surprise
the system still accepts the old Mifare Classic cards, for downward compatibil-
ity reasons — with the identical key set and configuration as described above.
The back-end still has no automated means to detect fraud and blacklist cards.
We successfully verified that payments can still be carried out with the above
described ChameleonMini in Mifare Classic emulation mode. For the tests, the
user button has been programmed to increase the credit amount by 10e on each
button press, which worked very well. Upon our request, the system operator
reported that some customers are known to fraudulently recharge their payment
cards and use services for free, bu these crimes are tolerated as rare events.

2.4 Side-Channel Analysis of Mifare DESfire

In contrast to Mifare Classic, Mifare DESfire (MF3ICD40) cards employ a math-
ematically secure cipher, i.e., 3DES. They often serve for identification purposes
in companies and can be found in large payment and public transport systems
around the world, e.g., the Clippercard employed in San Francisco or the Open-
card deployed in Prague.

In [OP11] we verify, whether an implementation attack, i.e., side-channel anal-
ysis, enables a key extraction. Side Channel Analysis (SCA) exploits information
leakage in the power consumption (or timing behaviour) of a cryptographic de-
vice in order to extract its secrets. The powerful SCA attacks are especially
convenient for extracting keys of implementations employing mathematically
unbreakable ciphers.

In the first non-invasive Electro-Magnetic (EM) analysis of commercial cryp-
tographic RFIDs in the literature [KOP09], the customized reader (see Sect. 2.2)
again serves for the communication with the cards. Due to lack of contacts to
measure the power consumption directly, the EM emanation of the RFID card
is captured with near field probes and then digitized with a Picoscope 5204
1 GHz oscilloscope. The acquired measurements (and communication data) are
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pre-processed and then evaluated on a Personal Computer (PC). Despite the
secure 3DES cipher and “RFID obstacles”, we are able to extract all 112-bit
keys (max. 250k measurements , i.e., approx. 7 hours, per key) and hence can
gain full access to any Mifare DESfire MF3ICD40 card.

We had informed the manufacturer, NXP Semiconductors, about the de-
scribed attacks several years before naming the product in a publication [OP11].
In the meantime, the MF3ICD40 DESfire cards had been discontinued and re-
placed by a follow-up product (DESfire EV1) incorporating side-channel resis-
tance. Meanwhile, many NFC systems have been upgraded to the new product,
e.g., newly issued Opencards in Prague are now DESfire EV1.

3 Electronic Access Control

For electronic locks and access control in buildings and cars, instead of NFC
devices often active remote controls are used. The security analysis of two
widespread systems is summarized in the following.

3.1 KeeLoq

The KeeLoq block cipher uses a 64-bit secret key and is widely used for Remote
Keyless Entry (RKE) to cars and garages and for operating alarm systems. After
the algorithm became public in 2006, various mathematical weaknesses of the
cipher were found [ABDM+10]. However, mathematical attacks cannot break the
most widespread “Rolling-Code” KeeLoq systems in practice: In this mode of
operation, the unidirectional remote controls generate dynamic codes based on
encrypting a counter with the device key of the remote control. The individual
device keys are derived from the (known) serial number of the remote control
by means of a (cryptographic) function involving a manufacturer key. Knowing
the latter hence implies knowledge of all device keys in a KeeLoq system.

The extraction of a device key from a remote control with SCA requires at
least 10 power measurements of a remote control [EKM+08]. The practical im-
pact of this attack is tolerable, since it is comparable to duplicating a mechanical
key, given physical access. The recovery of the manufacturer key (contained in
all receivers of one manufacturer) is feasible with only one power measurement,
without knowing neither plaintext nor ciphertext [KKMP09].

Knowing the manufacturer key, even a low-skilled intruder can spoof a KeeLoq
receiver via the wireless link with technical equipment for less than 40e and take
over control of an RKE system, or deactivate an alarm system, without leaving
physical traces. The case of KeeLoq illustrates that physical attacks must not
be considered to be only relevant to the smartcard industry or to be a mere
academic exercise. Rather, effective countermeasures need to be implemented
also in electronic keys and similar wireless consumer products. The manufacturer
of KeeLoq products, Microchip, agreed with the publication of our cited papers.
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3.2 Simons Voss

The Simons Voss digital locking system 3060 G2 caught our attention, because
it is installed in banks, universities, prisons, airports, factory sites and other
locations with high demands for security and flexibility. Electronic cylinders
replace their standard mechanical counterparts in the doors, while a remote
control is used instead of a mechanical key. The door locks can be accessed and
programmed remotely from a central PC via a wireless 868 MHz link.

After circumventing the read-out protection of the microcontrollers and
reverse-engineering the contained data and program code, it became clear that
in addition to a modified DES cipher a proprietary obscurity function is used
as a cryptographic primitive. The first key-recovery attacks by means of SCA,
or based on reading out the content of the microcontroller, evolved [OSS+14].
Since physical access to a door lock or a remote control is required, the attacks
again resemble duplicating mechanical keys and may be tolerable in certain ap-
plications.

A short time after the internal functioning of the system components became
clear, a devastating mathematical attack was found [SDK+13], that is clearly not
tolerable: An adversary can open a door solely using the wireless link between
door lock and remote control. The attack exploits (besides the bad cryptographic
properties of the obscurity function) that an internal value processed by the
algorithm is used as a “random number” (and thus leaked to the adversary) in
the next run of the challenge-response protocol.

Eavesdropping a few (4–5) subsequent door opening attempts (and their cor-
responding “random numbers”) allows an attacker to compute the cryptographic
key of a remote control and clone it in a few seconds. For executing the attack,
a valid ID of a remote control needs to be known or guessed by the adversary. In
several real-world systems analyzed by us, we were able to guess a valid ID that
even functions as a master key for the installation, i.e., it can open all doors
of that installation. The manufacturer had been informed about the security
flaws and our planned publications beforehand and meanwhile offers a firmware
update, for download via the Internet, that is providing a fix for the described
mathematical attack.

4 FPGAs and Bitstream Encryption

Xilinx(45–50%) and Altera(40–45%) together make up for approximiately 90%
of the Field Programmable Gate Array (FPGA) market. Their products are
widely used in consumer products, network routers, cars and military equipment.
To protect the configuration (“bitstream”) of the FPGAs that has to be loaded
from an external non-volatile memory on every start-up, the market leaders offer
a feature termed bitstream encryption: A designer can generate an encrypted
bitstream with a secret key that is also stored in the target FPGA. A dedicated
hardware on the silicon die of the FPGA then decrypts the bitstream during each
start-up or reconfiguration of the FPGA. The feature enables, amongst others,
to securely distribute firmware updates via insecure channels (the Internet).
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After the initial successful power-analysis attacks on the 3DES implementa-
tion protecting the bitstreams of the Xilinx Virtex-2 family of FPGAs [MBKP11],
similar attacks targeting the AES-256 implementation of their successors Vir-
tex 4, Virtex 5, and the Spartan 6 evolved [MKP12]. Next, the product lines
Stratix II (AES-128) Stratix III (AES-256) produced by Altera were found to
have the same security vulnerabilities [MOPS13]. As in our previous publica-
tions, the manufacturers were informed about the found attacks a long time
before their publication.

As a result, the vast majority of products on the market that are secured with
the bitstream encryption feature can be duplicated by competitors, or secrets and
IP contained in the unencrypted bitstream can be reverse-engineered. Further,
scenarios like Hardware Trojans that are placed, for example, in network routers,
and leak information through some covert channel, are conceivable.

5 One-Time Password Tokens

Yubikey 2 USB tokens are widely used to generate one-time passwords, e.g., for
two-factor authentication instead of traditional username-password credentials.
The passwords are generated by means of an AES cipher with a 128-bit secret
key.

We demonstrate in [ORP13] that SCA attacks are a relevant threat for the
tokens: A non-invasive side-channel analysis exploiting the EM emanations of the
AES implementation requires approximately 500 EM measurements to recover
the full key. Given approximately one hour of access to a Yubikey 2, an adversary
can impersonate the legitimate owner and generate valid one-time passwords,
even after the token has been returned. The attack leaves no physical traces on
the device and can be performed using low-cost equipment.

Before publication, we notified the vendor Yubico about the found vulnera-
bility towards SCA. Yubico acknowledged our results and has taken measures
to mitigate the security issues: Tokens with an updated firmware (version 2.4)
are resistant to the attacks and hence provide a significantly increased security
level.

6 Conclusion

In the IoT, it is mandatory to protect privacy and security relevant information
by means of cryptography. The implementation platform, i.e., the actual micro-
controller, FPGA, or a similar device that stores secrets and provides the cryp-
tographic functions, has become increasingly important for developing secure
embedded systems. At the same time, the choice has become more complicated,
since a large number of devices with different security features are available
on the market. Besides the cryptographic strength of the employed algorithms
and protocols, developers have to consider the existence and potential impact
of physical attacks. The on-going research about security analyses of real-world
devices provides essential know-how to the designers, e.g., for choosing respec-
tive system ingredients and parameters, as well as countermeasures. Likewise,
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the manufacturers obtain feedback about necessary improvements to establish
the desired security strength in the next product generations.
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Ministry of Economics and Technology (Grant 01ME12025 SecMobil).
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Abstract. Within many cryptographic systems a key expansion function
is used in order to derive more keyingmaterial from themaster secret. The
derived additional keys may be needed for multiple entities or for differ-
ent cryptographic purposes such as privacy and authenticity. In this pa-
per we wish to examine the soundness of the key expansion functions on
the view point of provable security framework. Especially we focus on the
key expansion functions using PRFs(pseudorandom functions) which are
recommended by NIST, and show that the variant of Double-Pipeline It-
eration mode using PRPs(pseudorandom permutations) is secure, while
the variants of Counter and Feedback modes using PRPs are insecure. In
practice secure block ciphers such as AES can be regarded as PRPs.

Keywords: Privacy, Authenticity, Key expansion function, Keying ma-
terial, Provable security, Pseudorandomness, PRF, PRP.

1 Introduction

Cryptographic keys are essential to the security of all cryptographic algorithms
and protocols for some information security objectives, such as privacy or con-
fidentiality, authenticity, digital signature, and non-repudiation in the presence
of adversaries. Key management is an indispensable part of the cryptographic
system and this includes dealing with the generation, exchange, storage, use, and
replacement of keys. Cryptographic systems may use some kinds of keys more
than one master key, so key derivation mechanism is contained in the key man-
agement part. Key derivation mechanism derives one or more secret keys from a
shared secret such as a master key. Thus any key derivation mechanism has the
key expansion step. For example, NIST SP 800-56C[10] specifies a key derivation
mechanism that is an extraction-then-expansion procedure. This procedure con-
sists of a randomness extraction step and a key expansion step. The randomness
extraction step outputs a key derivation key from a master key. A key derivation
key is then used as input to the key expansion step that derives keying material
and can also be used to derive more keying material from derived keys of key
expansion step. The derived additional keys from a key expansion step may be
used for multiple entities or for different cryptographic objectives. Our research
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interest is to examine the soundness of some key expansion functions (KEFs) for
key expansion steps on the view point of provable security framework.

1.1 Related Work

Although a key derivation mechanism has the central role in applied cryptog-
raphy, there has been relatively little formal work addressing the design and
security analysis. Krawczyk[6] associated the notion of cryptographically strong
secret keys with that of pseudorandom keys, namely, indistinguishable by fea-
sible computation from a uniformly distributed string of the same length, and
provided detailed rationale for the hash-based design of key derivation mecha-
nisms based on the extract-then-expand approach. The extraction step generates
a uniformly random or pseudorandom seed key from the master key that may be
an output of an imperfect physical random number generator, and the expansion
step derives several additional pseudorandom cryptographic keys from the seed
key.

Gilbert[4] investigated the security of block cipher modes of operation allowing
to expand an one-block input into a longer t-block output, under the Luby-
Rackoff security paradigm[7,8] which is originally due to the indistinguishability
in Goldreich-Goldwasser-Micali[5]. A KEF in a key derivation mechanism is a
typical example of the one-block-to-many modes of operation. In [4], the author
showed that, under the Luby-Rackoff security model, the key expansion function
MILENAGE of 3GPP[13] is pseudorandom.

On the other hand NIST has specified three KEFs using pseudorandom func-
tions (PRFs) in SP 800-108[11]. A PRF family {PRFs(·)|s ∈ S} consists of
polynomial time computable functions with an index s, a seed, such that when s
is randomly selected from S and not known to adversaries, PRFs(·) is computa-
tionally indistinguishable from a random function defined on the same domain
and range [5]. In [11], several families of PRF-based key expansion functions are
defined without describing the internal structure of the PRF, and recommended
the use of either HMAC[3] or CMAC[9] as the PRF.

1.2 Our Contribution

In spite of several years after the publication of NIST SP 800-108[11], as far
as we know there is no noticeable result that deals with a security analysis for
three KEFs of this document. It seems that if a PRF, such as HMAC or CMAC,
is used as the building block of the three KEFs in [11], we have difficulty in
investigating the soundness of the given schemes. Hence we add a constraint
condition that a pseudorandom permutation (PRP), such as AES, is used as the
building block of the given KEFs. A PRP family is a special case of PRF families
and computationally indistinguishable from a random permutation defined on
the same domain. Once we regard the given KEFs of [11] as PRP-based schemes,
we can investigate the security of these variant schemes in the Luby-Rackoff
security model which is similar to the context of Gilbert[4].
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In fact NIST SP 800-108[11] defines three families of PRF-basedKEFs, so called,
Counter mode, Feedback mode and Double-Pipeline Iteration mode. In this work
we consider the variant schemes of three KEFs that use PRPs, and show that the
variant of Double-Pipeline Iteration mode using PRPs is pseudorandom, while
the variants of Counter and Feedback modes using PRPs are insecure. Moreover
we provide a concrete security bound for the variant of Double-Pipeline Iteration
mode where the underlying PRP is a practical block cipher. This concrete secu-
rity approach is based on the security model of Bellare-Killian-Rogaway[1] and
Bellare-Rogaway[2].

2 Notions of PRF and PRP

In order to examine the soundness of some KEFs, we need to introduce the
rigorous notions of PRF and PRP. These are useful conceptual starting points
to enable the security analysis in the design of some cryptographic functions.
Cryptographic functions such as block ciphers or their modes of operation can
be regarded as a pseudorandom function family indexed by a uniformly dis-
tributed key space. It is natural that we also consider a KEF as a pseudorandom
function family because it is an example of block cipher modes of operation where
a PRP is used as an underlying primitive in the KEF. We have to recognize that
a KEF is an instance of a PRF to obtain the theoretical upper bound for the
provable security. No computationally efficient adversary can distinguish with
significant advantage between a randomly chosen instance of a PRF and a uni-
formly selected random function of the same domain and range. In this section
we describe concrete security approach which is based on the Bellare-Rogaway[2]
security model.

2.1 Function Families

A function family is a map Λ : K ×D → R, where K is the keyspace, D is the
domain and R is the range of Λ. The two-input function Λ takes a key K and an
input x to return a point y we denote by Λ(K,x). For any key K ∈ K we define
the map ΛK : D → R by ΛK(x) = Λ(K,x). We call the function ΛK an instance
of the function family Λ. Thus Λ specifies a collection of maps indexed by the
key space. Usually the probability distribution of a function family comes from
some probability distributions on the keyspace K. Unless otherwise indicated,
this distribution will be the uniform distribution.

We use the following notation in this paper. For any positive integer k, n and
m, we denote K = {0, 1}k, D = {0, 1}n and R = {0, 1}m, where k, n, and m are
called the key-length, the input-length and the output-length, respectively. We

denote by K
$← K the operation of selecting a random string K from K. The

notation f
$← Λ means the operation K

$← K and f = ΛK . In other words, let f
be the function ΛK where K is a randomly chosen key. We are interested in the
input-output behavior of this randomly chosen instance of the family.
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There are two particular function families that we need to consider in order
to define PRFs and PRPs. One is F(D,R) the family of all functions from
domain D to range R, the other is P(D) the family of all permutations on D.
A uniformly chosen instance of F(D,R) is called a random function from D to
R, and a uniformly chosen instance of P(D) is called a random permutation on
D. The key describing any particular instance function is simply a description of
this instance function in some canonical notation. For example, order the domain
D lexicographically as x1, x2, . . ., and let the key for a function f be the list of
values (f(x1), f(x2), . . .). The keyspace of F(D,R) is simply the set of all these
keys, under the uniform distribution. The key for a function in this family is a list
of all the output values of the function as its input ranges over {0, 1}n. Namely,
the key describing a particular instance function is exactly corresponding to the
function itself. Note that the size of the key spaces of F(D,R) and P(D) are
(2m)2

n

and (2n)!, respectively.

2.2 Pseudorandom Functions and Permutations

A pseudorandom function is a function family with the property that the input-
output behavior of a random instance of the family is computationally indis-
tinguishable from that of a random function. Similarly, a function family is a
pseudorandom permutation if the input-output behavior of a random instance
of the family is computationally indistinguishable from that of a random per-
mutation. In order to introduce the notions of PRF and PRP, we consider the
following security model. The notion of PRP is very similar to the one of PRF.
Thus we only consider the notion of PRF. Let any adversary A be an algorithm
to distinguish a random instance of a function family from a random function.
The adversary A has access to an oracle. The oracle will be chosen either as a
random instance of a function family or as a random function by coin tossing.
When the oracle selects a fuction as G we consider two different worlds. Usually
in World 0, G will be chosen as a random function, while in World 1, G will
be chosen as a random instance of a function family. And the adversary must
determine in which world it is placed, and at the end of its computation outputs
a bit.

In the formalization, we consider two different ways in which G will be chosen,
giving rise to two different worlds.

World 0. The function G is drawn at random from F(D,R), namely, the func-

tion G is selected via G
$← F(D,R) .

World 1. The function G is drawn at random from Λ, namely, the function G

is selected via G
$← Λ.

Definition 1. Let Λ : K×D → R be a function family, and A be an algorithm
that takes an oracle for a function G : D → R, and returns a bit. We consider
two experiments:
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Experiment Expprf−1
F (A) Experiment Expprf−0

F (A)

K
$← K G

$← F(D,R)

b
$← AΛK b

$← AG

Return b Return b

The prf-advantage of A is defined by

Advprf
Λ (A) = Pr

[
Expprf−1

F (A) = 1
]
− Pr

[
Expprf−0

F (A) = 1
]

= Pr
[AG = 1 | G ← Λ

]− Pr
[AG = 1 | G ← F(D,R)

]
.

3 PRP-Based KEFs of NIST SP 800-108

NIST has specified three KEFs using PRFs in SP 800-108[11] without describing
the internal structure of the PRF, and recommended the use of either HMAC[3]
or CMAC[9] as the underlying PRF. However we have difficulty in analyzing the
provable security of the given KEFs where the underlying primitives are PRFs.
Thus we change this PRF condition to the PRP one because a PRP family is
a special case of PRF families. That is, hereafter we consider only PRP-based
KEFs of the NIST recomendations. Once we regard the given KEFs of [11] as
PRP-based schemes, we can investigate the provable security of these variant
schemes in the Luby-Rackoff security model which is similar to the context of
Gilbert[4].

3.1 PRP-Based Counter Mode

Let G be a PRP on {0, 1}n, then the PRP-based Counter mode is defined in
Definition 2 and illustrated in Figure 1.

Definition 2. For any permutation g ∈ G and integer t ≥ 2, CNT [g] is called
a PRP-based Counter mode if

CNT [g] : {0, 1}n → {0, 1}nt ,
CNT [g](x) = (z1, z2, . . . , zt) = (g(x⊕ c1), g(x⊕ c2), . . . , g(x⊕ ct)) ,

where c1, c2, . . . , ct are constants of {0, 1}n.

3.2 PRP-Based Feedback Mode

PRP-based Feedback mode is defined in Definition 3 and illustrated in Figure
2.

Definition 3. For any permutation g ∈ G and integer t ≥ 2, FB[g] is called a
PRP-based Feedback mode if

FB[g] : {0, 1}n → {0, 1}nt ,
FB[g](x) = (z1, z2, . . . , zt) = (g(x⊕ c1), g(x⊕ z1 ⊕ c2), . . . , g(x⊕ zt−1 ⊕ ct)) ,

where c1, c2, . . . , ct are constants of {0, 1}n.



Security of PRP-Based Key Expansion 15

Fig. 1. PRP-based Counter mode

Fig. 2. PRP-based Feedback mode

3.3 PRP-Based Double-Pipeline Iteration Mode

PRP-based Double-Pipeline Iteration mode is defined in Definition 4 and illus-
trated in Figure 3.

Definition 4. For any permutation g ∈ G and integer t ≥ 2, DP [g] is called
PRP-based Double-Pipeline Iteration mode if

DP [g] : {0, 1}n → {0, 1}nt ,
DP [g](x) = (z1, z2, . . . , zt)

=
(
g (g(x)⊕ x⊕ c1) , g

(
g2(x) ⊕ x⊕ c2

)
, . . . , g

(
gt(x)⊕ x⊕ ct

))
,

where for each 1 ≤ k ≤ t, gk denotes k times iteration of g and c1, c2, . . . , ct are
constants of {0, 1}n.

4 Provable Security of PRP-Based KEFs

In this section we show that the PRP-based Double-Pipeline Iteration mode is
secure, while the PRP-based Counter mode and Feedback mode are insecure.
Since a secure block cipher, such as AES, is regarded as the underlying PRP in
practice, the PRP-based Double-Pipeline Iteration mode can be recommended
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Fig. 3. PRP-based Double-Pipeline Iteration mode

as a candidate of secure practical KEFs using block ciphers. On the other hand
Gilbert[4] already showed that the functions associated with the counter mode
and the OFB mode are not pseudorandom. The counter mode of [4] is the same
as PRP-based Counter mode in Definition 2, but the OFB mode of [4] is slightly
different from PRP-based Feedback mode in Definition 3. In this work we propose
somewhat different and more clear processes of proving the insecurities of PRP-
based Counter and Feedback modes.

4.1 Insecurity of PRP-Based Counter Mode

Now we consider the case that CNT [π] is derived from a random permutation
π ∈ P({0, 1}n). Then it is simple that CNT [π] is insecure.

Theorem 1. For any random permutation π ∈ P, CNT [π] is not a secure PRF.

Proof. In order to show that CNT [π] is not a secure PRF we specify an ad-
versary attacking CNT [π]. Since an instance of CNT [π] is a function from
{0, 1}n to {0, 1}nt, the adversary A will get an oracle for a function G that
maps {0, 1}n to {0, 1}nt. In World 0, G will be chosen as a random function
from F = F({0, 1}n, {0, 1}nt), while in World 1, G will be set to CNT [π] where
π is a random permutation from P({0, 1}n). The adversary A must determine
in which world it is placed. Let us show how the adversary A works.

Adversary AG

(z
(1)
1 , . . . , z

(1)
t ) ← G

(
x(1)

)
(z

(2)
1 , . . . , z

(2)
t ) ← G

(
x(2) = x(1) ⊕ c1 ⊕ c2

)
if z

(1)
1 = z

(2)
2 and z

(1)
2 = z

(2)
1 then return 1

else return 0
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If G = CNT [π] for some π, it is certainly true that z
(1)
1 = z

(2)
2 and z

(1)
2 = z

(2)
1 .

On the other hand if G is a random function from F , the probability of the event

that z
(1)
1 = z

(2)
2 and z

(1)
2 = z

(2)
1 will be 2−2n, the probability that A will return

1. Therefore the advantage of A is as follows:

Advprf
CNT [π](A) = Pr

[
Expprf−1

CNT [π](A) = 1
]
− Pr

[
Expprf−0

CNT [π](A) = 1
]

= Pr
[AG = 1 | G ← CNT [π]

]− Pr
[AG = 1 | G ← F]

= 1− 2−2n.

From the above formula we obtain that there exists an extremely efficient ad-
versary whose prf-advantage against CNT [π] is almost one. This means that
CNT [π] is not a secure PRF. �

4.2 Insecurity of PRP-Based Feedback Mode

We investigate the provable security of the PRP-based Feedback mode FB[π]
derived from a random permutation π. It is also a simple argument similar to
the case of PRP-based Counter mode that FB[π] is insecure.

Theorem 2. For any random permutation π ∈ P, FB[π] is not a secure PRF.

Proof. We find an adversary with a high advantage attacking FB[π] in order to
prove that FB[π] is not a secure PRF. Since an instance of FB[π] is a function
from {0, 1}n to {0, 1}nt, the adversary A will get an oracle for a function G that
maps {0, 1}n to {0, 1}nt. In World 0, G will be chosen as a random function
of F = F({0, 1}n, {0, 1}nt), while in World 1, G will be set to FB[π] where π
is a random permutation from P({0, 1}n). The adversary A must determine in
which world it is placed. In this case A queries its oracle at the x(1) to get back

(z
(1)
1 , . . . , z

(1)
t ) and then queries its oracle at the x(2) to get back (z

(2)
1 , . . . , z

(2)
t ).

The adversary A works as follows:

Adversary AG

(z
(1)
1 , . . . , z

(1)
t ) ← G

(
x(1)

)
(z

(2)
1 , . . . , z

(2)
t ) ← G

(
x(2) = x(1) ⊕ c1 ⊕ c2 ⊕ z

(1)
1

)
if z

(2)
1 = z

(1)
2 then return 1

else return 0

If G = FB[π] for some π, it is obvious that

z
(2)
1 = π((x(1) ⊕ c1 ⊕ c2 ⊕ z

(1)
1 )⊕ c1) = π(x(1) ⊕ c2 ⊕ z

(1)
1 ) = z

(1)
2 .

On the other hand if G is a random function, the probability that z
(2)
1 = z

(1)
2

will be 2−n, the probability that A will return 1. Thus Advprf
FB[π](A) = 1− 2−n,

this shows that FB[π] is not a secure PRF. �
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4.3 Provable Security of PRP-Based Double-Pipeline Iteration
Mode

Now we examine the provable security of the PRP-based Double-Pipeline It-
eration mode. We consider the case where DP [π] is derived from a random
permutation π and prove that DP [π] is a secure PRF. At first we introduce
a very useful fact of [12] and [4] for obtaining an upper bound on Advprf (A)
based on the transition probability Pr(x→y).

Proposition 1. Let E be a randomly chosen instance of a function family Λ
with the domain {0, 1}n and the range {0, 1}m, F be a random function from
F = F({0, 1}n, {0, 1}m) and q be an integer. An adversary A will get an oracle
for a function G. In World 0, G will be chosen from F , while in World 1, G
will be set to E that is a randomly drawn from Λ. The adversary must determine
in which world it is placed. Denote by X the subset of ({0, 1}n)q containing
all pairwise distinct q-tuples x = (x(1), · · · , x(q)). If there exist a subset Y of
({0, 1}m)q and two positive real numbers ε1 and ε2 such that

(a) |Y | ≥ (1− ε1) · 2mq

(b) for each x ∈ X and y ∈ Y, Pr
(
x

E→ y
)
≥ (1 − ε2) · 1

2mq
,

then for any adversary A using q queries

Advprf
Λ (A) = Pr

[AG = 1|G ← Λ
]− Pr

[AG = 1|G ← F]
≤ ε1 + ε2 .

By the argument using Proposition 1, in the following Theorem 3 we obtain an
upper bound on Advprf

DP [π](A). From this we know the fact that the PRP-based

Double-Pipeline Iteration mode is a secure PRF.

Theorem 3. For any PRP-based Double-Pipeline Iteration mode

DP [π] : {0, 1}n → {0, 1}nt , ∀π ∈ P({0, 1}n) ,

let A be an adversary with q queries such that t2q2

2n ≤ 2
3 . Then we obtain that

Advprf
DP [π](A) ≤ 7t2q2

2n+1
.

Proof. Let X denote the subset of ({0, 1}n)q containing all pairwise distinct

q-tuples x = (x(1), . . . , x(q)) and Z be the set of q-tuples z = ((z
(1)
1 , . . . , z

(1)
t ),

(z
(2)
1 , . . . , z

(2)
t ), . . . , (z

(q)
1 , . . . , z

(q)
t )) ∈ ({0, 1}nt)q, where all tq values of z

(i)
k , 1 ≤

k ≤ t and 1 ≤ i ≤ q, are distinct. By Proposition 1, it suffices to show that there
exist positive real numbers ε1 and ε2 such that

|Z| ≥ (1 − ε1) · 2ntq (1)
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and

∀x ∈ X, ∀z ∈ Z, Pr

(
x

DP [π]−→ z

)
≥ (1− ε2) · 1

2ntq
. (2)

Note that

1

2ntq
· |Z| = 2n · (2n − 1) · · · (2n − (tq − 1))

2ntq

= 1 ·
(
1− 1

2n

)
· · ·

(
1− tq − 1

2n

)
≥ 1− 1

2n
(1 + 2 + · · ·+ (tq − 1))

= 1− 1

2n

(
(tq − 1) (1 + tq − 1)

2

)
≥ 1− t2q2

2n+1
.

Then the inequality (1) is established, if we set ε1 = t2q2

2n+1 > 0.
In order to estimate the transition probability of (2), we have to consider some-

what complicated cases changed by some input-output conditions associated
with π’s of DP [π]. For any fixed x ∈ X ⊂ ({0, 1}n)q and z ∈ Z ⊂ ({0, 1}nt)q,
the transition probability Pr

(
x

DP [π]−→ z

)
can be estimated by investigating the

intermediate value y ∈ ({0, 1}nt)q of DP [π] depicted in Figure 3. The values of
the input x and the corresponding output z are known, while the exact value
of the intermediate value y is unknown. Hence we have to collect all possible
candidates about the unknown intermediate value. Let Y ⊂ ({0, 1}nt)q be the
set of all these possible candidates;

Y =
{
y = ((y

(1)
1 , . . . , y

(1)
t ), . . . , (y

(q)
1 , . . . , y

(q)
t ))

| y
(i)
k 
= y

(j)
k , 1 ≤ k ≤ t, 1 ≤ i 
= j ≤ q

}
,

where for each 1 ≤ k ≤ t and 1 ≤ i ≤ q, y
(i)
k = πk(x(i)). By the definition of Y ,

|Y | = 2nt · (2n − 1)
t · · · (2n − q + 1)

t
=

(
2n!

(2n − q)!

)t

. (3)

Now we introduce a subset Y ′ ⊂ Y for convenience of counting distinct input
values of π. Let Y ′ = A ∩B ∩ C with

A = {y ∈ Y | y(i)k 
= y
(j)
l , 1 ≤ i, j ≤ q, 0 ≤ k, l ≤ t− 1},

B = {y ∈ Y | y(i)k 
= y
(j)
l ⊕ x(j) ⊕ cl, 1 ≤ i, j ≤ q , 0 ≤ k ≤ t− 1, 1 ≤ l ≤ t},

where y
(i)
0 = x(i), and

C = {y ∈ Y | y(i)k ⊕ x(i) ⊕ ck 
= y
(j)
l ⊕ x(j) ⊕ cj , 1 ≤ i, j ≤ q, 1 ≤ k, l ≤ t}.
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For any 1 ≤ i ≤ q, 1 ≤ k ≤ t− 1 and 1 ≤ l ≤ t , we have

Pr

(
x

DP [π]−→ z

)
=

∑
y∈Y

Pr
(
x(i) π→ y

(i)
1 , y

(i)
k

π→ y
(i)
k+1 , y

(i)
l ⊕ x(i) ⊕ cl

π→ z
(i)
l

)
≥

∑
y∈Y ′

Pr
(
x(i) π→ y

(i)
1 , y

(i)
k

π→ y
(i)
k+1 , y

(i)
l ⊕ x(i) ⊕ cl

π→ z
(i)
l

)
= |Y ′| · (2

n − 2tq)!

2n!
. (4)

In order to obtain a lower bound on |Y ′|, we count |Y − A|, |Y − B| and
|Y −C|. At the first step we represent the set Y −A with three subsets to count
|Y − A|. For any element of Y − A, we consider three cases according to the
condition of indexes.

Case 1. If k = 0 and 1 ≤ l ≤ t − 1, then for any y ∈ Y − A satisfies x(i) =

y
(i)
0 = y

(j)
l . In this case the number of y such that x(i) = y

(j)
l is

|Y |
2n

· q2 · (t− 1),

since by (3), for any fixed i, j and l, (2n)t−1 · (2n − 1)t · · · (2n − q + 1)t =
|Y |
2n

.

Case 2. If 1 ≤ k 
= l ≤ t − 1 and 1 ≤ i = j ≤ q, then for any y ∈ Y − A

satisfies y
(i)
k = y

(j)
l = y

(i)
l . In this case the number of y such that y

(i)
k = y

(i)
l

is
|Y |
2n

· q · (t− 1)(t− 2)

2
, since by (3), for any fixed i, k and l, (2n)t−2 · (2n −

1)t · · · (2n − q + 1)t =
|Y |
(2n)2

.

Case 3. If 1 ≤ k 
= l ≤ t − 1 and 1 ≤ i 
= j ≤ q, then for any y ∈ Y − A

satisfies y
(i)
k = y

(j)
l . In this case the number of y such that y

(i)
k = y

(j)
l is

|Y |
2n

·
q(q − 1)

2
· (t− 1)(t− 2)

2
, since by (3), for any fixed i, j, k and l, (2n)t−2 · (2n −

1)t · · · (2n − q + 1)t =
|Y |
(2n)2

.

Therefore we obtain that

|Y −A| ≤ |Y |
2n

· q · (t− 1)

(
q +

t− 2

2
+

(q − 1)(t− 2)

4

)
.

By the similar argument, we have

|Y −B| ≤ |Y |
2n

· q (t+ (q − 1)t+ (t− 1)2 + (q − 1)(t− 1)2 + 2(q − 1)(t− 1)
)

and

|Y − C| ≤ |Y |
2n

· qt
2

(
(t− 1) +

(q − 1)(t− 1)

2
+ 2(q − 1)

)
.
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Now we have a lower bound on |Y ′| as follows:

|Y ′| ≥ |Y | − (|Y −A|+ |Y −B|+ |Y − C|)
≥ |Y | − |Y |

2n+1
q
(
3qt2 + 4qt− 3q + t2 − 8t+ 5

)
= |Y |

(
1− q

2n+1

(
3qt2 + 4qt− 3q + t2 − 8t+ 5

))
. (5)

By (3), (4) and (5), we obtain that

Pr

(
x

DP [π]−→ z

)
≥
(
1− q

2n+1

(
3qt2 + 4qt− 3q + t2 − 8t+ 5

)) · (2
n − 2tq)!

2n!
·
(

2n!

(2n − q)!

)t

≥
(
1− q

2n+1

(
3qt2 + 4qt− 3q + t2 − 8t+ 5

)) · 1

2ntq

(
1 +

qt(3qt− 1)

2n+1

)
=

1

2ntq
(1 − η)(1 + δ),

where η = q
2n+1

(
3qt2 + 4qt− 3q + t2 − 8t+ 5

)
, δ = qt(3qt−1)

2n+1 . Since δ ≤ 1 by

assumtion t2q2

2n ≤ 2
3 ,

(1− η)(1 + δ) ≥ 1− 2η + δ

= 1− q

2n+1

(
3qt2 + 8qt− 6q + 2t2 − 15t+ 10

)
≥ 1− q

2n+1

(
3qt2 + 3qt2

)
= 1− 6q2t2

2n+1
.

Thus

Pr

(
x

DP [π]−→ z

)
≥ 1

2ntq

(
1− 6q2t2

2n+1

)
.

Hence we show that (2) is established with ε2 = 6q2t2

2n+1 .
Consequentially, we obtain the upper bound on advantage of adversary A

Advprf
DP [π](A) ≤ ε1 + ε2 =

7t2q2

2n+1
. �

On the other hand, any random permutation π ∈ P({0, 1}n) in Theorem 3
is implemented by a secure block cipher in the real field. Hence it is important
to investigate the concrete security analysis for the PRP-based Double-Pipeline
Iteration mode where the underlying PRP is a practical block cipher such as
AES. Theorem 4 shows that the Double-Pipeline Iteration mode using a block
cipher is also secure, if the underlying block cipher is secure on the view point
of concrete security paradigm. Let EK be a permutation family where K is
randomly chosen from K. Then a block cipher with key is regarded as a instance
of the EK .
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Theorem 4. Let A be any prf-adversary attacking DP [EK ] with any q queries

such that t2q2

2n ≤ 2
3 . Then there exists an prp-adversary B attacking EK with

2tq queries such that

Advprf
DP [EK ](A) ≤ Advprp

EK
(B) + 7t2q2

2n+1
.

Proof. We specify an adversary B attacking EK . Let EK be a permutation
family with induced distibution from K , π be a random permutation from
P = P({0, 1}n). The adversary B will get an oracle for a permutation g on
{0, 1}n. In World 0, g will be chosen from P , that is, g = π, while in World 1, g
will be set to EK where K is a randomly chosen key. The adversary B will run
A as a subroutine. The B work like this:

Adversary Bg

Run adversary A, replying to its oracle queries as follows
For i = 1, · · · , q do
When A makes an oracle query x(i)

z(i)
$← DP [g](x(i))

Return z(i) to A as the answer
Until A stops and outputs a bit, b

Return b

Then by Definition 1, prp-adventage of B is

Advprp
EK

(B) = Pr
[
Expprp−1

EK
(B) = 1

]
− Pr

[
Expprp−0

EK
(B) = 1

]
= Pr [Bg = 1 | g ← EK ]− Pr [Bg = 1 | g ← P ] .

In this case,

Pr [Bg = 1 | g ← EK ] = Pr
[AG = 1 | G ← DP [EK ]

]
,

P r [Bg = 1 | g ← P ] = Pr
[AG = 1 | G ← DP [π]

]
.

Therefore,

Advprp
EK

(B) = Pr
[
Expprp−1

EK
(B) = 1

]
− Pr

[
Expprp−0

EK
(B) = 1

]
= Pr [Bg = 1 | g ← EK ]− [Bg = 1 | g ← P ]

= Pr
[AG = 1 | G ← DP [EK ]

]− Pr
[AG = 1 | G ← DP [π]

]
= Pr

[AG = 1 | G ← DP [EK ]
]− Pr

[AG = 1 | G ← F]
+ Pr

[AG = 1 | G ← F]− Pr
[AG = 1 | G ← DP [π]

]
= Advprf

DP [EK ](A)−Advprf
DP [π](A) .

By Theorem 3, we obtain that

Advprf
DP [EK ](A) ≤ Advprp

EK
(B)+ 7t2q2

2n+1
. �
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5 Conclusion

In this paper we have examined the soundness of the PRP-based KEFs, variant
schemes of PRF-base schemes of NIST SP 800-108, on the view point of provable
security framework, and proved that the variant of Double-Pipeline Iteration
mode using PRPs is secure, while the variants of Counter and Feedback modes
using PRPs are insecure. Moreover we have provided a concrete security bound
for the variant of Double-Pipeline Iteration mode where the underlying PRP is
a practical block cipher, since in practice a secure block cipher such as AES can
be regarded as a PRP. As far as we know our results are the first work related
to the security analysis for the KEFs within NIST SP 800-108.
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Abstract. Side-channel attacks are usually performed by employing the “divide-
and-conquer” approach, meaning that leaking information is collected in a divide
step, and later on exploited in the conquer step. The idea is to extract as much
information as possible during the divide step, and to exploit the gathered in-
formation as efficiently as possible within the conquer step. Focusing on both of
these steps, we discuss potential enhancements of Bernstein’s cache-timing attack
against the Advanced Encryption Standard (AES). Concerning the divide part, we
analyze the impact of attacking different key-chunk sizes, aiming at the extraction
of more information from the overall encryption time. Furthermore, we analyze
the most recent improvement of time-driven cache attacks, presented by Aly and
ElGayyar, according to its applicability on ARM Cortex-A platforms. For the
conquer part, we employ the optimal key-enumeration algorithm as proposed by
Veyrat-Charvillon et al. to significantly reduce the complexity of the exhaustive
key-search phase compared to the currently employed threshold-based approach.
This in turn leads to more practical attacks. Additionally, we provide extensive
experimental results of the proposed enhancements on two Android-based smart-
phones, namely a Google Nexus S and a Samsung Galaxy SII.

Keywords: AES, ARM Cortex-A, key-chunk sizes, optimal key-enumeration al-
gorithm, time-driven cache attack.

1 Introduction

Side-channel attacks have been shown to represent a powerful means of exploiting un-
intended information leakage on modern system architectures in order to break crypto-
graphic implementations. One specific form of such side-channel attacks is denoted as
cache attacks, which aim at the exploitation of different memory-access times within the
memory hierarchy. More formally, the central-processing unit (CPU) is able to access
data within the cache memory much faster than data within the main memory. These
timing differences allow an attacker to break cryptographic implementations [10, 16].

Recent investigations of the timing leakage due to the cache memory, i.e., cache hits
and cache misses, emphasized the general applicability of these attacks [2]. However,
especially on the ARM Cortex-A platform—the most commonly used architecture in

� This work has been supported by the Austrian Research Promotion Agency (FFG) and the
Styrian Business Promotion Agency (SFG) under grant number 836628 (SeCoS).

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 24–39, 2014.
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modern mobile devices—these investigations [18, 25] showed that timing information
is leaking, but the complexity of the remaining key-search phase is usually very high.
For instance, Weiß et al. [25] compared the vulnerability of different Advanced Encryp-
tion Standard (AES) implementations on the ARM platform. For the most vulnerable
implementation, i.e., Bernstein’s Poly 1305-AES implementation, they presented a re-
maining key-search complexity of about 65 bits. Such an order of magnitude has been
confirmed in [19]. While being clearly within the range of a mafia or state institution—
that have far more efficient techniques to recover information anyway—such attacks
may be out of reach for hackers and criminals. More precisely, such an attack would
require a huge effort that could only be invested for hacking a few users.

Motivation and Contribution. The motivation of this work is to investigate potential im-
provements of time-driven cache attacks to determine if such attacks could be massively
performed by skilled hackers. In this respect, we propose and investigate multiple en-
hancements to the cache-based timing attack of Bernstein [4] in order to evaluate more
accurately the actual security of ARM-based devices regarding this threat.

Bernstein’s timing attack is based on the so-called divide-and-conquer strategy.
While the divide part aims at the gathering of the leaking information, i.e., the over-
all encryption time, the conquer part focuses on the actual exploitation of the gathered
information to recover the employed secret key. We study potential improvements for
both steps. Thus, our contributions can be summarized as follows.

– Regarding the divide part we discuss the potential improvement of attacking dif-
ferent key-chunk sizes, i.e., key chunks not corresponding to one byte. Thereby,
we try to extract even more information from the observed encryption time under
a secret key. Furthermore, we investigate the proposed enhancement of Aly and
ElGayyar [2], i.e., the exploitation of the minimum encryption time, according to
its applicability on ARM Cortex-A platforms.

– Regarding the context of the conquer part we focus on an optimal way to iterate
over potential key candidates. While Bernstein initially proposed a threshold-based
approach to sort out potential key candidates for an exhaustive search, we apply the
optimal key-enumeration algorithm of Veyrat-Charvillon et al. [23]. This allows us
to iterate over potential key candidates according to their probability for being the
correct one and, thus, to reduce the complexity of the remaining key-search phase.

All discussions about potential improvements are supported by tests performed on
two smartphones employing an ARM Cortex-A processor, namely a Google Nexus S
and a Samsung Galaxy SII. These practical experiments demonstrate that the number of
key bits to be searched exhaustively can be reduced significantly, hence answering pos-
itively the motivating question: timing attacks are within the range of a skilled hacker.

Outline. The remainder of this paper is organized as follows. In Section 2, we cover
the required preliminaries including AES software implementations, CPU caches, and
cache attacks in general. Section 3 provides the required details of Bernstein’s timing
attack as well as follow-up work on Bernstein’s attack. We consider potential improve-
ments of the divide part in Section 4 and discuss the use of the optimal key-enumeration
algorithm within the conquer part in Section 5. Section 6 states our practical observa-
tions of the proposed enhancements. Finally, we conclude this work in Section 7.
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2 Background

This section details the basic concept of the Advanced Encryption Standard, the CPU
cache memory, as well as the basic principles of cache attacks.

2.1 Advanced Encryption Standard

The Advanced Encryption Standard (AES) [12] is a block cipher operating on 128-bit
states—denoted as S = (s0, . . . , s15)—and supports key lengths of 128, 192, and
256 bits. The initial state is computed as S0 = P ⊕ K0, with P = (p0, . . . , p15) being
the plaintext and K0 =

(
k0
0, . . . , k0

15

)
the initial round key. After the initial key addi-

tion, the round transformations (1) SubBytes, (2) ShiftRows, (3) MixColumns, and (4)
AddRoundKey are applied multiple times, whereas the last round omits the MixColumns
transformation. The exact number of rounds depends on the actual key length.

For the purpose of cache attacks the details of these round transformations are mostly
irrelevant since software implementations usually employ so-called T-tables, denoted as
Ti. These T-tables hold the precomputed round transformations and are composed of
256 4-byte elements. In every round the state bytes si are used to retrieve the precom-
puted 4-byte values which are then combined with a simple XOR operation to form the
new state. The resulting state after the last round represents the ciphertext.

In this work, we consider a key length of 128 bits. However, the outlined concepts
shall apply to other key lengths analogously.

2.2 CPU Caches

Since the CPU is not able to access the main memory at the desired speed, the CPU
cache has been introduced. The purpose of the CPU cache—a small and fast memory
between the CPU and the main memory—is to hold close frequently used data and, thus,
to enhance the performance of memory accesses. The most commonly used caches are
so-called set-associative caches where the cache is divided into equally sized cache
sets, each consisting of multiple cache lines. Contiguous bytes of the main memory are
then mapped to a specific cache set and can be placed in any cache line of this cache set.
The actual cache line within a cache set where new data should be placed is determined
by the replacement policy, which can be either random or deterministic. In case of the
ARM Cortex-A platform a random-replacement policy is employed.

2.3 Cache Attacks

Combining the knowledge about T-table implementations and CPU caches leads to
the concept of cache attacks. First, AES T-table implementations make use of key-
dependent look-up indices to access the precomputed values of the round transforma-
tions. Second, these T-table accesses are not performed in constant time. The data might
be fetched either from the CPU cache (cache hit) or from the main memory (cache miss)
and, thus, leads to varying execution times. Hence, cache attacks are a specific form of
side-channel attacks that aim at the exploitation of variations within the execution time.
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Cache attacks are separated into three categories: (1) time-driven attacks, (2) access-
driven attacks, and (3) trace-driven attacks. Time-driven cache attacks [4, 22] rely on
the overall encryption time to recover the used secret key by means of statistical meth-
ods. Hence, these attacks represent the most general type of cache attacks. In contrast,
access-driven cache attacks [9, 14, 20, 21] as well as trace-driven cache attacks [1, 6, 7]
rely on more sophisticated knowledge about the implementation and the underlying
hardware architecture. However, access-driven and trace-driven attacks require far less
measurement samples than time-driven attacks. In short, there is a trade-off between the
required knowledge and the number of required measurement samples. In this work, we
focus on the investigation of the time-driven cache attack proposed by Bernstein [4].

3 Related Work

In this section, we detail the basic concept of Bernstein’s timing attack [4] and outline
related work based on this attack.

3.1 Seminal Work: Bernstein’s Timing Attack

In 2005, Bernstein [4] proposed a timing attack against the AES T-table implementa-
tion. He suggested to gather timing information of different plaintexts under a known
key K as well as under an unknown key K̃. Afterwards, correlating the timing informa-
tion of these two sets of plaintexts should reveal potential key candidates. The attack
consists of four different phases which are outlined within the following paragraphs.

Study Phase. Within this phase the attacker measures the encryption time of multiple
plaintexts P under a known key K. Without loss of generality, we assume that the zero-
key is used for this phase. The information is stored in t[j][b] which holds the sum of
all encryption times observed for plaintexts where the plaintext byte pj = b, and n[j][b]
which counts the number of encrypted plaintexts where pj = b.

Attack Phase. In this phase the attacker collects the exact same information as in the
study phase, but this time under an unknown key K̃ that she wants to recover. The
gathered information is stored in t̃[j][b] and ñ[j][b], respectively.

Correlation Phase. The attacker computes the so-called plaintext-byte signature [13]
of the study phase as illustrated in Equation 1. The plaintext-byte signature of the attack
phase is computed analogously, except that v[j][b], t[j][b], and n[j][b] are replaced with
ṽ[j][b], t̃[j][b], and ñ[j][b], respectively.

v[j][b] =
t[j][b]
n[j][b]

−
∑

j

∑
b t[j][b]∑

j

∑
b n[j][b]

(1)

Afterwards, the correlations of the plaintext-byte signature within the study phase and
the attack phase are computed as outlined in Equation 2.

c[j][b] =
255∑
i=0

v[j][i] · ṽ[j][i ⊕ b] (2)

The correlations are sorted in a decreasing order and, based on a predefined threshold,
the attacker obtains a list of potential values for each key byte kj .
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Key-Search Phase. Usually, more than one value per byte is selected in the correlation
phase. Thus, the attacker performs an exhaustive search over all possible key candidates
that can be formed from the selected values using a known plaintext-ciphertext pair.

3.2 Applications and Improvements of Bernstein’s Attack

Bernstein’s idea of exploiting the timing leakage of T-table based AES implementations
has gained particular attention among the scientific community. For instance, Neve [13]
and Neve et al. [15] performed a detailed analysis of Bernstein’s timing attack. In 2012,
Weiß et al. [25] compared the vulnerability of different AES implementations. Spreitzer
and Plos [18] investigated the applicability of time-driven cache attacks, including the
one of Bernstein, on mobile devices. Aly and ElGayyar [2] also investigated this timing
attack and introduced an additional timing information, which is used to correlate the
timing profiles obtained in the study phase with the timing profiles obtained in the attack
phase. This timing information consists of the overall minimum encryption time (global
minimum) and the minimum encryption time for a specific plaintext byte at a specific
position (local minimum). Recently, Saraswat et al. [17] investigated the applicability
of Bernstein’s timing attack against remote servers.

4 Analysis and Improvements of the Divide Part

In this section, we detail potential improvements regarding the gathering of the required
timing information. We present the corresponding experimental results in Section 6.

4.1 Attacking Different Key-Chunk Sizes

While Bernstein [4] considered the leaking timing information for exactly one key byte,
we investigate a potential improvement of this attack by considering the leaking tim-
ing information of different key-chunk sizes. To this end, we briefly analyze the main
concept of this idea as well as potential pitfalls.

Let nkc be the number of key chunks the whole key is comprised of, and skc be the
size of each key chunk, i.e., the number of possible values each key chunk might take.
If we attack each key byte separately (nkc = 16, skc = 256), then t[j][b] holds the total
of all encryption times where plaintext byte pj = b and n[j][b] counts the number of
plaintexts where pj = b, for 0 ≤ j < nkc and 0 ≤ b < skc. Hence, attacking larger
parts of the key at once leads to fewer key chunks nkc, but a larger number of possible
values per key chunk skc. In contrast, attacking smaller parts of the key leads to a larger
number of key chunks nkc with fewer possible values skc for each of these key chunks.

Considering the plaintext as a 4 × 4 matrix, we observe that larger blocks can be
formed in different ways. For instance, Figure 1 illustrates the gathering of the timing
information for two consecutive plaintext bytes of one specific row. In contrast, Figure 2
illustrates the combination of two plaintext bytes within one specific column. In case of
the T-table implementation provided by OpenSSL the former approach collects timing
information of two bytes accessing two different T-tables and the latter collects timing
information of two bytes accessing the same T-table. For the practical evaluation we
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Fig. 1. Combination of bytes within a row Fig. 2. Combination of bytes within a column

implemented the approach that collects timing information of two bytes accessing the
same T-table. This case reduces the eventuality of corrupting key chunks with noise that
might affect a specific T-table. We illustrate this within the following example. Recall
that look-up indices si access T-table Tj , with i ≡ j mod 4. Now, suppose that noise
affects T-table T0. Then in case of attacking two-byte key chunks that access the same
T-table (e.g., T0), only two key chunks are affected by this noise. In contrast, if we
attack two-byte key chunks that access different T-tables (e.g., T0 and T1), four key
chunks are affected by this noise.

Within the following paragraphs we investigate potential pitfalls of attacking differ-
ent key-chunk sizes. Corresponding experimental results can be found in Section 6.

Memory Requirements. The memory consumption of the timing attack depends on
the number of key chunks nkc, the size of each key chunk skc, and the size sd of the
employed data type in bytes. Assuming the size of the data type sd = 8, then for
attacking each key byte separately (nkc = 16, skc = 256) the size of one such data
structure is 32 KB. Attacking two bytes at once (nkc = 8, skc = 2562) would result
in 4 MB for each data structure and attacking even four bytes at once (nkc = 4, skc =
2564) would result in 128 GB for each data structure. Thus, attacking more than two
bytes at once is not applicable for devices with limited resources, e.g., mobile devices.

Number of Measurement Samples. The key-chunk size also has an impact on the noise
reduction of the timing information. First, notice that the larger the key chunks are, the
smaller should be the algorithmic noise in the gathered encryption times. This positive
effect of large chunks is counterbalanced by the fact that the larger the chunks are, the
smaller is the number of samples obtained for a specific chunk value1. Thus, there is
a trade-off between the algorithmic noise and the number of samples per value. Ana-
lyzing this requires the full understanding of the noise behavior (what is the proportion
of algorithmic noise compared to measurement noise and what is the noise distribu-
tion) and is out of the scope of this paper. We thus ran experiments to get an empirical
evidence for the best trade-off.

Indistinguishable Key Bits. The cache-line size determines the number of contiguous
T-table elements to be loaded at once in the event of a cache miss. In case of a cache-
line size of 32 (resp. 64) bytes, each cache line holds 8 (resp. 16) T-table elements. This
in turn means that in general one cannot distinguish between accessed elements in one
specific cache line and, therefore, the number of recoverable key bits is limited. Let

1 Let N be the number of encrypted plaintexts, then each possible value b of a specific block pj

is encrypted approximately N
skc

times.
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us denote by sc the cache-line size in bytes and by st the size of a T-table element in
bytes. Then, according to Tromer et al. [21] the number of non-recoverable key bits per
key byte—at least for attacks considering only the first round of the AES—is given as
log2

sc
st

. This means that in case of a cache-line size of 32 (resp. 64) bytes the number of
non-recoverable key bits per key byte are 3 (resp. 4). However, this is just a theoretical
observation since in practice more advanced features of the architecture like critical
word first2 or early restart3, as well as particular properties of the implementation itself,
i.e., disaligned T-tables, usually lead to more information leakage.

4.2 Template-Attack Approach

Template attacks [5] are optimal attacks if the attacker gets perfect knowledge of the
leakage distribution on the targeted device. The idea is to make a template of the leak-
age, i.e., computing the leakage distribution in a known-key setting, and then perform-
ing an attack by exploiting leakages and the knowledge of the computed distribution.

The templates can be made (i) by observing a twin device owned (and controlled) by
the attacker or (ii) by using the target device if the attacker is able to observe encryptions
performed with a known key. In both cases the attacker expects that the characterization
she made during the learning phase will still be valid during the attack.

4.3 Minimum Timing Information

Recently, Aly and ElGayyar [2] suggested to compute the correlation of the minimum
encryption time within the study phase and the minimum encryption time within the
attack phase. Therefore, tmin and t̃min hold the overall minimum encryption time of all
encrypted plaintexts in the study phase and the attack phase, respectively. In addition,
the data structure umin[j][b] holds the minimum encryption time of all plaintexts p
where pj = b. The same holds for the attack phase, except that umin[j][b] and p are

replaced by ũmin[j][b] and p̃, respectively. The computation of the correlation is based

on umin[j][b]−tmin and ũmin[j][b]− t̃min. Combining the timing information initially
proposed by Bernstein and the minimum timing information, they claim to recover the
whole secret key without a single exhaustive key-search computation. We assume that
the attacker computes the correlation with the timing information initially proposed
by Bernstein and the correlation with the minimum timing information. So for each
key byte ki the attacker retrieves two sets of potential key candidates. Afterwards the
attacker combines the sets of potential key candidates with the lowest cardinalities.

5 Analysis and Improvements of the Conquer Part

The main challenge of the conquer part is to gather information obtained during the
divide step to recover the full key.

2 Critical word first means that in case of a cache miss the missed word is loaded first and then
the CPU continues its work while the remaining words are loaded into the cache.

3 Early restart means that as soon as the critical word arrives, the CPU continues its work. In
practice this would impose a serious side channel.
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5.1 Combining Information from the Divide Part

We briefly describe two possible approaches to recover the full key. The first one being
the one currently used in timing attacks, and the second one overcoming some of the
mentioned shortcomings of the first one.

Threshold Approach. Currently, timing attacks employ a threshold-based approach.
This means that one fixes a threshold on the computed correlations and considers sub-
key values as potential candidates only if the corresponding correlation is larger than
the threshold. Notice that one may use different thresholds for the different sub-keys,
either because a profiling phase has shown different behaviors for different sub-keys or
because they are dynamically computed.

The threshold approach is simple to implement but has two major drawbacks. The
first one is that the actual key may not be found. Indeed, if one of its sub-key values
led to a small correlation, then the key will never be tested in the search-phase and,
thus, the attack will provide no advantage over exhaustive search. The second draw-
back is a loss of information since the ordering of kept sub-key values is not exploited
in the search phase. Though Neve [13, p 58] suggested that the key search “could start
by the most probable key candidates”, no clear indication is given how this should be
accomplished. A somehow related approach has been suggested by Meier and Staffel-
bach [11] in 1991. However, they do not iterate over potential keys which are sorted
according to their probability for being the correct one, but instead they exploit the
non-uniform probability distribution of the key source. Thus, they generate the keys to
be tested from the actual probability distribution.

Optimal Enumeration Approach. Veyrat-Charvillon et al. [23] recently proposed an
optimal key-enumeration algorithm that solves the aforementioned problems at the cost
of additional computations for generating the next full-key to be tested. The algorithm
requires a combination function that computes the score of the concatenation of two
key chunks based on the scores of each chunk. Using such a combination function,
a global score can be computed for each full key by combining the sub-key scores.
The “optimal” notion comes from the fact that the algorithm ensures that keys will be
generated in a decreasing order of global scores.

5.2 Evaluating the Key-Search Complexity

Threshold Approach. The lower bound on the key-search complexity is easy to obtain.
Assuming that the attacker dynamically chooses a threshold for each targeted sub-key,
it will, for a given sub-key, keep at least all values with a score larger than the correct
one. The cardinality of the set of keys to be tested is then equal to the product of sub-key
ranks. This lower bound is very optimistic as no such magic threshold choice exists.

Concerning the upper bound, it will depend on the allowed probability of missing
the correct key. For given threshold(s), upper bounds on the key-search complexity and
estimates of the missing-key probability can be obtained by simulating attacks. The
upper bound being the size of the key-search space and the success probability being
the probability that the actual key belongs to this space.



32 R. Spreitzer and B. Gérard

Optimal Enumeration Approach. Following the proposition of a key-enumeration al-
gorithm in [23], Veyrat-Charvillon et al. [24] proposed a key-rank estimation algorithm
that bound the key-search complexity of the optimal key-enumeration algorithm for a
given combination function. More precisely, their algorithm requires the combination
function, the scores obtained for one attack and the correct key. When stopped, the
program provides an interval [2x; 2x+ε] ensuring that the key rank lies in this range.

5.3 Choosing Relevant Thresholds and Combination Functions

Choosing Thresholds. Thresholds are potentially based on any kind of statistical value
and provide a simple means of sorting out potential key candidates. Therefore, after
performing the correlation of the timing information gathered within the study phase
and the timing information gathered within the attack phase one retrieves a correlation
vector c[j][b] (see Section 3.1). These elements are sorted in a decreasing order and
byte values b with a correlation value above a predefined threshold are considered to
represent potential key candidates. For instance, Bernstein suggested a threshold which
is based on the standard error of the mean. By iterating over all possible key values
b, the idea is to take a key candidate b for a key byte kj only into consideration if the
difference of the byte value providing the highest correlation and the correlation of b is
smaller than the established threshold.

Choosing Combination Functions. From an information theoretical point of view the
optimal choice for a combination function is to turn scores into sub-key probabilities
and then combining these probabilities by multiplication. The so-called “Bayesian ex-
tension” in [23] uses Bayes’ relation and a theoretical model of obtained scores to com-
pute sub-key probabilities. This technique requires the attacker to model scores obtained
to be able to estimate relevant probabilities. A recent work on side-channel collision at-
tacks by Gérard and Standaert [8] has shown that even if the model does not accurately
match reality, the use of a Bayesian extension may improve attacks.

In the context of timing attacks the scores obtained are similar to correlations. Ac-
tually a small modification of the scoring function as defined by Bernstein turns the
scores into actual correlations without modifying the ordering of sub-key values. The
modified formula for computing scores according to Pearson’s correlation coefficient is
outlined in Equation 3. The equation is given for an arbitrary key-chunk size skc.

c’[j][b] =

∑skc−1
i=0 v[j][i] · ṽ[j][i ⊕ b]√∑skc−1

i=0 v[j][i]2 ·
√∑skc−1

i=0 ṽ[j][i ⊕ b]2
(3)

Then, using a Bayesian extension similar to the one in [8] (based on Fisher transform
of correlation coefficients) we are able to estimate sub-key probabilities. The idea is
that arctanh(c’[j][b]) follows a Gaussian distribution of variance 1

skc−3 and with mean
1 if kj = b and 0 otherwise. The estimated likelihood ratio between the probabilities of
the j-th key chunk to be equal to b or not is then:

l[j][b] = exp

[
(skc − 3)(arctanh(c[j][b]) − 0)2

2
− (skc − 3)(arctanh(c’[j][b]) − 1)2

2

]
,

= exp [(skc − 3) (arctanh(c’[j][b]) − 0.5)] .
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Table 1. Device specifications for the test devices

Device Processor
L1 Cache

Critical Word First OS
Size Associativity Line Size Sets

Google Nexus S Cortex-A8 32 KB 4 way 64 bytes 128 yes Android 2.3.6
Samsung Galaxy SII Cortex-A9 32 KB 4 way 32 bytes 256 yes Android 2.3.4

The score of a full-key candidate k will be given by

SBayes =
∏
j

l[j][kj ]. (4)

To investigate the relevance of such Bayesian extension, Section 6 also contains data
obtained with a different combination function that does not use Fisher transform. Natu-
ral combinations of correlation coefficients are operators + and ×. The latter one is not
relevant here since two values with correlation −1 will combine to a key with correla-
tion 1 what is not desirable. We thus propose results obtained using + as a combination
function to complement our study. In that case, the score of a full-key candidate k will
be given by

SAdd =
∑
j

c’[j][kj ]. (5)

Remark on the Threshold Attack Lower Bound. In [24] authors perform experiments
using the output of simulated template attacks. In this context the probabilities that are
computed are sound (i.e., not biased by a potentially wrong model) and thus the attack
using key enumeration is optimal from an information theoretic point of view. A figure
shows that the lower bound obtained by multiplying sub-key ranks (i.e., the lower bound
for threshold attacks) is far too optimistic by orders of magnitude from the actual key
rank. The optimality of the attack regarding information theory implies that an attacker
using threshold technique should not obtain better results and hence this experiment
discards this lower bound as a relevant statistic.

6 Experimental Results

In this section, we detail the employed measurement setup and later on we analyze
our observations regarding the practical evaluation. For the practical investigation of
the suggested enhancements we employed two Android-based smartphones, namely a
Google Nexus S and a Samsung Galaxy SII. The specifications of these two devices are
summarized in Table 1. One assumption for our attack to work is that the device under
attack must be rooted in order to allow for precise timing measurements via the ARM
Cycle Counter Register [3].

Definitions. We define the gathering of the measurement samples under a known key
and the gathering of the measurement samples under an unknown key as one run. Thus,
one run of the attack application constitutes the gathering of the measurement samples
for both of these phases. The number of measurement samples denotes the number of
gathered samples in each of these two phases.
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6.1 Attacking Different Key-Chunk Sizes

We launched the attack multiple times on both devices, targeting either four bits, one
byte, or two bytes of the key. Figure 3 shows the rank evolution for a specific number
of measurement samples on the Samsung Galaxy SII, averaged over multiple runs for
one-byte chunks and two-byte chunks, respectively. More formally, these plots show
the range (bounds) of key bits to be searched with the optimal key-enumeration al-
gorithm after gathering a specific number of measurement samples. Our observations
show that below 221 measurement samples hardly any information leaks. Targeting
four-bit chunks we observed a similar rank evolution as for one-byte chunks. Hence,
we omitted this figure here.

Fig. 3. Rank evolution for one-byte key chunks (left) and two-byte key chunks (right)

According to the right part of Figure 3, the noise induced by the small number of
samples per chunk value is significantly larger than the noise reduction obtained by
considering larger chunks, which might be due to the random-replacement policy. The
problem can be illustrated as follows. Figure 4 shows the plaintext-byte signature for
one specific key byte during the study phase and the attack phase, respectively. The
abscissa shows the possible chunk values of a plaintext byte and the ordinate shows the
average encryption time for this specific byte subtracted by the overall average encryp-
tion time, after gathering 230 samples. We observe a visible pattern in both plots. Thus,
the correlation yields a few possible values for this specific key byte. We also point out
that most of the values lie in the range [−0.5; 0.5] with peaks up to 2.5.

Fig. 4. One-byte chunk signatures for the study phase (left) and the attack phase (right)
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In contrast, Figure 5 illustrates the chunk signatures for an attack targeting two-
byte key chunks. Again, after gathering 230 measurement samples. Since the pattern
is not that clearly visible we marked the similar peaks appropriately. Neve [13] also
performed an investigation of such signature plots for one-byte chunks. In accordance
with his terminology, we note that both plots show rather noisy profiles with most values
lying in the range [−25; 25]. Due to these noisy profiles the correlation does not reduce
the key space significantly and the sub-key value for this specific key chunk cannot
be determined. Though we also observed rather noisy profiles for attacks targeting one-
byte chunks, most of the profiles established for one-byte chunks showed a clear pattern.
In contrast, for two-byte key chunks we mostly observed plots where we could not find
any specific pattern.

Fig. 5. Two-byte chunk signatures for the study phase (left) and the attack phase (right)

To conclude, our observations showed that attacking smaller key chunks potentially
works, while attacking larger key chunks seems to leak less information for the same
(realistic) number of measurement samples. Targeting even more samples is not realistic
anymore, at least for mobile devices. This results from the fact that a running time of
more than eight hours to gather more than 230 measurement samples does not allow for
a realistic scenario anymore.

6.2 Template Attack

As a first step we tried to identify the distribution of encryption times. Obviously the
classical Gaussian noise model (that is quite relevant for power-based attacks) does not
fit here. Moreover, the right tail of the distribution is meaningless since high encryption
times are caused by interruptions. The choice of a threshold above which we consider
points as outliers together with the characterization of the distribution of remaining
points is not straightforward and out of the scope of the paper.

Noting the difficulty of characterizing the time distribution, we mount attacks com-
bining the study phase and the attack phase from two different runs (that is the data sets
have not been measured one after the other). We used the key-rank estimation (and the
Bayesian extension as detailed in Section 5.3) to estimate the remaining workload for
the key-search phase. We observe that we obtain ranks 210 larger than the one obtained
from attacks where the attack phase directly follows the study phase.

One reason for this observation might be the fact that ARM Cortex-A series proces-
sors employ a physically-indexed, physically-tagged (PIPT) data cache, which means
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that the physical address is used to map a location within the main memory to a cache
set. For different runs the physical address potentially changes and, thus, the locations
where memory accesses (resulting in cache evictions) occur change from run to run.

6.3 Minimum Timing Information

Aly and ElGayyar [2] argue that noise usually increases the encryption time and, thus,
the exploitation of the minimum timing information should significantly improve the
timing attack. Their idea is to capture only one single measurement sample without
noise, which is then stored and used for the correlation later on. They successfully
launched their attack against a Pentium Dual-Core and a Pentium Core 2 Duo proces-
sor. However, contrary to their conclusion that this approach significantly improves the
timing attack on Pentium processors, our results indicate that this approach does not
even work at all on ARM Cortex-A processors. The reasons for this approach to fail
on the ARM Cortex-A processor are potentially manifold. First, Aly and ElGayyar [2]
attacked an AES implementation employing 4-Tables. In contrast, we attacked an im-
plementation employing 5 T-tables.

Second, according to our understanding, gathering the minimum encryption time
misses potential useful information. As Neve et al. [15] put it, Bernstein’s timing attack
implicitly searches for cache evictions due to work done on the attacked device. Such
cache evictions lead to cache misses within the encryption function and, thus, to slower
encryptions. As a result, not only noise increases the encryption time, but also cache
misses increase the encryption time. While noisy encryption times do not carry useful
information, encryption times where a cache miss occurred definitely do so. However,
gathering the minimum timing information does not capture this information because
the minimum timing information seeks for encryption times where a cache hit occurred.
The problem is that once we observe a cache hit, i.e., a fast encryption, we store this
timing information. So this approach only searches for the cache hits and in the worst
case, after a certain number of measurement samples, we potentially observe a cache hit
for all possible key bytes due to the random-replacement policy on ARM processors.
Furthermore, in the long run, the local minimum as well as the global minimum might
become equal in which case these timings do not carry any information at all. Our
practical evaluation showed that after a certain number of measurement samples on the
Google Nexus S the minimum timing information umin[j][b]−tmin equals 0 for most of
the key bytes. Additionally, the random-replacement policy employed in ARM Cortex-
A processors strengthens this reasoning. Though Aly and ElGayyar implemented this
approach on Pentium processors with a deterministic replacement policy, we consider
the gathering of the minimum timing information also risky on such processors.

Concluding the investigation of the minimum timing information we point out that
instead of using the minimum timing information, we stick to the exploitation of the
timing information as proposed by Bernstein and only take encryption times below a
specific threshold into consideration. This approach also reduces the impact of noise if
the threshold is selected properly.
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Table 2. Sample results on the Samsung Galaxy SII

Run Key-Chunk Samples
Bernstein Minimum

Size Optimal Threshold Threshold Key Enumeration Optimal Threshold

(4) (5)

1 4 bits 230 50 bits 102 bits 79.3 - 104.4 86.5 - 112.3 84 bits
2 4 bits 231 32 bits 87 bits 58.9 - 82.4 62.1 - 92.6 88 bits
3 1 byte 228 41 bits 93 bits 55.7 - 77.7 56.2 - 79.2 104 bits
4 1 byte 230 23 bits 64 bits 36.6 - 44.9 36.4 - 46.5 100 bits
5 1 byte 230 32 bits 92 bits 49.1 - 70.1 49.1 - 70.3 100 bits
6 1 byte 230 20 bits 74 bits 36.5 - 45.6 36.0 - 46.4 105 bits
7 2 bytes 230 107 bits 123 bits 118.9 - 125.3 118.9 - 125.3 104 bits
8 2 bytes 230 96 bits 128 bits 115.5 - 122.2 115.0 - 123.2 114 bits
9 2 bytes 230 90 bits 124 bits 110.5 - 119.7 110.5 - 119.9 118 bits

10 2 bytes 230 110 bits 126 bits 120.2 - 126.7 120.3 - 126.7 115 bits

Table 3. Sample results on the Google Nexus S

Run Key-Chunk Size Samples
Bernstein Minimum

Optimal Threshold Threshold Key Enumeration Optimal Threshold

1 1 byte 231 64 bits 108 bits 83.5 - 109.1 bits 105 bits
2 1 byte 230 62 bits 119 bits 77.6 - 104.9 bits 95 bits
3 1 byte 226 66 bits 101 bits 79.0 - 101.3 bits 104 bits
4 1 byte 230 67 bits 96 bits 77.6 - 104.4 bits 108 bits
5 1 byte 230 58 bits 91 bits 69.6 - 90.5 bits 107 bits
6 1 byte 228 82 bits 95 bits 105.3 - 115.2 bits 110 bits
7 1 byte 230 61 bits 97 bits 84.0 - 99.0 bits 97 bits
8 2 bytes 227 121 bits 128 bits 127.8 - 128.0 bits 121 bits
9 2 bytes 228 116 bits 128 bits 125.0 - 127.8 bits 124 bits

10 2 bytes 230 118 bits 128 bits 126.1 - 127.2 bits 121 bits

6.4 Summary of Practical Results

Table 2 summarizes the results of our practical investigations on the Samsung Galaxy
SII smartphone. For different runs, we provide the attacked key-chunk size as well as
the number of samples acquired. The rest of the columns contain different log2 time
complexities of the key-search phase depending on the exploited information, e.g., ei-
ther Bernstein’s timing information or the minimum timing information from [2], and
depending on the conquer-phase technique. For the threshold-based conquer phase we
provide the remaining key space for: (1) an optimal threshold choice, such that for each
chunk the threshold is chosen in a way that only values with better scores than the cor-
rect one are selected (cf. Section 5.2), and (2) a threshold based on the standard error of
the mean as suggested by Bernstein [4]. The key-enumeration column contains bounds
of the obtained key rank if the optimal key-enumeration algorithm from [23] is used.
In Table 2 this column is separated into two, the first one being the result of the use of
the Bayesian extension (see Equation 4) the second being obtained by addition of cor-
relations (see Equation 5). We clearly observe that using the optimal key-enumeration
algorithm instead of the threshold-based approach has a strong positive impact on the
key-search complexity. For instance, in case of run 4 and run 6—that require far more
than 260 keys to be tested in case of the threshold-based approach—the optimal key-
enumeration algorithm recovers the key in less than 246 tests. Concerning the gained
improvement of using the Bayesian extension, we observe that it is very small when at-
tacking one-byte chunks but becomes more significant when attacking four-bit chunks.
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Furthermore, for ARM Cortex-A processors we cannot confirm that the minimum
timing information improves the timing attack. The last column in Table 2 shows that
this information hardly leaks any information. Table 3 summarizes the exact same infor-
mation for the Google Nexus S smartphone. Since we observed only minor differences
between the usage of the Bayesian extension (Equation 4) and the usage of addition as
a correlation function, we only provide the bounds based on the former approach.

7 Conclusion

In this work, we analyzed multiple improvements of Bernstein’s timing attack. Consid-
ering these improvements we also provided practical insights on two devices employ-
ing an ARM Cortex-A processor. We performed theoretical investigations of attacking
different key-chunk sizes and presented potential pitfalls. Our practical investigations
on ARM-based devices showed that attacking one-byte chunks seems to be the best
choice for resource-constrained devices. Furthermore, these investigations showed that
the minimum timing information [2] does not improve the cache timing attack on the
ARM Cortex-A devices at all. We also showed that due to the PIPT data cache of ARM
Cortex-A processors, template attacks seem to be useless here. Nevertheless, a thorough
analysis of the noise behavior might lead to more positive results. We let this point as
an open question.

The most important contribution of this work is the shift from the threshold-based
approach for the selection of potential key candidates towards the application of the
optimal key-enumeration algorithm. Instead of selecting potential key candidates on a
threshold basis, we iterate over potential keys according to their probability for being
the correct key. As our observations showed, this approach significantly reduces the
complexity of the remaining key-search phase, which brings this attack to a complexity
that can be considered as practically relevant.
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35 700 Rennes, France

Abstract. Secure elements, such as smartcards or trusted platform
modules (TPMs), must be protected against implementation-level at-
tacks. Those include side-channel and fault injection attacks. We in-
troduce ODSM, Orthogonal Direct Sum Masking, a new computation
paradigm that achieves protection against those two kinds of attacks. A
large vector space is structured as two supplementary orthogonal sub-
spaces. One subspace (called a code C) is used for the functional computa-
tion, while the second subspace carries random numbers. As the random
numbers are entangled with the sensitive data, ODSM ensures a protec-
tion against (monovariate) side-channel attacks. The random numbers
can be checked either occasionally, or globally, thereby ensuring a detec-
tion capability. The security level can be formally detailed: it is proved
that monovariate side-channel attacks of order up to dC − 1, where dC
is the minimal distance of C, are impossible, and that any fault of Ham-
ming weight strictly less than dC is detected. A complete instantiation
of ODSM is given for AES. In this case, all monovariate side-channel at-
tacks of order strictly less than 5 are impossible, and all fault injections
perturbing strictly less than 5 bits are detected.

Keywords: Masking countermeasure, trans-masking, fault detection,
orthogonal supplementary spaces, linear codes, minimal and dual dis-
tances, AES.

1 Introduction

Side-channel analysis (SCA) and fault analysis (FA) are nowadays well known
and most designers of secure embedded systems are aware of them. Since the
first public reporting of these threats in 1996, a lot of effort has been devoted
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towards the research about these attacks and the development of corresponding
protections. Several countermeasures have been proposed, but usually tackling
only side-channel analysis [16] or (exclusively) fault analysis [15].

Masking is one of the most efficient countermeasures to thwart SCA. The most
critical part when applying masking to secure cryptographic implementations,
is to protect their non-linear operations (e.g., the substitution boxes, S-boxes).
Commonly, there are three strategies [20]: the global look-up table (GLUT),
the table re-computation method, and the S-box secure calculation. The GLUT
method seems to be the most appropriate method: its timing performances are
ideal since it requires only one memory transfer. However, the GLUT method
has an exponential increase of the table size with the amount of entropy (e.g.,
the number of masks used).

A recent line of works known as Low-Entropy Masking Schemes (LEMS) has
investigated possibilities to preserve the security level of masked implementa-
tions with reduced randomness requirements [3]. In fact, the mask is generated
within a subset of all possible values. For instance, the set of masks could be
a set of codewords, to reduce the overhead in terms of computational resources
and entropy. Therefore, the LEMS scheme is still compatible with a table re-
computation method, and a representative computation is sketched below:

– One random number d is drawn.

– (Optionally: tables are recomputed with d as a mask).

– User data (e.g., plaintext) is masked.

– Computations are done within such masked representation.

– The result (e.g., ciphertext) is demasked.

This is obviously only a first-order masking scheme, because it is still possible
to combine two leaks resulting from a reuse of the mask, for instance the informa-
tion leaked during the table recomputation and then during the computation.
But, it can also be made more complicated by using shuffling [27] (especially
during the table recomputation).

Related Works. The GLUT and table recomputation masking schemes have
been described several times in the case of AES [17,12,5]. However, those coun-
termeasures stick to the word size k (e.g., k = 8 for AES), possibly with multiple
shares of size k. In this paper, we propose a new LEMS scheme, called Orthogonal
Direct Sum Masking (ODSM). Like the wire-tap masking [7], it can work with
any amount of added entropy (not necessarily by increments of k bits). Com-
pared to wire-tap masking, ODSM takes advantage of an orthogonal projection
to ease operations in a linear code of length n > k and dimension k.

Contrasted to the state-of-the-art masking and fault protection, our mask-
ing scheme presents many innovative features. In fact, using one share, ODSM
ensures a practical security against monovariate SCA (but still high-order) and
provides the possibility of removing the mask without the knowledge of it. More-
over, an overwhelming advantage of this new scheme over any other masking
technique, is the capability to detect some injected faults while the main goal is
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to ensure security against SCA. Indeed, such synergy between SCA and FA pro-
tections does not exist for other masking schemes [6]. Nonetheless, we note that
dual-rail logic too enjoys the simultaneous protection against SCA and FA [2].

Eventually, for algorithms with large S-boxes, like AES (k = 8, to be compared
with k = 4 for PRESENT), we show how to switch from ODSM to the classical
first-order perfect masking using table recomputations.

Contributions. We introduce a masking scheme provably secure against mono-
variate attacks that uses a customizable entropy (namely n − k bits, choice of
the designer). With respect to the state-of-the-art, an encoding function mixes
optimally the randomness with the sensitive data, in order to achieve the best
protection against side-channel attacks. Additionally, the n − k redundant bits
injected in the computation can be leveraged to check for the injection of er-
rors. We show that the minimal distance dC of the [n, k, dC ] code determines the
minimal weight of errors to be injected for (possibly) bypassing the error sanity
checks of the ODSM scheme. We also apply the ODSM to the AES, with full
details on the way the computations in the linear codes are performed.

Outline. The rest of the article is organized as follows. The theory about the
linear algebra and codes, and how it is applied in the ODSM countermeasure,
are the topic of Sec. 2. The practical implementation of the ODSM scheme
for the AES cipher and possible improvements are given in Sec. 3. Section 4
provides some discussions about the advance on the field of implementation
security conveyed by ODSM, and especially a comparative analysis with other
schemes, plus a presentation of ODSM distinguishing features. Conclusions and
perspectives are in Sec. 5. Technical results and examples are relegated in the
appendices A and B.

2 Theoretical Foundations

In this section, we first recall in Sec. 2.1 the basic notions of linear algebra and
linear codes needed to describe our masking scheme. We intentionally skip the
proofs of well-known propositions, but provide proofs for non classical results.
Then, Sec. 2.2 contains the generic description of the ODSM; the construction
is fully defined by a linear code C (with specific properties). The ODSM scheme
is briefed in Sec. 2.3. The security attributes of this masking scheme are given
in Sec. 2.4, thanks to properties of the code C.

2.1 Basic Notions of Linear Algebra and Linear Codes

Let k and n be two integers, such that k ≤ n. The set of n-bit vectors, noted
Fn
2 , is endowed with a structure of space vector. Let C be a subspace of Fn

2 of
dimension k. Then, C is a linear code of length n and dimension k.

Definition 1 (supplement of a space vector). C can be completed with some
vectors in order to spawn Fn

2 . Those vectors define the supplement D of C in Fn
2 .

We write Fn
2 = C ⊕ D to say that Fn

2 is the direct sum of C and D.
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Remark 1. We note that the same symbol “⊕” is used for the direct sum and
for the addition of vectors, which is uncommon but which does not create any
ambiguity.

A linear code is spawned by a basis: the matrix whose rows consist in the basis
vectors is called a generating matrix. We denote by G (resp. H) the generating
matrix of C (resp. D, the supplement of C). Then, we have that every element
z ∈ Fn

2 can be written uniquely as:

z = c⊕ d , (1)

where c ∈ C and d ∈ D. Now, as all c ∈ C (resp. d ∈ D) can also be written
uniquely as xG (resp. yH), for a given x ∈ Fk

2 (resp. y ∈ Fn−k
2 ), we have the

following equation:

z = xG⊕ yH . (2)

In the following definitions, we formalize the notions of minimal and dual
distance of a linear code.

Definition 2 (minimal distance). The minimal distance dC of a linear code
C of length n and dimension k is the minimal Hamming distance of any two
different elements of C. We say that C has parameters [n, k, dC ].

Definition 3 (dual distance). The dual distance d⊥C of a code C is the minimal
Hamming weight wH (z) of a nonzero vector z ∈ Fn

2 such as
∑

c∈C(−1)z·c 
= 0,
where z ·c is the scalar product between z and c (z ·c =∑n

i=1 zici, or equivalently
z · c = zcT ∈ F2 using matrix notations). We recall that the Hamming weight
wH (z) of a vector z is wH (z) =

∑n
i=1 zi.

Definition 4 (orthogonal). The orthogonal of a set C ⊆ Fn
2 is the space vector

C⊥ defined as {d ∈ Fn
2 |∀c ∈ C, d · c = 0}. When C is a linear code, C⊥ is called

the dual code of C. The generating matrix of C⊥ is called the parity matrix of C.
Proposition 1. For a linear code C, d⊥C = dC⊥ .

Indeed, in linear algebra, the dual code C⊥ can be seen as the kernel (or null
space) of the code C. We have the following Theorem.

Theorem 1 (rank-nullity). dim(C) + dim(C⊥) = dim(Fn
2 ) = n, where dim( · )

is the dimension of the vector space.

As a direct consequence of Theorem 1, we have dim(C⊥) = n − k. However, C
and C⊥ are not necessarily supplementary, i.e., we do not have C ∩ C⊥ = {0}.
For instance, if C is autodual, then C = C⊥.

In the following Proposition 2, we exhibit a necessary and sufficient condition
to have C and C⊥ supplementary in Fn

2 .
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Proposition 2 (Condition for Fn
2 = C ⊕ C⊥). Without loss of generality (a

permutation of coordinates might be necessary), we can assume that the gener-
ating matrix of C is systematic, and thus takes the form [Ik‖M ], where Ik is the
k × k identity matrix. The supplement D of C is equal to C⊥ if and only if (iff)
the matrix Ik ⊕MMT is invertible.

Proof. Because of the dimensions, the supplement of C (named D) is equal to
C⊥ if and only if C ∩ C⊥ = {0}. In the systematic form, C has the generating
matrix [Ik‖M ] and parity matrix [MT‖In−k]. So, the condition is that: ∀(x, y) ∈
Fk
2 × F

n−k
2 , the system of two equations x = yMT and xM = y has only (0, 0)

as solution. This is equivalent to saying that the equation x = xMMT has only
the trivial solution, and thus that the matrix Ik ⊕MMT is invertible. ��
When D = C⊥, there is an orthogonal projection. Indeed, we thus have GHT = 0
(the all-zero k × (n− k) matrix). In this case, H is the parity matrix of code C.
So, in Eq. (2), x and y can be recovered from z, as follows:

x = zGT(GGT)−1 , (3)

y = zHT(HHT)−1 . (4)

Notice that given that G is a basis for C, it is composed of linearly independent
vectors of Fn

2 . Hence GGT is a k × k invertible matrix. Similarly, provided H is
a basis for D, HHT is a (n− k)× (n− k) invertible matrix.

It follows from Eq. (1) that the projection PC (resp. PD) of z ∈ Fn
2 on C (resp.

D) is given by:

PC : Fn
2 → C, z �→ c = zGT(GGT)−1G , (5)

PD : Fn
2 → D, z �→ d = zHT(HHT)−1H . (6)

2.2 Definition of the Masking Scheme

Data Representation. For the masking scheme, we choose C and D such as
D = C⊥. Using the property of Eq. (1), we suggest to represent any vector z of
Fn
2 as the sum of two codewords z = c ⊕ d. The coded sensitive data is c ∈ C,

while the mask is d ∈ D.
So, to protect a k bit sensitive data x, (n−k) random bits are required. Those

are denoted by y; the mask is equal to d = yH . The idea is that the information
are codewords, and that the masks act as intentionally added noise. But, as
the information and the noise live in two supplementary subspaces, it is always
possible to recover both, using Eq. (3) and Eq. (4).

Computation. The goal is to carry out the computation within the orthogonal
direct sum representation of Eq. (2). We assume that all the steps in compu-
tations can be represented as Fk

2 → Fk
2 functions. For instance, this is indeed

the case for AES [19]. This block cipher manipulates bytes (k = 8). Even op-
erations that operate on larger structures, such as MixColumns (F32

2 → F32
2 ),
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can be decomposed as operations on bytes, by using xtime [19, Sec. 4.2.1], for
instance. In the sequel, we simply denote by word a k-bit word (and precise
“n-bit” otherwise).

In this section, we give mathematical definitions of the ODSM scheme; exam-
ples are provided in Sec. 3.

We make the difference between three different operations:

(i) two-operand operations, that are usually exclusive-or operations, between
two words;

(ii) linear transformations of one word, referred to as L (of matrix L);
(iii) non-linear transformations of one word, referred to as S (like the “S” of an

S-box).

Computation of Type (i). The exclusive-or in Fk is a straightforward operation
to port after encoding in Fn

2 , because it remains the same in Fn
2 (it is the additive

law in both space vectors). For instance, the key addition step is as follows: let
z1 = x1G ⊕ y1H be the coded and masked element of Fn

2 used in ODSM to
represent the plaintext byte x1, and k the key. Then, the secure key addition is:

z2 = z1 ⊕ kG = (x1 ⊕ k)G⊕ y1H . (7)

Computation of Type (ii). Any linear operation L : Fk
2 → Fk

2 can be turned into
a masked operation, where the mask is unchanged by choice. This masked linear
operation is denoted by L′ : Fn

2 → Fn
2 . We call L and L′ the matrices of the

linear operations (i.e., L(x) = xL and L′(z) = zL′). The matrix L′ is defined
from L by:

L′ = GT
(
G ·GT

)−1
LG⊕HT

(
H ·HT

)−1
H . (8)

Indeed, let z = xG⊕ yH , one has:

zL′ =
(
zGT

(
G ·GT

)−1
)

︸ ︷︷ ︸
x

LG⊕
(
zHT

(
H ·HT

)−1
)

︸ ︷︷ ︸
y

H

= (xL)G⊕ yH . (9)

Thus, the linear operation consists in a product of the n-bit word by an n × n
matrix. Even if this matrix is stored “uncompressed” in memory, it consists only
in n words of n bits (whereas an S-box would require 2n words of n bits).

Computation of Type (iii). Non-linear operations S : Fk
2 → Fk

2 are simply re-
computed. As for the case of linear functions, we denote by S′ : Fn

2 → Fn
2 the

masked non-linear operation. It is computed (off-line, once for all) as:

∀z ∈ Fn
2 , S′(z) = S(zGT(GGT)−1)G⊕ zHT(HHT)−1H , (10)

where we also make the assumption that the mask value is unchanged when
traversing S′. Indeed, let us write z = xG ⊕ yH . Thus S′(z) = S(x)G⊕ yH .
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2.3 Orthogonal Direct Sum Masking (ODSM)

The purpose of this short subsection is to recapitulate the principle of ODSM.
From a side-channel analysis perspective, it is a masking scheme that belongs

to the class of:

– Boolean additive masking schemes (i.e., the mask is inserted with + in Fn
2 )

– Global Look-Up Table (GLUT), compatible with the table recomputation
scheme [20] (see how to practically switch between schemes at Sec. 3.3)

– Low-entropy masking schemes [29] (the injected entropy is an integer n− k
that can be equal to 1, 2, etc.)

Every new encryption unfolds as presented in Alg. 1, where the state is de-
noted by z. The steps in gray represent optimizations in memory size (they are
optional, because fault detection is disabled when they are implemented).

Algorithm 1. Big picture for the secure computation of a block cipher using
ODSM

1: Draw a random variable y uniformly distributed in F
n−k
2

2: (Optionally: precompute the masked non-linear tables S′
recomp : F

k
2 → F

k
2 from

the genuine S-box S : Fk
2 → F

k
2 as per Eq. (13) — this aspect will be detailed in

Sec. 3.3, since it is an optimization)
3: Encode and mask the plaintext x, as z = xG⊕ yH (refer to Eq. (2))
4: Schedule the key (its protection is out of the scope of this paper; Indeed, the key

is considered as non-sensitive, from a SCA standpoint — see discussion in [22, §4])
5: Iterate, for each operation of the block cipher:

(i) if it is a key addition, multiply the key word by G and add it to z, as per
Eq. (7)

(ii) if it is a linear operation, apply L′ to z as per Eq. (8)
(iii) if it is a non-linear operation, apply S′ to z as per Eq. (10)

(or apply S′
recomp through procedure depicted in Alg. 4 if this option is selected)

6: Whenever required, use the relation Eq. (6) to verify that the mask has not been
altered (in case of a fault attack)

7: At the end of the computation, use the relation Eq. (3) to obtain the unmasked
ciphertext

2.4 Security Properties

Security against SCA. We recall that a sensitive variable depends on the
plaintext and on the key. Thus, neither the plaintext (nor the ciphertext) nor
the key (master or round keys) are sensitive (see e.g., [22, §4]). This means that
we consider only vertical attacks, where the attacker needs to collect a sufficient
amount of traces to recover the secret.

It can be seen from subsection 2.3 that ODSM has been designed such that
all sensitive variables are masked (by d = yH), as in Eq. (2). The verification
against fault attacks (line 6 of Alg. 1) is non-sensitive, because it leaks the mask,
which is not sensitive alone (we also assume that it cannot be recovered in one
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trace, i.e., horizontal attacks [24] do not apply). Such masking scheme has been
proved perfectly masked (against monovariate attacks) by Blömer et al. in [5].

Now, if the device is leaking at order one (i.e., there is no “glitch” nor “cross-
coupling”), then, the order of resistance of the ODSM scheme is quantified by
Theorem 2, whose extensive proof is given in Appendix A.

Theorem 2 (Order of resistance). ODSM can be attacked by monovariate
high-order SCA only at order j ≥ dC .

Remark 2. ODSM enjoys only a security against monovariate attacks (i.e., com-
bining two leakage samples exhibits a dependency with the sensitive variable).
However, let us mention this is the state-of-the-art of practically implementable
masking schemes. Provably secure second-order masking schemes (e.g., [21,22,11])
are admittedly complex to be implemented in practice, owing to their long exe-
cution time. Besides, bi-variate attacks can be made very challenging by coupling
the masking scheme with shuffling. Indeed, in block ciphers such as the AES,

– byte-oriented operations (AddRoundKey, SubBytes, ShiftRows) can be con-
ducted in whatever order (16 possibilities per byte),

– column-oriented operations (MixColumns – unless the implementation with
xtime is used, in which case this is also a byte-oriented operation) can be
conducted in whatever order (amongst the 4! possible orders).

Security against Fault Injection Attacks. In Alg. 1, the state z, throughout
the computation, is masked by the same quantity yH , for a y ∈ F

n−k
2 chosen

randomly at the beginning of the computation. So, the value of the mask can be
checked from times to times (as indicated in line 6 of Alg. 1). The verification
takes the following form:

PD(z)
?
= yH . (11)

This operation is sibling to the computation of a syndrome.
Let us analyse the exact conditions for the detection to work. We consider a

perturbation as the addition to the state z of a random error ε (z ← z⊕ ε). Like
z (recall z = xG⊕ yH , see Eq. (2)), the fault can be uniquely written as:

ε = eG⊕ fH , where e ∈ Fk
2 and f ∈ Fn−k

2 . (12)

The fault is undetected if PD(z ⊕ ε) = (y ⊕ f)H = yH , which is equivalent to
have f = 0.

If the faults ε are uniformly distributed over Fn
2 , then the probability of non-

detection is 2−(n−k). This probability can be regarded as high. Indeed, it is
known that very few faults (sometimes only one or two [23]) can expose the
complete key of an AES. However, there are two reasons for the fault injections
on ODSM to be more difficult to carry out in practice.

First of all, multiple checks can be done during the algorithm, without any
overhead (apart the test of Eq. (11)), because the mask yH is, by design, an
invariant throughout the computation.
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Second, the undetected faults are indeed very special and most probably dif-
ficult to produce in practice. Indeed, f = 0 means that ε ∈ C (recall Eq. (12)).
Now, we assumed conservatively that faults were uniformly distributed. Exper-
imentally, it is rather easier to produce faults that have a low Hamming weight.
Indeed, when setting up the perturbation source, the stress is first applied gently,
and then increased until some effect becomes observable. This approach allows
to avoid the activation of sensors due to too heavy a stress, and also to avoid the
circuit simply from crashing due to excessive malfunctions. So, for instance con-
sidering overclocking, the clock frequency is gradually increased, until the first
error appears [1]. As a matter of fact, there will be initially only one fault on
the critical path, thereby causing only 1 bit-flip. This means that easy to inject
faults have low Hamming weight. But as ε must be in C (and nonzero) to have
an effect while being undetected, it must have a Hamming weight of at least
dC . The likelihood of such faults is probably setup-dependent, but is “informally
speaking” much smaller than the announced probability of 2−(n−k).

3 Implementation of AES Following the ODSM Scheme

3.1 Example with a Binary Linear Code C of Parameters [16, 8, 5]

Most smartcards and TPMs are still byte-oriented. In this section, we present
the case k = 8 and n = 16, suitable for the AES. Indeed, choosing n < 16 would
result in ignoring some bits in the processor registers and memory words. At the
opposite, if a hardware target (ASIC or FPGA) had been chosen, any value of n
would have been eligible, thereby allowing for finer security / overhead tradeoffs.

The problem is to find a code of length n (n ≤ 16) and of dimension k = 8,
with minimal distance as large as possible, such as its dual is its supplementary.
It happens that there exists a linear code with the expected properties and
good parameters: the code of parameters [16, 8, 5] (see generator matrix G in
Appendix B) has a supplementary dual, and minimal distance dC = 5 (which
is maximal for a linear code). Any linear code of length n < 16 and dimension
k = 8 has a minimal distance strictly smaller than 5. As the [16, 8, 5] code is
very attractive, we use it as an example in this paper.

Remark 3. By Theorem 2, using this linear code, we protect the AES against
all monovariate high-order attacks of order j ≤ 4. Moreover, all fault injections
perturbing 4 bits or less are detected.

3.2 Efficient Implementation of Linear Functions

First of all, we notice that matrices described in Sec. 2 are precomputed. As
for AES, the matrices for G and H (See Eq. (16)), and for GT · (G ·GT)−1 and
HT · (H · HT)−1 (Eq. (17)) are precomputed. Also, the one non-trivial linear
operation, namely xtime (Eq. (18)) is also stored masked, as L′ (Eq. (19)).

Besides, the computation of vector–matrix products, a priori of n × n com-
plexity, can be enhanced by using the natural parallel feature of processors.
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For instance, one can compute a vector–matrix product in a bitslice manner [4].
The algorithm for the computation of vector–matrices products is given in Alg. 2.
Moreover, a version in C language is in Alg. 3.

Algorithm 2. Vector–matrix product (bitslice approach on k = 8 bits)

Input: v ∈ F8
2 and M ∈ (F8

2)
8, whose rows are denoted by r[i] ∈ F8

2 (for 1 ≤ i ≤ 8)
Output: w = vM ∈ F

8
2

1: w ← 0 (a vector of 8 bits [i.e., a line, as opposed to a column])
2: for i ∈ �1, 8� do
3: w ← w ⊕ v ∧ r[i] � The AND (∧) is done bitwise
4: end for
5: return w

Algorithm 3. C code, corresponding to Alg. 2

#include <stdint.h>

uint8_t w=0;

for( unsigned i=0; i<8; ++i )

w ^= v & r[i];

return w;

The vector–matrix products are processed by blocks of 8× 8. We notice that
G and H can be written in systematic form, as in Eq. (16). Thus, as the first
(resp. last) block of G (resp. H) is I8, no computation is involved. Moreover, G
and H take only 64 bits of ROM each.

3.3 Efficient Implementation of Non-linear Functions

The GLUT approach presented in Sec. 2 has the advantage of being efficient, but
even for small n, it is costly in memory size. For instance, for AES, the GLUT
size in memory is n2n bits (see Eq. (10)). Therefore, the table recomputation
approach would be welcome. It happens that ODSM has the nice property to
support both approaches.

A mask, or a pair of masks (x′, x′′) ∈ Fk
2 × Fk

2 , for the S-box recomputation
is chosen randomly. It can very well be that x′ = x′′ without jeopardizing the
monovariate security against side-channel attacks. Then, we compute for all
x ∈ Fk

2 :

S′
recomp(x) = S(x⊕ x′)⊕ x′′ . (13)

The “trans-masking” operation (for switching between ODSM and precomputed
tables) is described in Alg. 4. It is a rare example of straightforward switch
between two masking schemes (see [13,26] for other examples).
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Algorithm 4. Masked application of an S-box on z with a switching between
ODSM and a precomputed table. Input: z = xG⊕yH / Output: z′ = S(x)G⊕yH

1: z ← z ⊕ x′G, [Masked with x′ in C and d in D]
2: x ← zGT(GGT)−1 , [Perfect masking with x′ in Fk

2 ]
3: x ← S′

recomp(x) , [Secure masked look-up]
4: z′ ← xG⊕ yH , [Remasking with d = yH in D]
5: z′ ← z′ ⊕ x′′G . [Demasking x′′ in C]

Nonetheless, we stress two drawbacks of the table recomputation approach:

1. It incurs a time penalty for the recomputation preliminary stage (Eq. (13)).
2. Fault detection is not possible during the evaluation of the precomputed ta-

ble, because the (n− k) redundant bits are no longer used (the computation
falls back on k bits). Still, the security against monovariate side-channel anal-
ysis is granted, since the sensitive variable is manipulated perfectly masked

with (x′, x′′). So, for AES, we recommend to do the check PD(z)
?
= yH before

all look-ups in a precomputed table.

4 Discussion

Remark 4. We highlight in this remark the difference with coding xG in an
Additive White Gaussian Noise (AWGN) channel, in the context of digital coding
theory. Our ODSM scheme shares with error detection coding that the errors of
low weight can be detected (see analysis in subsection 2.4). But in addition, it
manages to handle data in the presence of intentional “noise” of large Hamming
weight, namely all the nonzero vectors of H . The wire-tap coding [7] shares the
same features.

Remark 5. In the masking with several shares (e.g., Goubin and Patarin [14]),
the mask changes throughout the implementation. Indeed, for instance, with two
shares Z1 and Z2, a linear function L is applied by calling L on each share. As
a matter of fact, if initially the sensitive variable is Z = Z1 ⊕ Z2, the value of
L(Z) is indeed shared as L(Z1) on the one hand, and L(Z2) on the one hand.
Therefore, after demasking, the exclusive-or of L(Z1) and L(Z2) yields L(X).
But if Z2 is a random mask, then it takes value L(Z2) after the function L. In
contrast, in ODSM, the mask is constrained to be untouched during the whole
computation. This makes verifications much more convenient since the same
verification can be done irrespective to the place in the cryptographic algorithm
(said differently, the verification is not contextual).

Remark 6. When n = k+1, the ODSM countermeasure is equivalent to the low-
entropy masking scheme proposed in [3]. It consists in having only two vectors
in D, namely (0000)2 and (1111)2 (the scheme is applied to the nibble-oriented
PRESENT, i.e., k = 4). It is shown in [3] to resist first-order SCA (theoretically
and by laboratory experiments).
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5 Conclusions and Perspectives

The ODSM masking scheme has two security distinctive features over other
countermeasures against SCA and FA:

1. It resists monovariate attacks of degree dC − 1 (dC ≥ 1 if C is simple and
non-empty, but in practice dC � 1, e.g. dC = 5 when C is a [16, 8, 5] code).

2. It can detect faults with probability 1 − 2−(n−k) assuming the attacker is
able to inject faults uniformly in Fn

2 ; However, in practice, undetected faults
ε must meet a strong criteria, namely ε ∈ C, which implies in particular that
wH(ε) ≥ dC , which is for instance 5 for the [16, 8, 5] code C.

Both properties result from the fact the computation in ODSM is carried out,
from end to end, in a coset C ⊕ d of the linear code C, where d ∈ D = C⊥ is
a random mask chosen before every new encryption. The initial randomness of
d allows for the protection against monovariate and vertical SCA, whereas the
constantness of d throughout the encryption allows for episodic checks against
FA. The adaptation of the [16, 8, 5] solution to other form factors (i.e., different
values of k & n) raises the interesting problem of finding codes with orthogonal
supplementary and large minimal distance. In case such codes do not exist,
the orthogonal protection could be advantageously be replaced by an oblique
projection.
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A Proofs of Security Property Claimed in Theorem 2:
Resistance against jth-order (j < dC = d⊥

D) in the
Case of Monovariate Side-Channel Attacks

We denote in this appendix by Ψ the function that encodes x, i.e., Ψ(x) = xG ∈
Fn
2 . In ODSM, Ψ(x) is manipulated masked by some d ∈ D (see Eq. (1)). The

indicator of D is noted f : Fn
2 → F2, in the sense that:

∀d ∈ Fn
2 , f(d) = 1 ⇐⇒ d ∈ D .

Said differently, f(d) = 1 ⇐⇒ ∃y ∈ F
n−k
2 s.t. yH = d.

For the rest of the security analysis, we resort to statistics. Thus, we use the
following notations: capital letters (e.g., D) are random variables, small letters
(e.g., d) are realizations, and calligraphic letters (e.g., D) are representing the
support of random variables.

Obviously, a monovariate first-order attack fails is the mask D is balanced.
As motivated by monovariate high-order attacks coined by Moradi [18] and Car-
let et al. [9] the attacker needs to create combinations between the bits of Z.
Consequently, we model the attacker as a pseudo-Boolean function Φ : Fn

2 → R

of a given numerical degree j in the bits of Z. For example, Φ can be the power
j of the Hamming weight (as in zero-offset attacks). The leakage model can be,
in general, any affine function of the bits of Z. This simply means that there is
no “glitch” nor “cross-couping”. This case is usual for software platforms.

http://magma.maths.usyd.edu.au/magma/
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So, when j = 2, the function Φ can model the product of two bits. This
model captures the probing attacks, as with j probes, the attacker can build any
polynomial of degree j in the sensible variables.

Proposition 3 (jth-order security condition on the masks coding). Let
Φ : Fn

2 → R a leakage function of numerical degree j, an arbitrary Ψ : Fk
2 → Fn

2

and a mask D uniformly distributed in a code D, with f the indicator of D ⊂ Fn
2 .

Then the leakage Φ(Ψ(X) ⊕ D) resists a monovariate attack if D is a code of
dual distance j + 1.

This Proposition 3 is the accurate rephrasing of Theorem 2. We aim now at
proving them. In Proposition 3, the condition of jth-order security is: for all Φ
of numerical degree smaller than or equal to j, E [Φ(Ψ(X)⊕D)|X = x] does not
depend on x ∈ Fk

2 . This is rewritten as the condition:

Var [E [Φ(Ψ(X)⊕D)|X ]] = 0 . (14)

Indeed, in this case, any correlation attack fails: indeed, there is no linear de-
pendency between the leakage Φ(Ψ(X)⊕D) and the sensitive variable X .

Now, the expectation E [Φ(Ψ(X)⊕D)|X = x] is taken on the mask D random
variable only, because Ψ(X) depends only on X . So we have:

E [Φ(Ψ(X)⊕D)|X = x] =
∑
d∈D

1

Card[D]
Φ(Ψ(x) ⊕ d)

= 2−(n−k)
∑
d∈F

n
2

f(d)Φ(Ψ(x) ⊕ d)

= 2−(n−k) (f ⊗ Φ) (Ψ(x)) .

So, the countermeasure is jth-order secure if and only if (f ⊗ Φ) (Ψ(x)) does not
depend on x. Therefore, a sufficient condition for resistance against jth-order
attacks is that f ⊗Φ(z) does not depend on z ∈ Fn

2 (irrespective of function Ψ).
Let g a pseudo-Boolean function Fn

2 → R. We call ĝ the Fourier transform of
g, i.e., ĝ(z) =

∑
a g(a)(−1)a·z. We have: (g is constant) ⇐⇒ ∀z 
= 0, ĝ(z) =

0 ⇐⇒ ĝ ∝ δ, the Kronecker symbol.
Let us apply this result to g = f⊗Φ. The Fourier transform turns a convolution

product into a product, i.e., f̂ ⊗ Φ(z) = f̂(z)Φ̂(z). To prove that:

f̂ Φ̂ = 0 , (15)

let us introduce the following useful Lemma 1.

Lemma 1. Let P be a pseudo-Boolean function P : Fn
2 → R of numerical degree

d◦(P ) [8,10]. Then, ∀z ∈ Fn
2 , wH (z) > d◦(P ) =⇒ P̂ (z) = 0.

Proof. Any pseudo-Boolean function can be written uniquely as a multilin-
ear polynomial P (y1, · · · , yn) =

∑
I⊆P(�1,n�) aIy

I , where P(�1, n�) is the set
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of all subsets of interval �1, n�, aI is a real coefficient, and yI is an abbrevia-
tion for

∏
i∈I yi. By definition, the numerical degree d◦(P ) of P is the max-

imal degree of each monomial, i.e. d◦(P ) = max{Card[I] s.t. aI 
= 0}. By

linearity of the Fourier transform, P̂ (z) =
∑

I⊆P(�1,n�) aIM̂I(z), where MI :

y ∈ Fn
2 �→ yI . Let us prove that ∀z ∈ Fn

2 , wH (z) > Card[I] =⇒ M̂I(z) =
0. Let z such that wH (z) > Card[I]. Thus z has at least one non-zero co-
ordinate outside I. As all the coordinates in MI are equivalent, we can as-
sume (without loss of generality), that this coordinate is the last one. We note

y = (y′, yn), where y′ = (y1, · · · , yn−1) ∈ Fn−1
2 and yn ∈ F2. Thus, M̂I(z) =∑

y′∈F
n−1
2

∑
yn∈F2

yI(−1)y·z =
∑

y′∈F
n−1
2

(y′, 1)I(−1)y
′·(z1,··· ,zn−1)(1+ (−1)) = 0.

As, by definition, any monomial MI has numerical degree d◦(MI) ≤ d◦(P ), we

also have P̂ (z) =
∑

I⊆P(�1,n�) aI × 0 = 0. ��

Based on Lemma 1, we give hereafter the proof of Proposition 3 / Theorem 2.

Proof. (Proof of Proposition 3) So, to prove that f̂ Φ̂ = 0, we start by applying

Lemma 1. As Φ is of numerical degree j, Φ̂(z) = 0 for wH (z) > j. So, the masking

is jth-order secure if ∀z ∈ Fn
2 , 0 < wH (z) ≤ j, f̂(z) = 0. By definition, this

means that f is jth-order correlation-immune (j-CI in brief). This is equivalent
to saying the D is of dual distance d⊥D = j + 1.

Irrespective of the way the sensitive variable X ∈ Fk
2 is mapped (by function

Ψ) onto Fn
2 , a sufficient condition for security against zero-offset attacks [28] of

orders 1, 2, · · · , j is that the mask D be distributed uniformly in D, a code of
dual distance j+1. Said differently, the lowest order j of a successful zero-offset
attack is equal to the dual distance of D.

As D = C⊥, we have that d⊥D = dC (see Proposition 1). ��

B Example of Matrices for the ODSM on AES

The generator matrix G of C is written in systematic form in Eq. (16). This
matrix is the direct result of the two following Magma [25] commands:

K := FiniteField( 2 );

BestKnownLinearCode( K, 16, 8 );

The matrix H (see also Eq. (16)) is a basis of C⊥, obtained by the following
command of GNU/Pari: H = matker(G)~. As G = [Ik‖M ] is in systematic form,
Proposition 2 can be readily applied to check whether the lines of G and of H ,
together, form a basis of F16

2 . It happens that indeed, I8 ⊕ MMT has rank 8,
and so C⊥ is the supplementary of C.
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G =

⎛⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 1 0 0 1 1 1 1 0
0 1 0 0 0 0 0 0 0 1 0 0 1 1 1 1
0 0 1 0 0 0 0 0 1 1 0 0 1 1 0 0
0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 0
0 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 1 0 0 1 1 1 1 0 0 1 0
0 0 0 0 0 0 1 0 0 1 1 1 1 0 0 1
0 0 0 0 0 0 0 1 1 1 0 1 0 1 1 1

⎞⎟⎟⎟⎟⎠ , H =

⎛⎜⎜⎜⎜⎝
1 0 1 0 0 1 0 1 1 0 0 0 0 0 0 0
0 1 1 1 0 1 1 1 0 1 0 0 0 0 0 0
0 0 0 1 1 1 1 0 0 0 1 0 0 0 0 0
1 0 0 0 1 1 1 1 0 0 0 1 0 0 0 0
1 1 1 0 0 0 1 0 0 0 0 0 1 0 0 0
1 1 1 1 0 0 0 1 0 0 0 0 0 1 0 0
1 1 0 1 1 1 0 1 0 0 0 0 0 0 1 0
0 1 0 0 1 0 1 1 0 0 0 0 0 0 0 1

⎞⎟⎟⎟⎟⎠ .

(16)

The matrices involved in z = xG ⊕ yH �→ x and z �→ y (see Eq. (3) and (4))
are given in Eq. (17).

GT(GGT)−1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 1 1 1 0 0 1
0 0 1 0 0 1 0 1
1 1 1 1 1 0 1 0
1 0 1 0 1 1 0 0
1 0 1 1 1 1 1 0
0 1 0 1 1 1 1 1
0 0 1 0 1 1 1 1
1 1 0 0 0 1 1 0

0 1 0 1 1 0 1 0
1 1 0 0 0 1 0 1
0 1 1 0 0 0 1 0
0 0 1 1 0 0 0 1
1 1 0 0 1 0 0 1
1 0 0 0 1 1 0 0
1 0 0 1 0 1 1 1
0 1 1 1 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, HT(HHT)−1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 1 1 1 0
1 1 1 0 1 0 0 1
0 0 1 1 0 0 0 1
1 0 0 1 0 0 1 1
1 0 0 0 1 1 0 0
0 1 0 0 0 1 1 0
1 0 1 0 0 0 1 1
0 1 0 1 1 0 1 0

1 1 1 0 0 0 1 1
1 0 1 1 0 1 0 0
1 1 0 1 1 0 1 0
0 1 1 0 1 1 0 1
0 0 1 1 1 1 0 1
0 1 0 1 1 0 1 1
1 0 1 0 0 1 1 0
1 0 0 1 1 1 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (17)

Recall that the xtime function of AES [19, Sec. 4.2.1] is the multiplication by
X in F8

2, seen as the finite field F28 ≡ F2[X ]/(X8 +X4 +X3 +X + 1). It is a
linear function, generated from this k × k (i.e., 8× 8) matrix L:

L =

⎛⎜⎜⎜⎜⎝
0 0 0 1 1 0 1 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎠ . (18)

The masked xtime function can be computed using Eq. (8). The generating
matrix L′ is n× n (i.e., 16× 16):

L′ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 0 0 1 0 1 1 1 1 0 1 0 0 1 0
0 0 1 0 1 1 1 1 1 1 1 0 1 1 0 0
0 0 1 1 0 1 0 1 0 1 0 0 0 0 1 1
1 1 1 1 1 1 1 1 0 1 1 1 0 0 1 0
1 1 0 1 0 0 0 1 0 1 0 1 0 0 1 1
1 1 1 0 0 1 0 1 1 1 0 0 1 0 1 0
0 1 1 1 0 0 1 1 0 0 1 1 0 0 1 0
0 1 0 1 0 0 0 0 1 1 1 1 1 1 1 0

1 1 1 0 1 1 1 0 0 0 1 0 0 1 0 1
0 1 0 1 0 1 0 0 1 0 0 1 1 0 1 1
1 0 1 0 0 1 1 0 1 1 1 1 1 0 0 1
0 1 0 1 0 0 1 1 1 0 0 1 0 1 1 1
0 1 0 0 0 0 0 0 0 1 0 0 0 1 1 1
1 0 0 0 1 1 1 1 1 1 1 1 0 1 0 1
1 0 1 0 0 0 1 0 0 0 1 0 1 0 0 1
1 0 0 1 0 1 1 0 0 1 1 1 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (19)
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Abstract. Attacks based on type confusion against Java Card platforms
have been widely studied in the literature over the past few years. Until
now, no generic countermeasure has ever been proposed to cover simulta-
neously and efficiently direct and indirect type confusions. In this article
we bridge this gap by introducing two different schemes which cover both
type confusions. First, we show that an adequate random transformation
of all the manipulated data on the platform according to their type can
bring a very good resistance against type confusion exploits. Secondly,
we describe how a so-called Java Card Virtual Machine Abstract Com-
panion can allow one to detect all type confusions between integers and
Objects all across the platform. While the second solution stands as a
strong but resource-demanding mechanism, we show that the first one is
a particularly efficient memory/security trade-off solution to secure the
whole platform.

Keywords: Java Card, Countermeasures, Fault Injection, Combined
Attacks.

1 Introduction

Putting Java into memory constrained embedded systems such as smartcards
was not an easy bet. However, since its introduction in 1996, the Java Card
technology has been successively adopted in all environments of the smartcard
industry, from mobile telecommunication to banking and pay-tv, proving both
the need for such a standard and the security level that can be reached on these
platforms.

Actually, Java Cards can be considered as more secure than native cards
due to the additional controls performed by the Java Card Runtime Environ-
ment. Among these, we can cite for instance the check of array boundaries or
the application firewall ensuring the isolation between the different applications
hosted by the card. In order to challenge the intrinsic security mechanisms of
the platform, the notion of ill-formed applications has emerged. Ill-formed ap-
plications are obtained by modifying the binary representation of a Java Card

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 57–75, 2014.
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application1 in order to escape certain language rules or particular checks [1–5].
Hopefully, such logical attacks can be counteracted by the use of a ByteCode
Verifier (BCV) [6, §4.9.2] which aims at ensuring that an application is con-
formed to the Java Card specifications [7–9]. Nevertheless, an attacker having
hands on an open platform may not necessarily execute the BCV, unless it is
embedded within the platform, as mandated for instance for the high-end Java
Card Connected Edition [10–13] but rarely found on Classic platforms.

A few years after the publication of these logical attacks, the idea to combine
malicious applications with fault injections emerged [14]. Firstly, Fault Attacks
were known to affect the security of embedded cryptographic implementations,
either asymmetric or symmetric [15–17]. But as stated in [18–20], these attacks
can actually target any function implemented on embedded devices, which natu-
rally includes Java Card internal routines. Nowadays, the main mean of disturb-
ing an embedded chip is to use light beams [21] or electromagnetic pulses [22].
The so-called Combined Attacks aim at allowing a malicious but well-formed
application (i.e. that passes the BCV) to bypass certain security features of Java
Cards by using fault attacks. Since 2009, several Combined Attacks have been
published to attack vital points of a Java Card such as the application firewall,
the operand stack or the garbage collector [23–30].

In this paper, after recalling the main software and combined attacks, we
analyze the countermeasures against type confusion presented so far in the lit-
erature. As a result of this analysis, we show not only that none of the proposed
countermeasures can detect all kind of type confusions but also that some attack
paths are not covered at all, even when combining these countermeasures. This
statement is the motivation for our study towards a platform-wide approach to
type confusion detection. We propose in the following two different solutions
allowing one to cover the entire JCRE. The first one involves random trans-
formations and comes with almost no memory overhead while offering only a
probabilistic (although very close to 100 %) security level. On the other hand,
the second proposal, entitled the Java Card Virtual Machine Abstract Compan-
ion, comes with a certain memory overhead while providing a very strong and
deterministic security level. As we will see, these solutions allow to counteract
all the identified attack paths and do not require any profound modification of
existing Java Card implementations.

Section 2 introduces the different flavours of type confusions that can be en-
countered in the literature. Section 3 briefly describes the different countermea-
sures published so far and analyzes their benefits and flaws. Section 4 presents
the two approaches we define and discuss their effectiveness and efficiency.

2 Type Confusion on Java Cards

Either achieved by a Software or Combined Attack, a type confusion can have
various origins. The following gives a classification for these origins and an

1 The .Cap file for Converted APplet, obtained from the standard .Class file gener-
ated by the Java compiler.
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example of a practical attack for each class. The two first classes concern software
attacks based on ill-formed or ill-verified applications which imply that the at-
tacker can load any application on the platform. The three other classes consider
a combination of software and fault injection attacks that only require that the
attacker can load verified applications. Finally, this section will present another
classification for the attacks which may appear less specific but will better suit
the remainder of our analysis.

Software Attack: Ill-Formed Application (SA-IFA). In the case one is
able to load any application onto the card without executing the BCV, one can
freely load a corrupted binary file representing an ill-formed application that
does not comply to the Java Card language rules.

In particular, it is well known that it is not possible to manipulate directly the
length of an array of byte after its instantiation in Java. A typical attack would
then consist in loading the corrupted binary file representing the code depicted
in List. 1.1 as proposed in [2].

Listing 1.1. Example of an SA-IFA

public class Fake { short l en = ( short ) 0x7FFF ; }

byte [ ] bArray = new byte [ 1 0 ] ;
Fake f = bArray ;
// Subsequent manipu lat ions o f f . l en a l l ow to modify bArray ’ s
// l eng t h

By modifying the length of the array, one may be able to access data out of
its bounds and then to get a dump of the card.

Another classical example of an SA-IFA consists in setting the reference of a
given object through an integer value (List. 1.2), which is prohibited by the lan-
guage and leads to an error during the verification process. Indeed, modification
of the .Cap file is mandatory here since any Java compiler would raise an error
on such Java sources.

Software Attack: Ill-Verified Application (SA-IVA). Another way of hav-
ing an ill-typed application loaded into the card is to use a particular library
already on-card and to feed the BCV with an erroneous export file for this li-
brary2. Again, this would allow one to escape the language rules and in particular
those concerning type safety.

An example of such an attack abusing the sharing mechanism (derived from
that described in [2]) is presented in List. 1.3. Using the corrupted export file,
the BCV will pass and the byte array sent by the Client will be used as a short
array by the Server.

2 This file will be used as the definition of the library by the off-card verification
process.
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Listing 1.2. Example of an SA-IFA (2)

// Receive r e f e r ence through the APDU bu f f e r
int r e f e r e n c e = getValue ( apduBuffer ) ;

// Assign i t to the o b j e c t i ns tance
myObject = r e f e r e n c e ;
// The above l i n e can be ob ta ined f o r ins tance by compi l ing :
// r e f e r ence = re f e r ence ;
// myObject = myObject ;
// And rep l a c i n g the unwanted by tecodes by NOPs in the CAP

Listing 1.3. Example of an SA-IVA

// Server CAP f i l e : Server uses shor t [ ]
public interface MyInterface extends Shareab le {

void accessArray ( short [ ] array ) ; }

// Server EXP f i l e : Server assumes by te [ ]
public interface MyInterface extends Shareab le {

void accessArray (byte [ ] array ) ; }

// C l i en t CAP f i l e : C l i en t assumes by te [ ]
public interface MyInterface extends Shareab le {

void accessArray (byte [ ] array ) ; }

By accessing a byte array as a short array, one may be able to access twice as
much data as it should be allowed to, getting here again a partial dump of the
card.

Combined Attack: Data Disruption (CA-DD). The different ways to com-
bine software and fault attacks mainly differ in the effect of the fault injection.
Firstly, we consider that the attacker can modify the data manipulated by the
application.

Such an attack can for example consist in creating numerous instances of a given
class B and attempt to corrupt the reference of an instance of another class A so
that it actually points to one instance of class B. This attack was firstly described
on standard Java platforms in [31] and adapted on Java Card platforms in [32].
List. 1.4 recalls it briefly. By modifying the reference of b.a1 and by manipulating
the short value b.a1.s1, one can access an instance field she should not.

Combined Attack: JC Application Code Disruption (CA-JCACD). It
is also possible for an attacker with fault injection capabilities to target directly
the code of her own Java Card application. This option was for instance used
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Listing 1.4. Example of a CA-DD

public class A { short s1 , s2 , s3 , s4 ; }
public class B { A a1 , a2 , a3 , a4 ; }

// Create as many in s t ance s o f c l a s s B as p o s s i b l e
B b0000 = new B( ) ; B b0001 = new B( ) ; . . . B b00FF = new B( ) ; . . .

// Create one in s tance o f c l a s s A
A a = new A( ) ;

// A pe r t u r ba t i on o f the r e f e r ence o f a w i l l most l i k e l y make i t
// po in t to an ins tance o f c l a s s B
a . s1++; // a c t u a l l y increments the r e f e r ence o f b . a1

in [23] to return a value that will be used as the reference of a Key object by
forcing a bytecode instruction to 0, corresponding to the bytecode NOP (for No
OPeration), as recalled in List. 1.5.

Listing 1.5. Example of a CA-JCACD

Key getKey ( short index )
{

// The i f−s ta tement i s coded as : 1D 1077 6D08
// Forcing to 0 the i n s t r u c t i o n bspush (10) r e s u l t s in coding
// the f o l l ow i n g s ta tement :
// re turn index ;
i f ( index<0x77 )

return keys [ index ] ;
else

return null ;
}

In another kind of application code disruption, we can also refer to the work
by Bouffard et al. [25] which shows that the perturbation of a branch instruction
(a goto w at the end of a for-loop to be specific) can lead to the execution of
arbitrary instructions stored in a static array of byte.

Combined Attack: JCVM Code Disruption (CA-JCVMCD). Another
kind of disruption that can lead to a type confusion is the perturbation of the
execution of the JCVM itself.

An example of such an attack was presented in [24] where the checkcast
instruction, which is meant to verify dynamically the validity of explicit type
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casting, was disrupted to provoke a type confusion. The authors exploit then
this fault to take advantage of the specific features of the Java Card 3 Connected
Edition platform, yet it can totally be used on Classic Editions as shown in List.
1.6.

Listing 1.6. Example of a CA-JCVMCD

public class A { C c ; }
public class B { short s ;}

A a = new A( ) ;
// E x p l i c i t c a s t i n g to B f o r c e s the compi ler to genera te a
// checkcas t i n s t r u c t i o n which can be d i s rup t ed
B b = (B) ( Object ) a ;
// Subsequent manipulat ion o f b . s a l l ow to modify c ’ s r e f e r ence
b . s = sRef ;

Table 1 sums up the different attack classes and states the effectiveness of the
only countermeasure initially present to counteract these attacks. All along this
article we will enrich this table in order to assess previous works as well as the
propositions presented in the remainder.

Table 1. Efficiency of the ByteCode Verifier versus the different classes of attack
leading to type confusion

SA-IFA SA-IVA CA-DD CA-JCACD CA-JCVMCD

ByteCode
Yes

Yes, with correct
No No No

Verifier .EXP files

Furthermore, beyond this classification we also denote that two different kinds
of type confusion can occur on the platform:

– Direct type confusion : As in List. 1.5, direct type confusion consists in
directly using an object reference as an integer value (or vice versa).

– Indirect type confusion : As in List. 1.4 and 1.6, indirect type confusion con-
sists in using an object reference as an integer value (or vice versa) through
two object instance fields.

One should also note that except the confusions involving arrays, all attacks
are based on an integer-to-Object type confusion which allows to manipulate
object references. We will pay a particular interest to this specific kind of type
confusion in following sections.
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3 A Survey of Previous Works

This section gives a brief overview of different solutions enabling to counteract
some type confusion attacks presented in the literature. As previously stated,
we focus in the remainder on type confusions between integer values and object
references. For each of the presented work, we refer the reader to the original
articles for a detailed description.

3.1 Redundant Stack Checks

Description. In [27] Barbu et al. introduce an element within the Java Card
runtime frame of execution allowing them to check the integrity of the data read
and written (i.e. pushed onto and popped from) the operand stack. Indeed, given
that any data pushed onto the operand stack is meant to be popped from the
operand stack at a certain point, they exhibit an invariant relation permitting
to somehow check the operand stack integrity.

Analysis. The proposed countermeasure actually procures a protection against
type confusion based on operand disruption. However this method fails to detect
an error if the operand stack is not directly targeted, which limits its overall
effectiveness.

3.2 The Typed Stack

Description. In [33], Dubreuil et al. proposed to enhance the robustness of Java
Card platforms against type confusions thanks to the use of a typed operand
stack. Their proposal consists in dynamically splitting the operand stack into
two parts dedicated to integer values on the one hand and to object references
on the other hand as depicted in Figure 1.

Analysis. As claimed by the authors, this countermeasure is very efficient in
detecting direct type abuse such as the one described in List. 1.5 where an integer
value is returned as a reference to a Key object. Indeed, since the integer would
be pushed on one side of the stack, trying to pop a reference from the other side
of the stack would result in a stack underflow error. It is also worth noticing that
the cost for this countermeasure at the JCVM level is really negligible since only
an additional pointer is required to keep track of both the integer-top-of-stack
and the reference-top-of-stack.

However, the authors also claim that the typed stack allows to counteract
attacks like that presented in Section 2, based on an indirect type confusion.
This turns out to be incorrect since in this case the confusion occurs within an
object instance field, i.e. away from both sides of the operand stack. Besides,
not only this attack is not detected by the typed stack but it also allows one
to circumvent the security brought by the typed stack. Indeed, once an indirect
type confusion has been achieved, executing any type confusion just require an
additional step through the involved instance fields to avoid the check enforced
by the typed stack without any additional fault injection.
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Fig. 1. The typed stack

3.3 Integrity Checks

Description. In [32], Lancia proposed to add integrity checks within object
instances in order to detect possible disruptions of instance fields and thus to
prevent type confusions due to data disruptions (CA-DD).

Analysis. Obviously, such a countermeasure is only meant to avoid CA-DD
attacks and will not detect any of the other attacks previously described. Fur-
thermore, the cost of this mechanism both in terms of memory footprint and
execution time should not be neglected.

3.4 Typewise Masking

Description. Further proving the industrial interest in type confusion attacks,
Girard et. al filed a patent [34] in which they propose a typewise masking scheme
randomizing the effects of a successful type confusion. Their idea consists in ap-
plying a transformation to data manipulated in RAM (i.e. local variables and
instruction operands) depending on their primitive type by associating one dif-
ferent random number to each type: integer, boolean, character, reference, other
(double, ...). In order to be able to execute operations on these data, the men-
tioned transformations need to come with their reciprocals, such as Exclusive
OR/Exclusive OR and Addition/Substraction for instance. The authors argue
that succeeding in a type confusion, an attacker would only be able of manipu-
lating random variables and would consequently not threaten the security of the
card.

Analysis. If such a technique is actually efficient at countering the attack de-
scribed in List. 1.2 (the value stored in myObject would indeed be random), a
small modification of the malicious code is sufficient to render it useless. For in-
stance, the boolean masking can be circumvented by executing the sequence
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myObject = reference ^ null; and the additive masking by the sequence
myObject = reference + null;. Furthermore, an attack such as presented in
List. 1.4 would not be thwarted. We detail the attacks on [34] in Appendix A.

3.5 Limitations of State-of-the-Art Countermeasures

Table 2 sums up the efficiency of the different countermeasures presented so far
with regards to the attacks introduced in Section 2. Analysing Tab. 1, one can

Table 2. Efficiency of published countermeasures versus the different classes of attack
leading to type confusion

SA-IFA SA-IVA CA-DD CA-JCACD CA-JCVMCD

ByteCode
Yes

Yes, with correct
No No No

Verifier [6] .EXP files

Stack
No No Yes No No

Invariant [27]

Typed
Yes Yes No Partial Partial

Stack [33]

Field
No No Partial No No

Integrity [32]

Typewise
No No No No No

Masking [34]

immediately see that none of the solutions proposed so far can withstand all the
identified attack scenarios. Furthermore, we can see that even a combination of
different countermeasures offers only a partial coverage of the attack paths.

Indeed Tab. 3, showing the behaviours of the state-of-the-art methods with
regards to whether the type confusion is direct (DTC) or indirect (ITC), better
reflects the limitations of the proposed countermeasures.

Again, it is obvious that none of the state-of-the-art countermeasures fully
cover the identified threats, and even combining the different countermeasures,
one does not reach a complete security, particularly because of indirect-type-
confusion-based Combined Attacks. Section 4 introduces two embodiments of a
platform-wide approach to prevent both direct and indirect type confusion.

4 A Platform-Wide Approach to Type Confusion
Detection

As we have seen, the main drawback of the different countermeasures presented
so far is that they focus on one particular part of the JCRE. Therefore each
solution fails to detect the type confusion or its exploitation as soon as it occurs
out of the scope of the protected area. In order to detect such flaws, one needs
to propagate the type information within the whole runtime environment.
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Table 3. Efficiency of published countermeasures versus the different classes of attack
leading to type confusion

SA-DTC SA-ITC CA-DTC CA-ITC

ByteCode
Yes Yes No No

Verifier [6]

Stack
No No Partial No

Invariant [27]

Typed
Yes No Yes No

Stack [33]

Field
No No No Partial

Integrity [32]

Typewise
No No No No

Masking [34]

4.1 Random Transformation of Object References

In this section we intend to propose a very memory-efficient method that does
not aim at detecting the type confusion itself but rather at preventing an attacker
from using integer-to-Object confusion with an overwhelming probability.

Everything Is NOT an Object. As highlighted in Section 2, a particularly
attractive capacity endowed by an integer-to-Object type confusion is to use a
kind of C-like pointer arithmetic on object references. It is indeed generally easy
for an attacker to perform such operations since object references are usually
affected linearly, cf. [32]. Therefore once one reference is obtained through the
initial type confusion, she can increment/decrement it to access potentially all
other object instances.

The base idea of our proposal is that the number of object instantiated on
a platform is rather small in practice. Assuming object references are coded on
N -bit words, we argue that only a small fraction of these values are actually
used. We then have a large number of references that do not point to any object
instance.

Definition 1. Let M be the set of values returned by the implementation of the
bytecode instruction new for all created object instances and N be the set of all
possible N -bit reference values.

According to Def. 1, all values in N\M are undefined references. Given that
these undefined references should never be used by the JCRE, we can easily
imagine that a strong security action is taken whenever an application attempts
to access it. The security of our scheme relies on this last statement that the
platform does not allow an attacker to repeat access attempts endlessly (i.e. until
she meets success) as well as on the order of magnitude between the size of the
two sets N and M.
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The Random Transformation Scheme. In order to prevent the attacker
from gaining access on the reference allocation mechanism and more precisely on
the values of the references, we propose to define a secret random transformation
scheme to randomly inject the values of M in N , such a transformation being
specific for each card. Therefore, the probability that the attacker gains access
to an unknown reference will be relative to the ratio #M

#N .
The following describes how this can easily be achieved by applying a random

affine function to each and every reference3.

Definition 2. Let f : X → a · X + b mod p, with p the largest prime number
such that p ≤ 2N − 1 and a and b two random numbers drawn in [1, p[.

Property 1. One should note that f is a bijective function from Fp to Fp since
gcd(a, p) = 1 ensures that ∀ a ∈ GF(p)∗, ∃ ia = a−1 mod p such that f−1(Y ) =
(Y − b) · ia mod p.

The following shows that it is possible to use such a function f to randomise
object references while preserving the compatibility with all instructions of the
standard Java Card instruction set.

Proposition 1. If

– for all created object instance with reference X, the JCRE transforms X into
Y = f(X), and

– for all manipulated integer value S, the JCRE transforms S into T = S ⊕ c
(with c a random number drawn in [1, p[),

then every Java Card standard instruction can be executed by reversing the trans-
formation.

Proof. Each instruction of the instruction set manipulates either

a reference: in this case the JCRE can use X = (Y − b) · a−1 mod p ;
an integer: in this case the JCRE can use S = T ⊕ c ;
an untyped: in this case the JCRE does not need to evaluate the data being ma-

nipulated since dup* and pop* instructions only duplicate or discard operands
regardless of their type.

no data: obviously in this case nothing needs to be done.

�
Proposition 2. If

– for all created object instance with reference X, the JCRE transforms X into
Y = f(X), and

– for all manipulated integer value S, the JCRE transforms S into T = S⊕ c,

then the probability P that an attacker setting the reference of an object to an
arbitrary value actually sets a valid object reference is as low as:

P =
#M
p− 1

(1)

3 Note however that any bijective function f : N → N would suit our purpose.
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even in the case where the attacker is able to read a stored reference through an
integer local variable or instance field.

Proof. Let S be the integer value set by the attacker. The JCRE will actually
store T = S ⊕ c, with c a random value unknown from the attacker. Therefore
even in the case where S is known to be the image by f of a valid reference, the
stored integer T can be considered as a random variable.

Now given a random value T ∈ [0, p[, the probability P that it corresponds
to one of the #M images of function f applied on an existing reference can be
straightforwardly computed to obtain the stated result. �

We assume that short values are used in practice. Therefore, we let N = 16
and p = 65 521 in the rest of this section.

Analysis. According to this scheme, an attacker attempting to set the reference
of an object would trigger a security action with a certain probability depending
on the number of valid references the platform supports. Fig. 2 gives an estima-
tion of the number of valid references depending on the memory available for
Java objects and the average size of an object instance on the platform.

We depict in Fig. 3 the success rate of an integer-to-Object confusion depend-
ing on the number of valid references. As we can see, an attacker attempting to set
the reference of an object would trigger a security action with an overwhelming
probability in most practical cases. For instance, the attack detection probability
reaches 96.9% if we consider 2 048 objects simultaneously instantiated. Provided
this security action is sufficiently severe, we can then conclude that the security
level ensured by this proposition is satisfying, although only theoretically proba-
bilistic. However, it is only fair to recall that this method detects integer-to-Object
type confusions but only randomizes the other-way-round confusion. Yet this lat-
ter appears much less concerning from a security point of view.

Now considering the memory footprint penalty, it is excellent since it requires
5 words to be stored only: the three random parameters a, b and c, the value
a−1 mod p and the prime p. Regarding the time penalty, executing the affine
function costs one multiplication, one addition and one modular reduction on
N -bit words, that is to say 5 clock cycles per f evaluation on components using
an efficient assembly language.

Finally, it can be mentioned that unlike the proposal of Girard et al. presented
in Section 3.4, our scheme does not use the same transformation for integers and
references, which prevent it from suffering the same flaws.

4.2 The JCVM Abstract Companion

Section 4.1 has shown an efficient probabilistic way to reflect the type of manip-
ulated data. In a second embodiment of the global approach for type safety, we
propose to run together with the JCVM what we call an Abstract Companion.
The aim of this JCVM Abstract Companion is to duplicate the behaviour of the
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Fig. 2. Number of valid reference depending on available memory and average object
instance size on the platform

Fig. 3. Success rate of a confusion Vs Number of valid reference on the platform

JCVM but manipulating only boolean values reflecting the type (i.e. whether
it is a reference or an integer) of the data simultaneously manipulated by the
JCVM, hence the Abstract qualifier.

In order to implement this companion, one only needs to take care of three
different structures: the operand stack, the local variables table and the instance
fields. The modification to apply to the JCVM are detailed hereafter.

The Abstract Operand Stack. The operand stack is the central element of
the JCRE. Indeed it is the data structure where all parameters and returned val-
ues of the bytecode instructions are pushed-on and popped-out. Concerning the
operand stack, the most straightforward and efficient technique to keep track of
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Fig. 4. The abstract stack

the type of the top-of-stack value at any time with a minimal modification of both
the JCVM and the applets to be loaded consists in implementing an abstract
operand stack where a single bit (0 or 1) reflects the type (integer or reference
respectively) of the corresponding data in the operand stack. Consequently, all
instructions implemented by the JCVM need to repeat on the abstract stack
their action on the regular stack.

For instance, if we consider the instruction aload which pushes onto the stack
a local variable of type reference, this instruction will also have to set the top-of-
abstract-stack bit to 1. Then it is straightforward to see that an operation that
is not consistent with the type of an operand will be detected by the abstract
operand stack. For instance, if the top-of-abstract-stack bit is set to 1, any in-
struction operating on a data of type integer will be rejected. Fig. 4 illustrates
the principle of the abstract operand stack.

It is worth noticing that the abstract operand stack is fully compliant with
all standard instructions, unlike the typed stack proposed in [33] which does
not support untyped instructions: dup*, pop*. Yet this comes at the price of a
superior cost in memory footprint. Our method requires 2	log(max stack size)
/28

bytes (considering the general case where memory is byte-addressable) whereas
the method of Dubreuil et al. only requires one additional word (say two bytes)
but comes at the price of rewriting all incompatible operations in each and every
Java Card applet loaded on the platform.

The Abstract Local Variable Table. Regarding the local variable table, a
very similar approach can be used. At first, one can think of assigning each cell
a particular type, for instance at the first access to this cell. However, the fact
that a single cell of the table may be used to store different local variables in the
framework of a single method execution forces us to be less restrictive.
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We therefore propose to define a bitwise abstract local variable table that is
updated each time a local variable is stored and checked against the type of the
bytecode instruction whenever a variable is loaded. For instance, executing the
bytecode instruction sstore 1 will reset bit 1 of the table to 0 and if the bytecode
instruction aload 1 is subsequently executed then an error would be raised since
the value 1 would be expected at bit 1 of the abstract local variable table.

Abstract Trusted Instances. Finally, the type of the fields of all objects
instantiated on the platform need to be verified. For that purpose, we suggest
to define what we call an abstract trusted instance for each class loaded on the
platform. This trusted instance can be store in Non-Volatile Memory together
with the class definition. Its structure shall be identical to that of future instance
of this class, except that each field is represented with one bit set either to 0 or
1 depending on whether the field is of type integer or reference.

As for the previous structure, at runtime, any access to the field of a given
class instance should be checked against this class trusted abstract instance and
execution should continue only if this check deems successful.

Analysis. The JCVM Abstract Companion is no more than a way of keep-
ing track of the type information all along the execution of an application. Its
representation is compact as can be since we use only the bit of information
that is necessary to hold the boolean statement saying whether a data is of type
reference or not (save the possible space lost due to byte-addressable memory).
Furthermore, it appears suitable for any JCVM since it does not rely on any
specific implementation choices and we believe that it should not require major
modifications for any JCVM’s implementation to support it. However, we add
to each of the described structure an area of size of the order of log(Si) bytes,

Table 4. The different classes of attack leading to type confusion

SA-DTC SA-ITC CA-DTC CA-ITC

ByteCode
Yes Yes No No

Verifier [6]

Stack
No No Partial No

Invariant [27]

Typed
Yes No Yes No

Stack [33]

Field
No No No Partial

Integrity [32]

Typewise
No No No No

Masking [34]

Random Yes Yes Yes Yes
Transformation [§4.1] with P ∼ 97% with P ∼ 97% with P ∼ 97% with P ∼ 97%

Abstract
Yes Yes Yes Yes

Companion [§4.2]
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with Si the size of these structures. The cost in terms of memory footprint of
this solution is therefore non-negligible.

4.3 Summary

Tab. 4 sums up the results obtained with the proposed method and compares
them to the countermeasures presented in Section 3. As we can see both our
proposals achieve a better coverage regarding direct and indirect type confusion
from integer to reference.

5 Conclusion

In this article, we have pointed out through a comprehensive analysis of the
state-of-the-art that several attack paths involving type confusion presented in
the literature have never been fully covered. This lack is mainly due to the fact
that all proposed countermeasures mainly focused on one specific area, either
the operand stack or instance fields. Starting from this point, we have shown
that a generic platform-wide approach is possible and we have proposed two
particular schemes implementing this approach. The first one, based on a card-
specific random transformation, provides a probabilistic security against integer
to reference type confusion (also across the whole platform). Nevertheless, it
was shown that the probability of success for an attacker is extremely low and
that this technique can be implemented at a very low cost. On the other hand,
the JCVM Abstract Companion has been shown as a resource-demanding but
very effective security mechanism since it is meant to detect each and every type
confusion between integers and Objects across the whole platform.
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B.S., Koç, Ç.K., Paar, C. (eds.) CHES 2002. LNCS, vol. 2523, pp. 2–12. Springer,
Heidelberg (2003)

22. Quisquater, J.J., Samyde, D.: Eddy Current for Magnetic Analysis with Active
Sensor. In: e-Smart 2002 (2002)

23. Vetillard, E., Ferrari, A.: Combined Attacks and Countermeasures. In:
Gollmann, D., Lanet, J.-L., Iguchi-Cartigny, J. (eds.) CARDIS 2010. LNCS,
vol. 6035, pp. 133–147. Springer, Heidelberg (2010)

24. Barbu, G., Thiebeauld, H., Guerin, V.: Attacks on Java Card 3.0 Combining Fault
and Logical Attacks. In: Gollmann, D., Lanet, J.-L., Iguchi-Cartigny, J. (eds.)
CARDIS 2010. LNCS, vol. 6035, pp. 148–163. Springer, Heidelberg (2010)

25. Bouffard, G., Iguchi-Cartigny, J., Lanet, J.L.: Combined Software and Hardware
Attacks on the Java Card Control Flow. In: Prouff, E. (ed.) CARDIS 2011. LNCS,
vol. 7079, pp. 283–296. Springer, Heidelberg (2011)

26. Barbu, G., Thiebeauld, H.: Synchronized Attacks on Multithreaded Systems - Ap-
plication to Java Card 3.0. In: Prouff, E. (ed.) CARDIS 2011. LNCS, vol. 7079,
pp. 18–33. Springer, Heidelberg (2011)

27. Barbu, G., Duc, G., Hoogvorst, P.: Java Card Operand Stack: Fault Attacks, Com-
bined Attacks and Countermeasures. In: Prouff, E. (ed.) CARDIS 2011. LNCS,
vol. 7079, pp. 297–313. Springer, Heidelberg (2011)



74 G. Barbu and C. Giraud

28. Bouffard, G., Lanet, J.-L.: The Next Smart Card Nightmare, Logical Attacks,
Combined Attacks, Mutant Applications and Other Funny Things. In: Naccache,
D. (ed.) Quisquater Festschrift. LNCS, vol. 6805, pp. 405–424. Springer, Heidelberg
(2012)

29. Barbu, G., Hoogvorst, P., Duc, G.: Application-Replay Attack on Java Cards:
When the Garbage Collector Gets Confused. In: Barthe, G., Livshits, B., Scan-
dariato, R. (eds.) ESSoS 2012. LNCS, vol. 7159, pp. 1–13. Springer, Heidelberg
(2012)

30. Barbu, G.: On the Security of Java Card Platforms against Hardware Attacks.
PhD thesis, Télécom ParisTech – Institut Télécom (2012)
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A Attacking Typewise Masking

In Section 3.4, we claim that the typewise masking can be easily circumvented
by a slight modification of the malicious application involved. In the following
we detail the execution of the initial and modified malicious line of code for both
the additive and boolean masking schemes, together with the evolution of the
content of the operand stack. We refer to the object type and integer type masks
as MA and MI respectively.

Additive Masking.

Initial malicious code: myObject = reference;

Executed Bytecode Operand Stack

iload <reference> [reference+MI ]
astore <myObject> [−]

Consequently, the value stored in myObject is actually set to the random value:
reference+MI −MA and the attack is either thwarted or detected.

Modified malicious code: myObject = reference + null;

Executed Bytecode Operand Stack

aconst_null [0 +MA]
iload <reference> [MA, reference+MI ]
iadd [((MA −MI) + ((reference +MI)−MI)) +MI ]

[MA + reference]
astore <myObject> [−]
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Consequently, the value stored in myObject is actually set to the targeted value:
reference and the attacker can carry on.

Boolean Masking.

Initial malicious code: myObject = reference;

Executed Bytecode Operand Stack

iload <reference> [reference⊕MI ]
astore <myObject> [−]

Consequently, the value stored in myObject is actually set to the random value:
reference⊕MI ⊕MA and the attack is either thwarted or detected.

Modified malicious code: myObject = reference ^ null;

Executed Bytecode Operand Stack

aconst_null [0⊕MA]
iload <reference> [MA, reference⊕MI ]
ixor [((MA ⊕MI)⊕ ((reference ⊕MI)⊕MI))⊕MI ]

[MA ⊕ reference]
astore <myObject> [−]

Again, the value stored in myObject is actually set to the targeted value:
reference and the attacker can carry on.
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Abstract. Simple Side-Channel Analyses (SSCA) are known as tech-
niques to uncover a cryptographic secret from one single spied waveform.
Up to now, these very powerful attacks have been illustrated on simple
devices which leakage was obvious. On more advanced targets, such as
high-end processors of smartphones, a simple visual analysis of the wave-
forms might not be sufficient to read the secret at once. In this paper, we
detail and explain how a composition of time-frequency pre-processings
manages to extract the relevant information from one signal capture of
an asymmetric cryptographic operation (RSA and ECC) running on an
Android system. The lesson is that side-channel countermeasures must
be applied even on advanced platforms such as smartphones to prevent
secret information theft through the electromagnetic (EM) waveforms.

Keywords: Simple Side-channel Attack, Time-frequency Pre-processing,
Asymmetric Cryptography, RSA, ECC, Android smartphone.

1 Introduction

Side-channel attacks (SCA) are becoming more and more serious threats to se-
cure systems as the latter can be broken even if the underlying cryptographic
algorithms are mathematically secure. In fact, these non-invasive attacks con-
sist in exploiting the physical properties (e.g. electromagnetic, power, acoustic
or time leakage) of a device when running some cryptographic process, in or-
der to recover a sensitive information. The idea of power consumption based
SCA was first introduced by Kocher [16]. Then, other side-channels have been
exploited such as electromagnetic (EM) emanations [10], which are a more pow-
erful source of leakage and can be performed without a physical contact to the
device. Basically, SCA can be classified into advanced and simple attacks. Ad-
vanced SCA require a lot of waveforms to be statistically analysed. In some
recent scientific papers (e.g. [3]), this kind of SCA is also called vertical attack
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as the analysis focuses on the statistical behaviour of one (or some) time sam-
ples over many acquired waveforms. In spite of their effectiveness, in some real
world situations, advanced SCA might not be applicable. As a matter of fact,
the acquisition of many waveforms for the analysis is not possible because of
the physical protections and software limitations (e.g. filters, sensors, number
of trials to enter a password, etc) made to protect the target device. Besides,
for some cryptographic RSA or ECC based protocols (e.g. key session genera-
tion like DH, RSA and ECDH protocols; or digital signature like ECDSA) or
some protected implementations, the secret is generated only once. Thus, the
attack must deal with only one single waveform. For this purpose, Simple SCA
(SSCA) have been developed to work on such restrictive situations. SSCA are
also called horizontal attacks as they exploit the information provided by the
whole time samples within the waveform. Basically, the SSCA is usually per-
formed over the time domain [25,4,14,8,16]. The frequency domain can be used
to perform a noise-filter as a first step in the analysis in order to identify the
secret patterns in the time domain as a second step. In the same context, it is
shown that vertical SCA can be applied separately over each domain. As a mat-
ter of fact, Aboulkassimi et al. [1] proposed two different vertical SCA on PDA
mobile device: the first attack, called Spectral Density Approach (SDA), aims at
performing a vertical attack (correlation analysis) based on the power spectrum
density representation (i.e. frequency domain) to overcome the problem of wave-
forms misalignment; and the second attack, called Template Resynchronisation
Approach (TRA), consists in performing a correlation vertical attack over the
time domain after resynchronising the waveforms.

From the signal processing theory viewpoint, the information content is the
same in both domains, but its representation is not. This has a special flavour
for side-channel analysis. In fact, the combination of both domains (i.e. time-
frequency analysis) should provide better description of the secret leakage. More
importantly, signal processing theory has provided us with powerful tools that
can be used for this purpose, like the Short-Time Fourier Transform (STFT or
spectrogram) and wavelet transforms. However, despite their great efficiency, the
usage of these tools is not democratised for SCA. To our best knowledge, in the
general context of SCA, very few scientific papers and reports [24] [11] [12] [22]
have analysed the side-channel leakage from its time-frequency representation:
in [24], Vuagnoux proposed to spy the electromagnetic (EM) activity of computer
keyboards based on independent pre-processings. In fact, they used the STFT
just as first and independent step to visualise the overall EM activity. The extrac-
tion of the secret itself is performed thanks to another tool that is a frequency
filter applied directly on the non-noisy baseband waveforms. In addition to this,
an anechoic room is used to obtain a good success rate. The time-frequency side-
channel analysis has been also addressed by Gebotys et al. in [11]. They proposed
a vertical attack, called DSA, on an AES-192bit (Advanced Encryption Stan-
dard) and ECC-192bit implementation-based PDA mobile device. Technically,
the attack is mainly based on the computed spectrograms of acquired wave-
forms. However, a lot of EM waveforms (around 1100) are necessary to recover
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the secret key. Similarly to [1], the main idea behind DSA is to get round the
problem of misaligned waveforms. In [12], Genkin et al. have recently proposed
an improved acoustic SCA on RSA-4096bit implementation, based on the spec-
trograms of acoustic leakages, emitted at very low frequencies. It is noteworthy
that the proposed attack requires many acoustic waveforms, based on chosen
ciphertexts, and follows several steps (e.g. waveforms classification, etc) to re-
cover the RSA secret key. Besides, Souissi et al. in [22], have described several
side-channel applications (vertical and horizontal SCA) based only on wavelet
transforms. However, they briefly showed the power of such tool in SSCA con-
text. Note that, in our paper, we will focus on the merits of Short-Time Fourier
transform that is faster and easier to compute than wavelet transform.

Our Contributions. In this paper, our contributions are four-fold:

1. We propose a composition of a time-frequency SSCA to localise and char-
acterise the secret leakage. By contrast to [11] [1], the proposed attack is
horizontal and requires only one single EM measurement to recover the
whole secret. Such attack is suitable for real implementations of asymmetric
cryptography.

2. We show how classic SSCA, like Wiener and average mobile filtering, are
unable to localise the secret patterns within a sample RSA waveform.

3. We perform the proposed SSCA on a modern device that is an Android
smartphone clocked at 832 MHz. In this context, some publications pointed
out the possibilities of SCA on smartphones and PDAs [11] [1] [15]. Kenwor-
thy and Rohatgi [15] analysed side-channel vulnerabilities of RSA-Chinese
Remainder Theorem (CRT) and elliptic curve point multiplication. They
showed that the private key of both cryptosystems can be recovered from a
single EM waveform using a specific equipment. Actually, an Icom IC-R7000
VHF-UHF receiver is used to demodulate the baseband waveform. The main
issue, not addressed by the authors, is the way to find out the most appro-
priate frequency bandwidth related to the secret leakage. Moreover, note
that this characterisation requires many measurements. On the other hand,
the method we propose, instantaneously provides such characterisation, us-
ing software pre-processing on a single baseband (or raw) waveform. Our
approach is more flexible as it is not limited by the range of frequencies to
analyse that is necessary to be verified by the features of the demodulator
equipment. Obviously, it is a real challenge to deal with such modern de-
vices. Indeed, in the literature, we found that some studies (e.g. [26]) failed
to mount a complete SSCA on smartphones.

4. We target asymmetric cryptographic algorithms. Indeed, we show how to
break the security of basic RSA and ECC-based Android applications. More
importantly, we note that we did not target home made applications. In
fact, the targets are the cryptographic functions provided by JCE the de-
fault library of Android that is the most commonly used by the developers
community.
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2 A Pre-processing Composition for Secret Recovery

2.1 SSCA Types and Tools: Overview

In the literature, SSCA come basically with four types of analysis according to
the implementation difficulty level, the used tools and the noise nature. Before
going further, it is noteworthy that two kinds of noise can be considered: the
measurement noise that is caused by surrounded electronic components and
external environment; and the algorithmic noise that is generated by the whole
activity of the target circuit except of course the one that is related to the secret.
Now, the four types of SSCA can be described as follows:

1. SSCA First Type: it is the simplest one as it is based only on a visual de-
tection of the secret patterns. Such type of analysis is possible only when
the useful information is not perturbed by the noise [16]. It is generally ap-
plied on fully controlled platforms often used for demonstration or academic
purposes.

2. SSCA Second Type: it involves the usage of pre-processing tools. This SSCA
basically deals with the measurement noise in order to make easier the vi-
sual detection of secret patterns. In the real world (i.e. when performing
the attack on real devices), acquired waveform is usually noisy. Hence, pre-
processing is essential. We note that the core idea behind this paper mainly
turns around this type of SSCA. In what follows, we list commonly used
techniques:

– Frequency filtering (High & Low pass filters),
– Time linear & non-linear filtering (e.g. Wiener or Kalman filtering [23]),
– High order statistics [17],
– Threshold-based Wavelets transforms [7] [22].

Generally, when acquired EM waveforms are very noisy, the extraction of
the secret key is a challenging task as the sensitive leakage is not properly
localised. Indeed, in such situation, those techniques usually fail to recover
the secret.

3. SSCA Third Type: it statistically analyses (e.g. linear correlation, time sam-
ples combination, collision analysis, etc) the whole time information within
the waveform in order to extract the secret [4] [14] [8]. Such SSCA type
is useful to efficiently target some protected implementations like blinding
RSA.

4. SSCA Fourth Type: it combines both pre-processing and statistical analysis.
These SSCA are generally used to deal with noisy and protected real world
implementations.

2.2 Theoretical Background: DFT, STFT and Noise-Filtering

In this section, we recall some theoretical definitions and basics necessary to
properly understand the proposed attack. From the signal processing viewpoint,
the acquired EM waveform can be represented as a sequence of N discrete time
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samples. We denote by {y[0], y[1], ..., y[N−1]} such sequence. Hence, the discrete
Fourier transform (DFT) returns N frequency components that can be written
as follows (Eq.1):

Y [k] =

N−1∑
n=0

y[n]ωkn
N , (1)

where ωN = e−j 2π
N = cos(2πN )−j sin(2πN ) and k = {0, 1, ..., N−1} is the frequency

index. For the sake of clarity, the DFT can be represented in a matrix form such
that (Eq.2):⎡⎢⎢⎢⎢⎢⎣

Y [0]
Y [1]
Y [2]
...

Y [k]

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1

1 ω1
N ω2

N · · · ω
(N−1)
N

1 ω2
N ω4

N · · · ω2(N−1)
N

...
...

...
. . .

...

1 ω
(N−1)
N ω

2(N−1)
N · · · ω(N−1)2

N

⎤⎥⎥⎥⎥⎥⎥⎦×

⎡⎢⎢⎢⎢⎢⎣
y[0]
y[1]
y[2]
...

y[k]

⎤⎥⎥⎥⎥⎥⎦ . (2)

According to Eq.2, the DFT allows us to characterise the periodicity of elemen-
tary activities within the analysed sequence. Indeed, from the SSCA point of
view, the idea being that the waveform is exhaustively compared to different
sinusoidal waves. In practice, DFT can be very useful in telling us about the
number of most significant patterns in the EM waveform. However, the DFT is
not able to detect time varying activities as it provides an averaged value of the
frequency over the whole time samples in the sequence. For this purpose, the
Short-Time Fourier Transform (STFT) proposes to apply the DFT over a win-
dowed version of the sequence. Indeed, the sequence is segmented into successive
time intervals (windows) of fixed length L ≤ N . Then, the DFT is computed
over each window. This way the frequency information is time-localised. Conse-
quently, the STFT can be expressed as follows:

Y [k, t0] =

L−1∑
n=0

y[t0 + n] · s[n] · e−j 2πkn
L , (3)

where, k is the frequency index, s is the sliding window and t0 is the time
reference index related to s. It is noteworthy that, the window size determines
the time and frequency resolution. As the window size is fixed, a good frequency
resolution is obtained to the detriment of a good time resolution, especially
when the used window is large. In practice, we slide the window by one time
sample to enhance the time resolution. Eventually, the STFT can be seen as a
two-dimensional representation showing the information over both, the time and
the frequency scales. This way, the STFT allows differentiating the elementary
activities of the target component. This means that the STFT is able to deal
with the algorithmic noise.

Now, in order to deal with the measurement noise, any basic noise-filtering
(e.g. mobile average smoother, Wiener filter, Kalman filter, low pass filter, linear
regression, etc) can be used. In our attack, we use the simplest noise-filter that is
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the mobile average. Let l be the window size of such filter. Thus the filter simply
consists in computing the arithmetic mean of all subsequent time intervals, each
of length l.

2.3 Composition Scheme and Steps

Based on the previous definitions, we introduce our proposed SSCA tool that
performs the analysis based on a composition scheme. We remind the reader
that our attack requires only one single EM waveform. Basically, as shown in
Fig. 1, the composition scheme is composed of 3 chained pre-processing blocks:

Fig. 1. An illustration of the pre-processing composition scheme

1. Block 1: Time-Frequency Localisation. The first step consists in com-
puting the STFT over the baseband waveform. In the SSCA context, the
usage of this tool is justified for multiple reasons:
– The sliding STFT allows the analysis to keep the time component of the

signal. As the SSCA is based on demarcation of the sequential pattern,
the study of time is mandatory.

– The frequency component created by STFT allows the analysis to forge
a local frequency signature. This signature is very relevant as the pro-
cesses are always performed in a circular manner, with periodic loops.
This is true at both application level, especially in cryptography, or at
implementation level, especially in software. Inside a loop the activity
pattern is specific, hence allowing to discriminate the pattern for SSCA.

This way, as stated before, the algorithmic noise would be properly analysed.
2. Block 2: Frequency Bandwidth Selection. The second step aims at se-

lecting the frequency area of interest, where the secret leakage exists. This
can be performed through a simple visual analysis, especially when the inter-
nal activities had been efficiently decorrelated by the STFT. Alternatively,
advanced techniques like DFT, clustering or probability density estimation
can be used. The idea being that we should able to start characterising the
secret patterns (e.g. periodicity, frequency, classes, shape, etc).

3. Block 3: Noise-Filtering. The third step, definitely removes the mea-
surement noise. Therefore, the full characterisation of the secret patterns
becomes an easy task.
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3 Real Case Study: RSA / ECC Key Recovery on
Android Smartphone

3.1 SSCA on Android Environment: Key Points

In the following, we discuss the key points to properly mount an SSCA on An-
droid smartphone: first, we describe the measurement requirements to properly
access the Android smartphone; second we tackle the most important difficul-
ties which arise when targeting such device; and third we outline the possible
software modifications of the Android system that might be performed by an
attacker to enhance his malicious analysis.

Access to the Smartphone. Basically, the SSCA measurement bench is com-
posed of a PC-Target system (or client-server system) and a measurement device
(an oscilloscope and an antenna) to record EM waveforms. Concerning the mini-
mum features needed in the oscilloscope, four points should be taken into consid-
eration: the sampling frequency, the memory depth, the placement of antennas
and the trigger which provides a reference timing point necessary to synchronise
waveforms. Most of recent smartphones are equipped with high speed processors
to offer higher performance. For instance, the default CPU clock frequency of
the handset we use is set to 832 MHz. This means we need an oscilloscope which
is capable to sample at least 3 Gsample/s (i.e., 3× 109 samples per seconds) in
order to get an acceptable EM measurement for SSCA. Additionally, note that
increasing the sampling frequency might create a problem with a memory depth.
Besides, the attacker is also conducted to identify which type of antenna should
be used and how to place it. In practice, the localisation of the secret leakage can
be simply performed by sweeping the antenna all over the backside of the smart-
phone. The most appropriate location can be precisely recovered by performing
an EM cartography. The EM cartography consists of two steps: observing the
EM field while sweeping the antenna over the device and then mapping the EM
level to each position. The higher the EM level is in the cartography, the more
the leakage is at the corresponding position.

Now, we consider the last important factor: the trigger signal which is nec-
essary to identify the start/end of the target process. This also allows aligning
acquired EM traces. Regarding SSCA, as only a single waveform is required for
the analysis, the trigger is less critical than for vertical SCA that require perfectly
aligned waveforms. In our study, we will show how the first block in the proposed
composition scheme (i.e. the STFT) can be an efficient solution for triggering.
In the case of smartphones, the existing problem relies on the way the trigger
is generated. Unlike testing boards (e.g. the SCA-Standard Evaluation Board
(SASEBO) [21]), smartphones do not have I/O ports for sending/receiving con-
trol signals. Aboulkassimi et al. [1] proposed to generate a pulse trigger based on
read/write queries sent to the SD card system. In our experiments we realised
that such method is fast and efficient to localise in time the target cryptographic
process. Moreover, we tested another solution which is less invasive and easier
to mount in real world attack situations. In fact, it consists in spying in real
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time the activity of running processes, and activating a serial trigger (through
the USB connector) only when the target application is called by the system.
More precisely, when the flag associated with the target application is written
in the Android log file system that can be checked using Android ADB tool [2].

Factors That Can Make SSCA Difficult

1. Just in Time Compiler
The Just In Time Compile (JIT) aims to compile on-the-fly the Android
bytecode into native machine instructions. This significantly enhances the
performance of the Dalvik Virtual Machine that is in charge of executing
Android applications. From the side-channel point of view, the activity of the
JIT compiler might slightly influence the analysis as reported by Aboulkas-
simi et al. in [1]. In practice, the impact of the JIT can be seen through the
first executions of an iterative process. For instance, in the case of a basic
RSA process, the JIT activity may impact the first patterns related to the
secret key bits manipulation. As only the first patterns are affected, this does
not harm the overall efficiency of the SCA. Besides, even if some few secret
bits are guessed incorrectly, some techniques [5] allows recovering the entire
secret key.

2. Garbage Collector
The Garbage Collector (GC) can be defined as the process in charge of clean-
ing the memory (e.g. heap) by deleting unused Java objects. It is basically
activated at random times by the processor when running user or Android
system applications. This might create a problem for SSCA as it is not trivial
to deal with the undesired activity generated by the GC. The GC is nor-
mally deactivated during the execution of native elementary processes. For
instance, we observed that OpenSSL native cryptographic library is never
perturbed by the GC. This is not the case for pure non-native libraries. How-
ever, in this case, when the GC is called, it is still easy to characterise its
activity and remove it especially when the EM antenna or probe is properly
placed. During our experiments, we also noticed that when using hybrid li-
braries1 the GC might be called by the system, but will never impact (or
interrupt) the native calls.

3. Multi-core Processor. In order to provide higher performances for users,
handsets with multi-core processors are now the mainstream of smartphones.
Unlike the single-core processors, multi-core processors distribute tasks to
other existing cores so that they can be efficiently completed. In fact, during
the cryptographic operation, the process might be moved from one core to
another due to system interruptions. It might be also executed in parallel
by several cores for the sake of performance. Therefore, this might rise EM
acquisition problems. In practice, to deal with issue, one may acquire the

1 A hybrid library, like the JCE default Android library, is basically designed with a
non-native language that makes recurrent calls to native primitives, like for instance
to the modular arithmetic functions of OpenSSL.
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waveforms as following two ways: either try to stay focused on the core
executing the targeted implementation by placing a tiny antenna over the
right decoupling capacitor; or capture the whole activity with a single and
large antenna placed over the target processor. In our case, this did not
impact our analysis as we targeted a mono-core processor based smartphone.

Software Modifications for Better EM Acquisition

1. Under-Clocking the CPU. The higher the CPU clock frequency is, the
higher the resolution of the oscilloscope is required. In case that the clock
frequency is too high and the oscilloscope is unable to acquire enough samples
to cover the necessary leakage, the attacker can decrease the CPU clock
frequency for a better acquisition. Basically, lowering clock frequency is not
always necessary. In fact, in our experiments we kept the original CPU clock
frequency of 832 MHz.

2. Lowering Radio Emission. When many applications are running on the
Android smartphone, in particular that ones which are responsible for ensur-
ing radio and cell communications, the noise generated might have a consid-
erable impact on the effectiveness of SSCA. In such situation, the attacker
may reduce the level of noise by turning on the airplane mode available on
most smartphones. We note that, in our experiments we show how our SSCA
is still efficient even if the airplane mode is turned off.

3.2 Target Cryptographic Android Implementations

There are several cryptographic libraries compatible with the Android environ-
ment such as Java Crypto Extension (JCE) [19], OpenSSL [18], Bouncy Cas-
tle [6], Crypto++ [9], RELIC [20] and so on.

At first we intended to exhaustively evaluate the security of all libraries when
RSA and ECC are being executed. Then we realised that most of libraries,
particularly the non-native ones, are mainly based on the same low level na-
tive primitives to perform arithmetic calculations on big integers, necessary for
asymmetric cryptography. This can be verified by checking the source code of
libraries or more easily by analysing the real time processor activity through the
debugging Trace View Android tool [13]. We note that the comparison of these
libraries is out of the scope of this paper.

Now, for the sake of generality and clarity, we will focus only on the most
commonly used library that is the default JCE Android library. Actually, JCE
provides the essential cryptographic primitives to manage security within an
application. Its basic API packages are java.math, javax.crypto and java.security.
Note that these APIs call the arithmetic primitives of the OpenSSL native library,
such as modular squaring and multiplying, that have been already ported to
Android system. Moreover, these APIs include a lightweight version of Bouncy
Castle library that provides ready high level functions to execute, for instance,
an elliptic curve point multiplication.
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Fig. 2. An illustration of the measurement bench

Fig. 3. Initial noisy RSA EM waveform
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Fig. 4. Failure of Wiener filter to recover the RSA key

Fig. 5. Failure of average mobile smoother to recover the RSA key

3.3 Experiments and Results

SSCA Experimental Environment. Our measurement bench is illustrated
in Fig. 2. Basically, it is composed of an Agilent Infiniium 9000 oscilloscope
with a bandwidth of 2.5 GHz, a maximal memory depth of 123 mega samples, a
maximal sample rate of 20 giga samples per seconds; antenna of the HZ-15 kit
from Rohde & Schwarz and a 30 dB amplifier.
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Fig. 6. STFT based 2D-localisation of the RSA activity

The communication between our SSCA tool, referred to as Smart-SIC Ana-
lyzer2, and the smartphone is ensured by the TCP/IP protocol. Note that the
attack can be performed over different ways of communication (i.e. USB, Wifi,
etc).

RSA Key Recovery. The targeted RSA implementation is the right-to-left
binary exponentiation variant: the sequence of operations (i.e. multiply and
square) are dependent on the private key. Therefore, from the SSCA viewpoint,
the idea being that we could identify the multiply-square pattern when the cor-
responding bit of the private key is ‘1’, and only square pattern when the cor-
responding bit of the key is ‘0’. The RSA baseband waveform as it is acquired
by the oscilloscope is shown in Fig. 3. We note that for the sake of clarity, in
this example we have chosen a small RSA key that is 0xAF0AE3 (hexadecimal
form). Clearly, the RSA activity is totally hidden by the noise, which makes clas-
sic SSCA inefficient. Indeed, in our experiments, we tested the most commonly
used techniques (Wiener filtering and Average mobile smoothing) to extract the
useful leakage from such noisy waveform. The results are illustrated by Fig. 4
and Fig. 5. We exhaustively tested many window sizes (i.e. the input parameter
l). For the sake of convenience only the results for window sizes 50, 100 and 1000
are shown in both figures. Obviously, the localisation of the secret patterns is

2 http://secure-ic.com/smart-sic-analyzer

http://secure-ic.com/smart-sic-analyzer
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Fig. 7. IFB1 vector when extracted from the STFT matrix

Fig. 8. Key recovery of RSA right-to-left binary exponentiation

not possible when applying these techniques directly on the baseband waveform.
Indeed, these techniques are usually used to remove only the measurement (or
Gaussian) noise which is not sufficient in our case, as we should deal also with
the algorithmic noise. In what follows, we will show the efficiency of our proposed
method when applied on the same EM waveform. The Fig. 6 is an illustration
of the STFT when applied on the RSA baseband waveform. Three important
points can be directly deduced from this representation:
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Fig. 9. An illustration of smoothed ECC activity

Fig. 10. Zoom on smoothed ECC activity

– The time-localisation of the RSA activity (start/end time identification).
– The recovery of the CPU activity around 832 MHz.
– The frequency-localisation of five interesting activities (i.e. the most leaking

sources) located into different frequency bandwidths, termed by Interesting
Frequency Bandwidth (IFB) in the figure. Numerically, IFBs are float vectors
that can be extracted from the STFT matrix to be analysed.

After having visually analysed the five IFB vectors, we noticed that IFB1
vector ([10 MHz–40 MHz]) is likely to reveal the secret RSA patterns. The
extracted IFB1 vector is illustrated by Fig. 7. Interestingly, it is possible to
identify a very noisy sequence of patterns located in the same time interval of
the RSA process. More precisely, two forms of patterns can be revealed and that
are likely to be related to the activity of Square and Multiply RSA operations.
Now when applying a basic smoother, like the mobile average smoothing filter,
the secret RSA patterns are clearly identified as shown in Fig. 8. Besides, we
noticed the presence of some noisy patterns, which are likely to be caused by
the JIT or the cellular communications.

ECC Key Recovery. Our target here is a basic ECC implementation, more
precisely its elliptic curve point multiplication operation. The challenge is to



90 Y. Nakano et al.

characterise the ECC activity knowing that, iteratively, when the manipulated
secret bit is ’0’ then only one elementary operation, that is Point doubling is
performed; otherwise an additional operation, that is Point adding, is involved.
Therefore, from the SSCA viewpoint one expect the identification of two dif-
ferent patterns. Similarly to RSA, we realised that, the most interesting STFT
frequency bandwidth is represented by lower frequencies (IFB1 vector) located
between 10 MHz and 20 MHz. The secret bits (0xD8A0F6) are entirely revealed
when an average mobile smoothing filter is performed on the analysed IFB1 vec-
tor (Fig. 9). The Fig. 10 is a zoom on the resulting waveform. Obviously, the
two ECC secret patterns can be easily differentiated based on their shape and
their execution time.

4 Conclusion and Perspectives

In this paper, we have proposed an efficient pre-processing composition to mount
a powerful SSCA on RSA and ECC. We applied the proposed attack to recover
the secret keys on an Android smartphone clocked at high frequency (832 MHz).
We remind the reader that, in practice, the higher the frequency is, the harder to
attack as more noise is generated and more sophisticated equipments are needed.
Our scheme succeeded in recovering the secret keys from a single waveform.
Therefore, we conclude that our technique is particularly efficient to perform
the pattern discrimination as it deals with both types of noise (measurement
and algorithmic noise) and both domain representations (time and frequency).
The proposed attack is applied directly on baseband traces. Hence, we expect to
further enhance our analysis with a Software-Defined Radio (SDR) demodulator.
Future work will be applying our attack to the devices with the CPUs of higher
frequency and multi cores.
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cache, D., Paar, C. (eds.) CHES 2001. LNCS, vol. 2162, pp. 286–299. Springer,
Heidelberg (2001)

26. Zenger, C., Paar, C., Lemke-Rust, K., Kasper, T., Oswald, D.: SEMA of RSA on
a Smartphone. B.Sc. (from March 01, 2011 to October 17, 2011) report,
http://www.yumpu.com/en/document/view/19636241/

sema-of-rsa-on-a-smartphone

http://csrc.nist.gov/groups/STM/cmvp/documents/fips140-3/physec/papers/physecpaper14.pdf
http://csrc.nist.gov/groups/STM/cmvp/documents/fips140-3/physec/papers/physecpaper14.pdf
http://eprint.iacr.org/2010/394
http://www.cryptopp.com/
http://developer.android.com/tools/debugging/debugging-tracing.html
http://eprint.iacr.org/2013/438
http://mostconf.org/2012/papers/21.pdf
http://www.openssl.org/related/binaries.html
http://docs.oracle.com/javase/6/docs/technotes/guides/security/crypto/CryptoSpec.html
http://docs.oracle.com/javase/6/docs/technotes/guides/security/crypto/CryptoSpec.html
https://code.google.com/p/relic-toolkit/
http://www.rcis.aist.go.jp/special/SASEBO/index-en.html
http://csrc.nist.gov/news_events/non-invasive-attack-testing-workshop/papers/01_Souissi.pdf
http://csrc.nist.gov/news_events/non-invasive-attack-testing-workshop/papers/01_Souissi.pdf
http://www.yumpu.com/en/document/view/19636241/sema-of-rsa-on-a-smartphone
http://www.yumpu.com/en/document/view/19636241/sema-of-rsa-on-a-smartphone


Usable Privacy for Mobile Sensing Applications

Delphine Christin1,2, Franziska Engelmann3, and Matthias Hollick3

1 University of Bonn, Friedrich-Ebert-Allee 144, 53113 Bonn, Germany
2 Fraunhofer FKIE, Fraunhoferstr. 20, 53343 Wachtberg, Germany

christin@cs.uni-bonn.de
3 Technische Universität Darmstadt

Mornewegstr. 32, 64293 Darmstadt, Germany
firstname.lastname@seemoo.tu-darmstadt.de

Abstract. Current mobile applications gather an increasing amount of
data about the users and their environment. To protect their privacy,
users can currently either opt out of using the applications or switch off
their mobile phones. Such binary choices, however, void potential benefit
for both users and applications. As an alternative, finer control over their
privacy could be given to users by deploying privacy-preserving mecha-
nisms. However, it is unclear if users are able to perform the necessary
configuration of such schemes. In this paper, we therefore investigate to
which degree users can understand the underlying mechanisms as well
as the resulting trade-offs in terms of, e.g., privacy protection and bat-
tery consumption. To this end, we have conducted a user study involving
20 participants based on user interfaces especially designed for this pur-
pose. The results show that our participants would prefer deciding on
the consequences and leave the system parameterizing the underlying
mechanism.

1 Introduction

With over 6 billion subscriptions worldwide [14], mobile phones are ubiquitous
and their technological advances have led to the emergence of millions of novel
applications. However, most mobile applications require the collection of a wealth
of information about the users [10]. This not only includes their current loca-
tions, but also data gathered by the sensors embedded in their mobile phones.
For example, accelerometers can serve to monitor users’ activity, while micro-
phones can be leveraged to infer users’ context. The information collected by
the mobile phones can be further combined with, e.g., past users’ search queries,
agenda, or mails, in order to improve the application services and anticipate
their next queries as proposed in Google Now [1]. Through the utilization of
these applications, users’ privacy is hence seriously put at risk.

Efforts to make the collection of location information transparent to the users
have been recently undertaken, e.g., in the iOS 7 Beta 5 version [21] where users
can consult their most frequently visited locations and the corresponding stay
duration. While such transparency may increase user awareness about potential
privacy issues, this still does not contribute to protect their privacy. On the
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contrary, mobile phones fallen into wrong hands may reveal when users are
usually not at home and thus help potential burglars. The most frequent solution
offered to the users is to either disable such applications or even switch off their
mobile phones in order to protect their privacy. Consequently, no fine-granular
solutions exist. Such solutions could not only benefit to the users, but also to the
applications. In other domains, it has been shown that providing control to users
over their data and privacy protection increase their trust in the system [13].
Instead of completely opting out, privacy-conscious users may still benefit from
limited application features, thus still providing information to the application
but in a way that respects their privacy.

In this paper, we therefore investigate the feasibility of giving users control
over their privacy protection and allow them to customize it according to their
personal preferences. To this end, we select a noise monitoring application, in
which users collect sound levels with their mobile phones. The collected sen-
sor readings are then consolidated to build noise pollution maps. We further
integrate the path jumbling scheme proposed in [7] into the noise monitoring
application. In particular, our contributions are as follows:

1. We design privacy interfaces to provide users control over the underlying
privacy-preserving mechanism and thus over their privacy protection. We
base our design on a thorough analysis of the considered mechanism and its
functional requirements. Simultaneously, our objective is to cater for com-
prehension, transparency, and simplicity in order to provide user interfaces
with a high degree of usability.

2. We evaluate our proof-of-concept implementation by means of a user study
involving 20 participants. In our study, the participants tested and evaluated
the different privacy interfaces by completing both a guided and a free task,
in which they had to configure the mechanism according to given settings
and their personal preferences, respectively. The study highlights that most
participants appreciated the additional control offered, but some of them
were still overstrained by the overall complexity.

The paper is organized as follows. We first introduce and analyze the underly-
ing privacy-preserving scheme in Sec. 2, before presenting our design drivers and
design decisions in Sec. 3 and 4, respectively. We detail the results of our user
study in Sec. 5 and summarize existing work in Sec. 6, before making concluding
remarks in Sec. 7.

2 The Path Jumbling Concept

We assume that users are registered to a noise monitoring application. Their
mobile phones automatically collect sensor readings, i.e., noise levels. The sensor
readings are stamped with the collection time and location information. In order
to protect their privacy, users leverage the collaborative path-hiding mechanism
proposed in [7] instead of directly reporting the sensor readings to the application
server. This means that their mobile phones swap their sensor readings when
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they are in physical proximity in order to break the association between the
spatiotemporal context of the sensor readings and the user’s identity.

Different strategies to exchange the sensor readings between users have been
introduced in [7]. Users can swap all their sensor readings using the realistic strat-
egy, while they can exchange a random number of them with the random-unfair
and random-fair strategies. In the random-fair strategy, the users exchange the
same number of sensor readings. As a result, the selection of an exchange strat-
egy requires to balance the trade-offs between the expected jumbling degree (i.e.,
the percentage of exchanged versus own collected sensor readings), the reporting
overhead (e.g., when users get more sensor readings as they initially collected
and exchanged), and the degree of trust in other users (i.e., exchanging fewer
sensor readings with less trusted users).

Depending on the user-meeting pattern, users may not be able to always ex-
change their sensor reading with others. In this case, the sensor readings can
be either reported to the application or stored until the next encounter(s). In
the former case, the original paths followed by users will be revealed to the ap-
plication as the sensor readings could not be jumbled, while it will introduce
additional latency for the application in the latter case. Depending on the ap-
plication scenario, low latency may be preferred to allow a timely delivery of
the collected sensor readings. Users can hence select and parameterize one of
the following reporting strategies: time-based, exchange-based, and metric-based.
Each strategy determines a particular condition needed to be fulfilled in order
to trigger the reporting of the sensor readings to the application server.

In summary, users should be able to choose among the proposed exchange and
reporting strategies based on the trade-offs between trust, overhead, reporting
latency, and jumbling degree according to their preferences.

3 Design Drivers

In this paper, we aim at providing user interfaces that allow users to configure the
path jumbling scheme presented in Sec. 2. Our first design driver is to increase
the users’ consciousness about potential privacy threats in mobile sensing appli-
cations as recommended in [20] in order to motivate the necessity of configuring
and applying such a privacy-preserving scheme. Additionally, we intend to pro-
vide control to the users. They should be able to: (a) select one exchange strategy
among the realistic, random-unfair, and random-fair strategies, (b) select a user
reputation threshold above which users will be considered trustworthy enough to
initiate an exchange of sensor readings, (c) select one reporting strategy among
the time-based, exchanged-based, and metric-based strategies and customize the
respective parameter. Once the path jumbling mechanism has been configured,
users should be able to review the selected parameterization and consult the
potential consequences. This caters for both transparency and comprehension.
Through the whole configuration process, users should be assisted by different
dialogues to support their comprehension of the overall mechanism. Further-
more, the required interactions should be kept to a minimum in order to enable
fast configuration and reconfiguration and limit the burden for the users.
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4 Designed Privacy Interfaces

Based on the drivers detailed in Sec. 3, we have designed and implemented the
following privacy interfaces. Our proof-of-concept implementation is based on
the iOS operating system (version 5.1). Our privacy interfaces are integrated
into a noise monitoring application we called “Noisecapture”. Similar to those
proposed in [4] and [19], the application captures sound samples and extracts
the corresponding noise levels. As illustrated in Fig. 1(a), users can access the
application results in form of statistics or maps. When users select the “Pri-
vacy” option, an informative text about the nature of the collected data and
the associated risks for their privacy is first displayed in order to increase user
awareness (see Fig. 1(b)). A second view shown in Fig. 1(c) then explains the
purpose and basic principles of the path jumbling concept. For both views, we
have attempted to reduce the length of the texts to a minimum using as simple
as possible wording and illustrate it with different icons to catch users’ atten-
tion. Both descriptive views are only displayed when users access the privacy
interfaces for the first time, except if the users explicitly require help using the
corresponding button. The same principle is applied for the remaining interfaces:
novice users are assisted by dialogues that explain the different process steps.
Each dialogue follows the same structure and includes the goal of the current
step, details about the mechanism to configure, and an explanation about the
importance of configuring it.

In what follows, we detail the designed interfaces implementing the require-
ments defined in Sec. 3 and including the dialogues especially designed for novice
users. We cluster these interfaces according to the following steps: (a) exchange
strategy selection, (b) reputation-based user selection, (c) reporting strategy se-
lection, and (d) setting review. Users can navigate through these steps either

(a) Entry point of the noise
monitoring application

(b) Informative view on
data collection

(c) Informative view on the
path jumbling concept

Fig. 1. Screenshots of the introductory interfaces
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(a) Introductory dialogue
on the exchange strategies

(b) Main screen to select
the exchange strategy

(c) Details about the real-
istic exchange strategy

Fig. 2. Screenshots of the interfaces dedicated to the selection of the exchange strategies

sequentially using the upper navigation bar or individually select the numbered
views in the lower navigation bar.

4.1 Exchange Strategy Selection

If the dialogues are enabled, users first access an introduction on the exchange
strategies illustrated in Fig. 2(a). Next, they can choose one of the proposed ex-
change strategies using the second screen displayed in Fig. 2(b). If the dialogues
are disabled, users directly access this second screen. Each strategy is accom-
panied by an icon illustrating its main principle and a short description. By
selecting the blue arrow, users obtain additional details about the corresponding
exchange strategy (see Fig. 2(c)). These details include a rating of the strategy
according to the resulting jumbling degree, overhead, and trust in other users
and whether the strategy is more beneficial to the users (thumb-up icon), to
the application (thumb-down icon), or both of them (thumb-middle icon). The
more green crosses, the better the rating. While only the details of the realistic
exchange strategies are displayed in Fig. 2, similar detail views are available for
both random-fair and random-unfair exchange strategies. Consequently, users
can see the consequences of the different exchange strategies and which parties
benefit most from its application at a glance.

4.2 Reputation-Based User Selection

After having selected the exchange strategy to apply, users can first inform them-
selves on the selection of users to exchange sensor readings with based on their
reputation (see Fig. 3(a)). The reputation level is computed based on peer-based
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ratings about past exchanges as detailed in [8] and reflects the users’ readiness to
cooperate in this scheme. For example, dropping sensor readings or exchanging
incorrect ones will result in low reputation scores. Users can choose the minimum
reputation other users should have to initiate an exchange with them using the
interface depicted in Fig. 3(b). The reputation level is computed based on peer-
based ratings about past exchanges as detailed in [8]. The reputation levels are
coded using a 5-star scale, each star differing in both size and color. The biggest
green star is associated to the highest reputation level, while the smallest red
star is for the smallest reputation level. By selecting a low reputation level, users
take the risks that their sensor readings may not be reported to the application
server by the concerned exchange partners. On the other side, the number of
potential exchange partners may be limited when selecting a high reputation
level.

(a) Introductory dialogue
on the reputation-based
user selection

(b) Main screen to select
the minimum users’ repu-
tation to exchange with

Fig. 3. Screenshots of the interfaces dedicated to the selection of users

4.3 Reporting Strategy Selection

Similarly to the exchange strategy selection, users first obtain basic information
on the reporting principles as shown in Fig. 4(a) when using the dialogue-based
configuration. Otherwise, they can directly select the desired reporting strat-
egy in the screen represented in Fig. 4(b). Additionally, they can parameterize
the selected reporting strategy according to their preferences. For example, they
can determine the reporting frequency for the time-based reporting strategy,
the number of exchanges for the exchange-based reporting strategy, the dis-
tance between the original paths, or the minimum jumbling percentage for the
metric-based reporting strategies. Fig. 4(c) illustrates the parameterization of
the minimum jumbling percentage. By moving the slider, the shares of personal
and jumbled data are adjusted according to users’ preferences.
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(a) Introducing dialogue
on the reporting strategies

(b) Main screen to select
the reporting strategy

(c) Configuration of the
jumbling threshold

Fig. 4. Screenshots of the interfaces dedicated to the reporting strategies

4.4 Setting Review

After the configuration of the path jumbling mechanism, users can consult an
overview of their selected settings and learn about the potential consequences
as illustrated in Fig. 5. In Fig. 5(a), users can review which exchange strategy,
reputation level for other users, and reporting strategy they have chosen in the
upper part of the screen. In the lower part, they can see an estimation of the
jumbling degree and the reputation level that could be reached when applying
these settings. Moreover, the implications of their selection are displayed in a
second view depicted in Fig. 5(b). In this view, users can see at a glance the
influence of their settings with respect to privacy, trust in other users, reporting
latency, and data completeness based on the different colors and associated icons.
Data completeness refers to the reporting of consecutive sensor readings to the
server. The better the completeness, the better the data processing at the server
side, as results in the same area are available. By clicking on each cell, users can
obtain additional information about potential risks and change the associated
settings if those do not match their personal conception. Alternatively, they can
navigate to the corresponding interface using the lower navigation bar.

4.5 Summary

By using the designed interfaces, users can control the path jumbling mechanism
and take informed decisions based on the different proposed dialogues. Users
can hence control both the exchange and the report of the sensor readings. They
can also review their settings and their potential implications, thus catering for
transparency. If the settings do not correspond to their personal conception,
users can directly access them and update them.
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(a) Setting overview (b) Setting consequences

Fig. 5. Screenshots of the interfaces dedicated to the review of the selected settings

5 Evaluation of the Designed Privacy Interfaces

In order to evaluate the usability of the privacy interfaces presented in Sec. 4, we
have performed an empirical user study. Our study was advertised on different
student forums at our university. In total, 20 participants volunteered to test
and evaluated the designed interfaces. The participants were rewarded for their
contribution with refreshments, no monetary remunerations were offered. In this
section, we present the participants’ demographics and provide details about the
study settings, before commenting the obtained results.

5.1 Demographics

Our participant sample is composed of 20 undergraduate students aged between
20 and 25 years (μ=22.7, σ=1.87). They were predominantly male (n=12) and
their fields of study were as follows: electrical engineering (30%), natural sciences
(30%), computer science (25%), and humanities (15%). 62% of the participants
owned a smartphone, among which 23% owned at least one iOS-based device.
Their average experience level with such devices was rated with a score 4.25
with σ=1.58 on a scale from one (beginner) to seven (expert). While our sample
may not be representative for the whole population, we especially targeted this
group of participants as they are more susceptible to contribute to mobile sensing
applications than other socio-demographic categories as shown in [6].

5.2 Study Settings

The study was performed under supervised laboratory conditions. We distributed
to each participant an iPhone 4 configured with the privacy interfaces detailed
in Sec. 4. Additionally, each participant had a leaflet written in English includ-
ing: (a) a brief introduction to mobile sensing applications and related privacy
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issues, (b) instructions for a guided task, (c) the same for a free task, and (d)
a questionnaire. In the guided task, we asked the participants to conduct the
following main steps:

1. Identify the strategy that requires the lower trust in other users and select
the exchange strategy that guarantees the best jumbling degree,

2. Choose the reputation level that will allow them to exchange sensor readings
with every encountered user,

3. Set the time-based and distance-based reporting strategies to a threshold of
two days and 6 km, respectively. Select the metric-based reporting strategy
and set the jumbling threshold to 75%,

4. Review the chosen settings and change those categorized as critical.

Next, the participants could freely customize their own privacy settings in the
free task. In order to investigate their understanding of the existing trade-offs and
the helpfulness of the review step, we first asked them to indicate whether their
settings would benefit the application or their privacy protection. In average,
the completion of the study took approximately one hour per participant.

5.3 Results

In this section, we present the results of our user study, including both our ob-
servations as well as the participants’ answers to the distributed questionnaire.
We first focus on the comprehensibility of the proposed dialogues, before ad-
dressing the different interfaces related to the selection of the exchange strategy,
the minimum user reputation, the reporting strategy, and the setting review,
respectively. We finally examine user acceptance.

Dialogue Comprehensibility. After having read the first introductory dia-
logues displayed in Fig. 1, the users answered a set of multiple choice questions
about potential risks to their privacy caused by contributions to mobile sens-
ing applications, the basic principle of the path jumbling mechanism, and the
objective of the proposed interfaces. Based on these dialogues, 90% of the partic-
ipants correctly answered all questions, meaning that they fully understood the
motivation for these interfaces and the key principle of the underlying privacy-
preserving mechanism. The remaining participants had a majority of correct
answers, but did not select all possible correct answers.

Additionally, we submitted the following different statements to the partici-
pants: “The first view [in Fig. 1(b)] helped me to understand the risks of mobile
sensing applications” (#1), “The second view [in Fig. 1(c)] helped me to un-
derstand the goals of these privacy interfaces” (#2), “The second view clearly
described what I had to do next” (#3), and “The second view clearly described
the goal of the next step” (#4). The participants rated them using a seven point
Likert scale. A score of 1 indicates a strong disagreement with the statement,
4 is neutral, and 7 indicates a strong agreement. Figure 6(a) shows the mini-
mum, quartiles, and maximum scores attributed to these statements. With the
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(b) Exchange strategy selection

Fig. 6. Minimum, quartiles, and maximum score attributed to the statements focused
on the comprehensibility and the exchange strategy selection

exception of one participant, all participants agreed with the proposed state-
ments. This confirms that the first views contribute to the comprehensibility of
the privacy threats, the motivations behind the interfaces, as well as the dif-
ferent steps of the configuration process. Globally, the second view about the
path jumbling concept obtained better scores than the first view describing the
potential privacy threats. Participants may be more willing to have a detailed
information about possible risks when contributing to such applications, as par-
ticipant P3 commented that “you should also indicate what providers can do
with your personal data: location tracking, habit analysis,...”.

Exchange Strategy Selection. In a second step, we asked the participants to
rate the interfaces designed for the selection of the exchange strategies introduced
in Fig. 2. With the exception of three participants, all participants agreed that
“the icons appropriately illustrate the exchange strategies” (#5), and “selecting
an exchange strategy is easy” (#6), as shown in Fig. 6(b). Moreover, they found
that “the table describing the pros and cons of the exchange strategies is clearly
structured” (#7), and it “helped [them] to find the exchange strategy that best
fits [their] preferences” (#8).

Concerning the disagreeing participants, the participant P2 did not find the
proposed icons appropriate (#5), but did not comment on how to improve them.
For #8, the participant P4 strongly disagreed as he preferred using the textual
descriptions rather than the summary table “[...] because they provide more
information”. In comparison, the participant P20 thought that the table is not
useful as “reporting strategies can change the pros and cons of the exchange
strategies again”. Her reasoning is due to a confusion between the achieved
jumbling degree and the jumbling-based reporting strategy. Despite these three
strong disagreements, the scores selected by the participants however remain
positive. By comparing the results of #5 to #8, the scores given to #6 are
globally lower. Based on our observations, this difference may not be exclusively
due to the design of the main interface (see Fig. 2(b)), but also to the navigation
complexity between the interface itself and both the introductory dialogues (see
Fig. 1) and the table displaying the setting consequences (see Fig. 5(b)).
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When observing and discussing with the participants, we noticed an impor-
tant variation in their degree of comprehension of the exchange strategies. Some
participants perfectly understood the principles and consequences of the differ-
ent strategies, whereas others had only a vague idea. Hence, this indicates that
additional efforts should be provided to further increase the comprehensibility
of the configuration process. Moreover, we noted that several participants inter-
preted the consequences of each exchange strategy based on their descriptions,
instead of using the table showing the setting consequences as shown in Fig. 5(b).
This may suggest that the design of the table is still not optimal and can still
be improved to better help all users. In both cases, understanding and selecting
an exchange strategy was time-consuming and required concentration. While we
attempted to keep the amount of text to the minimum, our observations showed
that other alternatives should be found to reduce the burden for the users. For
example, videos or cartoons, could be investigated in the future.

Reputation-Based User Selection. Based on their experience in the guided
and free tasks, the participants next evaluated both the dialogue (cf. Fig. 3(a))
and the main interface (cf. Fig. 3(b)) used to set the minimum reputation level
that other users should have to initiate an exchange with them. As shown in Fig.
7(a), the distribution of the scores attributed to the corresponding statements are
slightly higher than for the previous results. Most participants agreed that “the
illustration clearly indicates the minimum reputation score of [their] exchange
partners should have” (#9). Moreover, “the combination of color and size of the
stars [helped them] to recognize the corresponding reputation score” (#10) and
“the text [helped them] to understand the characteristics of the users having the
respective reputation score” (#11). This means that the participants are more
positive about the control provided to select the minimum reputation level for
their exchange partners than that for the exchange strategy selection.

Most participants were able to understand and explain the consequences of
exchanging data with users having either low or high reputation scores. For
example, P3 explained the implications of choosing very high reputation scores
as follows: “The network of exchange partners shrinks as you are excluding many
[users] this way”. Participants having initial doubts indicated that the text had
been useful to select the appropriate reputation level. P3, however, commented
that the labeling could be improved as “[it] is not intuitively clear what means
low and high”. Again, P10 particularly disagreed on #9 and #10. While he
understood the interface objective as shown by his comments, the reputation
attribution remained unclear to him.

Reporting Strategy Selection. The participants next rated the interfaces ded-
icated to the selection of the reporting strategy detailed in Fig. 4. By comparing the
obtained results shown in Fig. 7(b) with those for the exchange strategy selection
in Fig. 6(b), we can observe that the participants found that the respective icons
better illustrate the reporting strategies (#12) than the exchange strategies (#5).
Moreover, fewer participants strongly agreed that “selecting a reporting strategy is
easy” (#13) compared to the exchange strategy selection (#6). This may be due
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Fig. 7. Minimum, quartiles, and maximum score attributed to the statements focused
on the reputation-based user selection and the reporting strategy selection

to the additional interaction required to customize the reporting strategy parame-
ter, e.g., the reporting frequency in the time-based reporting strategy. At the same
time, more participants globally agreedwith this statement based on a comparison
of the first quartiles. Our observations show that the degree of comprehension not
only varied between participants as for the exchange strategy selection, but also
between strategies. According to our expectations, the time-based reporting strat-
egy was relatively easy to understand while the distance-based reporting strategy
was the most difficult. With the exception of P2, all participants, however, rated
“the animations used to configure themetrics of the reporting strategies are compre-
hensible” (#14) and “the animations used to configure the metrics of the reporting
strategies are illustrative” (#15) with a score of either six or seven. Thismeans that
the proposed interactionswere appreciated by the participants, but the navigation
and the overall comprehension could be generally improved.

Setting Review. Fig. 8(a) shows that all participants agreed that “informa-
tion on [their] configuration are clearly arranged in the overview” (#16). A
wide spread of scores is however observed for #17 about the intuitiveness of the
scrolling between the overview and consequence table introduced in Fig. 5(a) and
Fig. 5(b), respectively. Our observations confirm that participants had difficulty
to find the consequence table because of the implemented sideways scrolling. As
a result, the sideways scrolling should be replaced by a more transparent inter-
action in order to address this issue. Moreover, almost all participants claimed
to have understood the objective of the consequence table as shown by the score
distribution of #18. Some participants, however, needed to read the provided
explanations in order to fully understand it. While most participants agreed that
the color mapping “helped them to quickly recognize critical aspects of [their] set-
tings” (#19), some of them indicated that the color mapping could be improved
to provide additional levels, instead of the current binary classification between
critical and uncritical. The participant having attributed the lowest score com-
mented that “it is not always clear what the colors mean” (P5). These encour-
aging results are confirmed by our observations, as most participants needed
only one to two attempts to correctly modify their settings when those were
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Fig. 8. Minimum, quartiles, and maximum score attributed to the statements focused
on the setting overview and the user acceptance

identified as critical. Few participants were even able to immediately identify
which strategy and parameter needed to be changed.

User Acceptance. We finally investigated the participants’ acceptance and
show the results in Fig. 8(b). With the exception of one participant, all partici-
pants globally agreed that “the concept of path jumbling is easy to understand”
(#20). This is not fully aligned with our observations, as some participants
required additional information from the study supervisor. Overall, the more
technical backgrounds the students had, the easier it was for them to provide
fast and precise answers. However, there were some exceptions. For example, a
student in physics performed better than one in mechatronic. Additional efforts
are hence still needed to improve the overall scheme comprehensibility. Asked if
“[they] would like to configure the mechanism [themselves] if an application would
offer it” (#21), 50% of the participants strongly agreed, despite the observed
time and concentration required. The remaining remained neutral or disagreed,
thus showing that the proposed control and associated interfaces did not gain the
full acceptance of our participants. Those participants however indicated that
“[they] would rather like to directly adjust the consequences according to [their]
preferences than configuring the mechanism in detail” (#22) by selecting higher
scores compared to #21. However, the participants having strongly agreed with
#21 indicated to be less interested in controlling the mechanism as compared to
selecting the consequences.

In summary, the majority of our participants understood the path jumbling
mechanism and configured it wisely. This shows that potential users are able
to excerpt fine-granular control over the protection of their privacy. Some of
them considered their privacy and the associated control as important, but were
overwhelmed by all scheme details. They would prefer only deciding on the
consequences and leave the system parameterizing the underlying mechanism.

By putting the configuration of the privacy settings in the foreground and
conducting the study in a laboratory setting, we were able to evaluate our de-
sign decisions based on the participants’ comments and reactions. However, the
chosen methodology cannot fully capture normal user behaviors. We hence plan
to conduct an additional long-term study in order to investigate, i.e., whether
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and how privacy settings are updated over time under real-world conditions and
how many interactions do the users actually need in absence of guidance.

6 Related Work

In recent years, designing privacy interfaces and analyzing privacy concerns and
behaviors have attracted increasing attention in a wide range of application do-
mains. Generic guidelines to design privacy user interfaces have been provided in
[20,22] and recommendations to avoid common pitfalls have been made in [16].
Moreover, enhanced privacy interfaces for online social networks have been pro-
posed, e.g., in [18], while the impact of the related information exposure on
privacy concerns and behaviors have been investigated in [2,17]. Additionally,
interfaces for peer-to-peer file sharing systems and website privacy policies have
been designed and evaluated in [12] and [11], respectively. In the former, exist-
ing interfaces have been leveraged, whereas new concepts, such as the Privacy
Bird, have been introduced in the latter. Users’ privacy decisions have also been
examined in picture sharing applications [3]. These solutions, however, focus on
application domains orthogonal to participatory sensing applications.

Concerning mobile sensing applications, few user studies have been conducted.
Users’ privacy concerns contributing to a mobile sensing application have been
explored in [15], while the authors of [5] have analyzed how users understand,
choose, and feel comfortable with different location privacy-preserving schemes.
No dedicated user interfaces have, however, been proposed. This work shares
more similarities with our previous work [9], in which different privacy interfaces
allow users to select the granularity degree at which their sensor readings are
released. Similarly to this work, a user study based on a proof-of-concept imple-
mentation have been conducted. Their focuses however differ. In [9], we explore
the users’ preferences in terms of visualization of privacy settings, while we build
upon this work and focus on investigating to which degree users can understand
and configure complex technical schemes to protect their privacy.

7 Conclusions

We have designed and implemented privacy interfaces that provide control over
a privacy-preserving scheme to users of mobile sensing applications. By using our
interfaces, users can select and customize different strategies according to their
personal preferences. We have evaluated our interfaces by means of a user study
involving 20 participants and shown that most of our participants were able to
comprehend the underlying mechanism and the associated trade-offs based on
our interfaces despite their complexity. While some users would prefer an assisted
version where the system would configure the settings based on their chosen
consequences, others would be ready to invest time and manually configure each
setting according to their preferences. In addition to providing insights about
future design improvements, the outcomes of our study therefore demonstrate
that users have more than a binary choice between either renouncing to their
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privacy or not using the application at all, thus laying the first stones on the
path to usable and controllable privacy protection for mobile applications.
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Abstract. We propose a method for applying genetic algorithms to
confidential data. Genetic algorithms are a well-known tool for finding
approximate solutions to various optimization and searching problems.
More specifically, we present a secure solution for solving the subset cover
problem which is formulated by a binary integer linear programming
(BIP) problem (i.e. a linear programming problem, where the solution
is expected to be a 0-1 vector). Our solution is based on secure multi-
party computation. We give a privacy definition inspired from semantic
security definitions and show how a secure computation system based
on secret sharing satisfies this definition. Our solution also achieves se-
curity against timing attacks, as the execution of the secure algorithm
on two different inputs is indistinguishable to the observer. We imple-
ment and benchmark our solution on the Sharemind secure computation
system. Performance tests show that our privacy-preserving implemen-
tation achieves a 99.32% precision within 6.5 seconds on a BIP problem
of moderate size. As an application of our algorithm, we consider the
problem of securely outsourcing risk assessment of an end user computer
environment.

Keywords: privacy, secure multi-party computation, genetic algorithms.

1 Introduction

1.1 Background

Secure computation is a well-known cryptographic tool, where parties can jointly
compute a function without revealing their own inputs. The two-party setting
was introduced by Yao [34], and a more general case, secure multi-party compu-
tation (SMC), was introduced by Goldreich, Micali, and Wigderson [18].
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SMC is recognized as a useful tool and several applications have been pro-
posed, e.g. privacy-preserving data mining [26], testing disjointness of private
datasets [35], applications to on-line marketplaces [13], private stable match-
ing [33], genome-wide association studies [24], etc. Especially, due to the recent
concern against cyber security incidents, it is desirable to share protection/attack
knowledge, whereas such information is usually sensitive. In such a case, SMC
comes into effect, e.g., privacy-preserving sharing of network monitoring data
has been considered [10].

In theory, any function can be computed by garbled circuits [34] with oblivious
transfer schemes which require heavy costs. However, it is a challenging task to
implement an efficient SMC system, since even a simple comparison or scalar
product circuit can require a few seconds to complete [29] on standard hardware.

Fully homomorphic encryption (FHE) is a new and promising technique [15].
However, the current implementations of FHE are impractical. For example,
Gentry and Halevi have implemented the original Gentry’s FHE scheme in [16].
In their implementation, a single bootstrapping operation (which is needed to get
the complete homomorphic operation) requires at least 30 minutes (for the large
setting). A FHE scheme proposed by Brakerski, Gentry, and Vaikuntanathan
(which is known as FHE without bootstrapping) has also been implemented for
the evaluation of the AES circuit [17]. However, one AND operation requires
from 5 to 40 minutes, making the system impractical.

1.2 Our Contribution

In this paper, we focus on solving optimization problems on confidential informa-
tion. Our approach is to adapt genetic algorithms (GAs)—well-known algorithms
for computing approximate solutions of the underlying problems—to SMC. GAs
are inherently heuristic and are not guaranteed to produce the globally optimal
result, nevertheless, they have been proven to yield results good enough for prac-
tical use. Since performance overhead added by introducing SMC is remarkable,
finding good trade-offs between performance and some other parameters is an
interesting research question. GA provides an interesting trade-off between pre-
cision and performance—something that has not been extensively treated in the
existing literature for SMC algorithms.

We begin by defining privacy in a client-server data processing scenario. Our
definition is similar to semantic security definitions for cryptosystems. We then
present one secure computation setting that achieves the desired privacy goals.
This setting is based on secure multiparty computation using additively homo-
morphic secret sharing. One of the main challenges that we tackle is security
against timing attacks—our privacy definition requires that even the different
executions of the secure program are indistinguishable from each other. Stating it
otherwise, the program execution flow should not depend on the input data. This
is a non-trivial restriction on the implementation of optimization algorithms.

We show how to securely solve (weighted) subset cover problems (SCP) for-
mulated by binary integer linear programming (BIP) problems. We present a
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BIP algorithm that satisfies our privacy definition, providing indistinguishabil-
ity of any two algorithm executions. We implemented this algorithm on the
Sharemind SMC system [8,6]. We provide benchmarking results from several
algorithm executions with different parameters.

Finally, we consider an application of our SMC to capture the following sce-
nario: a user who has a confidential input vector would like to solve some opti-
mization problem in a outsourcing manner. As a concrete application, we show
that our SMC can be applied for outsourced risk evaluation system [32], where
it can be used to propose countermeasures that the user should deploy to reduce
risks without releasing its private local information (e.g., OS/software/hardware
versions).

1.3 Related Work

Sakuma and Kobayashi [30] have proposed a secure GA for solving the dis-
tributed traveling salesman problem (TSP) in the privacy preserving manner.
However, their solution uses an additively homomorphic public key encryption
(e.g., the Paillier public key encryption scheme [28]) in two-party setting. Also,
their approach uses Edge Assembly Crossover and is hence specific to TSP and
can not directly be used to solve SCP or BIP problems.

SMC based on the Shamir secret sharing scheme was proposed by Ben-Or,
Goldwasser, and Wigderson [5], and secret sharing schemes are recognized as a
useful tool for constructing SMC. There are several security definitions of SMC
that have been considered. In the semi-honest model, adversaries follow the pro-
tocol, but they try to extract useful information, whereas in the malicious model,
adversaries can have full control over some parties who may deviate from the
protocol. Recently, degradation of both security and corruptions has been con-
sidered in [22], where different security guarantees can be achieved depending on
the actual number of corrupted parties. Moreover, a mixed adversary structure,
where some of the parties are corrupt actively and some passively has also been
recently studied [23].

As an intermediate security level between passive and active, covert adver-
saries can be considered [12,20,19]. In this setting the parties are willing to
actively cheat, but only if they are not caught.

In addition to Sharemind [6], several SMC frameworks have been constructed
so far, e.g., FairplayMP [4], VMCrypt [27], TASTY [21], SEPIA [11]. There
are also other secure computation systems based on different techniques like
searchable encryption, e.g. BLIND SEER [1] and CryptDB [2].

2 Privacy-Preserving Computations

2.1 Defining Privacy for the User

Consider a distributed computation system with the following parties. C is the
user who needs to solve a problem and uses the help of the server S to do that.
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Protocol 1. Abstract protocol for server-assisted problem-solving

Data: C has its problem instance e ∈ E.
Result: C gets a solution m from the solution space M .

1 C classifies its inputs and sends them to the server :
2 eC ← CLASSIFY(e)
3 C sends eC to S

4 S solves the instance using the appropriate routine rC :
5 mC = rC(eC)
6 S sends mC to C

7 C declassifies the solution:
8 m ← DECLASSIFY(mC)

However, the server should not learn anything about the particular problem
instance, hence we will introduce a classification mechanism that C can use
before sending the problem out. Then S will solve the problem in a classified
manner, and will send a similarly secured result back to C.

For generality, we do not describe our model in the context of a particu-
lar data protection primitive such as encryption. Instead, we categorize data
into classified and public categories. Classified values are confidential and must
remain secret from the S during the computation. The classification function
CLASSIFY() converts the public value x into its classified form. The declassi-
fication function DECLASSIFY() converts a classified value to a public one. A
pair of classification and declassification functions is sound, if

∀x DECLASSIFY(CLASSIFY(x)) = x .

Protocol 1 presents this general setting from the perspective of the user. We
assume that C has access to efficient classification and declassification functions.

The core of Protocol 1 is the classified computation routine rC , taking the
classified problem instance eC as input and generating the solutionmC as output.
The corresponding unclassified version of the solution routine is defined as

r(e) = DECLASSIFY(rC(CLASSIFY(e)) .

We have two security requirements for the private problem solving system
in Protocol 1—correctness, and oblivious execution. For correctness, we require
that when C learns m = r(e) at the end of the process, then m is a solution to
the original problem instance.

The solution routine is oblivious, if S does not learn anything about e during
the solving process. Note that we assume that S follows Protocol 1 and provides
C with an output.

We will now give a privacy definition for the solution routine. The defini-
tion follows the real-or-random approach used in IND-CPA-style proofs (see
Figure 1). We will let the attacker choose the input e and later observe the tran-
script of the protocol consisting of the output eC of the initial CLASSIFY step
and subsequent application of rC . We will denote the transcript corresponding to
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input e as Transcript(e). Note that by letting the adversary choose the problem
instance e we actually allow him to do more than we would assume in reality,
where he would be a mere observer of the messages. In the accompanying random
world in Figure 1, the adversary is given a transcript produced on uniformly
chosen random input e′, and a task of distinguishing between the two worlds.

The function Transcript(e) is defined by the underlying implementation met-
hodology. For example, if the system is implemented by a fully homomorphic
encryption scheme, Transcript(e) comprises of all the values that S sees, whereas
if the system is implemented by k-out-of-n secret sharing (as will be done in
Protocol 2), Transcript(e) comprises of the values seen by up to k servers that
make up S. Moreover, the power of the adversary A is also defined according
to the underlying implementation methodology. E.g., for fully homomorphic en-
cryption, A should be a probabilistic polynomial-time (PPT) adversary, whereas
for a secret sharing scheme, A is allowed to have unconditional power. As Defini-
tion 1 is an abstract privacy definition independent of the underlying technology,
we need a more specific definition for each implementation. An example of an
adapted privacy definition is given in Section 2.2.

GA
real[
e ← A

return A(Transcript(e))

GA
rnd⎡

⎢⎢⎣
e ← A

e′ U← E

return A(Transcript(e′))

Fig. 1. Privacy definition games for secure risk evaluation

Definition 1. The secure solution routine in Protocol 1 is private, if for the
security games in Figure 1,

Pr
[GA

real = 1
]
= Pr

[GA
rnd = 1

]
.

According to Definition 1, we require the constructions for CLASSIFY and
rC to be such that an adversary cannot learn anything about the input e of
C by seeing eC or executing rC(eC). We note that the adversary can not have
access to the declassification oracle, as it would then be trivial to break privacy.
The particular secure computation technique used for implementing the solution
routine will have to provide constructions for CLASSIFY, DECLASSIFY and
rC so that this assumption holds.

2.2 A Threshold Version of the Privacy Definition

In Section 2.1 we gave a definition for privacy, but omitted details on how to
achieve it. In this section, we will describe how to satisfy this definition using
secret sharing and secure multi-party computation. Alternatively, one could build
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Protocol 2. Server-assisted problem-solving using SMC

Data: C has its problem instance e ∈ E.
Result: C gets a solution m from the solution space M .

1 C shares its problem instance and sends shares to the solving servers:
2 (e1, . . . , en) ← Share(e)
3 C sends ei to Si

4 Each Si participates in SMC to find the solution:
5 (m1, . . . ,mn) = r(e1, . . . , en)
6 Si sends mi to C

7 C reconstructs the solutions from shares:
8 m ← Reconstruct(m1, . . . ,mn)

a secure problem solving system using, for example, homomorphic encryption,
garbled circuits or trusted hardware.

SMC requires that we implement the routine as a distributed system, but
the same holds for most other cryptographic techniques. Fully homomorphic en-
cryption could be used to create a single-server solution in theory, but currently
known protocols are very inefficient in practice [16]. Trusted hardware that pro-
vides data protection and anti-tamper guarantees would also be a suitable tool
for implementing rC . However, such hardware is still not widely available.

We give an updated privacy definition that allows the problem solving system
to be distributed between n parties S1, . . . , Sn. First, we define the CLASSIFY
and DECLASSIFY functions using secret sharing [31]. To classify a value s, we
compute its shares s1, . . . , sn using the sharing function of the chosen secret
sharing scheme and send si to Si. Similarly, to declassify a value, each Si must
send its share of the value to C. The updated protocol is given as Protocol 2.

We use the threshold notion in our security assumption. Namely, we assume
that no more than k nodes in the problem-solving system S are corrupted by
the adversary. In the context of Definition 1 based on the games in Figure 1 this
means that the Transcript available to the adversary will consist of the views of
up to k nodes.

To prove that the adversary cannot distinguish between the real and random
game, we need to show that in the Transcript, the adversary cannot distinguish
1) the shares of its chosen input from the shares of random input, and 2) the
computations performed on these shared inputs. In the next section we will
present one specific instantiation of all the required components allowing for the
required security proofs.

2.3 The Sharemind Secure Multi-party Computation Platform

In order to implement the components CLASSIFY, DECLASSIFY and rC , we
need to instantiate the abstract secret sharing and share computing engine with a
concrete one. For the purposes of this paper, we chose the Sharemind framework
for implementing privacy-preserving computations [6]. Sharemind supports the
operations that we require for our risk analysis task and the protocols are
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universally composable, simplifying our privacy proof. Sharemind was chosen
for its performance and rapid application development tools [7,9]. Also, we could
obtain the software implementation of Sharemind for conducting practical ex-
periments.

In its current implementation, Sharemind uses three computing nodes (also
called miners) working on additively shared 32-bit unsigned integers. To share
a value x ∈ Z232 , two random elements x1, x2 ∈ Z232 are generated and the
third (uniquely determined) value x3 ∈ Z232 is selected so that x1 + x2 + x3 ≡
x mod 232. This is essentially the definition for the CLASSIFY operation. The
corresponding DECLASSIFY operation is even simpler – the three shares just
need to be added modulo 232.

In order to implement the private problem solving function rC we need a
number of primitive protocols for addition, multiplication, compare-exchange,
etc. The specifications of these protocols and the security proofs can be found
in [9,25].

All the Sharemind protocols have been designed to withstand a passive at-
tacker who is able to monitor the communications of one computing node out
of three. For such an attacker, the Transcript of the protocol will not differ from
a random Transcript. More formally, we are using the definition of perfect simu-
latability given in [6].

Definition 2. We say that an SMC protocol is perfectly simulatable if there
exists an efficient universal non-rewinding simulator S that can simulate all
protocol messages to any real-world adversary A so that for all input shares, the
output distributions of A and S(A) coincide.

It is additionally proved in [6] that if a perfectly simulatable protocol is ap-
pended by a perfectly secure resharing step, we obtain a perfectly secure protocol.
Using this result, the paper [9] proves that all the fundamental protocols (multi-
plication, share conversion, bit extraction, equality, division) used by the current
Sharemind engine are secure against one passive adversary. Furthermore, due
to universal composability of perfectly secure elementary operations, all the fun-
damental protocols also remain universally composable. This implies that higher
level protocols (such as sorting) retain the property of having the Transcript in-
distinguishable from the random one. Hence the requirements of Definition 1
are satisfied as long as no intermediate results are declassified. Achieving this
presumes that the protocols implemented are data-agnostic, that is, the program
flow of the algorithm does not depend on its inputs. Unfortunately, not all ef-
ficient algorithms are data-agnostic and we need to select or design algorithms
based on this quality. In the following section we will present one approach to
implementing a data-agnostic private optimization problem solving function.

3 Privacy-Preserving Optimization Problem Solving

In this Section, we will concentrate on the cheapest subset covering problem. For-
mally, let Z = {z1, z2, . . . , zm} be a set of m elements, and let X1, X2, . . . , Xn ⊆
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Z be a collection of available subsets of Z. Let us also have a target set T ⊆ Z
and our aim is to select some Xij out of the given collection so that the selected
sets would cover T , i.e.

T ⊆
⋃
j

Xij . (1)

Additionally, let every set Xi have an associated cost ci; then our optimization
goal is ∑

j

cj → min . (2)

We will represent the covering restrictions in terms of the incidence matrix
A = (aij)

m,n
i,j=1 given by

aij =

{
1 if zi ∈ Xj , and

0 otherwise.

We represent the target set T by its characteristic vector t = (t1, t2, . . . , tm)T

where ti = 1 indicates that zi ∈ T . As the output, we are required to produce
another 0-1 vector x = (x1, x2, . . . , xn)

T , where xj = 1 indicates that the set Xj

was selected.
Then the condition (1) translates to

A× x ≥ t (3)

and the optimization goal (2) becomes

c · x =

n∑
j=1

cj · xj → min ,

where c = (c1, c2, . . . , cn)
T .

Out of the data given to the algorithm, the matrix A and the cost vector
c are assumed to be public, but the vectors t and x must remain oblivious.
Formulated as such, we have a standard binary integer programming problem
(BIP) that have been well-studied and can be solved by branch-and-bound type
of algorithms like Balas Additive Algorithm [3].

However, in order to efficiently prune the search tree, such methods need to
make decisions on control bits, and their runs differ on different input data. This
behaviour is unwanted in a privacy-preserving algorithm, as the running time of
the program could be used to infer details about the private inputs.

Hence, we decided not to choose a branch-and-bound algorithm and take
a totally different approach. In this paper, we implement a genetic algorithm
for solving the underlying BIP problem. This approach has several advantages.
First, we do not have to leak any bits, since the control flow does not depend on
the private inputs. Second, a genetic algorithm can be made to run for a prede-
fined number of iterations or a predefined amount of time. On the other hand,
genetic algorithms are inherently heuristic and are not guaranteed to produce
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Algorithm 3. Basic genetic algorithm

Data: Characteristic vector t ∈ {0, 1}m; incidence matrix A ∈ {0, 1}m×n; vector
c ∈ (Z232)

n expressing the costs of subsets
Result: A set of k candidate solutions

1 Generate a random generation (x1,x2, . . . ,xk)
2 while there is time to compute do
3 For each pair of individuals xi and xj produce their offspring by crossover
4 For some offspring mutate some of their bits
5 Sort the offspring pool by the fitness c · x
6 Choose k fittest for the new generation (x1,x2, . . . ,xk).

7 end
8 return (x1,x2, . . . ,xk)

the globally optimal result. Nevertheless, they have been proven to yield results
good enough for practical use.

Genetic algorithms work on generations of individuals. In our case, the indi-
viduals are 0-1 vectors xi corresponding to the candidate countermeasure suites.
Each generation has k individuals where k is a system-wide configurable param-
eter. Computation proceeds in iterations, where both the input and output of
each iteration is a k-element generation. The general structure of the routine is
presented in Algorithm 3.

There are several implementation details to fill in in the basic algorithm.
We have to choose the size of the generation, crossover strategy and mutation
strategy. Since these parameters depend on each other non-linearly, making the
optimal choices is a highly non-trivial task.

For our demo application we ran tests with the size of the generation set to
k = 8, 12, 16, 23, 32, and for the number of iterations g = 5, 10, 20. We applied
uniform crossover and mutated the bits of individuals also randomly with the
probability 2−s. The last two choices were made because of the need to hide the
control flow. Next to the uniform crossover, another frequently used strategy
is one- or two-point crossover. However, selecting a few random cutting points
has no straightforward implementation in the oblivious setting. At the same
time, uniform selection between the parent genes is rather easy to achieve by
generating random selection vectors and performing n oblivious choices for each
candidate offspring. Similar reasoning applies to the mutation operation as well.
In order to flip the bits of individuals with probability 2−s, we can generate s
random bit vectors and multiply them bitwise. In our experiments we set s = 4
giving 6.25% of probability for any bit to be flipped.

The pool of candidates for the next generation consists of k members of the
previous generation plus

(
k
2

)
of their offspring. Since technically, it is simpler to

sort 2t elements, some of the offspring are discarded to get the closest power of
two for the pool size. E.g. when k = 8, we get the original pool size 8+

(
8
2

)
= 36

and we drop 4 of them to get down to 32. For k = 12, 16, 23, 32, we sort arrays
of size 64, 128, 256, 512, respectively.
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In order to select the k fittest individuals, i.e. the candidate covers with the
smallest cost, several steps need to be taken. First, for every candidate vector we
need to verify the matrix inequality in Equation 3, and if it is not satisfied, we
obliviously assign a very high cost to this vector. Next, we need to sort all the
candidate vectors by the costs. Full sorting is a rather expensive operation, and
it is not really needed for the purposes of genetic algorithms. Hence, we decided
to implement Swiss tournament sorting. It is known that this sorting method
works better in both ends on the sorted array, whereas the middle part is not
guaranteed to be linearly ordered [14]. In our case, we obliviously evaluate as
much of the Swiss tournament sorting network as is needed for finding the top
k elements. However, our experiments show that compared to full sorting, the
degradation of the precision of the whole genetic algorithm is rather small, but
the gain in computing time is significant.

To conclude the Section, we state and prove the main theorem of the paper.

Theorem 1. Algorithm 3 is private in the sense of Definition 1.

Proof. The proof relies on two main building blocks – privacy of the primitive
operations and preservation of the privacy property through composition.

In order to implement Algorithm 3, only two primitive operations are needed
– addition and multiplication.

Indeed, generating a random initial bitvector for the first generation is a trivial
local operation. Crossover can be implemented by multiplying s random bitvec-
tors and then applying oblivious choice as specified in [8]. Mutation operation
also needs a biased random vector which can be generated as in the case of
crossover, and then applying an XOR operation that can be implemented as

aXOR b = a+ b− 2ab .

Fitness computation is a simple dot product which only needs addition and
multiplication. For sorting, a greater-than primitive and a compare-exchange
block are needed. Suitable constructions are found in [8] and [25]. Note that
Swiss tournament sorting can be implemented as a sorting network and is hence
data agnostic, i.e. the control flow does not depend on the actual values.

Addition of values is a local operation and trivially satisfies Definition 1. A
suitable multiplication together with the accompanying privacy proof is given
in [9]. The necessary compositionality theorems are given in [6]. This completes
the proof.

Next, we will present a concrete application scenario for our optimization
framework.

4 Application Scenario: Secure Service Provisioning
Framework

Our example scenario builds on top of the problem of outsourcing risk assess-
ment computations. In [32] Takahashi et al. have proposed the concept of a risk
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visualisation and alerting framework. The framework consists of four compo-
nents.

The user system contains the platform and applications utilized by the user
requesting access to an online service. We assume that the user system connects
to services over a network and can collect information about its software, hard-
ware and network connection. The service provider is providing users with a
service over a network. Each service provider can set security requirements for
using the service.

The security authority collects information about threats to software, hard-
ware and networking systems and the respective countermeasures to compile a
knowledge base. This knowledge base is used by the risk evaluation system
(RES) to help the user system in selecting appropriate countermeasures for se-
curing online transactions.

When a user decides to access an online service, the user system compiles
a description of its environment and sends it to the risk evaluation system to-
gether with the security expectations. The risk evaluation system determines the
security threats that could affect the user’s transaction and proposes counter-
measures that the user should deploy to reduce risks.

The service provision framework is illustrated in Figure 2. We refer to [32] for
more details.

Fig. 2. The secure service provision framework

While the use of this framework enhances the security of online transactions
that the user performs, a näıve implementation does so at the expense of privacy,
since the user is forced to disclose the information about its vulnerability status
to a third, potentially untrusted party.

However, this problem can be solved by applying our secure subset cover com-
putation routine. In terms defined in Section 3, we may view Z = {z1, z2, . . . , zm}
as the set of possible threats against the user system. The sets Xi correspond
to the possible countermeasures, where zj ∈ Xi (i.e. aij = 1) means that the
measure Xi is efficient against the threat zj. The input characteristic vector
t then refers to all the threats relevant for the particular user, and the output
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vector x describes a set of countermeasures that, in collection, mitigate all the
threats and are together as cheap as the system was able to find within given
time. In order to complete real performance tests, we built a model problem, the
parameters of which can be found in Appendix A.

Note that our test vectors do not reflect any real environment, and are pro-
vided for benchmarking purposes only. The actual parameter values may vary
between different real setups and need to be re-evaluated as a part of real risk
analysis process. This work remains out of the scope of the current paper.

5 Practical Results

We implemented the risk evaluation system on the Sharemind system. We cre-
ated a data importer that was used to load the knowledge base into a Sharemind
installation. We then developed the described genetic algorithm in the SecreC
programming language that is used to implement Sharemind applications. We
implemented the oblivious top-k as a new protocol in Sharemind for opti-
mization purposes. We then created a testing application that let Sharemind
evaluate the risks on all possible inputs according to the used knowledge base.
We also computed all the optimal solutions using Sage and the GNU Linear Pro-
gramming Kit and used the results as reference values to evaluate the correctness
of the private implementation.

The Sharemind system was deployed on three computers running on a lo-
cal network. The computers contain 12 CPU cores and 48 gigabytes of RAM.
However, during experiments we saw that at most two cores per machine were
being fully used and the memory usage of Sharemind did not grow over 150
megabytes. It is reasonable to assume such resources, as the Risk Evaluation
System will be deployed centrally, on high-performance hardware.

For our performance tests, we selectedm = 10 threats and n = 16 countermea-
sures together with their correspondences and costs as described in Appendix A.
We ran the tests for generation sizes k = 8, 12, 16, 23, 32 and number of gener-
ations g = 5, 10, 20. For each of the pairs of these values, we determined the
percentage of correctly computed optimal costs out of 210 = 1024 possible input
vectors. We also measured the average execution time. The results are displayed
in Table 1.

Table 1. Accuracy and running time of the privacy-preserving genetic algorithm for g
generations of size k

g = 5 g = 10 g = 20

k = 8 3.71% (3711 ms) 45.21% (7187 ms) 78.22% (14167 ms)

k = 12 18.75% (4220 ms) 79.39% (8186 ms) 92.87% (16120 ms)

k = 16 55.66% (4733 ms) 95.61% (9247 ms) 99.51% (18291 ms)

k = 23 89.55% (5420 ms) 99.80% (10546 ms) 99.90% (21008 ms)

k = 32 99.32% (6440 ms) 100.00% (12702 ms) 100.00% (25164 ms)
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We see that in already under 6.5 seconds it is possible to achieve near-perfect
performance of the algorithm, and that increasing the size of the generation helps
to obtain better precision with much lower cost in time compared to increasing
the number of generations.

6 Conclusions and Future Works

After the first introduction of the SMC concept in early 1980s, continuous re-
search efforts have been carried out to take this concept to practical applications.
The current paper also contributes to this research.

One of the main problems when trying to implement practical SMC systems is
the prohibitive performance overhead. This paper considers one possible trade-off
to address this problem, namely relaxing the precision requirements in order to
achieve better running time of the algorithms. One setting where such a trade-off
makes sense are the optimization problems. Even then, not all the optimization
methods are suitable for implementing using SMC mechanisms. Most notably,
the method should be data-agnostic.

In this paper, we considered weighted subset covering problems and con-
structed a genetic algorithm to solve them. We implemented this algorithm on
top of the Sharemind SMC engine and benchmarked on the model problem of
secure outsourced risk analysis. Our results show that on moderate size prob-
lems, genetic algorithm running on Sharemind can have excellent precision in
reasonably fast running time, with many possible trade-offs.

Genetic algorithms are by far not the only method for solving optimization
problems. It is an interesting future research target to develop privacy-preserving
versions of other well-known approaches (gradient descent, simulated annealing,
ant colony optimization, etc.).

On the other hand, weighted subset covering problem is rather general and it
has many other possible application areas (e.g. determining suitable treatment
for a patient without revealing his/her exact medical condition). Deploying our
algorithms to solve these problems and improving their performance remain the
subjects for future research as well.
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tation. In: Askoxylakis, I., Pöhls, H.C., Posegga, J. (eds.) WISTP 2012. LNCS,
vol. 7322, pp. 144–159. Springer, Heidelberg (2012)

11. Burkhart, M., Strasser, M., Many, D., Dimitropoulos, X.A.: SEPIA: Privacy-
preserving aggregation of multi-domain network events and statistics. In: USENIX
2010, pp. 223–240 (2010)

12. Chandran, N., Goyal, V., Ostrovsky, R., Sahai, A.: Covert multi-party computa-
tion. In: FOCS 2007, pp. 238–248 (2007)

13. Choi, S.G., Hwang, K.-W., Katz, J., Malkin, T., Rubenstein, D.: Secure multi-party
computation of boolean circuits with applications to privacy in online marketplaces.
In: Dunkelman, O. (ed.) CT-RSA 2012. LNCS, vol. 7178, pp. 416–432. Springer,
Heidelberg (2012)
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A Description of the Experimental Setup

For our tests, we selected m = 10 threats and n = 16 countermeasures together
with their correspondences and costs, having some typical network services in
mind (e.g. social networking service, on-line banking, electronic commerce, and
on-line storage service). We considered the following threats:

T1. Authentication Information Leakage from Terminal Inside
T2. Authentication Information Leakage by Shoulder Surfing
T3. Authentication Information Leakage on Data Transmission Channel (LAN)
T4. Authentication Information Leakage on Data Transmission Channel (End-

to-End)
T5. Platform Information Leakage from User Terminal
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T6. Privacy Information Leakage from User Terminal
T7. Privacy Information Leakage on Data Transmission Channel
T8. Classified Information Leakage from User Terminal
T9. Disable Services
T10. Financial Damage.

Against these threats we considered the following countermeasures:

C1. Authentication: Password (stored in Client Terminal)
C2. Authentication: Password (short length, not stored)
C3. Authentication: Password (long length, not stored)
C4. Authentication: Challenge and Response
C5. Authentication: Look-Up Table
C6. Authentication: Software Cryptographic Token
C7. Authentication: Hardware Cryptographic Token
C8. Anti-Virus Gateway
C9. Anti-Virus Client
C10. Channel Encryption (LAN)
C11. Channel Encryption (End-to-End)
C12. Stored Data Encryption
C13. Digital Signature
C14. Firewall
C15. Intrusion Detection System (IDS) / Intrusion Prevention System (IPS)
C16. Proxy

Based on the expert knowledge of the authors, we then selected the matrix of
correspondence between the threats and countermeasures (see Table 2) and the
vector of countermeasure costs (see Table 3).

Table 2. Test data for matrix of threats and countermeasures

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16

T1 0 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0

T2 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0

T3 0 0 0 1 1 1 1 0 0 1 0 0 0 0 0 0

T4 0 0 0 1 1 1 1 0 0 1 1 0 0 0 0 0

T5 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

T6 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

T7 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0

T8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1

T9 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0

T10 0 0 0 1 1 1 1 0 0 1 1 0 1 0 0 0

Table 3. Test data for countermeasure costs

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16

Cost 3 1 2 5 7 15 30 150 15 3 5 15 15 5 100 100
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Abstract. Since the 1990s, two technologies have reshaped how we see
and experience the world around us. These technologies are the Internet
and mobile communication, especially smartphones. The Internet pro-
vides a cheap and convenient way to explore and communicate with dis-
tant people. A multitude of services have converged on the smartphone
platform, and potentially the most notable is social networking. With
increased interconnectivity and use of online services, concerns about
consumers’ security and privacy are growing. In this paper, we evaluate
the security- and privacy-preserving features provided by existing mo-
bile chat services. This paper also puts forwards a basic framework for
an End-to-End (E2E) security and privacy-preserving mobile chat service
and associated requirements. We implemented the proposal to provide
proof-of-concept and evaluate the technical difficulty of satisfying the
stipulated security and privacy requirements.

1 Introduction

The instant messaging services provided by applications like WhatsApp, Apple
iMessage and BlackBerry Messenger are overtaking traditional SMS services [1],
becoming the preferred medium of communication for millions of smartphone
users1. However, the security and privacy-preserving features of different mobile
applications have come under the spot-light [3]. There are different security and
privacy features provided by different mobile chat applications, but there are not
many mobile chat applications that provide an End-to-End (E2E) security and
privacy-preserving service to their customers.

In this paper, we focus on such a mobile chat service. We propose a framework
for building such a service and then evaluate the technical challenges involved
in implementing it, to provide a proof-of-concept and understand any potential
technical issues which may restrict such features from being implemented by
mainstream mobile chat service providers.

1 Financial Times report [1] put the number of daily instant messages at 41billion and
WhatsApp has more than 200 million active monthly users [2].

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 124–139, 2014.
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1.1 Contributions of the Paper

This paper deals with the security and privacy-related challenges faced in the
design, development and maintenance of a mobile chat service. The main con-
tributions of this study are:

1. End-to-End (E2E) security and privacy-preserving architecture for mobile
chat services

2. Secure key exchange, even when communicating parties are not online (i.e.
for offline messages)

3. User-to-User (U2U) authentication mechanism2

4. Implementation analysis of proposed architecture

1.2 Structure of the Paper

Section 2 discusses the evolution of mobile phone technology and how mobile
chat is becoming a convenient method of communication. In section 3, we ex-
plore the existing commercial applications that provide different degrees of se-
curity and privacy features. In addition, we also stipulate the security and pri-
vacy requirements for an E2E secure and privacy-preserving mobile chat service.
Subsequently, we describe the proposed framework along with the details of cru-
cial operations. In section 4, practical implementation experience is presented.
Section 5 provides an overall analysis of the proposed/implemented framework.
Finally in section 6 we provide potential future research directions and conclude
the paper.

2 Mobile Phones

In this section, we briefly visit smartphone technology in order to understand the
scale of the market, which directly relates to the security and privacy concerns
of mobile chat users.

2.1 Smartphones: A Paradigm Shift

The mobile phone platform has evolved a long way from the original simple
medium of voice and text communication to become the hub of the digital world.
Mobile phones, along with being an entertainment hub, have also developed into
a social construct that has affiliations and emotional attachments for individuals.
It is also becoming the predominant medium for connecting with the world
through social media sites/applications [4,5].

The so-called “App Culture” promoted by Apple Inc. [6,7], has enabled users
to seamlessly download any application they desire. This has opened the smart-
phone platform to a wide range of companies and services. One of the most
2 An authentication mechanism that enables individual users to authenticate each

other during a chat session without involving the respective chat servers.
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prominent services provided by different applications on smartphones is mobile
chat. It provides a potentially convenient and cost-effective alternative to tradi-
tional voice and SMS3. Mobile chat services have the potential to eclipse SMS
communication and this trend is becoming more obvious on a daily basis[1].
With consumers’ increasing reliance on mobile chat services, security and pri-
vacy features are becoming serious concerns [8,9].

Consumers use a mobile chat service to communicate with each other, a pro-
cess that can include relaying personal information. The security and privacy
of such communications should be taken seriously. However, recent episodes of
vulnerability in the major chat services (i.e. WhatsApp [10]) reveal that they
might not be robustly implementing security and privacy features.

In the following sections, we briefly explore the range of mobile chat applica-
tions available on Android and iOS. This discussion provides an analysis of ex-
isting work in the commercial arena. In section 2.6, we discuss existing academic
work related to security and privacy-preserving chat software. The selection of
commercially available chat software was made in a manner that reflects the
existing approaches, and it is by no means an exhaustive list.

2.2 WhatsApp

WhatsApp is considered to be one of the biggest mobile chat services available
on different platforms (e.g. iOS, and Android). The architecture of the service is
proprietary and the details in this section are taken from a range of resources;
notably from [11]. The main focus of the product is on messaging and privacy
concerns are secondary. WhatsApp does not store any messages on the server:
the chat history is stored on the client’s device. The client application uses SSL
[12] to connect to the server; however, a recent blog posting [10] discussed the
deployment of SSL version 2. This deployment might open up WhatsApp to
attacks on SSL 2.0. There is no E2E encryption to provide security in chat
messages between sender and receiver. Therefore, the message server can read
the messages exchanged.

2.3 BlackBerry Messenger

BlackBerry Messenger (BBM), for better or worse, is perceived to be a secure
messaging service. In this section, we examine the consumer version of the BBM,
not the business application. An analysis conducted by Communications Security
Establishment Canada (CSEC) in 2011 found a number of issues with the BBM
[13]. Messages are encrypted but the cryptographic key used is a “global key”
that is common to every BlackBerry device/application. The use of a single key
to encrypt all messages sent using BBM enables the message server to decrypt
3 Smartphone-based mobile chat services use the Internet as the communication

medium, and this might be provided by a Telecom operator. In some areas the
cost for mobile data might reduce its benefits in comparison to traditional Telecom
services.
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the messages. In addition, there is a potential for malicious users to gain access
to the “global key” and decrypt any intercepted messages sent or received via
BBM.

2.4 Wickr

The most recent addition to the range of secure chat applications is Wickr.
Although most of their architecture is proprietary, in this section we discuss the
features they claim to offer4. They claim that they encrypt individual messages
using a cryptographic key. However, it is difficult to determine whether these keys
are generated by the message server or the clients. They only claim that users’
private keys are not communicated to the server. Furthermore, it is claimed that
device, location and Meta information about users and messages is protected,
providing a strong privacy mechanism. Communication between the device and
the message server is protected by TLS [14].

2.5 Silent Text

Similar to mobile chat applications discussed above, the complete architectural
design of Silent Text is proprietary. There is fragmentary information available
on their website5. Silent Text enables E2E key exchange and secure message
communication using the Silent Circle Instant Messaging Protocol (SCIMP) [15].
Each message is encrypted with a new key that is expanded/derived from a
master secret shared between the communicating entities. The message server
does not handle any key material and does not store any messages. To share
the master secret, the communicating entities have to exchange several messages
(before they can actually communicate). It is not clear from their white paper [15]
and website whether their key sharing protocol supports offline communication6.

2.6 Related Work

Security and privacy issues in relation to smart phones have received consid-
erable attention [16,17,18] with regard to mobile chat applications. Although
there are a number of mobile chat applications that claim to provide a secure
service, their complete architecture is not publicly available. To our best knowl-
edge there are not many publications that describe such systems. Secure text
messaging systems have a strong foundation in proposals like Media Path Key
Agreement for Unicast Secure RTP (ZRTP) [19], Off-the-Record (OTR) [20] and
A Secure Text Messaging Protocol [21]. In this paper, we aim to present a po-
tential architecture along with security and privacy-preserving architecture to
provide a complete architecture, thereby filling the gap in the existing work in
the area of mobile chat applications.
4 Claims were made on their website https://www.mywickr.com/en/howitworks.php
5 Silent text website https://silentcircle.com/web/silent-text/
6 Offline Communication: In mobile chat applications, a user can send messages to

other users even when they are not online, using so-called “offline communication”.

https://www.mywickr.com/en/howitworks.php
https://silentcircle.com/web/silent-text/
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3 Secure and Privacy Preserving Mobile Chat

In this section, we first discuss the security and privacy requirements of mobile
chat applications. In the remaining part of this section, we detail a proposed
architecture and describe its features.

3.1 Secure and Privacy Preserving Mobile Chat Requirements

Before we present the details of the proposed architecture for mobile chat appli-
cations, this section provides a brief list of requirements that any such proposal
should meet:

Req1 The sign-up process should require minimal information related to the
user. The account creation process should not rely heavily on Personal
Identity Information (PII)

Req2 The key exchange process should be secure, seamless and support off-line
chat

Req3 Encryption/decryption of messages should not require user interaction
(i.e. least interaction)

Req4 Secure offline messages can be communicated securely along with poten-
tial key share

Req5 Individual users have a mechanism to authenticate each other, assuring
themselves they are communicating with the right person

Req6 Communications are not stored on the chat server. Individual chat ses-
sions can be stored on the user’s device

Req7 Local chat storage should be adequately protected
Req8 To safeguard the privacy of the users and their chat, the message-server

should not be able to retrieve the messages.

3.2 Proposed Architecture

The generic architecture of a secure and privacy-preserving mobile chat applica-
tion is shown in Figure 1.

After downloading a mobile chat application, the user of mobile ‘A’ initiates
the sign-up process. The sign-up process is used either to create a new account
or to sign in using an existing account (credentials). The chat server, which
consists of a membership server and a message server, initiates the account
creation process. The membership server manages the user’s accounts, associated
credentials and (optionally) the user’s contact-list. The message server handles
the message communication between users, whether both users are online or if
the intended recipient is offline. If the recipient is offline, the message will be
stored in the offline message store. These messages are temporarily stored and
once they are delivered to the respective recipients they are deleted. The dotted
line represents virtual communication between the users of mobiles ‘A’ and ‘B’,
via the message server.
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Chat Server
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Message Server

Offline Message Store

2) Account Creation

1) Sign Up

3) Connect 
(Secure Connection)

4b) Offline Message

4a) Secure Message

Mobile A Mobile B

Fig. 1. Generic Architecture of a Mobile Chat Application

The communication link between the mobile application and the message
server is protected using cryptography. In addition, the virtual communication
link between the users of mobiles ‘A’ and ‘B’ is encrypted using the cryptographic
keys generated and known only to the respective applications (of users ‘A’ and
‘B’).

The generic architecture shown in Figure 1 is essentially deployed by all of
the mobile chat services discussed in section 2. However, the differentiator is the
features deployed by the proposed architecture that are discussed in subsequent
sections.

3.3 Signing Up

When a user completes the installation of an application and wants to create a
new account or connect using existing credentials, they can initiate the sign-up
process described below:

1. User selects either the new account option or an existing account.
(a) If the user is an existing customer, then she will provide her account

credentials (login/password)
(b) If the user is a new customer, she will provide her email address7 and

provides a password (for mobile applications)
2. The server checks the provided information from the previous step, and in-

structs the application to generate local credentials. In addition, the server
also generates a unique alphanumeric sequence that acts as the user identi-
fier.

3. The mobile application generates a set of keys
7 Email verification is carried out as part of the account creation process, in which an

account only becomes active after the user clicks the account activation link sent to
her (provided) email address.
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(a) A signature key pair for TLS [14]
(b) A public key pair for encryption/decryption operations
(c) A symmetric storage key to encrypt/decrypt local storage that includes

contact list, chat history and key store.
4. On the mobile application’s request and verification by the chat server, it

issues cryptographic certificates to both the signature key and the public key
of the application

In subsequent communications between the mobile chat application and the
chat server, a unique alphanumeric user ID and cryptographic certificate is used
to authenticate the user/application and establish a TLS session (i.e. a two-way
authentication-based SSL/TLS session). To add users to contact lists, their email
address or unique identities can be used. When user ‘A’ makes a request to add
user ‘B’ and she accepts the request, both users will then share their public keys
along with associated certificates (issued by the chat server). The certificates
provide the necessary guarantee that the received public key indeed belongs to
the appropriate user.

3.4 Key Exchange

Keeping in mind the requirements listed in section 3.1, we have to design a key
exchange process that can work even when the intended recipient(s) are offline.
The requirement for an offline key exchange rules out any synchronous two-way
key sharing protocols. The rationale behind having an offline key exchange is
to avoid restricting a user to communicating only if a key is already shared. In
addition, sharing a key only when both parties are online might not be a feasible
proposition. Furthermore, in group chats all users would have to be online to
share the key before they could start secure communication with each other. In
this situation, if a single participant is offline then either she might not be able
to read messages exchanged in the group chat or she has to be removed from
the group if the chat session has to be established/continued.

Master (Symmetric) KeyCryptographic AlgoKey LifetimeTimestamp Four Random Numbers

Fig. 2. Key Share Message Structure

Therefore, we propose a scheme for key sharing that can accommodate such re-
quirements. Each communicating party will generate a random key and encrypt
it using the public key of the intended recipient. The encrypted message contains
a number of elements shown in Figure 2. Timestamps [22] are included to avoid
any potential replay attacks. Clock synchronisation between the communicating
entities (users) is not required to use the timestamp, because when a mobile
application connects to the chat server, it gets a time (server time) and uses it
as an internal application. The timestamp included in the message is taken from
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this internal application time and not from the device/user time. All applications
will get their internal time synchronised with the chat server whenever they
connect with it, thus removing the need to synchronise device clocks between
users.

The key lifetime field gives a choice to the user/mobile-application to set
a limit on key usage. The key lifetime field can configured to a session-based
lifetime or to any arbitrary time (e.g. seven days). The cryptographic algo field
communicates the preferred symmetric key algorithm that the sender would like
the receiver to use when communicating with her. The cryptographic algorithms
are chosen from a list of selected algorithms which are part of the mobile chat
application. The four random numbers included in the message are to generate
individual message keys that are discussed in detail in section 3.6. Finally, the
last block contains the master key (symmetric key) that the sender requires the
receiver to use during any future communications.

Mobile A Mobile B

Encrypt with B’s Public Key(Timestamp, key lifetime, 
cryptographic algo, four random numbers, A’ master key)

Encrypt with A’s Public Key(Timestamp, key lifetime, 
cryptographic algo, four random numbers, A’ master key)

Fig. 3. Key Exchange Two Users

A point to note is that the key and cryptographic-algorithm choice shared
by the sender communicates to the receiver that when decrypting any future
messages from this sender, she should use them, as shown in Figure 3. Similarly,
the receiver will also send the key share message shown in Figure 2 encrypted by
the sender’s public key. Therefore, both users will use their own generated keys
to encrypt all their outgoing messages. The only difference in a group chat is
that the chat organiser (group creator/administrator) will generate the master
key and share it with all participants, who will then use this key to encrypt all
their messages. This avoids using multiple keys (equal to the number of users in
the group) to communicate with all users in the group.

3.5 Mutual User-to-User (U2U) Authentication

Mobile chat authenticates itself to the chat server, but U2U authentication is
between the users themselves. This authentication process does not involve the
chat server and the objective of the process is to assure communicating entities
that they are talking with the right person. The U2U authentication process has
two phases: the opt-in and the authentication phase.

In the opt-in phase, users agree on establishing a U2U authentication mech-
anism. To accomplish this, two users will initiate the U2U opt-in phase shown
in Figure 4. The numeric items in the figure 4 relate to the process steps listed
below:



132 R.N. Akram and R.K.L. Ko

Mobile A Mobile BUser A User B

Request Opt-In
Request U2U Authentication Establishment

Request Opt-In
Initiate U2U Authentication Establishment 

User A Secret 

Hash(User A Secret)
Hash(User A Secret)

User B Secret 
Hash(User B Secret)

Hash(User B Secret)
U2UB->A = Hash (Hash(User A Secret 

|Hash(User B Secret))
U2UA->B = Hash (Hash(User B Secret 

|Hash(User A Secret))
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Fig. 4. Overview Of the U2U Authentication

1. User A requests establishment of a U2U authentication mechanism with user
B. The request is communicated to user B : if she accepts the establishment
of U2U authentication, her decision is communicated back to user A

2. Both users A and B provide their secrets (keyword) to their respective mo-
bile chat applications that will generate hash values of the secrets. Chat
applications communicate these hash values to each other.

3. In this step, the mobile applications of A and B generate U2U secrets (in-
dividually). The mobile application of A will generate its U2U secret by
hashing the concatenation of the secret of A and the hash of B ’s secret. Sim-
ilarly, the mobile application of B will generate its U2U secret by hashing
the concatenation of the secret of B and the hash of A’s secret. This means
that both mobile chat applications have different U2U authentication values

4. Either of the users can request U2U authentication; however in figure 4, A
initiates the authentication phase

5. Both A and B provide their secrets to their respective mobile chat applica-
tions

6. Individual applications will have these secrets and communicate them to
each other

7. Applications will then generate the U2U secret and match with the stored
value. If it matches then they can ascertain that the person with whom they
are chatting is not an imposter

A point to note is that all the messages listed in Figure 4 are communi-
cated confidentially, using the shared cryptographic keys. These messages are
encrypted as if they were chat messages, which are discussed in detail in the
next section. A point to note is that our mechanism is not comparable to the
SafeSlinger8 as the U2U authentication is no associated in any way with the key
generation.

8 Website: https://www.cylab.cmu.edu/safeslinger/

https://www.cylab.cmu.edu/safeslinger/
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3.6 Message Communication

In this section, we discuss how individual messages are constructed and how the
shared master key is used to generate message keys. The keys are then used
to encrypt and decrypt the messages. Each message send by individual users is
encrypted by a different key, generated using the shared master key and four
random numbers (figure 2).

To generate individual message keys, we use the Pseudorandom Number Gen-
erator (PRNG) design from [23], illustrated in Figure 5. The shared (four) ran-
dom numbers are taken as the seed file: for each iteration a random number (n)
is encrypted using the shared master key. The output is used as the message key.
The output is again encrypted using the shared master key, the output is XOR
with n. The output of the XOR operation then replaces the value of n in the
seed file.

Seed File

AES Encrption

Shared Master Key Message Key

AES Encrption

XOR

Fig. 5. Message Key Generation [23]

The message generated will then be used to encrypt the outgoing message.
Similarly, each user will also have a second message key generator for messages
they are receiving. For incoming and outgoing messages, each communicating en-
tity will have two different shared master keys and seed files. Therefore, message
keys for outgoing and incoming messages will be different.

3.7 Chat and Profile Storage

All data related to the application should be securely stored on the device. As
chat histories are not stored on the server, users might need to have them on their
devices. Therefore, chat histories, shared master keys, public key pairs, signature
key pairs and contact lists should be stored on the device, protected with the
user’s Personal Identification Number (PIN) or password. For our proposal, we
use a PIN-based mechanism with a short velocity limit (only three wrong tries
permitted). If a user locks her applications, she can delete the application and
then reinstall it again. If she provides her account credentials she can get her
contact list back, but her application will generate new public and signature key
pairs (revoking previous keys) along with establishing new master shared keys
with her contacts.
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In our proposal, the PIN is not the account credential that the user requires
to connect with the chat server. The PIN is to authenticate the user to her
mobile chat application and open her profile. The PIN is not communicated by
the mobile chat application to the chat server and it is stored locally. To protect
the PIN value, the application has to rely on the underlying platform and its
security mechanism, which is beyond the scope of this paper.

4 Practical Implementation

Using the proposed architecture/features of the mobile chat application in the
previous section, we detail the basic implementation carried out to provide a
proof-of-concept for the proposed architecture. In this section, we discuss the
practical implementation.

4.1 Technology Overview

As part of the design, we opted for using components that are publicly available
and have the least license restrictions. For this reason, most of the features
presented in the proposal are built using public libraries.

As shown in Figure 1, the deployment of a secure chat service requires the
implementation of the chat server and the mobile application. For mobile ap-
plication development, we choose the Android platform [24]. The chat server
was hosted on the Intel9 Core i7, 2.70 GHz and 8GB RAM machine running
Ubuntu10 13.10.

In subsequent sections, we briefly discuss the implementation experience for
both the chat server and the mobile application.

4.2 Server Side Implementation

On the chat server, we deployed two logical servers. One server ran XAMPP 1.8.3
as a membership server and Mosquitto 1.2.3 as a message server. The XAMPP
server is an Apache [25] distribution containing MySQL [26], PHP [27], and
Perl [28]. In addition to this, we also included Mcrypt [29] and OpenSSL [30]
extensions.

Mosquitto [31] is an open source message server based on the MQ Telemetry
Transport (MQTT) protocol [32]. The most recent release of Mosquitto sup-
ports the MQTT protocol version 3.1, which provides a very lightweight mes-
saging architecture. We chose Mosquitto for its implementation of MQTT and
the rationale behind the choice of MQTT is:

MQTT provided several useful features, such as “push notifications” (so that
constant polling for new messages is not required by the Android-based chat
application), assured message delivery and reliability, low battery usage, and

9 Intel website: www.intel.com
10 Ubuntu website: www.ubuntu.com

www.intel.com
www.ubuntu.com
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also “offline message delivery”. Offline messages are stored on the message server
until the recipient comes online, at which point these messages are sent to the
recipient and removed from the server.

MQTT also provides smaller message sizes due to being a binary protocol,
compared to other protocols like XMPP [33], which uses XML [34] for its mes-
sages. Using MQTT means that text messages are smaller in size than the same
messages created with other message protocols such as XMPP (an example is the
two character message “:)”, which using MQTT generates 70 bytes, whereas the
same message in XMPP is represented with 100 bytes). The low data usage for
communicating the message is important from the point of view of both perfor-
mance (delivery of messages) and bandwidth usage (i.e. mobile data packages).

Fig. 6. Screen Shot of Mobile Chat Application Running on Two Android Devices

4.3 Mobile Side Implementation

For mobile chat, we developed an application supporting Android 4.1+. Ad-
ditional APIs included GSON [35] for converting JSON, SQLCipher [36] for
fully encrypted databases, Eclipse Paho [37] for MQTT messaging and Spongy
Castle11 [39] for cryptographic algorithms. The PIN is stored in the applica-
tion/share preferences, and it unlocks the SQLCipher encryption/decryption key.
Shared master keys, (optional) chat histories, U2U authentication secrets, and
contact lists are stored in the SQLCipher database.

11 Repackage of Bouncy Castle [38] for Android.
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5 Overall Analysis

In section, we briefly analyse the architecture and implementation of our secure
mobile chat service.

5.1 Analysis of the Proposed Architecture

In section 3.1, we list12 seven basic requirements for a secure and privacy pre-
serving chat service. Taking these seven requirements, we have provided a com-
parison between our proposal and commercially available products discussed in
section 2. The comparison based on the listed requirements is shown in table 1.

Table 1. Comparison with Existing Chat Applications

Criteria WhatsApp BlackBerry Messenger Wickr Silent Text Proposed Chat
Req1 - ∗ ∗ ∗ ∗
Req2 - - (∗) (∗) ∗
Req3 ∗ ∗ ∗ ∗ ∗
Req4 - - - - ∗
Req5 - - - - ∗
Req6 ∗ ∗ ∗ ∗ ∗
Req7 - ∗ ∗ ∗ ∗

Note: “∗” means that it meets the requirement. “-” stands for either does not support
the requirement or information is not publicly available. “(∗)” means that the

requirement is partially supported.

It is clear that our proposal meets all the requirements, and that one of the
most widely-used mobile chat services, “WhatsApp” does not satisfy even half
of the requirements. However, in support of WhatsApp we can argue that they
do not market or claim to provide a secure and privacy-preserving chat service.
Therefore, it is only natural that it does not meet the majority of the require-
ments.

5.2 Implementation Analysis

The objective of the implementation was to provide a proof-of-concept for con-
structing a secure and privacy-preserving mobile chat application with publicly
available specifications. Therefore, this exercise was a study of the technical dif-
ficulties that a chat service provider might face in developing such a service.
During our development process, we did not face any technical issues. In most
cases, the important components required for such a proposed service are already
present, apart from concerns about handling a large number of simultaneous con-
nections.
12 * We do not claim that this is an exhaustive list and it should be considered as a

basic list of requirements.
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We only tested the application for its features and whether it adequately
supports the listed requirements (section 3.1). In addition, we did not test the
scalability of the implementation of the chat server. However, with regard to
message generation, the implementation was comparable to any commercially
available mobile chat application. However, we cannot claim the same for the
chat server as we did not simulate the load test to make it comparable to other
mobile chat services. Such a test is beyond the scope of this work.

6 Conclusion and Future Research Directions

In this paper, we provided an open specification for a secure and privacy-
preserving chat service. We described the basic requirements, architecture and
implementation experience in deploying such a service. The aim of the paper is
to develop mobile chat services and explore any potential complexities involved
in such a service providing privacy protection to its customers. In this work,
we explored the theoretical foundations and technical challenges faced if privacy
protection is built into a chat service. We found that most of the theoretical and
technical components are already available. With a few minor modifications, a
strongly privacy-based chat service can be constructed. We have shown that
a secure and privacy-preserving chat application is technically feasible. During
the implementation of the framework, we did not face any serious issues con-
cerning the technology or performance that might make this proposal infeasible.
Whether it is a viable business is a different aspect of such a service, and was
not considered in this paper.

In future research, we would like to experiment with the scalability and per-
formance of the chat server: this might reveal some bottlenecks in building and
maintaining a privacy-based chat server. Another potential aspect is investiga-
tion of how the text chat service proposed in this paper could be extended to a
voice and video chat service. The challenges presented in providing a secure and
privacy-preserving voice and/or video chat service might be more than those pre-
sented by a text-based chat service. This will give a much better insight into the
development of secure and privacy-preserving services, their running costs and
usability requirements, providing an opportunity to understand the underlying
reasons why such services are not prevalent or widely adopted by customers.

Acknowledgements. The authors would like to thank the Faculty of Com-
puting of Mathematical Sciences for the funds supporting this research, and
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Abstract. Boolean functions and substitution boxes (S-boxes) repre-
sent the only nonlinear part in many algorithms and therefore play the
crucial role in their security. Despite the fact that some algorithms today
reuse theoretically secure and carefully constructed S-boxes, there is a
clear need for a tool that can analyze security properties of S-boxes and
hence the corresponding primitives. This need is especially evident in the
scenarios where the goal is to create new S-boxes. Even in the cases when
some common properties of S-boxes are known, we believe it is prudent
to exhaustively investigate all possible sets of cryptographic properties.
In this paper we present a tool for the evaluation of Boolean functions
and S-boxes suitable for cryptography.

Keywords: Private-key Cryptography, Boolean functions, S-boxes,
Cryptographic Properties.

1 Introduction

Boolean functions and S-boxes play important role in a number of stream and
block algorithms as the only nonlinear elements. As such, if poorly chosen,
Boolean functions or S-boxes can undermine the security of the whole algo-
rithm. To be able to assess the quality of those nonlinear elements a plethora
od cryptographic properties was devised over the years. Boolean functions are
typically used when the output of the building blocks is one-dimensional, and
S-boxes are used in the cases when the output is multi-dimensional.

There are various ways to analyze the security of a block cipher. Besides
more traditional linear [1] and differential cryptanalysis [2], the most practical
attacks today belong to side-channel analysis (SCA) targeting implementations
of cryptography in software and hardware.

It can be concluded that nonlinear elements and their properties are of utmost
importance for the security of a cryptographic algorithm as a whole. A natural
question that arises is how to analyze those elements. One can question the need

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 140–149, 2014.
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for such analysis since there are nonlinear elements in the literature with good
properties. However, it is important to have a tool that can be used for the
evaluation of a wider set of properties since in the time of the creation of an
S-box not all properties may have been necessarily developed. Second important
viewpoint is that researchers sometimes want to develop proprietary S-boxes,
or S-boxes with similar functionality but of other sizes than those used before.
Although it is not too difficult to check a set of main properties of S-boxes,
checking several of those properties can be demanding. It is worth mentioning
that many of those cryptographic properties are conflicting, so even the choice
of properties that are of interest can pose a problem. In these situations we
envision the need for a reliable evaluation tool as such a tool should be one of
the essential parts in the evaluation process.

1.1 Related Tools

The lack of publicly available tools that can evaluate S-boxes is somewhat surpris-
ing, but this is not due to the fact that those tools would be too difficult to develop.
Actually, the most demanding part of the work is to find as many relevant proper-
ties as possible. Indeed, every researcher that is interested in S-boxes uses either
his own code alone or in combination with some publicly available tools. The main
problem is that most of those tools are not publicly available and therefore they
are not accessible to wider community. Here we mention tools that can be used to
evaluate Boolean functions or S-boxes and that are publicly available.

Boolfun Package in R. R is a free software environment for statistical comput-
ing and graphics [3]. It works on various UNIX, Windows and Mac OS platforms.
Although the default version of R does not have a support for the evaluation
of the Boolean functions, it is possible to load a package named boolfun that
provides functionalities related to the cryptographic analysis of Boolean func-
tions [4, 5].

Boolean Functions in Sage. Sage is a free open-source mathematics soft-
ware [6]. In Sage there is a module called BooleanFunctions that allows one to
study cryptographic properties of Boolean functions. This tool can evaluate most
of the relevant cryptographic properties (connected with linear and differential
properties) of Boolean functions.

S-boxes in Sage. There is a module called Sbox that allows the algebraic treat-
ment of S-boxes. This module has many options but when considering crypto-
graphic properties it is only possible to calculate difference distribution table
and linear approximation matrix.

VBF Library. For the sake of completeness we also list VBF (Vector Boolean
Functions) library. Alverez-Cubero and Zufiria presented their tool for analyzing
vectorial Boolean functions from cryptographic perspective that possibly could
calculate various properties of S-boxes [7].1

1 We write possibly since although this library should be publicly available, we could
not find it anywhere for download.
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1.2 Our Contribution

In this paper we present our software SET (S-box Evaluation Tool) that can be
used to evaluate Boolean functions and S-boxes. SET can be used to analyze a
wide range of properties of Boolean functions or S-boxes that are relevant for the
cryptographic assessment. Naturally, this set of properties is not complete, and
we plan to add new properties during the further development. Main contribution
of this paper is in providing the tool for the analysis of a wide set of cryptographic
properties of S-boxes or Boolean functions. In fact, as far as we know, this tool
deals with the largest set of cryptographic properties that is publicly known.
Furthermore, since the code is available under the GNU General Public License
it is easy for other researchers to add or change the existing code.

The remainder of this paper is organized as follows: In Section 2 we give
short introduction to representations and cryptographic properties of Boolean
functions and S-boxes related with SET tool. In Section 3 we give the details of
our tool. Finally, in Section 4 we conclude the paper.

2 Representations and Cryptographic Properties

In this section we give necessary information about the representations and cryp-
tographic properties of Boolean functions and S-boxes. Due to the lack of space,
we do not give formulas or explain the role of each property in the security of
an algorithm, but rather refer to the additional literature where those infor-
mation are available. When trying to classify all properties into several groups
we could follow different avenues. One classification could be made on the rela-
tion to a type of cryptanalysis - properties related to differential cryptanalysis,
linear cryptanalysis, algebraic/cube cryptanalysis or side-channel attacks. An-
other classification could be related to the properties that reflect propagations of
differences induced by S-box and to properties that reflect algebraic structures
of S-boxes [8]. However, we decided to classify properties on the basis of the
representation we use to calculate the property.

An S-box ((n,m)-function) is any mapping F from Fn
2 to Fm

2 . If m equals 1
then the function is called a Boolean function. Boolean functions fi, i ∈ {1, ...,m}
are coordinate functions of F where every Boolean function has n variables.

2.1 Representations

A Boolean function f on Fn
2 can be uniquely represented by a truth table (TT),

which is a vector (f(0), ..., f(1)) that contains the function values of f , ordered
lexicographically [9]. Polarity truth table (PTT) is a vector containing func-
tions values of (−1)f [9]. Walsh transform is a second unique representation
of a Boolean function that measures the similarity between f(x) and the linear
function a ·x [4,9]. The inner product of vectors a and x is denoted as a ·x and
equals a · x = ⊕n

i=1aixi where “⊕ ” is addition modulo 2.
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Third unique representation of an Boolean function f on Fn
2 is by means of

a polynomial in F2 [x0, ..., xn−1] /(x
2
0 − x0, ..., x

2
n−1 − xn−1). This form is called

algebraic normal form (ANF) [9].
Autocorrelation function of a Boolean function f on Fn

2 is real-valued
function that does not uniquely determine a Boolean function [9].

Truth table of an (n,m)-function F equals the concatenation of truth tables
of all coordinate functions. Walsh transform [10], algebraic normal form [10]
and autocorrelation function [9] of an (n,m)-function F is the collection of all
respective values of the component functions of F .

2.2 Cryptographic Properties

Next we enumerate cryptographic properties of Boolean functions and S-boxes
that can be calculated with SET. With each of the properties we list the refer-
ences where an interested reader can find definitions and formulas. First block of
citations refers to Boolean functions and second one to S-boxes. Informally, this
list can be also regarded as the dependency tree where one needs to obtain re-
spective representation before the property listed in the group can be calculated.

Truth Table Based

– Algebraic immunity [9] [10].
– DPA Signal-to-noise ration SNR (DPA) (only for S-boxes) [11].

Walsh Transform Based

– Balancedness [9] [12].
– Nonlinearity [9] [13].
– Bias of nonlinearity (only for Boolean functions) [9].
– Correlation immunity [9] [14].
– Resilience [4] [14].

Algebraic Normal Form Based

– Algebraic degree [14] [8,9].

Autocorrelation Function Based

– Global avalanche criterion (GAC) [9,15] [14,16]. GAC property consists of absolute
indicator and sum-of-square indicator.

Lookup Table Based

– Propagation characteristics [17] [9].
– Difference distribution table DDT (only for S-boxes) [9,18].
– Linear approximation table LAT (only for S-boxes) [9].
– Differential delta uniformity (only for S-boxes) [10,19].
– Robustness to differential cryptography (only for S-boxes) [2,20].
– Fixed points and opposite fixed points (only for S-boxes) [21].
– Branch number (only for S-boxes) [21,22].
– Transparency order [12,23].

These properties and corresponding functions represent only a part of avail-
able functions in SET. Full list is available in extended version of the paper
published in IACR database as well as in website containing the source code of
the tool (http://sidesproject.wordpress.com/).

http://sidesproject.wordpress.com/
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3 SET Tool

SET (S-box Evaluation Tool) is a tool for the analysis of cryptographic proper-
ties of Boolean functions and S-boxes that is written in ANSI C code. All the
properties mentioned in Section 2 can be evaluated with SET. The tool supports
arbitrary input and output sizes where those sizes can differ. In the process of
the development of the tool there are some challenges that had to be addressed.
First and the most important one was which properties to include. We tried to
add the properties that cover the most important cryptanalysis types. Therefore,
we added the properties related with differential, linear, algebraic/cube crypt-
analysis as well as the properties related with side-channel attacks. Some of those
properties are not often used but we consider important to be able to collect as
much data on S-boxes or Boolean functions as possible. Next, it was necessary
to decide on the format of the tool, i.e. using a command line application, ap-
plication with a GUI, or a C library. There was also an option to include it in
some other tool that have support for S-boxes or Boolean functions, like Sage
or R.

Currently, the program comes in two versions: first one is a stand-alone
command line tool with a fixed user interface and the second version is a C
library. However, since the source code is also available, users are able to cus-
tomize the program for their needs. SET is available on SIDES project website:
http://sidesproject.wordpress.com/.

We give description here of the stand-alone program since it encompasses all
the available functionalities. In the stand-alone tool user cannot choose which
properties will be calculated, but instead all the properties are calculated. It
is possible to choose whether to display the results to the screen, file or both.
When the program starts, a user needs to enter the basic parameters: input and
output sizes and a file name. There is an option to start the program with the
command line arguments (input size, output size and file name) so it can be
used in a script. If the program is called with command line arguments then all
results are stored to text files and are not displayed on the screen.

A file that contains a Boolean function must be defined in the truth table
form and binary format. For the S-boxes case, text file must contain a lookup
table of decimal or hexadecimal values with a tabular delimiter. The program
can recognize between those two formats so the user does not need to provide
any additional information about the format. When the program saves data to
the file, the name is a concatenation of word “stats ” and input file name. Since
various representations of S-box can grow large rather fast, program writes in
separate file for each representation - Walsh transform, autocorrelation function,
algebraic normal form and truth table, as well as for difference distribution table
DDT and linear approximation table LAT. Files naming convention is “walsh ”,
“ac ”, “anf ”, “tt ”, “ddt ”, “lat ” + input name of the file, respectively. Program
can also output S-box coordinate functions values for each property.

The code is written with the first objective being that each of the properties or
representations can be calculated separately. Although one can expect that the
performance is the key objective of the tool, in our opinion the option to calculate

http://sidesproject.wordpress.com/
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wide set of properties is of even greater importance. Performance becomes more
important in the case when one needs to calculate the properties of big S-box
(e.g. 16×16) or when one uses the program as a script to go through a number
of S-boxes. To improve the speed of tool execution, all small functions that
are often called are inlined. Furthermore, since Hamming weight is often used,
instead of calling it every time we call it at the beginning and store results
in lookup table for faster execution. To aid researchers in examining to code
or adding new functionalities, every function is commented. Additionally, as a
part of the source code package there is an extensive documentation about all
functions, logic behind them and instructions on how to use them.

3.1 Time and Memory Complexity

Once the input file is loaded and transformed in the truth table form, the eval-
uation process starts. Most of the properties are calculated through the coef-
ficients of the Walsh spectrum, autocorrelation spectrum and algebraic normal
form. Since the formulas are the same for Boolean functions and S-boxes (only
difference is that the calculation is repeated for every linear combination of the
coordinate Boolean functions in the case of an S-box) we write here only com-
plexities for Boolean function case. Computational complexity for calculating
the algebraic normal form and Walsh spectrum is of order O

(
n · 2n). We use

Fast Walsh transform when calculating Walsh spectrum. Autocorrelation func-
tion has computational complexity O

(
22·n

)
.

3.2 Program Code Examples

In this section we first show some source code of a small program and after that
we show the output of that program.

#include <sat.h>

int main (int argc, char *argv[]){

prepare (name, argc, argv);

truth_table (tt);

linear_combinations (tt, ll);

walsh_transform (ll, wt);

is_balanced (wt);

printf ("Nonlinearity is %d\n", nonlinearity(wt));

printf ("Correlation immunity is %d\n", correlation_immunity(wt));

printf ("Transparency order is %f\n", get_transparency_order());

printf ("Delta uniformity is %d\n", get_delta_uniformity());

free_all();

}

When writing the program, first it is necessary to call the function prepare
(name, argc, argv) where this function sets the main variables and lookup table
values for Hamming weight. After that, we simply call functions for the properties
we want to calculate. At the end, function free all() is called to free dynamically
allocated arrays and matrices.
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If we call this program with the AES S-box input and output sizes and the
name of the file where the lookup table is, i.e.

SAT.exe 8 8 c:/AES.txt

as the output we get

SET - S-box Evaluation Toolbox

Name of the file: c:/AES.txt

Input size M is 8.

Output size N is 8.

S-box is balanced.

Nonlinearity is 112.

Correlation immunity is 0.

Transparency order is 7.860.

Delta uniformity is 4.

3.3 Results and Speed of Execution

In Table 1 we give a few examples for different sizes of Boolean functions and S-
boxes and their execution times in milliseconds (parameter T ime). Fields In and
Out represent the number of input and output variables of S-boxes or Boolean
functions and field δ represents differential uniformity. We display only a subset
of available properties, but field T ime represents total execution time (when
calculating all available properties) in miliseconds. The calculations are done
on a system with Intel i5 3230M processor and 4 Gb of RAM. The tests are
conducted with operating systems Debian 3.13 and Windows versions 7 and 8.
It is possible to analyze larger Boolean functions or S-boxes, but the execution
speed significantly goes down as expected.

Table 1. SET execution examples

Function In Out Nonlinearity Degree δ GAC Time [ms]

Boolean 1 8 1 112 7 N/A 32, 133120 0.01
Boolean 2 10 1 456 9 N/A 168, 3182848 0.55
Boolean 3 12 1 1942 11 N/A 312, 48707584 450

PRESENT [24] 4 4 4 3 4 16, 1024 1
DES 3 [8] 6 4 16 5 8 48, 24064 1
AES [21] 8 8 112 7 4 32, 133120 650

It is hard to compare the execution speed of the SET tool with related tools
since we offer more functionalities and therefore total time of execution for our
program can be longer, depending on the number of properties that are tested.
Nevertheless, in Table 2 we give execution times for some of the functions when
calculated with SET and other some tools mentioned in Section 1.1. The test
environment is the same as the one mentioned previously (only Debian operating
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system) and the times are given for the 8×1 Boolean function (as used in Raka-
poshi algorithm [25]) and for 8×8 S-box (AES algorithm). We emphasize that
this comparison should not be regarded as in-depth analysis of the performances
ot the tools, but rather as a indication of their respective execution times. In the
analysis we do not take into account specificities of each tool, e.g. precomputed
values stored in memory but rather we are interested only in total time from the
call of each function to the display of corresponding result. In accordance with
that, presented times should serve only as a guideline.

For R, we use rbenchmark library and function benchmark [26]. For Sage, we
use timeit function and for SET we use function clock gettime. Execution times
represent average times over 100 runs in microseconds. Additionally, we give
necessary input arguments for functions when using SET tool.

Table 2. SET functions

Name Argument R Sage SET
Boolean S-box Boolean S-box

walsh transform truth table 50 0.69 N/A 1.17 2720
autocorrelation truth table N/A 0.8 N/A 1.3 2980
algebraic normal truth table 50 3160 N/A 10.02 4501
LAT lookup table N/A N/A 75.6E3 N/A 1.1E5
DDT lookup table N/A N/A 434E3 N/A 441
nonlinearity walsh spectrum 70 3.31 N/A 0.66 199
correlation immunity walsh spectrum 40 2.5 N/A 6.6 1768
absolute indicator autocorrelation N/A 27.4 N/A 0.64 192
sum of square indicator autocorrelation N/A 2.6 N/A 0.82 259
algebraic degree alg. normal form 40 N/A N/A 0.62 166
algebraic immunity truth table 40 2E5 N/A 12 5.2E5
propagation characteristics lookup table N/A N/A N/A 1.58 1.58
num fixed points lookup table N/A N/A N/A N/A 0.6
num opposite fixed points lookup table N/A N/A N/A N/A 0.68
snr dpa truth table N/A N/A N/A N/A 4019
branch number lookup table N/A N/A N/A N/A 277
transparency order lookup table N/A N/A N/A 1218.7 6105

3.4 Further Work

There are several avenues that we plan to investigate in the further development
of SET. First one is to add more relevant cryptographic properties (e.g. basic
AI and graph AI properties of S-boxes, k-normality of Boolean functions). The
following would be to make further improvements in the execution speed of the
code where the goal is to be able to efficiently work with the S-boxes of sizes up
to 16×16. We are also considering to make a module for Sage where we would
include all the functionalities of our program.
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4 Conclusion

S-boxes or Boolean functions represent important part of many algorithms. Of-
ten, some well researched and widely known S-boxes are reused (or at least the
idea behind them is reused - as in the case in Rakaposhi Boolean function that
uses the same irreducible polynomial as AES [25]). However, often there is a
need to use new, previously not considered S-boxes or Boolean functions. Some-
times that is just due to new required sizes (as in lightweight cryptography) and
sometimes it is due to the aim of having a proprietary algorithm. In any case,
we consider this tool as a valuable asset to cryptographic researchers.
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Abstract. Sensor nodes and actuators are becoming ubiquitous and
research efforts focus on addressing the various issues stemming from
resources constraints and other intrinsic characteristics typically associ-
ated with such devices and their applications. In the case of wearable
nodes, and especially in the context of e-Health applications, the se-
curity issues are exacerbated by the direct interaction with the human
body and the associated safety and privacy concerns. This work presents
a policy-based, unified, cross-platform and flexible access control frame-
work. It adopts a web services-compliant approach to enable secure and
authorized fine-grained access control to body sensor network resources
and services. The proposed scheme specifically considers the very limited
resources of so-called nano nodes that are anticipated to be used in such
an environment. A proof-of-concept implementation is developed and a
preliminary performance evaluation is presented.

Keywords: body sensor networks, policy-based access control, XACML,
DPWS, web services, security.

1 Introduction

Sensor nodes and wireless sensor networks constitute a well-established tech-
nology with many applications, ranging from home and industrial automation,
to smart cities, agriculture and power metering, logistics, e-Health and assisted
living monitoring. A leading solution adopted by many schemes for enabling
interaction with and providing sensitive information to remote parties is Ser-
vice Oriented Architecture (SOA). It constitutes an attractive design approach
for many types of networks, including those that consist of nodes with limited
capabilities. Such a network is a body sensor network (BSN) [29] which com-
prises a number of low-power implanted, wearable (on-body) or in close distance
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wireless sensors and actuators. The environmental and physiological sensors of
a BSN provide vital information to medical staff, who can remotely monitor
and possibly control users medical treatment. For such an application there are
many security concerns [8], including secure transmission of sensitive information
to (remote) medical staff, unaltered instructions that reach patients actuators,
robust entity authentication and access control mechanisms.

Among the access control schemes that have gained popularity are those where
decisions are made based on policy restrictions, such as the standardized by the
OASIS, eXtensible Access Control Markup Language (XACML), an XML-based
general purpose policy decision language. Besides being used for representing au-
thorization and entitlement policies for managing access to resources, XACML
provides a processing model for evaluating requests and making decisions based
on a well-defined set of policies. The architecture presented in this paper is an
implementation of the XACML solution outlined in [19], adapted to the envi-
ronment of a BSN. Access to BSN nodes resources is controlled by the use of
XACML, facilitating the separate and scalable deployment of nodes on hetero-
geneous networks and platforms, based on patients’ needs.

This paper is organized as follows: Section 2 analyzes the basic characteristics
of a BSN network architecture and presents related work, section 3 details the
proposed scheme and presents a proof-of-concept implementation and, finally,
section 4 features the closing remarks.

2 The Body Sensor Network Case

In a typical BSN used for e-Health purposes, environmental and physiological
sensors are deployed to gather and send medical staff important information,
such as blood pressure and body and room temperature. Actuators controlled
by authorized medical staff can also be deployed for remote treatment, such as
an automatic insulin injection device. These sensitive actions need strict access
control decisions before being authorized so that users privacy andor safety are
not threatened. Security requirements related to BSNs are well documented in
the literature [8,22] and include data confidentiality, message authentication and
availability.

The types of nodes, in terms of computing capabilities, found in a BSN include
power nodes, i.e. nodes with medium to high performance computing power and
no particular resources restrictions (e.g. a mobile phone, a laptop or a dedicated
sink node) and micro/nano nodes, i.e. small devices with limited capabilities and
resources, such as computational power, memory, storage space and energy. The
latter are typically the on-body or implanted nodes found in a BSN and their
resource constraints have been considered in the design of the proposed solution.

2.1 Related Work

Many access control schemes have been proposed for wireless sensor networks,
yet most of them focus on authentication and authorization schemes and on
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enhancing basic access control models to address privacy matters. Such schemes
can be found in [13,12,30,16].

Some of the proposed mechanisms are based on the use of public-key cryptog-
raphy, a choice that is very expensive for nano nodes found in a BSN. More
importantly, little work has been carried out on policy-based access control
(PBAC). The EU-project Internet-of-Things Architecture (IoT-A) worked on
the adoption of XACML in the Internet of Things [25] and proposed a generic
model whose functional modules are mapped to a set of well-defined components
that comprise the IoT-A. The authors use a logistics scenario for demonstration
purposes, which has different requirements than a BSN considered in this paper.

In [11] the authors also utilize XACML but focus on the privacy of e-Health
data within the mobile environment. In contrast to the work presented here, a
complete framework is not included and, moreover, the authors choose compu-
tationally intensive security mechanisms such as XML encryption digital signa-
tures. In [31], the authors propose a lightweight policy system for body sensors
but they do so by presenting a custom API and policy definitions, thus sacrificing
interoperability with existing standards and infrastructures.

3 Proposed Framework

The framework presented in this paper is based on the standardised XACML
architecture to provide a cross-platform solution that can typically be deployed
in various types of embedded systems while satisfying interoperability, an im-
portant requirement for next-generation pervasive computing devices.

An XACML architecture typically consists of the following main components:

– Policy Enforcement Point (PEP): Performs access control, by making deci-
sion requests and enforcing authorization decisions [18,27].

– Policy Decision Point (PDP): Evaluates requests against applicable policies
and renders an authorization decision [18].

– Policy Administration Point (PAP): Creates and manages policies or policy
sets [18].

– Policy Information Point (PIP): Acts as a source of attribute values [18].

In the proposed architecture the sensor nodes and actuators, which have direct
access to resources, expose their functional elements to the PEP. These nodes are
micro/nano nodes and are not expected to have the capacity to accommodate
additional functionality. All the above XACML components can run on a single
system or, in a more distributed approach, on different systems based on their
distinctive capabilities. The latter is the model that fits the environment of a
BSN comprising a number of nodes.

3.1 Implementation Approach

There is a variety of tools and APIs available to implement the presented access
control framework, each with its own merits and peculiarities, although applica-
tion development on micro and nano nodes is a challenging task due to inherent
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resource constraints. For the entities deployed on power nodes, i.e. the PIP, PDP
and PAP, the XACML handling and decision-making engine can be adopted from
any open source implementation, including Suns XACML implementation [4],
PicketBox XACML [2] and the Enterprise Java XACML project [1]. Consider-
ing the available options, Suns XACML is a solid choice, as it remains popular
among developers and is actually the basis of various current open source and
commercial offerings.

Regarding the use of web services to expose the various node features and
services to the rest of the entities and users, the authors propose the adoption
of the Devices Profile for Web Services (DPWS) specification [7]. A multifunc-
tional sensor embedded on a patient’s body will have a single hosting service
but may feature various hosted services (e.g. a temperature service, a heart-rate
service etc.). Discovery services are included [17], thus the device can advertise
its presence on the network and search for other devices. Publish and subscribe
eventing mechanisms allow clients to subscribe to services provided by devices.

In terms of opensource resources aimed at developing DPWS-compliant appli-
cations for resource-constrained devices, Service-Oriented Architecture for De-
vices (SOA4D, [3]) provides development toolkits in C and Java. Alternatively,
Web Services for Devices (WS4D, [5]) is another open source initiative which
provides a number of toolkits for various platforms.

For the proposed scheme to be operational each devices functional elements
must be represented by an appropriate DPWS entity and its corresponding op-
erations. Assuming a simple temperature sensor, for instance, a node is pro-
grammed as a DPWS device which hosts a temperature service featuring various
operations:

– A GetTemperature operation which, when invoked, will return the patients
current temperature.

– A more complex TemperatureEvent operation which, by exploiting the WS-
Eventing [9] mechanism, allows a client device (e.g. doctors device) to sub-
scribe to the service and get temperature updates at set intervals as well as
event notification messages when the temperature exceeds a certain thresh-
old.

– An additional SetTemperatureThreshold operation which, when invoked, al-
lows setting/updating the abovementioned warning threshold.

Similarly, the XACML-related elements of each node must be represented as
DPWS devices, clients or peers. The approach adopted by the authors involves
a DPWS client on the temperature sensor node described above. DPWS is then
used to discover and use the PDP service implemented on a control/gateway
node. The process followed when a user tries to access a sensors functional ele-
ments (e.g. the temperature reading) is depicted in Fig. 1.

In more detail, assuming a doctor tries to access the temperature sensors
features (Step 1), the request is automatically forwarded to the devices PEP
(Step 2). The PEP can then invoke the AccessRequest operation on the control
nodes PDP service (Step3), sending a properly formulated access request to the
PDP. When the PDP is done evaluating (Step 4) the request based on subjects
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Fig. 1. PBAC implementation using DPWS

attributes and policy rules, it can, in turn, trigger its PDPResponseEvent (to
which the sensors PEP client subscribes during initialization), returning the
authorization decision. This decision is then conveyed to the functional operation
of the device, thus granting or denying access to the GetTemperature operation
the doctor tried to invoke. The PDP to PAP and PIP entities functionality are,
equivalently, developed as DPWS devices and clients, exploiting the integrated
discovery and subscription mechanisms, thus bypassing the need to use other
protocols (e.g. LDAP).

Protection of PBAC Messaging. Unprotected policy messages would expose
the systems security, revealing private information to attackers who might also
try to identify policy restrictions and do a mapping of the security measures
taken for the specific environments. One could also masquerade as a legitimate
entity or modify policy related messages, in an attempt to downgrade adopted
measures and bypass access controls.

Security measures can be deployed on various layers of the network stack,
with the most prominent being those that protect messages at the application
or network layer and can provide end-to-end message protection. Well-known
security mechanisms for these layers are the TLS (Transport Layer Security)
[10] protocol and the variant proposed for securing UDP messages, namely DTLS
[24], as well as IPsec and its variants that utilize header compression [21,20,23],
for the network layer. An alternative approach would be to utilize a subset of
the mechanisms detailed in the WS-Security [15] specification, but the X509-
based public key schemes included in said specification can impose a significant
performance overhead [14].
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Communications between the context handler and the PIP can typically uti-
lize any protection mechanism as it is anticipated they will operate on a power
node, hence without significant restrictions.

3.2 Proof-of-Concept Implementation

A proof of concept implementation of the PBAC scheme presented in this work
was developed using Suns XACML as a basis for the policy and access con-
trol mechanisms. The WS4D-JMEDS API [6] was used for the creation of the
necessary DPWS devices. The implementation consists of the following modules:

– An application that runs on the sensors and which implements the access
to the functional elements of the sensor (e.g. temperature reading) as well
as the communication with the sink node. A security mechanism was also
developed, based on the AES algorithm in CBC mode and pre-shared se-
cret keys, to guarantee that only the legitimate sink node/bridge can access
the sensors. When connected to the bridge, sensors ignore all other connec-
tion requests. Moreover the security mechanism protects the messages from
eavesdropping on the sensors-sink node communications.

– A sink node application that bridges the BSN, which in this case operates
over 802.15.4, to the standard network infrastructure. This application has
to be deployed on a device equipped with dual 802.15.4 & Ethernet/wireless
Ethernet functionality.

– The DPWS Provider module which discovers available sensors (via the sink
node), probes said sensors to discover their functionality and then maps
this functionality to a corresponding DPWS device. The DPWS device cre-
ated for each of the discovered sensors includes the necessary operations
to realize the PEP functionality, as well as the conversion of all low level
messages transmitted to and from the sensors to a DPWS compatible form.
The communication of the PEP(s) to the PDP must also be protected, as
malicious tampering of the policy messages exchanged by the PBAC entities
can compromise the access control efforts. To this end, a security mechanism
based on the AES/CCM [28] authenticated encryption algorithm was imple-
mented. Deployment of this mechanism guarantees that the PBAC-related
messages exchanged between PEP and PDP (when the former seeks the au-
thorization status of a specific clients request), are fully protected in terms
of confidentiality, integrity and authenticity.

Performance Evaluation. The performance of the proof of concept imple-
mentation was evaluated on a test-bed featuring a SunSPOT mote [26] running
the sensing application. Another Sun-SPOT mote was connected to a personal
computer acting as a sink node. The DPWS Provider application was deployed
on the same computer system. In a real-world application the bridge/DPWS
Provider functionality could be deployed on any smart device with dual 802.15.4
& Ethernet/wireless Ethernet connectivity, even a small embedded or wearable
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device, as depicted in Fig. 2. The PDP/PIP/PAP application was running on
a separate computer system which also stored the policy files. This system also
featured a client application developed to query the sensors for benchmarking
purposes. SunSPOTs communicate via the 802.15.4 radio, while the personal
computers communicated via wired Ethernet.

Internet
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Temperature

Doctor /
Hospital /
Insurance 
Company

Doctor /
Hospital /
Insurance 
Company

DPWS Provider & bridge

AES/CBC

PEP

PIP/PAP

PDP
AES/CCM

Fig. 2. Proposed deployment of the proof-of-concept PBAC application

A total of 50 consecutive requests were issued from the client application to
the sensor. In order to evaluate the delay imposed by the proposed scheme, the
sensor featured both a PEP-protected operation (GetTemperature) that the test
client was allowed to invoke by the current policy set and an unprotected opera-
tion (GetTemperatureUnprotected) which could be invoked immediately (without
going through the policy enforcement point for authorization). Aiming to also
weigh the impact of the security mechanisms, the assessment included scenarios
with and without encryption on both the SunSPOT-Provider link (plaintext vs.
AES-CBC) and the PEP-to-PDP link (plaintext vs. AES/CCM). The response
time, averaged over 50 requests, including the overhead when considering a to-
tally unprotected (access control- and security-wise) operation as baseline, can
be seen in Fig. 3.

The bulk of the delay can be attributed to the communication between the
SunSPOT and the Provider, as was evident from timing tests run concurrently
on the client side and the Provider side. E.g. the results of such a test, run
with AES-CBC protection on the SunSPOT messages and no protection on the
PEP-PDP communication, indicated that out of the 527,3ms client-side delay
(on average, for 50 requests) when invoking an unprotected (i.e. no PBAC in-
volved) operation, 449,45ms was the average time that the Provider had to wait
until it got a reply from the SunSPOT. Therefore the overhead of the DPWS
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Fig. 3. Response time (in ms) for a single request, averaged over 50 data points.
Columns in dark gray depict the scenario where there is no security between the sensor
and the Provider, while black columns correspond to the scenarios where AES-CBC
encryption was used to protect said link.

communication between client and the Provider (i.e. the DPWS device that mir-
rors the sensors functionality) was 77,85ms. Another important aspect is that
when changing the policy so that the invocation of the protected operation by
our test client is denied, the response time is negligible, as the request is re-
jected by the PEP and is never forwarded to the sensor. In a test run of 50 such
unauthorized requests, the average response time of the DPWS device was just
8,39ms. It should be noted that, regarding policy look-ups, the authors chose
to implement the system so that the PEP checks with the PDP for every sin-
gle request, considering scenarios where policies change dynamically (even in
an automated fashion when certain conditions are triggered), and where it is
desirable to have the access control system enforce said changes in real-time. In
deployments where policy changes are expected to be infrequent or less dynamic
in nature, access tokens with a predetermined validity period (e.g. 30 minutes)
could be introduced to reduce the load on the PDP.

4 Conclusions

In this paper we proposed a framework for controlling access in BSNs comprising
of nodes with limited resources based on systems policy. Instead of proposing
a proprietary solution typically applicable only to a network comprising of ho-
mogeneous nodes, the proposed framework is based on existing Internet and
access control standards, facilitating the deployment of interoperable solutions.
The aforementioned technologies and their applicability to various heterogeneous
types of nodes have been investigated and relevant solutions have been identified.
The results of these efforts include a proof-of-concept implementation, which is
presented in this work along with an initial performance assessment. Further
evaluation, including deployment on alternative platforms, both in terms of the
sensors (to include devices less capable than the SunSPOTs) as well as the
bridge/Provider and access control entities (to include embedded systems and
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smart devices), also considering alternative security mechanisms and compari-
son to existing schemes, will be presented in future work. This paper focused on
authorization aspects, but another important building block is the user authen-
tication, which will also be investigated in future work, along with suggestions
on adapting the utilized standards to better facilitate BSN and IoT deployments
in general.
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Abstract. This paper presents a new paradigm for implementing the
authentication of individuals within Web sessions. Nowadays many coun-
tries have deployed electronic identity cards (eID tokens) for their citi-
zens’ personal identification, but these are not yet well integrated with
the authentication of people in Web sessions. We used the concept of
Personal Identity Provider (PIdP) to replace (or complement) the role
ordinarily given to institutional Identity Providers (IdPs), which are
trusted third parties to which service providers delegate the identification
and the authentication of their clients. By running locally on a citizen’s
computer, the PIdP paradigm is well suited to assist his/her eID-based
authentication. In this paper we describe an eID-based authentication
protocol handled by a PIdP, its implementation and its integration in a
production scenario (a campus-wide, Shibboleth IdP-based authentica-
tion infrastructure used in University of Aveiro).

1 Introduction

Within a Web context, user authentication is critical, especially when accessing
personalized services/information. When the Web first appeared, people had to
setup accounts on each and every service requiring client authentication. Then
the Web evolved towards a more centralized and less annoying client authen-
tication paradigm, using Identity Providers (IdPs). An IdP can centralize the
authentication of a set of persons and provide identity attributes of authenticated
individuals to authorised services. Authentication paradigms such as SAML 2.0
Web browser based SSO profile [1] explore this IdP-based authentication and
identification services.

In this paper we build upon this IdP paradigm but we introduce a novelty:
the authentication is performed by personal cryptographic tokens (smartcard-
based identity cards, or eIDs) and the IdP is deployed and managed by the
persons being authenticated, instead of some trusted third party. The benefits
are the following: (i) people don’t have to use more than their own eID to get
authenticated, (ii) neither people nor services need to trust on third-party IdP
services, other than the eID providers, and (iii) we can achieve a higher control
over the authentication with an eID when comparing with the one performed by
Web “transport” layers (e.g. by HTTPS [2]).

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 160–169, 2014.
c© IFIP International Federation for Information Processing 2014
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1.1 Motivation

According to [3], there are three types of eID solutions: password-based systems,
Public Key Infrastructures (PKI) and attribute-based credentials. Our work is
targeted to the PKI type, which is actually available in 26 European countries.

In eID solutions based on PKI, part of the citizens’ identity attributes (name,
civil identity number, birthday, sex, etc.) are sealed inside public key certificates,
which also contain the public key corresponding to the private one with which
signatures can be made. Signatures with personal private keys can only be made
with the help of the eID. For this purpose, the eID is frequently a tamperproof
smartcard with cryptographic capabilities and simultaneously a digital container
for personal attributes. Private keys are maintained secret inside the eID smart-
card, and their use in signature operations needs to be authorized with a personal
4-digit PIN. The physical protection provided by the smartcard, together with
the PIN knowledge, provides a multi-factor authentication of the eID owner.

Most Public Administration Services, as well as many other public or pri-
vate services (utility services, banks, insurance companies, etc.), usually require
citizens to provide face-to-face their real identity to become clients. An eID sim-
plifies the access of a citizen to all these services, since a citizen can use it to
create an account through the Internet without having to show up somewhere for
a face-to-face identification, and can use the same eID for accessing afterwards
that account. Moreover, the exact same eID can be used to access many of such
services services.

The trustworthy identity attributes that an eID can provide to online services
depends on each eID. For eID solutions based on a PKI, these attributes must be
part of a public key certificate associated with the eID (more precisely, associated
to a private key stored in the eID).

Public key certificates (PKC) corresponding to eID private keys are signed
documents that can be checked by anyone using certificate hierarchies provided
by national PKIs. Any service should be able to check the validity and correct-
ness of a personal PKC with the help of PKI validation services (e.g., CRL [4]
distribution points). Thus, a person can get identified and authenticated by sign-
ing some challenge provided by the target service (the authenticator) with one of
the person’s private keys and presenting, together with the signed data, his/her
corresponding PKC. The PKC enables the service to both (i) authenticate the
person and (ii) get his/her identity attributes present in the PKC.

1.2 Problem

Currently, most browsers are able to explore cryptographic tokens (namely, eIDs)
to authenticate the client side of an HTTPS session with an asymmetric key pair.
However, server-side Web applications are designed in a way that make them
independent from the so-called transport layer, which can be either HTTP or
HTTPS. In other words, the exploitation of HTTPS instead of ordinary HTTP
is a concern of the HTTP server, and not a concern of the applicational logic.
Consequently, applicational sessions are completely independent from HTTPS
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sessions, thus although the former are able to receive information about the
authentication and identification of clients, they cannot completely rely on it,
simply because they are unable to control it.

Since application-layer sessions cannot use the client authentication provided
by the transport layer, they need to manage their own authentication policies
and mechanisms. Thus, the application session control manager should directly
interact with clients to authenticate them, possibly with an eID. But how can
this be done without changing client applications, namely the Web browsers?

1.3 Contribution

For solving this problem, we propose to adopt the current IdP-based paradigms
for authenticating people, namely SAML 2.0 Web browser based SSO profile [1],
which is based on HTTP redirections, but using a personal IdP (PIdP) for
making the proper interface with eIDs. The PIdP does not need to be a compo-
nent trusted by the authenticating service; that will solely trust on the security
robustness of eIDs and on the correctness of the eIDs PKI. From the service’s
perspective, the PIdP will act as a functional extension of a browser (it may
inclusively be implemented as a plugin).

We designed a new authentication protocol involving a service provider (au-
thenticating part), a PIdP and an eID, namely the Portuguese one. This protocol
is robust against the theft of identity proofs, and protects also the identity of
the authenticated person from networks eavesdroppers. A prototype of the PIdP
was implemented in Java, as well as a set of Servlets for handling the authenti-
cation on the server side, and both components were integrated and temporar-
ily deployed for demonstration purposes with the campus-wide, centralized and
IdP-based authentication system used in the University of Aveiro.

2 Related Work

One methodology currently in use for exploring the authentication with eID
cards in Web iterations is based on the download and execution, just in time,
of Java applets that interact with the eID. This approach is being explored by
the majority of the Portuguese sites that allow Portuguese citizens to use their
eID to authenticate themselves. However, this is not a good solution for several
reasons. First, because browsers usually present a danger warning regarding the
execution of such applets, because they can interact extensively with the user
machine. Second, because users need to trust code that can be malicious (the
service requesting eID authentication can be managed by attackers).

This approach is also the one followed by the e-Contract company1 for the
Belgian eID and by the eID Identity Provider project2. In this project they
developed an IdP that interacts closely with an eID Applet that interacts with
the eID. Our goal was different, we do not want to provide a completely new,

1 http://www.e-contract.be
2 http://code.google.com/p/eid-idp

http://www.e-contract.be
http://code.google.com/p/eid-idp
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fully-fledged IdP capable of interacting with eIDs. Instead, we provide a basic
identification and authentication protocol, involving installed PIdPs for dealing
with eIDs (see Section 4), which can then be used by existing IdP’s.

A different approach [5], also put forward for the Belgian eID, consists in us-
ing a different HTTP protocol anchor (auth). In a browser, this anchor could be
associated to a client authentication application, which could use the URI host
and path following the anchor to contact an authentication server, or some IdP.
The authentication protocol, which may, or may not, involve an eID, includes
some HTTP client-server state information (e.g. an SSL session identifier) to
establish the link between the authentication proofs and the relationship with
existing (SSL) sessions. This approach involves changing all browsers to tackle
this new anchor, and entangles the authentication proof with transport informa-
tion (the SSL session identifier), which is not advised to keep application-level
session management separated from secure transport management.

3 Architectural Overview

In Web interactions, the most frequent way to separate the authentication and
identification of people (service clients) from the actual service provisioning is
based on the SAML 2.0 Web browser based SSO profile, presented in Figure 1
(top-left). When a browser first accesses a Service Provider (SP), the SP redirects
the client to an IdP (for this reason, the service is also called Relying Party).
The IdP authenticates the browser user, using some Web interface, and redirects
the browser to an identity management module of the Relying Party. In this
redirection, the IdP sends an assertion containing a set of identity attributes
associated with the authenticated user. Upon validating the IdP assertion, the
identity management module will select an existing profile matching the provided
attributes and will thereafter use it in the subsequent interaction with the client
(using a cookie returned after a profile match). Different services using the same
IdP can get different sets of identity attributes for the same person.

Our simplest eID-based identification architecture consists in replacing the
IdP by a PIdP located in the client host (top-right diagram of Figure 1). The
PIdP conducts the eID-based user authentication and provides a user identi-
fication assertion, in the form of a datum signed by the eID, to the Relying
Party’s identity module. The user identity attributes are the identity attributes
contained in the PKC that goes along with the signature. Upon validating the
user signature, the identity management module will select an existing profile
matching the user’s PKC identity attributes.

A more complex but richer approach can be achieved by combining both
concepts (bottom diagram of Figure 1). In fact, a Relying Party can use an
IdP for hiding all user authentication details, and the IdP can interact with the
PIdP for authenticating the user with his/her eID and get his/her PKC identity
attributes.
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Fig. 1. Common IdP-based client identification architecture in Web interactions (top-
left), alternative architecture using a PIdP and an eID (top-right) and a combined
architecture using an IdP service and a PIdP (bottom)

4 PIdP-Based Identification and Authentication

Our new identification architecture uses eID cards and a PIdP local to the person
that wants to get identified (see Fig. 2). In terms of interface, the PIdP is a Web
server. Along this text we will use the term user to refer the person that will be
identified and authenticated by a service using his/her eID.

Whenever a service handling a client request requires the identification of the
requesting user (1), it requires it to the client’s PIdP (2), which must run on
the client’s host (thus, in the IP address 127.x.x.x). The identification request
is made with a redirection of the client browser to its local PIdP, together with
some authentication parameters. The PIdP interacts with the user in order to
conduct his/her authentication with an eID (3), upon which it uses a parameter
of message 2 to redirect the client browser to the service’s identification module
(IM) (4), which will validate the authentication proof and collect the user PKC,
both provided by the PIdP. Upon success, the IM stores the user PKC in the
proper session context, and redirects the client to its original target service (5),
which will then provide the service to an already identified client (6).
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2 service→PIdP : service name, PKCs, r1
PIdP →User : service name, PKCs subject name
User →PIdP : authentication PIN

3

PIdP → eID : signature request, PIN, r1, r2,PKCs

eID →PIdP : Sig = 
r1, r2,PKCs�K−
u

PIdP → eID : certificate request
eID →PIdP : PKCu

PIdP : K = digest (r1, r2)

4 PIdP → IM : r1, {r2}K+
s
,Sig, {PKCu}K

IM : validate r1, recover r2 and compute K = digest (r1, r2)
IM : recover and validate PKCu, validate Sig with PKCu

IM : PKCu → U’s identity attributes

Fig. 2. Proposed user identification architecture (top), using a PIdP (Personal IdP)
to handle the authentication and identification of a client user with his/her eID, and
the protocol details (below), using the same interaction numbering. 
x�y stands for the
“‘the value x signed with private key y”.

The PIdP is the only component that interacts with the eID and it does not
need to be integrated with the client browser. It has its own graphical interface
for interacting with the local user in order to customize the exploitation of the
eID. The benefits of this approach are twofold: (1) the client cannot be fooled
by a phony browser interface requiring credentials to use the user’s eID; and
(2) this approach works with all browsers (or other HTTP user agents) capable
of supporting server replies containing HTTP redirections. This decision holds
little impact over the security mechanism of the user eID, as it is basically an
exploitation facilitation decision. The PIdP may very well use the native local
interface of the eID middleware (for example, for getting an authorization PIN).

The PIdP is a local service of the user, therefore it doesn’t need to be available
to other machines in the Internet. Consequently, it can use a localhost IP address
(e.g. 127.0.0.1). However, both this address and the TCP port used to receive
HTTP requests have to be standard (in order to be known by the authentication
requester). Alternatively, these elements can be conveyed by the browser as
HTTP header fields.
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We are assuming that eID owners explore this architecture in single-user,
personal machines, and not in multi-user computers, because in those it would
not be trivial to connect a personal eID reader for each user. This assumption
rules out the need to distinguish among several PIdP services on the same host.

4.1 The Identification and Authentication Protocol

The identification and authentication protocol is based on the signature provided
by the eID, and the identity attributes of the user are extracted by the service’s
IM from the PKC that is used to validate the user’s digital signature.

The protocol uses two random challenges, r1 and r2, from which a temporary
key K is computed with a digest function. It also uses the users’ private key
(K−

u ) and the corresponding public key certificate (PKCu), and the service’s
private key (K−

s ) and the corresponding public key certificate (PKCs).
The challenges r1 and r2 are provided by each of the participants: the au-

thenticating service and the user (his/her PIdP), respectively. These challenges,
together with PKCs, form a value that is signed by the eID; this signature will
constitute the authentication proof presented by the eID owner. The validation
of this proof must be performed with the public key corresponding to the pri-
vate one that was used in the signature. This public key is provided embedded
in PKCu, also obtained from the eID. This certificate serves two purposes: (1)
enable the IM to validate the signature with the proper public key, and to check
the validity of the key pair, and (2) enable the IM to get, in a trustworthy way,
identity attributes of the user (belonging to PKCu).

The value of r1 may optionally include a subcomponent with a service times-
tamp. This timestamp can help the IM to discard authentication requests hap-
pening after a threshold timeout defined solely by the service.

The purpose of the random value r2 is to prevent a malicious service to collect
specific r1 values signed with users’ private keys. The protection principle here
is that the eID never signs a value that is solely provided by a third party; it
must always include a random component generated locally by the PIdP.

4.2 Identification of Services and Protection of User’s Privacy

The user identity elements, contained in his/her PKCu, should not be delivered
to services in clear text for preserving the users’ privacy from eavesdroppers.
Furthermore, attackers running rogue services should not be able to impersonate
legitimate services just to know the identity of clients.

To protect against these issues, all critical elements provided to the IM are
protected with the service’s public key, K+

s , contained in PKCs. Namely, the
challenge r2 is encrypted with K+

s , thus can only be recovered by the owner of
K−
s , and the user’s identity attributes, conveyed in his/her PKCu, are encrypted

with K, a temporary key derived from both r1 and r2. Therefore, a malicious
service using a stolen PKCs can not recover r2 nor K, thus cannot observe
PKCu.
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The services’ certificates are not validated by the PIdP using certification
chains or validity dates. Furthermore, they can be different from the certificates
used by the services’ underlying HTTPS servers. The PIdP should use a strat-
egy similar to SSH [6] to handle relationships between services names and their
certificates: if yet unknown, the user is asked whether or not it should be main-
tained; if already known, the PIdP checks if it has changed and, upon a change,
asks the user if it authorizes the update of the existing information.

Note that the whole system is prepared to validate services’ certificates ac-
cording with X.509 rules at any time, but in our opinion it is excessive. As we
will see, the main drawback of this approach is the possibility to provide a PKCu

to an attacker. This topic will be further addressed in the next section.

5 Security Analysis

In this section we will evaluate the security of our authentication protocol regard-
ing two kinds of attacks against authentication protocols: (i) identity stealing
and (ii) identity surveillance.

A user may be fooled by a rogue service provider presenting a misleading
identity (name and certificate). Two situations can occur: (i) the server presents
a stolen certificate, for which it has no corresponding private key; or (i) the
server presents its own certificate, for which it has a private key.

In the first case, the server would not be able to interpret the PIdP response,
namely to get PKCu, because it doesn’t know K−

s . For the exact same reason,
a network eavesdropper would not also be able to interpret the user response,
and therefore would not be able to get any information about the user identity.

In the second case, the server is able to interpret correctly the PIdP response,
with his/her identity attributes. This allows the server to become aware of the user
identity, but not to impersonate him/her, because the response cannot be reused
(either as it is or after some manipulation). In fact, the values r1 are different on
each authentication run and the certificates PKCs are different for each server.
Therefore, a signature made by an eID once for an authentication process cannot
be used in another authentication process (because either r1 or PKCs are differ-
ent). We are assuming, of course, that given a signed piece of data it is impossi-
ble to find another one, different from the former, where the same signature fits.
Therefore, the response provided by the PIdP when interacting with a particular
authentication service cannot be stolen and reused with another server. This is
true as well for a network eavesdropper, which has even less control over the PIdP
response than a server being able to interpret the response.

Consequently, the protocol is secure against identity theft attempts based on
stolen PIdP responses, either when the attacker does not know K−

s (network
eavesdroppers or rogue services using stolen certificates) or when the attacker
knows K−

s (rogue service using its own certificate). In the worst case, a rogue
service may be able to learn the user identity after being able to convince the
user to participate in a eID-based authentication. However, with password-based
systems this risk is incomparably higher, since in that case the rogue service can,
in fact, steal the user’s authentication credentials.
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Finally, certificate validation would not help most users to protect themselves
against false certificates presented by rogue services. In fact, the vast majority
of users doesn’t know anything about certificates and certification chains, thus
they are not likely to react appropriately to error messages provided upon errors
detected in the validation of certificates. Therefore, they can always be misled
by rogue certificates when asked to proceed or not upon validation errors.

6 Implementation and Experimentation

We have implemented a prototype of the authentication protocol using the PIdP
and HTML mechanisms. The prototype was tested with the IdP-based identifi-
cation infrastructure of University of Aveiro, which was adapted to perform the
identification and authentication of the client using his/her PIdP and the Por-
tuguese eID. The prototype was designed to work with all browsers, therefore
we only used standard HTML mechanisms. Furthermore, we restrained ourselves
from using facilities such as Java Script, because users and/or domain-wide poli-
cies may block them for security reasons.

The PIdP is a stand-alone, graphical application programmed in Java. It
is based on the HttpServer class and uses Swing for managing the graphical
interface. Upon a first authentication contact by a local client (browser), the
PIdP launches a thread that conducts the interaction with the user and with
his/her eID. In the meanwhile, the PIdP main thread keeps a dialog with the
browser for showing a minimum of information regarding the current interaction
with the eID. Once this interaction finishes, the PIdP redirects the browser to
the validation service provided in the initial redirection URL.

The interaction with the eID uses native PKCS #11 C libraries. Regarding
other crypto, r1 and r2 have 16 bytes each and K is computed with SHA-1 (first
16 bytes of the output). The symmetric encryption of PKCu with K is with
AES-128 (with ECB and PKCS5 padding). The encryption of r2 with K+

s is
with RSA (ECB mode and OAEP with SHA-1 and MGF1 padding).

The authentication request to the IdP is an HTTP GET request to URL
http://127.0.0.1:[port]/authenticate with 4 parameters: the 3 presented
in the protocol description (see Fig. 2) plus the URL where the response should
be returned; port will be discussed below. The authentication response is also an
HTTP GET request, to the URL provided in the request, with the 4 parameters
presented in the protocol description. All byte array parameters are transmitted
encoded as hexadecimal strings.

The PIdP is addressed using a standard and uniform IP address for the client
host (127.0.0.1) and a TCP port. The IP address does not pose any addressing
issues, as it is interpreted by the client browser. On the contrary, dealing with
the PIdP TCP port is more complex. According to standards [7], a port in a
URI is expressed solely with digits; names are not allowed, therefore we could
not rely on some existing port name resolver.

For our first experiments we chose and used a fixed port number (666) for the
PIdP. As this is not an elegant solution, we are actually working on a name server

http://127.0.0.1:[port]/authenticate
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using a well-known port number, which could appropriately redirect requests to
local services (such as a PIdP). But for the sake of the experimental tests, the
result is exactly the same.

7 Conclusions

In this paper we have presented a new approach for dealing with the Web au-
thentication with eID tokens. This approach is based on a local application,
called PIdP (Personal Identity Provider) that does not need to be trusted by
the authenticator. On the other hand, the PIdP should be trusted by the eID
owner, and in that sense our approach is more is more likely to fulfill this requi-
site than Java Applets or other form of dynamic code downloaded just-in-time
by browsers. Finally, users are free to choose, or even develop, their own PIdP.
This means that they have the power to define which application interacts with
their eID, which is an advantage for managing personalization features (e.g.
PIN recording for particular services) and for preventing abusive interactions
with eIDs (e.g. multiple signature requests instead of a single one).

The PIdP-based authentication architecture is completely independent from
browsers and can be used directly by service providers or by identity providers.
Our prototype, based on a Java PIdP and on Java Servlets, was tested in both
scenarios. Currently it works only with the Portuguese eID, but it can be easily
extended to deal with eIDs of other countries or even companies. Furthermore,
we can use other alternative physical locations of the user credentials (files, USB
dongles, etc.) other than an eID, because it is up to the PIdP to look for them.
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Abstract. In automotive design process, safety has always been the
main concern. However, in modern days, security is also seen as an im-
portant aspect in vehicle communication especially where connectivity is
very widely available. In this paper, we are going to discuss the threats
and vulnerabilities of a CAN bus network. After we have considered a
number of risk analysis methods, we decided to use FMEA. The analysis
process allowed us to derive the security requirements of a CAN bus. Ex-
perimental setup of CAN bus communication network were implemented
and analysed.

Keywords: Risk analysis, ECU, FMEA, CAN bus network.

1 Introduction

Safety is always the first priority in automotive application. With the advanced
technologies and introduction of multiple intelligent applications for automotive,
security is now a very crucial criteria to ensure the safety and reliability of a car.

In modern vehicles, the operations are controlled by embedded microcon-
trollers called ECUs (Electronic Control Units). These ECUs are interconnected
through multiple network buses, such as Controller Area Network (CAN) [9],
Media Oriented Systems Transport (MOST) [13], Local Interconnect Network
(LIN) [14] and FlexRay [12].

This paper will discuss the risk analysis of a CAN bus network using Fail-
ure Mode and Effect Analysis (FMEA). The objective of this paper is twofold.
While analysing the security requirements on CAN bus network, we also want
to highlight the method we used for risk analysis.

The next section will discuss background and related works on vulnerabilities
and threats on vehicular networks, their method for risk analysis and their pro-
posals for secure solutions. Our CAN bus risk analysis using FMEA is decribed
in the following section. From the analysis, we discuss the security requirements
of a CAN bus network. The last section describes the experimental CAN bus
implementation that we conducted with basic communication and incorporating
crypto operations to introduce security to the CAN bus communications.

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 170–179, 2014.
c© IFIP International Federation for Information Processing 2014
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1.1 Background

Since in-car network connectivity is becoming very widely used and available,
people are interested on how this may improve the operations of a vehicle. Thus,
some parties have higher motivation, whether to gain financial profit or recog-
nition by attacking the system. This is even easier by the availability of many
interfaces (On board diagnostic (OBD), Bluetooth, wireless) and the weaknesses
proven [10][5][8] in the current system.

1.2 Related Work

In this section, we are going to discuss a number of industrial projects and their
security requirements analysis methods.

The focus of EVITA project [2] was security for onboard networks. In their
security requirement analysis, they identified use cases and threat scenarios to
obtain the security requirements. Hence, they designed a secure onboard archi-
tecture and secure onboard communications protocols.

In the SeVecom project [1], they introduced cluster analysis for security re-
quirement analysis process [11]. The objective of SeVecom project was to find a
future-proof solution to the problem of vehicle to vehicle (V2V) and and vehicle
to infrastructure (V2I). Focusing on communication specific to road traffic, it
proposed a security architecture and security mechanisms by proposing crypto-
graphic algorithms and secure device for vehicular networks.

The PRESERVE project [4] combines the results of several projects such as
SeVecom, PRECIOSA (Privacy Enabled Capability in Co-operative Systems and
Safety Applications) [3], EVITA and OVERSEE. The objective of this project is
to create an integrated vehicle to X (V2X) security architecture. In this project,
they use the method introduced by [11] to obtain their security requirements
and countermeasures [15].

In European Telecommunication Standard Institute (ETSI), a standard for
Intelligent Transport Systems (ITS) was made to ensure efficient and reliable
communication in transport system. In [6], the ETSI (ITS) document lists seven
steps to identify risks using threat, vulnerability and risk analysis (TVRA).
In the TVRA method, the security requirements are listed first, then only the
threats to the requirements are analysed.

2 Risk Analysis

There are different methods and tools available to conduct a risk analysis of a
system. In this paper, we conduct our risk analysis based on FMEA. In FMEA,
risk is the product of the probability that an event (potential failure mode) may
occur in a specified system and the impact on the system if the event occurs and
to what extent the event can be detected in the existing environment.
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2.1 CAN Bus Risk Analysis Using FMEA

In this security risk analysis, we take the approach of viewing the risks of a CAN
bus from four different views, i.e car lifecycle, CAN bus operations, entities
involved and ECUs. While the lists are not exhaustive, our analysis mainly
focuses on common use cases without V2V and V2I communications. From the
different views of risks, we can highlight the risk levels and thus propose proper
mitigation actions to overcome the threats and vulnerabilities accordingly.

Table 1. Probability Rating

Probability of failure Failure Rating

Very High >=1 in 2 10
1 in 3 9

High 1 in 8 8
1 in 20 7

Moderate 1 in 80 6
1 in 40 5

1 in 2,000 4
Low 1 in 15,000 3

1 in 150,000 2
Remote 1 in 1,500,000 1

Table 2. Severity Rating

Effect Severity of effect Rating

Safety Reliability Financial

Catastrophic Multiple deaths Overall system failure Total loss 10
Extreme At least one death System failure Extremely high loss 9
Very High Major injury Partial system failure Very high loss 8
High Bad injury Very bad distraction High loss 7
Moderate Moderate injury Distraction Moderate loss 6
Low Small injury Loss of comfort Small loss 5
Very low Very small injury Uncomfortable Very low loss 4
Minor Minor injury Minor loss of comfort Minor loss 3
Very Minor Very minor injury Very minor loss of comfort Very minor loss 2
None No effect No effect No effect 1

In FMEA, the ratings for probability, severity, detection and risk depend on
the process or product being analysed. In this analysis, the ratings scale is an
initial starting point that could be refined following discussion with industry. Ta-
bles 1, 2, 3 are ratings related to probability, severity and detection respectively.
Table 4 assigns the risk priority number (RPN) values, which is the product of
probability, severity and detection, to the different risk levels.
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Table 3. Detection rating

Detection Likelihood of detection Rating

Absolute uncertainty Control cannot detect 10
Very remote Very remote chance the control will detect 9
Remote Remote chance the control will detect 8
Very low Very low chance the control will detect 7
Low Low chance the control will detect 6
Moderate Moderate chance the control will detect 5
Moderately high Moderately high chance the control will detect 4
High High chance the control will detect 3
Very high Very high chance the control will detect 2
Almost certain Control will detect 1

Table 4. Risk level

Risk level RPN Label

Unacceptable 301<=RPN<=1000 U
High 201<=RPN<=300 H
Moderate 101<=RPN<=200 M
Low 1<=RPN<=100 L

Car Life Cycle. Car life cycle starts from the manufacturing state, followed by
selling, use by owner, reselling and forensics. In each state of the life cycle,
there are many different potential failure modes. Table 5 shows the FMEA
for car life cycle. From the analysis, we conclude that the highest risk is
during the usage of the car by the user or the owner. During this state of
life cycle, the CAN bus network is most vulnerable whether to attacks or to
any failure modes that might occur deliberately or not.

Entities. There are a number of different entities involved in a car lifecycle.
They are the car manufacturer, car parts supplier, firmware developer, tech-
nician and mechanic at workshop, car agent and dealer, insurance agent,
owner, user and interested parties in car hacking (car manufacturing com-
petitor, hobbyist, researcher, technical enthusiast, thief and terrorist). From
the analysis, the car manufacturer and the insurance agent are seen as low
risk entities, while car parts supplier is considered at moderate risk. Other
entities are found to be at unacceptable risk level.

CAN Bus Operations. The risks are also analysed from the weaknesses of
CAN bus operations that might be used by the attacker to cause failure
modes. For example, for message reception, an attacker can cause failure by
making improper filtering. Other general weaknesses that can be threats to
the CAN bus are the broadcast nature of the network, priority bus based
arbitration and unlimited number of nodes. These manipulations can cause
severe effects if they involve critical ECUs. The detection level for failure
mode is very remote.
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ECUs and Car Operations. Each ECU has different functionalities. Using
FMEA, we can conclude which ECUs are more critical in terms of safety
and therefore require extra protection. The ECUs related to comfort are
considered as lower risk ECUs as the severity of failure is less compared to
ECUs related to safety. There is minimal control to detect any failure mode
that might occur to these ECUs, and thereby causing the risk to be higher.

FMEA as a Risk Analysis and Security Design Tool. With the increas-
ing reliance on car technology and security, FMEA should be given greater
attention in the future. From Table 5, it shows that risk analysis has better
coverage by not only considering threats, vulnerabilities and attacks, but also
considering the potential failure modes in the overall life cycle of a car and
the entities involved. Attacks are conducted intentionally on vulnerabilities
of the system, but unintentional actions may also lead to failure modes of
the system. Therefore, it is important to consider all possible failure modes
in our risk analysis. The detection attribute in the FMEA helps to address
the effectiveness of countermeasures being introduced.

2.2 Security Requirements

After the preliminary analysis, the security requirements for a CAN bus are
concluded in Table 6. We divided the security requirements of a CAN bus into
two parts. They are the security of the nodes (ECUs) and the security of the
communication protocols.

Table 6. Security requirements of a CAN bus

Security requirements Node Communication protocol

Authentication � �
Integrity � �
Availability � �
Non-repudiation �
Freshness �
Confidentiality �
Access control � �
Tamper resistance �

3 Experimental Work

From the analysis it appears that the CAN bus will be a weak link in our
system unless the traffic can be better secured. However security may come at a
performance cost and so to investigate this, an experimental system was created.

3.1 Method

Components. In this experiment, we tried to emulate the communications be-
tween the wheel rotation and the odometer on the instrument panel cluster
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(IPC). We chose MCP25050 and PIC18F4580 (with built in CAN driver) as
the CAN processors and MCP2551 as the CAN transceivers. MCP25050 is a
configurable chip which makes the CAN bus setup much easier without the
need of a microcontroller. The setup is as shown in Figure 1 and 2. The nodes
were connected using MCP25050 development board with an oscillator clock
of 16MHz. The communications at 125kbps were observed using CAN bus
analyser. The CAN bus analyser application monitored the messages sent
across the CAN bus.

Setup. Firstly, we used MCP25050 for Node 1 and Node 2. Node 2 was an
exact copy of Node 1 in terms of its firmware. It would transmit the same
message as Node 1 (including ID and data) once it received a wheel rotation
signal from the sensor. In our experiment, the signal from wheel rotation was
emulated using a switch pulse. For the IPC node, we used PIC18F4580. The
IPC was programmed so that it would receive the messages (with specific
ID) sent to the CAN bus and increment its counter once the message was
successfully received. The counter was shown using LEDs at the output port.

Security Implementation. To incorporate security into the network, we in-
cluded encryption and MAC using AES on the data field. Table 7 shows the
different configurations of setups. For these setups, we used PIC18F4580 for
IPC and Node 1, because MCP25050 is just a configurable IC and is not
able to perform security computation as required. In this simple security
experiment, we append the MAC as part of the data field in the message
to be sent. For MAC computation, we used AES128 and concatenated the
result to 2 bytes, then appended the MAC as part of the data field. For a
standard frame format, the total number of bits per message is 108 bits (1
bit of start of frame, 11 bits of ID, 1 bit of remote transmission request, 1 bit
of ID extension bit, 1 bit of reserved bit, 4 bits of DLC (data length code),
up to 8 bytes of data field, 15 bits of CRC, 1 bit of CRC delimiter, 1 bit
of ACK slot, 1 bit of ACK delimiter and 7 bits of end-of-frame). Therefore,
we decided to put the MAC in the data field and truncate the MAC to 2
bytes only. The firmware codes for CAN communications (transmit and re-
ceive functions) and AES computation used for these experiments were taken
from Microchip website given as part of PIC18 library [7]. The total code
size for AES computation was about 4700 bytes and CAN communication
was about 2500 bytes. No optimisation in terms of code size or performance
was implemented.

3.2 Result

The latency caused by implementation of security features are as shown in Table
8. These operations executed at external clock of 16MHz using the development
board’s oscillator. For a 125kbps communication, this would result in a total
messages of 1157 for a standard ID (108 bits) in a second. By adding security,
it took up 0.737% of total capacity of bus for send and receive operations.
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CAN bus

Original node
(Node 1)

Attacker node
(Node 2)Odometer IPC

Fig. 1. CAN bus experimental setup

to CAN bus analyser

to PC

IPC node

Node 2

Node 1

Fig. 2. Actual CAN bus experimental setup

3.3 Discussion

In the basic setup, it was clear that CAN bus network is very vulnerable to
attacks such as sniffing, denial of service, message manipulation and many others.
In our experiment, we were able to demonstrate masquarading attack on CAN
bus. The attacker node sent the same message as the original node and accepted
by the IPC node. From this experiment, we can conclude the requirements of a
CAN bus as discussed earlier and summarised in Table 6.

In the setup with MAC, only valid nodes (nodes that have the key to generate
the MAC) were able to send messages across the bus. The MAC introduced
authenticity and integrity to the network. However attacker can still participate
in the bus communication by listening to the network (sniffing).

Finally, in the setup with encrypt and MAC, valid nodes can transmit mes-
sages across the bus. If any node attempted to sniff the messages sent across the
CAN bus, the messages were encrypted. This setup introduced confidentiality
to the network while the MAC gave authenticity and integrity. However, the
attacker can still send the same message by replaying the message. Therefore,
freshness is further required in the communication. Freshness can be introduced
by using counter or timestamp.

The key management needs to be handled properly to ensure successful se-
curity implementation, especially considering the car lifetime. It is expected for
parts replacements, which include ECUs, and hence the cryptographic keys need
proper handling. The synchronisation of counter or timestamp is also crucial.



178 H. Mansor, K. Markantonakis, and K. Mayes

Table 7. Steps of operations

Setup Node 1 Node 2 Odometer

Message MAC Encrypt

Basic Tx (M) 1. Rx (M) M ✗ ✗

2. counter incremented
Tx (M) 1. Rx (M) M ✗ ✗

2. counter incremented

With MAC Tx (M1) 1. Rx (M1) M1 ✓ ✗

2. verify MAC
3. counter incremented

Tx (M) 1. Rx (M) M ✗ ✗

2. verify MAC
3. counter not incremented

Encrypt+MAC Tx (M2) 1. Rx (M2) M2 ✓ ✓

2. verify MAC
3. decrypt data
4. counter incremented

Tx (M) 1. Rx (M) M ✗ ✗

2. verify MAC
3. counter not incremented

Table 8. Additional computation time for security implementation

Process Operation Time (ms)

Generate MAC AES encryption 1.59
Verify MAC AES encryption 1.59
Encrypt data AES encryption 1.59
Decrypt data AES decryption 2.58

While security is important, cryptographic implementation alone does not
guarantee a successful system. We also have to consider the limitations and con-
straints of the system. The latency caused by including the security features can
be further optimised to ensure availability of messages in time. Appending MAC
as part of the message in the data field may cause potential unavailability since
some messages may require to send 8 bytes of data in one message transmission.
Furthermore, MAC is not able to provide non-repudiation. A message has to be
signed in order to provide non-repudiation. Therefore, this requires further work
in order to provide overall security to the CAN bus which include security to the
nodes as well as the communication protocol. This includes attestation during
start up of operation. The constraints of automotive applications will have to
be considered in proposing a secure solution. This will be included in our future
work.
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4 Conclusion

This paper discusses the security risk analysis of CAN bus network using FMEA
and it shows that security is a process required in the automotive applications.
Our experimental CAN bus communications showed that the processing appears
to be quite efficient and so adding a security protocol may well be feasible. With
the increase use of networks connectivity to improve and assist performance of
vehicles, this justifies the need of security to ensure privacy, safety and reliability.
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Abstract. Advances in DNA sequencing create new opportunities for
the use of DNA data in healthcare for diagnostic and treatment pur-
poses, but also in many other health and well-being services. This brings
new challenges with regard to the protection and use of this sensitive
data. Thus, special technical means of protection should safeguard crit-
ical DNA data and create trust for patients and consumers of lifestyle
services. In particular an interesting research challenge is to design secure
operations on DNA sequences in the encrypted domain that allow a per-
son to engage into a DNA-based service and obtain required (medical)
answers without revealing his/her DNA. We focus in this paper on this
topic and present a solution to a particular problem of privacy-preserving
matching of DNA sequences which can be used in clinical trials or other
DNA services.

1 Introduction

To be competitive and efficient, multiple independent organizations often have
to form virtual collaborations to work together on critical applications or to
share sensitive data. In order to facilitate such collaborations, a widely deployed
network infrastructure can be used to allow access to either cloud-based envi-
ronments or directly grant access through the involved parties to each other’s
systems and resources. Given the fact that such applications have to deal with
sensitive data, organizations feel reluctant to move their resources to the cloud
or safely rely on the (authentication) claims coming from the members of the
collaboration. As a result trust becomes an important component of such collab-
orations. Cross-organizational and jurisdictional nature of these collaborations
makes it hard to relate different attributes and policies of different collaborating
parties and thus build mutual trust.

� This work has been partially funded by the EC via grant agreement no. 611659 for
the AU2EU project.
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The problem of establishing trust lies in the lack of authentication and au-
thorization infrastructures supporting high level of assurance, privacy as well as
cross-domain and jurisdictional collaborations. Thus, there is a clear need for
an adequate infrastructure for authentication and authorization in establishing
trust. To address this need and general requirements of distributed eAuthentica-
tion and eAuthorization infrastructures for trusted secure information sharing,
the EU FP7 project called AUthentication and AUthorization for Entrusted
Unions (AU2EU) was initiated. The project is a joint collaboration between
seven EU partners and five research institutes and universities in Australia. The
main objectives of this project are to: (a) deploy a composable architecture that
builds on the best existing practices and novel emerging techniques to design
the eAuthentication and eAuthorization infrastructure for cross-organizational
and jurisdictional collaborations; (b) extend the joint eAuthentication and eAu-
thorization framework with four novel functionalities: (i) assurance of claims
to increase trust by introducing the ability to assess reliability of claims; (ii)
trust indicators to assess trustworthiness of the involved devices, platforms and
services; (iii) cryptographic policy enforcement to ensure data confidentiality in
cloud-based and offline scenarios inherent to distributed systems; and (iv) mech-
anism to perform operations under encryption to enable processing data in a
privacy-preserving way; (c) implement the resulting joint eAuthentication and
eAuthorization framework and deploy it in two real-life pilots in Australia and
Europe; and (d) evaluate its security, maturity, scalability, and usability.

The project is driven by four use cases, namely bio-security, eHealth, and two
healthcare use cases related to picture archiving and communication systems
(PACS) and DNA data management. The joint eAuthentication and eAuthoriza-
tion infrastructure is designed by combining the XACML-based authorization
framework [3], ABC4Trust [2] authentication architecture and TDL [1] authen-
tication framework. In our framework we deploy novel mechanisms for semantic
mapping to translate policies and attributes to the required authentication claims
that can be verified in our authentication framework. To guarantee strong authen-
tication and privacy at the same time, idemix technology [4] for attribute-based
authentication is used as a building block of our authentication architecture. To
support privacy as well as ease of use for collaborating parties, the idemix is inte-
grated as a cloud-based service in the AU2EU architecture. The platform will be
deployed and evaluated in the bio-security and eHealth pilots.

In the rest of this paper, we focus on the DNA use case that fall under one of
the AU2EU research directions, which is operations under encryption. When sen-
sitive data, e.g. patient DNA or bio-security incident data, need to be accessed and
processedbyvariousparties in thedistributed collaborative systems, restricting ac-
cess to only partial data is a difficult task, since processing and extracting partial
information fromthedata often requires access to thewholedataset.Policy enforce-
mentmechanisms alone cannot guarantee this fine-grained level of access control. It
would be ideal if we could performoperations on the encrypted data that are equiv-
alent to the operations one need to perform on the corresponding non-encrypted
data, without the need to decrypt them. Processing in the encrypted domain that
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builds on homomorphic encryption techniques [5], securemulti-party computation
[6], and code-based security [7] suggest possible solutions. It would allow a party
to engage into applications dealing with sensitive data (e.g. medical trial or disease
risk profiling that use DNA data) and obtain required answers without revealing
particular data or without ’seeing’ user’s data in plain text.

In this paper we concentrate on the problem of privacy-preserving similarity
search in DNA databases for clinical trials and medical research. Clinical trials
and genome-wide association studies are typical tools to evaluate effectiveness
of certain treatments and drugs, and to determine dependencies between DNA
patterns and diseases. In clinical trials, the eligibility criteria for inclusion in a
trial might include patients with DNA sequences that have similar phenotype
(e.g. race) and functionality (e.g. a gene is on or off). In genome-wide asso-
ciation studies, to conduct tests, one need to select DNA sequences that can
be formed into cases (e.g. sequences that contain a mutation) and controls (se-
quences that do not contain a mutation). Therefore, to find eligible patients for
a clinical trial or data for research purposes, various parties like pharmacies that
conduct a trial, and clinical researchers have to be able to look up patient’s
primary medical records and research repositories containing DNA information
and check DNA sequences against inclusion criteria. However, accessing DNA
information in such databases poses privacy and security concerns. Remarkably,
DNA sequences are self-identifying sensitive data. They are a unique identifier
of human beings; moreover these sequences contain information used for dis-
ease risk profiling, ancestry determination and, potentially, other more personal
physiological aspects. It is important to realize that since DNA data are iden-
tifiers by themselves, DNA sequences, unlike other medical information, cannot
be anonymized. Thus realization of clinical trials and research experiments that
use genetic information as a subject selection criterion requires a proper DNA
management infrastructure in place. In the next section we present our solu-
tion to a particular problem of privacy-preserving indexing of DNA sequences
to support similarity search.

2 Privacy-Preserving DNA Indices

Consider the problem when a third party (e.g. a pharmacy) has to query a
(distributed) DNA database in order to find patients (e.g. volunteers for a clin-
ical trial) whose DNA sequences are similar to a query (example) DNA se-
quence. To guarantee privacy of DNA information stored in the database, we
only store privacy-preserving DNA indices that can be used for similarity mea-
surements. We propose to use DNA sequences processed into context trees as
index-information that can be used to facilitate privacy-preserving matching and
similarity search in DNA databases. The context trees are built by estimating the
underlying model of (a set of similar, in a certain sense) DNA sequence(s) using
the universal compression technique called context-tree weighting (CTW) [8].
As a retrieval criterion the mutual information, that characterizes the inherent
dependence of two variables, see e.g. [19], between a query DNA sequence and
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database sequences is used. We compute this mutual information as a difference
between the codeword length of a query DNA sequence computed using CTW
and the codeword length of this DNA sequence computed given the stored DNA-
indices. Privacy of DNA information is achieved by only storing the context trees
that represent the DNA source generating the sequences, as the context trees
along are insufficient to reconstruct the underlying DNA sequences.

2.1 DNA Preliminaries

Genome is entire organism hereditary information containing the complete set of
instructions for constructing an organism. The human genome consists of tightly
coiled threads of deoxyribonucleic acid (DNA) which basic building blocks are
four nucleobases or bases that are adenine (A), thymine (T), cytosine (C), and
guanine (G). The particular order of the nucleobases is called the DNA sequence
which is measured in base pairs (bp). The human genome contains roughly 3
billion bp. DNA sequences contain instructions for manufacturing all proteins,
in this way to form proteins triplets of DNA bases (codons) are interpreted as
amino acids, and amino acids in their turn are added to a growing chain that
forms protein. Thus DNA sequences are not random and have logical sequential
organization.

Individual genomes vary in about 1 in 1000 bp. Remarkably these small vari-
ations account for significant phenotype differences including disease suscepti-
bility, medication response etc. Typically variations are accumulated over time
from mutations, structural polymorphisms, chromosome recombination. On a
structural level, these variations include single-nucleotide polymorphisms (SNP),
that is substitutions variation in a DNA at a single nucleotide position; struc-
tural polymorphism, that is a large scale structural changes characterized by
indels - insertion or deletion of short nucleotide sequences.

2.2 Context-Tree Weighting (CTW) Method

The context-tree weighting (CTW) method [8] is a universal source coding
method that finds a good coding distribution for an observed (DNA) source
sequence in a sequential way. This coding distribution corresponds to all tree-
models whose depth does not exceedD. The distribution can be used to compress
an observed sequence using arithmetic coding techniques. The CTWmethod also
approaches entropy for ergodic stationary sources. The CTW method can also
be used as a two-pass method [18]: in the first step it is used to determine the
statistical model matching an observed (DNA) sequence, and in the second step
this model is encoded and the observed (DNA) sequence is encoded (compressed)
given the model.

The CTW method uses a concept of context trees. A context tree, see Fig.1,
consists of nodes that correspond to contexts s up to a certain depth D. Each
node s in the context tree is associated with the subsequence of source symbols
that occurred in the observed sequence after context s. Moreover, to each node s
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Fig. 1. An example of a binary context-tree of depth 2 with parameters, from [8]

there corresponds a parameter θs that give s the probability of the next symbol
being one (in the binary case) in the sequences when context s was observed.

The DNA sequence structure is such that it codes for amino acids and sub-
sequently for proteins in a sequential way. This makes the CTW particularly
suitable for this type of data. For example, it was shown in [9] that CTW per-
forms well for DNA compression. Let xT denote an observed DNA sequence.
Then CTW can be used to estimate P (xT ), where xT corresponds to a DNA
vector with values from alphabet A = {1, 2, 3, 4}1. Denote with xt a symbol at
position t in the observed sequence xT . A statistical model for the DNA sequence
is estimated by building the context tree and estimating the distribution P (xT )
using the CTW algorithm as P (xt|{xt−b, b ∈ B}), where B is a set of well-chosen
integers. The “context” {xt−b, b ∈ B} consists of a set of values from alphabet
A obtained from |B| different locations of xT . Typically, B is defined as a set of
values preceding xt. All possible contexts (that actually occurred in the observed
DNA sequence) together with probability distribution P (xt|{xt−b, b ∈ B}) con-
stitute the context-tree (model) and the parameters, respectively. Thus, for a
DNA sequence the context-tree model constitutes an ensemble of short subse-
quences that occurred there.

2.3 Similarity Measure

Consider an observed DNA sequence xT . Suppose {S,ΘS} are a model (con-
texts) and parameter set (conditional probabilities) describing some tree source
of depth not larger than D. Then if we use {S,ΘS} to compress this sequence,
the length of the compressed sequence will be given by

L(xT |x1
−D, {S,ΘS}) = −

T∑
t=1

log2 P (xt|xt−1
−D , {S,ΘS}) = −

T∑
t=1

log2 θ
xt
σ{xt−1

−D
}
,

(1)

1 Since DNA alphabet is {A, T,G, C}, we can replace it with {1, 2, 3, 4} without loss
of generality.
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where σ{xt−1
−D} is a mapping of xt−1

−D to a context from S and

P (xt|xt−1
−D , {S,ΘS}) = θxt

σ{xt−1
−D

}
∈ Θ

is the probability of symbol xt to occur after subsequence σ{xt−1
−D} was ob-

served in xT . When {S,ΘS} describes the actual source that produced xT

then L(xT |x1
−D, {S,ΘS}) corresponds to the ideal codeword length. However,

if {S,ΘS} describes some other source then L(xT |x1
−D, {S,ΘS}) will be larger

than the ideal codeword length as the used model does not help to describe the
observed sequence, this also relates to MDL principle see e.g. [15]. Note that
when CTW is used to estimate model and parameters of an observed (DNA)
sequence, then the resulting codeword length will have the smallest distance
(redundancy) from the ideal codeword length.

Now suppose yN and xT are two observed DNA sequence not necessarily of
the same length. Let {Sx, ΘSx} be the model and parameter set for xT , estimated
using the CTW method and Lctw(y

N ) be the codeword length for yN estimated
using the CTW method. Then if we consider the difference

1

N
Lctw(y

N )− 1

N
L(yN |{Sx, ΘSx})

= − 1

N

N∑
t=1

log2 Pctw(yt|yt−1
−D ) +

1

N

N∑
t=1

log2 P (yt|yt−1
−D , {Sx, ΘSx})

= − 1

N

N∑
t=1

log2
Pctw(yt|yt−1

−D )

P (yt|yt−1
−D , {Sx, ΘSx})

= − 1

N

N∑
t=1

log2
Pctw(yt|yt−1

−D )

θSx,σ
yt

{yt−1
−D

}

, (2)

we see that this difference tells how much we can gain if we use the distribution
of xT instead of yN in order to describe (compress) yN . If the gain is high then
{Sx, ΘSx} corresponds to the source that fits well yN , and it is more likely that
both yN and xT are generated by the same source, thus they belong to the
same sequence class. If the gain is low, then codeword length for yN estimated
using {Sx, ΘSx} has very high redundancy and thus {Sx, ΘSx} does not help to
describe yN , which means that it corresponds to some other source generating
other types of (DNA) sequences. Hence we can say that yN and xT are generated
by different sources and they are not similar. In general, the higher the gain the
better the model and parameter set describe sequence yN . Thus it is the more
likely, that the source with {Sx, ΘSx} generated yN .

The codeword length per source symbol estimated using the CTW method
gives (a good) estimate of the entropy of the (DNA) source sequence. Hence
the similarity measure given above can be seen as an estimate of the mutual
information between a DNA sequence Y N and a DNA source that produced
some DNA sequence XT . Note that mutual information is non-negative, while
our estimate can take up negative values. This underestimate partially comes
from the fact that query sequence can have deletions, insertions and substitutions
that are not part of the source model used for the codeword length estimates.
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Now consider the mutual information between a database DNA sequence XN

and the query DNA sequence Y N

I(Y N ;XT ) = I(Y N ;XT , {Sx, ΘSx})
= I(Y N ; {Sx, ΘSx}) + I(Y N ;XT |{Sx, ΘSx}), (3)

where in the first step we use the fact that {Sx, ΘSx} is a function of XT and the
data-processing inequality, see e.g. [19]. Note that when {Sx, ΘSx} matches the
source that generated Y N , the second term in the last step becomes negligible,
on the other hand if Y N and XN are produced by different sources this term
is also small. We see that mutual information between XN and Y N sequences
is equivalent to the mutual information I(Y N ; {Sx, ΘSx}). Thus in order to find
the closest sequence we may concentrate on finding the estimated model and
parameters that maximize I(Y N ; {Sx, ΘSx}).

2.4 Proposed System

Set-up
Create a database of privacy-preserving DNA-indices for a (sets of) DNA
sequence(s) xTi

i , i = 1, 2, . . . , n. In order to do it, estimate the models and

parameters for each (sets of) DNA sequences xTi

i , i = 1, 2, . . . , n applying the
CTW method. Store {Sxi , ΘSxi

} in the database together with some other
relevant information.

Retrieval
Given the query (example) DNA sequence yN , perform the following steps:
1. Apply CTW and estimate the codeword length per source symbol

1

N
Lctw(y

N ), for yN ; (4)

2. For each DNA record i, i = 1, 2, . . . , n in the database, compute the
estimate of the codeword length for yN given {Sxi, ΘSxi

}, by mapping

subsequences in yN to the contexts from Sxi and using the corresponding
parameters as

1

N
L(yN |{Sxi , ΘSxi

}) = −
N∑
t=1

log2 θSxi
,σ

yt

y
t−1
−D

, (5)

note that if there is no context in Sxi for some subsequence from yN , then
the corresponding parameter equals 1/2. Observe that this parameter
1/2 will also contribute to dissimilarity of the close DNA sequences when
deletion or insertion occurred.

3. Find the record i that maximizes

1

N
Lctw(y

N )− 1

N
L(yN |{Sxi , ΘSxi

}) (6)

and return the relevant information to the querying party.
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2.5 Security Discussion

Observe that in the DNA database in order to perform privacy-preserving simi-
larity search one only need to store the model and the parameter set {Sxi , ΘSxi

}
corresponding to a (set of) DNA sequence(s). Note that the model consists of
short subsequences that occurred in the DNA sequences, but contains no infor-
mation on temporal arrangement of the subsequences. Moreover, due to DNA
variable length, also probabilistic information contained in the parameters is
insufficient to characterize the number of the subsequences. Note also that an
average typical length of DNA sequence is around 3.2× 109bp. Thus our model
and parameter set can be seen as a hash of DNA sequences that allows for
prohibitively large number of sequences being produced based on it.

2.6 Toy Example

Here we consider a toy example where we use 14 DNA sequences from GenBank.
Suppose we need to arrange the database per chromosome. Then we create the
corresponding privacy-preserving indices using CTW with depth 9 (this corre-
sponds to three codons) by estimating the models and parameter sets for each
chromosome, i.e. for chromosome 1, 2, 3, 5, 8, 9, 10, 14 in our example. These
models and parameter sets are stored in the database.

Next a researcher presents a piece of a DNA sequence and he would like to
find from which chromosome it comes from. Using the system described above
he can calculate the estimates of the mutual information between the available

Fig. 2. Estimates for mutual information from the toy example. A shaded cell corre-
sponds to the maximum mutual information.
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piece of the DNA sequence and the models and parameters corresponding to
different chromosomes, and then find the chromosome that maximizes the mutual
information. Fig.2 shows the results of such estimates for a number of query
sequences. From this table we observe that the proposed method can correctly
detect which chromosome the query piece of DNA comes from.

3 Related Work

Work in the direction on privacy-preserving operations on DNA data focuses
on privacy-preserving calculation of edit (Levenshtein) and set distances. E.g.
in [10] oblivious automata for privacy-preserving approximate DNA matching
and searching is proposed. This approach is using Levenshtein distance as a
similarity metric for DNA sequences. In [11] edit distance between two DNA
sequences is derived using homomorphic encryption. In [12] and [17] homomor-
phic encryption and secure two-party computations ares used to match short
tandem repeats that are used for human identification and for parental tests.
Finally, in [13] Privacy-Enhanced Invertible Bloom Filter (PEIBF) is proposed
for set distance computations based on compressed DNA sequences, where DNA
sequence compression is defined as sets of differences from the DNA reference
string.

The approaches in [10] and [13] are effective for human authentication and
identification, a well as verification if a certain pattern is a part of a given DNA.
Methods based on homomorphic encryption like [11] are prohibitively expensive
to be used in large databases and can be effectively used for authentication.
The approach presented in [12] is applicable to human authentication and iden-
tification, forensic investigations and parental tests. However, the approaches
mentioned above are not sufficient if one has to determine whether DNA se-
quences have a similar functionality, since e.g. it was shown that chimpanzee
and human genomes are 96% similar [16], while the corresponding edit distance
between two genomes is very large. Therefore, to compare DNA sequences more
complex similarity metrics than edit or set distance, like divergence [16] and
mutual information [14] are needed, as these metrics also takes into account
temporal structure of DNA sequences. Note that work in [16] and [14] does not
focus on privacy, while our approach aims at privacy-preserving similarity search
based on mutual information. To the best of our knowledge this is the first work
in this direction.

4 Conclusions

In this paper we have presented a particular solution for privacy-preserving
search and matching in DNA databases. Our approach is based on the uni-
versal source coding technique, CTW [8]. Further investigations of the proposed
solution, as well as design of a wide range of operations on DNA sequences still
remain as the future work in the AU2EU project.
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Abstract. In the past few years, internet has experienced a rapid
growth in users and services. This led to an increase of different type
of cyber-crimes. One of the most important is the Distributed Denial of
Service (DDoS) attack, which someone can unleash through many dif-
ferent isolated hosts and make a system to shut down due to resources
exhaustion. The importance of the problem can be easily identified due
to the huge number of references found in literature trying to detect and
prevent such attacks. In the current paper, a novel method based on a
data mining technique is introduced in order to early warn the network
administrator of a potential DDoS attack. The method uses the advanced
All Repeated Patterns Detection (ARPaD) Algorithm, which allows the
detection of all repeated patterns in a sequence. The proposed method
can give very fast results regarding all IP prefixes in a sequence of hits
and, therefore, warn the network administrator if a potential DDoS at-
tack is under development. Based on several experiments conducted, it
has been proven experimentally the importance of the method for the
detection of a DDoS attack since it can detect a potential DDoS attack
at the beginning and before it affects the system.

1 Introduction

The proliferation of the internet enabled smart mobile devices all over the world
along with the available networked corporate or home personal computers has
created an enormous battlefield for cyberwar and cyber games. New devices have
become the target of malevolent hackers who desire to take advantage of the se-
curity weaknesses of the newly available applications together with the illiteracy
of the new users of this technology. By taking control of the innumerous devices,
cyber criminals can materialize their plans easily e.g., to invade users privacy, to
steal users identity, to start different types of attacks such as Distributed Denial
of Service (DDoS) attacks, scan attacks or Trojan attacks [1]. According to re-
cent reports [2], more than 4,800 DDOS attacks per day take place, more than 80
GBPs bandwidth is utilized for these attacks and more than 900 active botnets
are ready to flood the Internet and disrupt the legitimate services. Monitoring
and detecting such types of attacks has become increasingly demanding since
the DDoS attacks correspondingly have become sophisticated and the Internet
traffic due to the increasing number of the new devices has become enormous

D. Naccache and D. Sauveron (Eds.): WISTP 2014, LNCS 8501, pp. 190–199, 2014.
c© IFIP International Federation for Information Processing 2014
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[3] and thus difficult to monitor. DDoS attacks as the abovementioned statis-
tics reveal are launched by very big botnets or computers infected with software
that allows their remote control by the attacker. All the infected hosts, which
typically are some thousands, then attack one or different legitimate services by
sending thousands or millions of requests in a few seconds. The attacked host
is flooded with different types of packets such as SYN, FIN or other types of
packets and as a result stops responding and offering the legitimate service. Sev-
eral known internet sites such as Yahoo, Dell, eBay, Amazon, ZDNet, British
Telecom and countries such as Georgia, Estonia [4] and more recently Syria and
Ukraine have been targeted by DDoS attacks that caused either financial losses
or serious problems in the operation of public services correspondingly.

The protection of critical infrastructure and services against DDoS attacks
has occupied researchers working in the fields of networking and cybercrime
a lot. Several different techniques have been proposed either to prevent or to
detect DDoS attack. A task that is not easy due to the existence of diverse
characteristics of the attack. More specifically, J. Mikrovic [6] in her PhD the-
sis identified the characteristics of DDoS attacks that make DDoS defense very
complicated. The characteristics mentioned are the diverse methods the attack-
ers use, e.g., the different stream of packets they sent, the coordination of the
distribution of the attack makes very complicated the detection of the attack
e.g., geo-dispersed botnets are used, the sophisticated coverage of the traces of
the attacker e.g., through IP address spoofing, the availability of several tools
that can launch DDoS attacks, e.g., Trinoo, Stacheldraht, etc. and the illiteracy
of the Internet users e.g., users who do not update their operating systems in
order to address potential security holes. These characteristics of DDoS attacks
have obliged researchers to propose different approaches in order to either pre-
vent the infrastructure from DDoS attacks or early detect the DDoS attack and
safeguard the infrastructure. A classification of DDoS Mechanisms [5] suggests
two generic categories, the preventive and reactive methods. Preventive meth-
ods can be further distinguished to Attack prevention methods that increase the
security of the hardware or software resources of an organization e.g., by deploy-
ing automatic updating schemes, by continually monitoring the access rights, by
deploying security related infrastructure such as firewalls or intrusion detection
systems. Another type of preventive methods attempt to prevent specifically
DDoS attacks. These methods either balance the load of an attack intelligently
or utilize a very large number of resources that can endure DDoS attacks. The
reactive methods on the other hand focus on the early detection of a DDoS attack
and the elimination of its impact to the infrastructure. Reactive methods are fur-
ther distinguished in pattern detection methods or anomaly detection methods.
The pattern detection methods usually monitor the system under protection by
identifying and comparing possible patterns against stored signature of known
attacks. The anomaly detection methods on the other hand attempt to identify
anomalies in the normal or standard operation of the network under protection.
All these different types of preventive or reactive methods cannot provide 100%
protection of a system against DDoS attacks and that is why the research in the
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field of defense against those types of attacks is on-going and new methods are
constantly introduced. The contribution of this paper is the proposal of an inno-
vative DDoS detection method that combines anomaly with pattern detection.
A data mining technique developed by the authors which can identify all the
repeated patterns of a sequence is applied to the data received in the network.
When several IP addresses from the same domain are detected by this technique
a potential DDoS attack may occur. Based on the experiments, the time needed
to identify the launch of the DDoS attack ranges from 1-4 seconds depending on
the initial parameters provided to the algorithm.

The rest of the paper is organized as follows: Section 2 presents a review
of pattern and anomaly detection methods. Section 3 presents the approach
proposed using the pattern detection method that is developed by the authors.
Section 4 presents the experimental results by the application of the proposed
methodology to an existing publicly available dataset with DDoS attack data
and discusses the experimental results. Finally, the conclusions and future work
is presented.

2 Related Work

Several researchers have focused on the detection of patterns or signatures of
DDoS attacks using various methods such as statistical methods, artificial neu-
ral networks, data mining techniques, hybrid techniques, etc. Statistical-based
methods [7] monitor and model normal traffic patterns by using advanced sta-
tistical analysis techniques and are able to detect anomalies based on a pre-
defined threshold. An example of this method is described in [7]. This type of
technique may provide relatively accurate results depending on the statistical
analysis technique used. However, the selection of threshold is very important
since either real DDoS attacks may not be detected or legitimate requests may
be tagged as DDoS attacks. If the threshold selected is rigid it may increase
the false positive detections while it will decrease the false negative detections
[10]. Especially in cases where there is an increase of traffic as for example when
an event such as a music concert occurs the corresponding website of the event
may be visited by several people who wish to learn information about the event,
the accessibility of the venue, etc. and thus the traffic will increase as the event
approaches. The increasing traffic may be identified as DDoS attack because it
does not follow the normal traffic patterns processed by the statistical based
detection method and thus a false alarm may be issued.

Neural network based methods aggregate already identified patterns related
to DDoS attacks and by applying machine learning techniques, develop a neural
network that can analyze the traffic in a network and decide whether a DDoS
attack is in progress or not. Such a technique is presented in [9]. The algorithm
described operates in two stages. In the first stage it monitors various features of
the traffic and estimates the likelihood ratios for a DDoS attack. In the second
stage the algorithm combines the result of each feature identified and the results
are forwarded to the neural network that provides the final decision whether a
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DDoS attack has been detected or not. The result of such techniques are heavily
dependent on the selection of features. If the features selected do not correspond
to the type of DDoS attack carried then the detection will not be possible.

Data mining based techniques have also been introduced in the detection
of DDoS attacks. Data mining algorithms can be employed in the automatic
feature selection for monitoring and the classification of the traffic patterns as
in [8] in which the decision tree algorithm is used to select the traffic attributes
that need to be analyzed. Then using a classification algorithm it is possible
to decide whether there is a DDoS attack or not. Other data mining algorithms
such as C4.5 algorithm association rule mining have been applied to detect attack
patterns in [11]. The C4.5 algorithm is first applied to develop a learning model
for known attack types and then association rule mining is used for in-depth
semantic interpretation of the attack type. This approach combines different
data mining techniques for the detection and analysis of the monitored traffic
and notifies the network managers regarding possible DDoS attacks.

Hybrid methods finally combine elements of the above mentioned techniques
in order to improve the positive detection rates of DDoS attacks. Such a system
is proposed in [12] that combines anomaly detection with weighted association
rules in order to produce signatures of attacks. These signatures are used in order
to identify similar new and unknown future attacks. The combination of these
techniques according to the results reported in [12] outperforms the correspond-
ing individual methods used. In another work statistical based methods and data
mining techniques are used to propose a multistage detection of DDoS attacks
[13]. The method is based on various statistical analysis model e.g., Markov
based prediction at the first stage and wavelet based singularity detection for
sending DDoS attack alerts.

Most of the methods presented in this section are addressing three stages of the
DDoS defense process: the detection phase, the classification phase whether it is
a DDoS attack or not and finally the response [14]. The proposed method in this
paper focuses on the first phase of the defense process by detecting an anomaly in
the network traffic using a novel pattern recognition algorithm which discovers all
the repeated patterns in a given sequence. In other words the proposed method
acts as an early warning system and reports abnormal activity in network traffic.

3 Our Approach

The method proposed in this paper is based on the Suffix Array data structure
that is used to detect all repeated patterns in a sequence. More specifically, the
ARPaD Algorithm [19] is used as it has been derived by COV Algorithm [15],
[16], [17]. A Suffix Array is a data structure that contains an array of all suffixes
of a string [20] and it is mainly used for pattern detection. However, with the
use of the actual suffix strings we can construct a similar to a suffix array data
structure for fixed width substring such as the IP strings of length 12 by adding
leading zeros in octets that do not have length three. By doing this, ARPaD
Algorithm can analyze the strings of the IPs and detect all repeated patterns,
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which in this case are domains, subnets or actual hosts when the string is a full
IP address of length 12.

The first step to apply the ARPaD algorithm in the log files of traffic is to
convert the IP addresses found to actual strings that will be used in order to
detect all repeated patterns. For this reason, each one of the triplets of the
IPs that are not full (i.e. have less than three digits) is converted to a full
triplet by adding in front of each number the necessary number of zeros. This
transformation will allow ARPaD Algorithm to search into IP addresses as they
were simple strings.

The second step that is required is to sort all the IP addresses alphabetically
since now all have been converted to strings. This is needed for the ARPaD Al-
gorithm in order to perform the analysis as the strings have directly come from
a Suffix Array data structure. This is the most time consuming part since it has
complexity O(nlogn), while ARPaD Algorithm has been proven experimentally
to have on average complexity O(n) [16], [18], [19]. Therefore, the total com-
plexity of the method is on average O(nlogn) which allows a very fast analysis
of the IP addresses data.

The last step in the proposed methodology is to execute ARPaD Algorithm
on the sorted array of IP address strings and retrieve as results all the repeated
substrings (IP prefixes of the domains or subnets) or strings (full IP addresses).
Having the results a Network Administrator can set a threshold in the occur-
rences of the substrings (IP prefixes) that are detected in order to characterize
the traffic from a specific domain, or subnet or host as possible abnormality and,
therefore, a potential DDoS attack. The specific threshold has to be set depend-
ing on the type of analysis, hits number or time. Based on the defined threshold
and the detected traffic, the proposed method can send a warning of a poten-
tial DDoS attack to the administrator. Furthermore, the Network Administrator
can use the proposed method to continue monitoring the traffic and can opt to
perform further analysis based on specific time interval or a specific number of
hits on the router. This is something that a specialist can decide, yet, the pro-
posed methodology allows both implementations to be applied interchangeable.
Depending on the traffic and the potential DDoS attack warning, these inter-
vals (time or numbers) can change dynamically to accelerate the analysis and
prevent an attack at the beginning. For example, in a normal traffic situation
you can analyze the hits per minute but when a warning is issued instead of
time interval, a specific number of hits e.g., 100,000 can be analyzed. In a DDoS
attack situation this is expected to be reached in a few seconds depending on
the magnitude of the attack.

4 Experimental Results

For the experiments a laptop with Intel i5 quad core processor and 8Gb RAM
has been used. The code of ARPaD algorithm has been written in C# and a
64bit operating system has been used. The data come from the Computer Science
Department of University of California Los Angeles (UCLA) website that holds
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information about packet traces. We have used Trace Set 2 for the UDP packets
that includes 16 files. Each one of the first 15 files has 100,000 hits generated from
a DDoS attack. The last file holds less information and we haven’t used it in order
to have a uniform distribution of the hits per file and thus to be comparable.
There have been contacted in total three major experiments. In each experiment
different number of hits (100,000 IPs, 500,000 IPs and 1,500,000 IPs) has been
used. For the first experiment, the ARPaD algorithm run 15 times to analyze all
the 15 files. In the second experiment the algorithm run three times and in the
third one the algorithm run once. For each experiment, two different versions of
the algorithm run in order to just detect all repeated patterns (IPs prefixes) or
all repeated patterns including the positions of each one in timeline. The latter
is more time consuming that the first yet can provide more detail information
for further analysis.

Table 1. IP Detection Time per File (100,000 rows per file)

From To Detect IPs Detect IPs & Positions DDoS Attack

1 100 0.992 3.22 9.57
100,001 200 0.988 3.26 8.93
200,001 300 0.991 3.22 8.86
300,001 400 0.994 3.23 9.77
400,001 500 0.988 3.17 11.15
500,001 600 0.989 3.13 9.81
600,001 700 1.006 3.23 11.00
700,001 800 0.992 3.22 10.65
800,001 900 1.013 3.17 10.56
900,001 1,000,000 0.975 3.23 10.68
1,000,001 1,100,000 0.993 3.20 10.77
1,100,001 1,200,000 0.988 3.22 9.75
1,200,001 1,300,000 1.021 3.24 10.73
1,300,001 1,400,000 0.995 3.19 10.79
1,400,001 1,500,000 0.991 3.17 13.10

In Table 1 we can see the time analysis per single file. The table includes the
time ARPaDAlgorithm needs to simply detect all repeated patterns and the time
the Algorithm needs to detect the patterns and their position in the timeline. The
position of each pattern can be further used to detect density or increase in hits
or other attributes per pattern (IP prefix) that might be useful to detect DDoS
attack. Moreover, the table includes the time the attack last for each one of the
100,000 hits based on the data provided in the files from UCLA. As we can see
from Table 1 the time ARPaD Algorithm needs to detect all repeated patterns
is approximately 1 second on average, including the sorting process time when
we do not record the actual positions of the hits in timeline. If the time factor
needs to be calculated then the Algorithm needs approximately 3.2 seconds on
average for each file. However, what is very important to be mentioned here
is that the attack needs approximately 10 seconds while the analysis can be
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performed in 1 or 3.2 seconds depending on which variation of the algorithm
is used. Therefore, the analysis can be performed faster than the attack as in
case there is a DDoS attack with 100,000 hits per second, the algorithm can
provide the results of the analysis the next second. As a result, we can run a
pattern detection analysis every few seconds and have an early warning when
something abnormal is happening and before the next sequence of IPs will need
to be analyzed. The time interval to analyze the data can change automatically
depending on the results found in the previous run of the algorithm.

Table 2. IP Detection Time per 5 Files (500,000 rows)

From To Detect IPs Detect IPs & Positions DDoS Attack

1 500 4.32 14.30 48.29
500,001 1,000,000 4.31 14.53 52.69
1,000,001 1,500,000 4.33 14.21 55.15

Table 3. IP Detection Time for the Whole Data Set (1,500,000 rows)

From To Detect IPs Detect IPs & Positions DDoS Attack

1 1,500,000 11.67 43.20 156.12

In Table 2 the results of the second experiment (the hits per 500,000 IPs) are
presented. Again we have the same information as in Table I regarding times
and we can observe that the detection of all repeated patterns is approximately
4.3 seconds on average while when all repeated patterns and their position in
timeline is detected the ARPaD Algorithm needs approximately 14.3 seconds.
In this experiment, the total attack time per 500,000 hits is approximately 52
seconds, time considerably longer than the time ARPaD Algorithm needs to
detect all repeated patterns. ARPaD Algorithm it has been proved to be linear
on average [15], [16], [19] and that is why it preserves the ratio of 1/10 for the
simple pattern detection and approximately 1/4 for the full pattern detection
(including positions). Finally, we run one more experiment for the whole data
set for the 1.5 million IPs (Table 3). The time for the single detection is 12
seconds, for the full detection is 43 seconds while the whole DDoS attack lasted
156 seconds approximately according to the files provided by UCLA.

The fact that our method can perform a very fast analysis in real time can have
several benefits and can also allow variation of implementations of the method.
One way is to have a fixed width analysis per time or number of hits as we have
already described with the experiments and the results in Table 1 through Table 3.
However, we can apply a dynamic execution of the method and allow the Network
Administrator to fully parameterize it and decide how the pattern detectionwill be
executed. The process can be the following: In a normal environmentwe run checks
based on a fixed, wide, interval which can be based on either on time or number of
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IPs. If the system detects an abnormality then it can manually or automatically
decrease the width of the intervals in order to prevent a DDoS attack. For example,
we canhave a fixedwidth of 500,000 hits.The analysis of these needs approximately
4.3 seconds while the time needed for the hits is 52 seconds. So, in time t we exe-
cute an analysis for the 500,000 hits and the system detects an abnormality in time
t+4.3. Now the system can change the time interval and perform an analysis per
100,000 hits. This will happen at t+10 or 5.7 seconds after the first analysis has
been conducted by the ARPaD Algorithm. Therefore, the network administrator
can specify intervals that can easily be executed without overlapping or without
lags in order to have a flexible, dynamic early warning DDoS attack detection sys-
tem.When the trafficwill return to normal level then the system can again increase
its intervals.

We can see in Table 4 the full list of results for the domains and subnets
in the whole 1.5 million hits that the 15 files have. The first and third column
contains all repeated patterns detected and the second and fourth column con-
tains the number of occurrences of each pattern (IP prefixes) correspondingly.
The table is sorted based on the IP prefixes. The domain 1.1.139.x has been
detected 1,500,00 times during the DdoS attack. For each subnet of the previ-
ous domain we have 588,537 for the 1.1.139.0x, 583,884 for the 1.1.139.1x and
327,579 for the 1.1.139.2x. The subnet with the most occurrences 59,941 has
IP Prefix 1.1.139.17x and the subnet with the least occurrences 29,826 has IP
Prefix 1.1.139.25x. The single IP addresses have not been included because the
list is very large and almost all the possible IP addresses from the specific do-
main have been used in the DDoS attack in this data set. The IP with the most
occurrences (hits) is the IP with address 1.1.139.149 with 6,140 hits and the IP
with the least hits is the 1.1.139.181 with 5,752 hits. From the results presented
in Table 4 we can detect the hits from a specific domain and further how this
can be analyzed per subnet or even per host. For example, we can observe in
Table 4 the hits per subnet are almost uniformly distributed which it cannot be
a real life situation. Therefore using this analysis, it is possible to determine if a
system is under DDoS attack or not.

Table 4. Full IPs List Ordered By Occurrences

IP Prefix Occurrences IP Prefix Occurrences IP Prefix Occurrences

1001139 1,500,000 100113906 59,909 100113916 53,74
10011390 588,537 100113907 59,675 100113917 59,941
10011391 583,884 100113908 59,796 100113918 59,291
10011392 327,579 100113909 59,539 100113919 53,886
100113900 53,548 100113910 59,352 100113920 59,616
100113901 59,151 100113911 59,396 100113921 59,22
100113902 59,088 100113912 59,654 100113922 59,213
100113903 59,444 100113913 59,679 100113923 59,913
100113904 59,173 100113914 59,777 100113924 59,791
100113905 59,214 100113915 59,168 100113925 29,826
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5 Conclusions

We have proposed in the current paper a novel methodology that can allow a
network administrator to prevent a DDoS attack manually or automatically. Our
method, based on an advanced data mining technique, takes advantage of the
very fast ARPaD Algorithm that can detect all repeated patterns in a sequence.
Using this algorithm, abnormal number of hits from specific domains or subnets
can be detected and characterized as a potential DDoS attack. Such analysis
allows to use our method as an early warning system of DDoS attack that can
help to stop the attack at the beginning. The method has been applied in a
1,500,000 hits data set from the Computer Science Department of UCLA and
the results showed that the method can analyze and detect the potential DDoS
attack in 1/10 of the total time of the attack.

In future work, we can also use more characteristics of the ARPaD Algorithm
and more specifically the detection of each IP hit in the timeline. This can help
detecting any further attributes of the hits such as density and increase of the
hits over time. For example, we may have periodic attacks from different hosts.
The proposed method can detect the periodic pattern and correctly alert the
network administrator for further action. Additionally, after the early warning of
potential DDoS attack the system can also continue further investigation in order
to determine if abnormal traffic from specific domain or IPs can be defined as a
positive DDoS attack. This can be accomplished by analyzing further attributes
included in the traffic, e.g., packets, time, etc. Finally, analyzing the IPs it is
possible to very fast identify whether the traffic from a specific host is legitimate
or spoofed and as a result has a very good indication if the traffic is in the
context of a DDoS attack or not.
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